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matchLabels:
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maxSkew: 1
topologyKey: kubernetes.io/hostname
whenUnsatisfiable: DoNotSchedule
- labelSelector:
matchLabels:
docker-registry: default
maxSkew: 1
topologyKey: node-role.kubernetes.io/worker
whenUnsatisfiable: DoNotSchedule
- labelSelector:
matchLabels:
docker-registry: default
maxSkew: 1
topologyKey: topology.kubernetes.io/zone
whenUnsatisfiable: DoNotSchedule

o} YAMLS #%3}o] Operator7} v o] W gk gl vSphere Q128120 225 E= J S #d EZZX] A<
Z221& AHg-stke] w22 wf Image Registry Operator 7} AF§-8h= 7]+ v 7] 5= k& whet gy o

topologySpreadConstraints:
- labelSelector:
matchLabels:
docker-registry: default
maxSkew: 1
topologyKey: kubernetes.io/hostname
whenUnsatisfiable: DoNotSchedule
- labelSelector:
matchLabels:
docker-registry: default
maxSkew: 1
topologyKey: node-role.kubernetes.io/worker
whenUnsatisfiable: DoNotSchedule

2 2~ &2 A= configs.imageregistry.operator.openshift.io/cluster A} F 314 & G2 4] 5Fof 7] =
topologySpreadConstraints 4] 318 ¥ o] & A HY T

2.4, 27} &) 2

® Pod EE =X £u) Atz 74

2.5. o|u] 7] Y A2~ E 2] OPERATOR A A vl 7]l H


https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html-single/nodes/#nodes-scheduler-pod-topology-spread-constraints

27%. OPENSHIFT CONTAINER PLATFORM<] o] n]#] g #] 2~ E 2] OPERATOF

configs.imageregistry.operator.openshift.io 2] &~ =& A}
AU g ates dALEY e, 2E2A], 27, 98" 3
Alg o

4 3}o] Image Registry OperatorE +4 & 4=
Yo S #AEsr] sl S E

o 7 W 5 A

managementState Managed: Operator= A4 2] 227t QU o] EF W gA 2ER & G| EF
Eh=

Unmanaged: Operator= A4 2] &0 tj gt 7 & FA o
Removed: Operator= gl A 2 E 2] 91 28l A= 7)) A 3} 32 Operator7} Z 2 1] #|
B BE SEYAE AAF YT
logLevel YR 2EY ed2e1 29 loglevel & 23 gyt 7] 2zk-e Normal ) Ut
logLevel o o g o} zhe] A gyt
e Normal
e Debug
e Trace

e TraceAll

httpSecret 7Aoo g AAE = dRES] BeHS flal A SE ] B ad gAYk

operatorLogLevel operatorLogLevel 74 wjj 7} ¥ <= = Operator =14 of] o 3 2] = 7]
Operator7} 2k 4 0. = sl A 3| of sh= FH Al & 27 A E & 2] s}
S AFFUh o] A miZfiH 2] 712312 Normal < v o Al & s}
I8k FEUTh

=
o
A

r{r
rﬂ e
o
i o L

H
A
operatorLoglLevel< tj g o} gho] XA g}

e Normal

e Debug

e Trace

e TraceAll

proxy n2H APl 2 J2EY YA 2EDE 5T ) AT

K

ZAE A 4

110"

F o

A affinity ) 7 " - = A}&-35} o o] v %] ¥ =] 2~ E g] Operator Pode] t] 3+ Pod <] ¢F
e A LAFZAS S F AdHFYh

214 273 o podAffinity === podAntiAffinity A} S AF& sk 4= 95U T
A » % preferredDuringSchedulinglgnoredDuringExecution 7%
requiredDuringSchedulinglgnoredDuringExecution 7 2] & A}-& st
Ytk

4 R AT P
mﬂfm

r:1>



OpenShift Container Platform 4.17 9| x| 2~ E g

o 7 5 A

storage Storagetype: g A 2~Eg ~Eg X AA o tha A F A1 (o: S3 7 93] A
H3)YUth itz oz 724 o2 A gt

readOnly A ZE JIARATE A o] v A & FA] 8t A Y 7] E o] v A & AHA| ot = A =
£ AR opst=A AR E YEPE U

requests APl 2 Ak Al K- At Ut 71 8 F & i 71 D ell 718171 Aol A € # A
2EZ A2t 27t g HE 8% 5 ATyt

defaultRoute 71 TRE o] 5 AMEEt] A AR E A YTA] ARE AF G & stE
A ARE dsstd dolBE vhA dE sttt 71 2k falsesi Ut

routes A F7t A2 MEdUth AR TXRE o] FH} AFAE AF G

rolloutStrategy ojm A YA 2E ] vl o tf & Zob2 A F ot 7] E3S

replicas YA 2Eg e EAE Yt

disableRedirect M=z g AdsiA] A A 2ED S S5 R dHolHE S8 ax o1

uhl of
= MHME} 7] 2 zk-< false Ut}

spec.storage.manage AWS T = Azureol] A 2] |2 20| Y QlZetE ALgete SFHHE AR
mentState A A 8EAY o 28 o] =& o] Image Registry Operatorel] 4]

spec.storage.managementState v 7} 1 == Managed = 47 gt o}

e Managed: Image Registry Operatoro| 4] 712 ~E 2] & @2 gt}
Image Registry Operator2] managementState 7} Removed= 4%
H 2E A 7 AR g Y o

o managementState”} Managed = 273 ® 73-$- Image Registry
Operator= 7] 2E 22| F Ao 47 7] & %“é < @%—6‘14 =
2 =o] Managed = 4% ¥ 7 % Operator# g A EEg oA &

I3E AR S 7 U =S S3I H A EA S P YT Al FEte 2B
g0 7| B A S HgA %o #d managementState =
Unmanaged = 2 A s o gt}

e Unmanaged: Image Registry Operatorol| /] ~E 2] 2] A4S FA| g
Y t}. Image Registry Operator¢] managementState 7} Removed =
AR EE 2B A 7L 2HA = A g5 Ut HZl e ZEH oY o] &3}
2o 7|8 2EYA] FA S AT+
spec.storage.managementStatec) = o} 7] 7S A &%) k2 74
£, Image Registry Operatoro] A o] 2 Unmanaged = -4 ¢t}

2.6.CRDE A}-&-3}lo] o] x| PR 2Ee 7|2 Z 2 &4 3}
OpenShift Container Platformol] 4] Registry Operatori= OpenShift o] m] x| #| A 2 E 8] 7] %S Ao &} 3L

configs.imageregistry.operator.openshift.io CRD(Custom Resource Definition)el| 4] ¢] OperatorE %
gyt oju A HALER 7|2 A EE As o E B 5| okst= 7§ o] P A] @A = E 2] Operator

10



27%. OPENSHIFT CONTAINER PLATFORM<] o] n]#] g #] 2~ E 2] OPERATOF
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$ oc patch configs.imageregistry.operator.openshift.io/cluster --type merge -p '{"spec":
{"defaultRoute":true}}'
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$ oc create configmap registry-config --from-file=<external_registry _address>=ca.crt -n
openshift-config

I $ oc edit image.config.openshift.io cluster

spec:
additionalTrustedCA:
name: registry-config

2.8. o]u] %] YA ~E 2 OPERATORS] 2E A 25 A H AA

configs.imageregistry.operator.openshift.io CR(A}-&#} & o] 2] &~2) 9 ConfigMap 8] &2 & o = &
EFR ZF AH AL HEo A 38 g AXE E3) Operatorol] A& E Y th o] 8 4 2% openshift-
image-registry 1] & 25 o] 2 Wl o] 9l o}

ZEFA] A2 g o] ek ARER A o] /15 A B E A4 oF+= image-registry-private-

configuration-user A| AR & AT F AFUTL 7|2 AF BHEIT A= A AHEA B AF BH=
Operatoro| A A}-g-3l= 712 15 F B E A4 o Fuy o

o == 7|7} 3 OpenShift Container Platform A] 2.8 2 A A3 gy o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=KEY1=value1 --from-literal=KEY2=value2 --namespace openshift-image-registry

29.F718 A2
o AWSAg-A} Z2u) Ay ¢lZate] g 2~ET 44
® Google Cloud AF-g-%} 2 H] A Qlzete] YA EER A4
® Azure Ab-&2F ZEH| A Qlxete] A 2E AH
o o] WEo HAXZED LA
® VSphered] x| ~E2 474
® RHOSPe] gA|2=Ed 4
® Red Hat OpenShift Data Foundation?] @] X 2~ E 2] A%

® Nutanix®] # X 2~ET T4



3% G4 zE AR 0 74
3. AA=EY A4 9 4

3L AWS 282 Z=H| A Y qlzgte] g A ~E A

A& AWS ZEZ A & AHE L5 7] 2 AlF o] v A] A LE e & 774 8to] HH o] o] »A] & robust &
EfA A6l AZF U o] AL A FaH 2EHAGE BER YALEYE T G s
g 2EHAE ATIYTH

3.1.1. o] v x| g %] 2~ E 2] Operatore] A =3 A3

configs.imageregistry.operator.openshift.io @ ConfigMap 2] &2 ¢] o = openshift-image-registry
Ul Zso] 2ol 3le B o] A8 2l o)a A A o] Operatordl Al Al &5 Y th.

image-registry-private-configuration-user 2] =31 -& 2 E | %] A A2~ W Ao D Q3= HHE A
FTHUTE 712 15 A B A A =W Operator7 AFE- 8= 712 Q15 A HE Dol UTh

Amazon 2E 2] A S3¢] 79 A A o= ok F /9] 7] 7F E3hE o] oF T
e REGISTRY_STORAGE_S3 ACCESSKEY

e REGISTRY_STORAGE_S3_SECRETKEY

o I 7|7} ¥ OpenShift Container Platform A] 2.8 2 A A3 gy o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3 ACCESSKEY=myaccesskey --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=mysecretkey --namespace openshift-
image-registry

3124184 220 A Y Qlz2tE AWSe] g A 2E7 AET A AR

/gilé ]_g_ﬂ,Ot_;(]_ -%— Lo 25 AmazonS31ﬂ7]%/‘§*
Fow 2EaAs PRI

oL
(
o

sk <+ 21 © 1 Registry Operator7} =}

Registry Operator7} SIHA S A 2EYAE AFORE FATT gl A5 T ZEA A O upat
SIS APt 2EYAE 4T F AFHTH

2

' 7ol
A AWSO A A 2E g o] r X & HtS sl S3 B 7l 8 AA =8 AdFY T

REEE
o AWSO| ALg2F Z2u| AP E Qlzetrt ol F e 2E 7 dojoF k.
® AmazonS3 2E# A 9] A AlAB o= F 7)) 7] 7} 8w o oF Ut}

13


https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/aws-properties-s3-bucket-publicaccessblockconfiguration.html

OpenShift Container Platform 4.17 9| x| 2~ E g

o REGISTRY_STORAGE_S3_ACCESSKEY

o REGISTRY_STORAGE_S3_SECRETKEY

o

do] At AR HA B vhF JE JREEE TE8HES Bucket Lifecycle Policy & A4 gy th.
2. configs.imageregistry.operator.openshift.io/clusterc] ~E 2] %] 44 S &g},

I $ oc edit configs.imageregistry.operator.openshift.io/cluster
AA o

apiVersion: imageregistry.operator.openshift.io/v1
kind: Config
metadata:
name: cluster
spec:
storage:
s3:
bucket: <bucket_name>
region: <region_name>

3.1.3. AWS S3¢] o]n| %] g x| ~E 2] Operator A% ujj 7/} H =

oS A ujsl W4E AWSS3 g A~E8] 2B Ao AF43F 4 gl&U )

ol m 7] g x| 2 E ] spec.storage.s3 7 v 7| ol = Wl = 2 E ] A o] AWS S3 A H] 25 ALg-5l
S3 A

ZYALELE Pt BRI S dFUT AA T HEL2 S3 2EeA] =foln] A
AL

ol 70 5

bucket W72 YA =ET 9 glo]H & AT I o)UYt o= A8 Aol x4
R e R *@H%MEP.

chunkSizeMiB ChunkSizeMiB+= S3 API¢] multipart 2= H = =7] YY) 71 2% 10 MiB
o|3 H A 5MiBY Yt}

region 2112 W zlo] = AWS Bl Yyt o] = A8 Aol A X AWS 2] o u}
gAY H Yk

regionEndpoint RegionEndpoint= S3 5 3 éEa A AME) 2] A= EJAEYUYL o] = A A =

A e upgf A Abg g 7)Y YT
virtualHostedStyle VirtuaIHostedSter~ A2} =] A RegionEndpointOﬂ A S3 7MY 548 ~gd

HZl 4 2 AHEg @8ty th ol = A E Aol H 7] gk falsed Y o

o] w7/l ¥ == 4 A 3}o] OpenShift Container Platformg 7 % x| & o] wj =+
Ut
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https://docs.aws.amazon.com/AmazonS3/latest/dev/mpuoverview.html#mpu-abort-incomplete-mpu-lifecycle-config
https://docs.docker.com/registry/storage-drivers/s3/

3%. 9 2E9 473 2 74

ol A 4 a7
encrypt encrypti Bl X 2B 7} o u A & 5348 WA 0w AL QB AH Y

o} ol = A g Abgo]m 7] 23k falsey Y T

keylD KeylD:= oF & 3}ol] A}-§-3F KMS 7] IDS] U t}. o] = 21 €] Ab&k¢] 1 o}, Encrypti=
trueolof oyl L@ x| gk o o] w7l W vt A H Y

cloudFront CloudFront= Amazon CloudfrontE gl A 2 E 2o 2Eg A n|E¢ o= A%
Yt} o] = A8 ALgd Ytk

trustedCA trustedCA o 4] Zxahi= 4 9 o] W] Q) 5] o] = ‘—openshift-config DS
th. A4 W9 M E 7] &= ca-bundle.crt Ut} o] = A e A1y Th

23

regionEndpoint v 7] 11 5= 2] 7}o] Rados Gateway URLZ A H 7$ WA 4 X EE A F
gyt dE = usH 2EUT

regionEndpoint: http://rook-ceph-rgw-ocs-storagecluster-cephobjectstore.openshift-
storage.svc.cluster.local

3.2. GOOGLE CLOUD A} &#} 28] * g Qlxglo] PRI ET A

& Google Cloud Z2E 2| A & AME-3L =5 7] A3 o] v X] YA 2EL & #4351 AdH o]y o|u|A &
] 4524 ’“Eﬁl A YA o] AU Th o] A2 AA FHAEH 2EA G HER HALEZE I T
g4 7test 2EZAE A FU

3.2.1. o] v %] g A 2= E 2] Operatore] A =23 4 H

configs.imageregistry.operator.openshift.io @ ConfigMap 2] &2 ¢] o = openshift-image-registry
Ul Zso] = ol 3le B o] A8 2l o)a A o] Operatorol Al Al &5 Y th.

image-registry-private-configuration-user 4] =3 -& 2 E | %] A A2~ W Ao D Q3 AF HHE A
THU 718 S A 1o A A =W Operator 7k ARG 8h= 7] 15 AR E HojvUth

Google Cloud =& 2] %] ¢] GCS<2] 7% A] ZL& o]l &= Google Cloudol| A #| &3l 915 F 1 oY) Fel=
kol 7kl shute] 7] 7F g E of o g Th

e REGISTRY_STORAGE_GCS_KEYFILE

Z2A 2

i)

= 717} £ &H OpenShift Container Platform A] 2.8 2 A A4 gy o}

$ oc create secret generic image-registry-private-configuration-user --from-
file=REGISTRY_STORAGE_GCS_KEYFILE=<path_to_keyfile> --namespace openshift-
image-registry
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Registry Operator7} Google Cloud {7l & AT =l A 2EZA nyol & 5o 2 443513
A 2E 2 CR(AHEA A o] gl az)ol A A8 S 430 oF

A 27 Ab
o ALg7} WA Axe}s} 9= Google Cloude] 22 2 I oh.

® Google Cloud§ @l x| 2=E 8 ~2EZ A& ¢4 stH W @ x| 2=E 2] Operator F&}4-= ¢
A g8l oF P ok

® Google Cloud 2=%2| %] ¢] GCS2] 7% A] 28 o] & Google Cloudo] A #| -3 215 A 1 914
o) $¥l = gro] gkl shike] 717k E3HE o) of gk

o REGISTRY_STORAGE_GCS_ KEYFILE
' o)
A 28 Ha 2 Hx] E A A sl Google Cloud Storage W Z1 & Al &3l = @ X 2 E g o]
= o

Z2A 2

1 12d0] A B oA o5 3
Fyo.

i)
[t
e
u
[
il
o\
v}
Q‘L
ki
J
O

O
=2
a
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o
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Q
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o

il
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2. configs.imageregistry.operator.openshift.io/clusterc] = E &z 44 & ¢ &g}

I $ oc edit configs.imageregistry.operator.openshift.io/cluster
AA o

apiVersion: imageregistry.operator.openshift.io/v1
kind: Config
metadata:
name: cluster
spec:
storage:
gcs:
bucket: <bucket_name>
projectID: <project_id>
region: <region_name>

3.2.3. Google Cloud GCS¢] o] v] x| g %] 2~E 2] Operator A4 vjj 7] 4 4=

th-2 v 7] ¥ 5= configure S A3l Google Cloud GCS A ~E g 2EZAE AT F AdH5th
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https://cloud.google.com/storage/docs/using-public-access-prevention
https://cloud.google.com/storage/docs/lifecycle

3%. dA2ED 24 R A

o 7 5 A

bucket 22 gAZE ] HolHE AT WZl ol Fd Ytk ol = A9 Aol A4

region A& WZlo] Y= GCS YY) o= A8 Argro]m A X ® GCS A o o u}
F A48y

projectiD ProjectlDx o] ¥ 7S 21 4 8l oF 3}+= Google Cloud Z2AH E o] =2 A E IDYY
o} o)= A8 AFE Y o

keylD KeylDE= ¢F35 3}ol] A8 KMS 7] IDY U T W A2 7] 4 © & Google Cloudell
A dostEBER AY ALG YUt o] & B8l AFS A A dEst 71 & AMS S 5
AFY T

3.3. OPENSTACK A}-&-2 22 H| A QlxZg}o] HXER A%

ZLA] RHOSP(Red Hat OpenStack Platform) 913z glo A A& & = S ~H o] A LEYE AT &
AFYH

3.3.1. o] 1] #] # A 2~ E 2] Operator 2]t & A 4

2] t] & A& v g4 3151 OpenShift Container Platform 2] 28 W =9} 222 Z8}o|Ad E wi= 7zt

Al 7} 7o o] Hoa] 28 o] RHOSP(Red Hat OpenStack Platform) Swift 2E 2] x| o] A 2] 3 o] u] %] & 7}
2 2.7] 98 v M 5 =2 o B2 A o] 3t =2 Image Registry OperatorE 14 & & &Yt} o] 74

= A8 Atgtoln Setol A EVF 2B 2] A] 9] SSL/TLS /ISA & Al sl=A] of Fof whe} thE U o

Zalol A EV} 2E T A QAZME AlF 514 k= 7 < disableRedirect 842 o)) %] 7
A2EYE E3ttrue ZE2A Egg oz AA T F AUtk 23202 oju| A A X
Efole S7td Fots Agetr] A&l v 2 glas, 53 M EHIA Qg Fel dad F

il

ZeolAES} 2B A AZH S Aok A AN 2B AT AL o8
FUTh o g7 st d X 2B ZpAl O 22 Favt Zel U

AN AL G A YA M B s she Al AR A EE CAGLE /) E N ES
ZFetolAEE P A2 HET 5 AFUth A AP E CAS ALg she 39 A8
3]

CAS At 2y g /4d 2 v &/ s}38) oF Yt}

e oA F A 2ET 7} Swift 2ET Ao o EsE hA EG IS TE2AGEE s E oS 5 E
< A3 3o config.imageregistry ¢ 2 4 € o] spec.disableRedirect Z = 7}S true = W73 g

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"disableRedirect":true}}'

3.3.2. 0| 1] ®] ¥ A 2~ E 7] Operatore] A =8 A A
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configs.imageregistry.operator.openshift.io @ ConfigMap 2] &2 ¢] o = openshift-image-registry
Ul o] ol Sl Mo A A8 g4 o]l A7 o] Operatorol Al A& U o

image-registry-private-configuration-user 4] =31 -& 2 E | %] A A2~ W Ao D Q3 AF HHE A
TEUS 71 2 Q15 H B 7 A A =W Operator7b AbE-3h= 71 &2 Q15 B HE Ho]FUTh

RHOSP(Red Hat OpenStack Platform) 2~& 2] 2] 2] Swifte] 749 A| A= o = tha F 71 <] 717} & = o
oF gttt

e REGISTRY_STORAGE_SWIFT_USERNAME

e REGISTRY_STORAGE_SWIFT_PASSWORD

o I 7|7} 3 OpenShift Container Platform A] =281 2 A A3 gy o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_SWIFT_USERNAME=<username> --from-
literal=REGISTRY_STORAGE_SWIFT_PASSWORD=<password> -n openshift-image-
registry

333 A8 A =2 XA Y 2l = E A8 5= RHOSP O] A 2EQ 2E

o

Al

Registry Operator7} Swift {2l & A3 & = gle B¢ 2EA Yol & 502 4%
2] CR(AHSAF A o] gl )0l M A S sl oF Fth

oL
ol

FaL H A 2~ E

AR 8 7 AL
o A8z} Z2H]AY 2xZEtr} 2= RHOSP(Red Hat OpenStack Platform) <] 22 228 ¢} Y t}.

o RHOSPe] gl A 2~ E 8] 2E g XS 4 5l2] ¥ Registry Operator Z8}9-= 1% A W E A 23| of
Enh=

e RHOSP Z=E=2]#] 9 Swifte] 79 A=l ol = th& F 71 2] 71 7F Z3h = of oF g th
o REGISTRY_STORAGE_SWIFT_USERNAME

o REGISTRY_STORAGE_SWIFT_PASSWORD
EZA 2
e configs.imageregistry.operator.openshift.io/clusterc] =&z x] 44 S 4=}
I $ oc edit configs.imageregistry.operator.openshift.io/cluster
A3 o

apiVersion: imageregistry.operator.openshift.io/v1
kind: Config

metadata:
name: cluster
spec:

18
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storage:
swift:
container: <container_id>

3.3.4. RHOSP Swifte] o] n =] &) %] 2~ E 2] Operator -4 vjj 7| ¥ <

RHOSP(Red Hat OpenStack Platform) Swift #]| A 2 E ] 2E 2 A & A 3t= U S Wi/l HFE ALE
g T AFUh
A A
authURL A5 EZS 7HAE URLE At o] g2 A8 Agri vt
authVersion RHOSP ] Auth W& A4 g4 t}(o: authVersion: "3" ). o] 7-& X&) Apgt
YUk
container P A =Eg dolB & A Fat7] ¢ Swift A o] o] o] &5 F o YTt o] 32
e Arakiy ot
domain Identity v3 API2] RHOSP =l o] 58 XA o} o] k-2 A8 Ay th.
domainlD Identity v3 API2] RHOSP =1l IDE A 3t T} o] 3t Ag] Ay
tenant G A 2 E oA AHE- T RHOSP HIE E o] 55 o gyt o] 3t A9 A3k
Sh=2
tenantiD ) 2] = E g o A AFE-3 RHOSP HIY E IDE A o] 3t} o] 3k Mel Ay
=2
regionName e o] 7} = RHOSP 213 & A o gy th. o] k& A8 Abgheiyth
3.4.AZURE A&7 =21 2 ¢l ato] g 2Ea AA
AL Azure ZE A E ARSI EE 7| E A2 o] v X HALETE FASS A oY o] n] X & robust
ZEA] 9 Ao AgFdUT o] A8 AN EeliEH 2EYA G EER YA ZEYE I 4 7}

ST 2EHAS AT

3.4.1. o] 7] %] Y A 2~ E 7] Operatore] A =8 A4

configs.imageregistry.operator.openshift.io @ ConfigMap 2] &2 ¢] o = openshift-image-registry
Ul Zeo] = ol 3le B o] A8 2l o)a A o] Operatorol Al Al &5 Y th.

dol 2od S HRE A

image-registry-private-configuration-user 1] 231 & ~E 2] x| A 2 Hl
A5 FAEE HoFYrh

FTHUTE 712 S F B7F A A & Operator7F A8 7] &2

Azure Bl A E 2] 2EA] 9] A B Al AB2 gho] Azureo| A Al FatE S FH o o FRI= 3

of ) Fst= e 71 S E&sf oF gy o)

e REGISTRY_STORAGE_AZURE_ACCOUNTKEY

19
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Z2A 2

e I 93l 7)7} XA OpenShift Container Platform ®.9F AJ =23 & vH54 o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_AZURE_ACCOUNTKEY=<accountkey> --namespace
openshift-image-registry

3.4.2. Azured] H A 2EY 2EHA AF

AR etE Fo FE¢-E 9% A B Rke 2 % Azure Blob Storage S A & = glom g A ~Eg
Operator7} A5 0 2 2 E A2 A4 Ty}

AA =7
o X8 ZgH|AY olZer} 9= Azured] S8 AH.

o Azured] YA 2E 2EAE DAt H A 2E Operator Z&H9-= 05 FHE A
oFgtu ot

e Azure 2E @ X A9 Al Zel o= &be] 7] 7 E 3 o] oF st}

o REGISTRY_STORAGE_AZURE_ACCOUNTKEY

Z2A 2
1. Azure 2E 2 A AE oY & YA T
2. configs.imageregistry.operator.openshift.io/clusterc] ~E 2] %] 44 S 5},

I $ oc edit configs.imageregistry.operator.openshift.io/cluster
AA o

apiVersion: imageregistry.operator.openshift.io/v1
kind: Config
metadata:
name: cluster
spec:
storage:
azure:
accountName: <storage_account_name>
container: <container_name>

3.4.3. Azure Government?] g A 2EQ ~EF A AA

A A st 5 FEH9-E 95 A E o 2 Azure Blob Storage & A & 4= gl o YA ~EE
Operator7l A4 o2 2B 2 A& AA Y}

AA =2

e Government 2] dol| A AF-gA 7} Z2u] A3 Za}r} 9l Azured] F81 2B YUY th

20


https://docs.microsoft.com/en-us/azure/storage/blobs/storage-quickstart-blobs-portal

3%. 9 2E9 473 2 74

o Azured] YA EEY 2EZAE At Bl A 2= E g Operator F&+5-= <l
oty ot

ofN

CRR= e Bk

e Azure 2E @ X A9 Al Al o= &te] 7] 7F E 3 o] oF st}

o REGISTRY_STORAGE_AZURE_ACCOUNTKEY

Z2A 2
1. Azure 2E 2 A HE oY & YA YT
2. configs.imageregistry.operator.openshift.io/clusterc] ~E 2% 44 S &g},

I $ oc edit configs.imageregistry.operator.openshift.io/cluster
AA o

storage:
azure:
accountName: <storage-account-name>
container: <container-name>
cloudName: AzureUSGovernmentCloud

cloudName-& A4 &t Azure API 9l = 3£ 2 E o] A] Azure SDKE A A sl =16) A& 5 &= Azure E8}
$= 37 o] o] Yy th 7] ZzHS AzurePublicCloud ¢ U th &1l E ¢ A B S A} 5o
cloudName<2- AzureUSGovernmentCloud, AzureChinaCloud =+ AzureGermanCloud = A
A g dFUTh

3.5.RHOSP 9] A ~E 2] 14

RHOSPo M a5 &= Fej 2Bl o) A ALG AL A g 22 A & AL SHES o] v A A 2E8 & 74 FY)
. 54 7184 GolA Cinder 25 & AHS =S ALEA A4 222X & T4 8] oF Gt

3.51. RHOSPO| M A3 5= S =B ol M AFEAF A ZEE A& AS-8h o] v #] 2 A]
=EZ 77

RHOSP(Red Hat OpenStack Platform)el] S8 2~ & A X ¢ & g A ~EQ] 2B A9 54 7184 9
ool = Cinder 55 AH8-2 4 AFYTH

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:

name: custom-csi-storageclass
provisioner: cinder.csi.openstack.org
volumeBindingMode: WaitForFirstConsumer
allowVolumeExpansion: true
parameters:

availability: <availability_zone_name>

21


https://docs.microsoft.com/en-us/azure/storage/blobs/storage-quickstart-blobs-portal
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23

OpenShift Container Platform-& A€ 3k 7}-8-4 9 9 o] 9}
th A S A getr] ol 7H8A D99 ol 52 & F YT

2. ¥R EoAN e 48d T

$ oc apply -f <storage_class_file_name>

2 o

storageclass.storage.k8s.io/custom-csi-storageclass created

| m.m‘

3. 2EZ1A] &8 29} openshift-image-registry ] ] =3 o] 2 & A}8-3l= PVC(F T+ &+ Z4

2 AA s YAML 5t & g4 g ch o & 59 B3t 2y

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: csi-pvc-imageregistry
namespace: openshift-image-registry
annotations:
imageregistry.openshift.io: "true"
spec:
accessModes:
- ReadWriteOnce
volumeMode: Filesystem
resources:
requests:
storage: 100Gi
storageClassName: <your_custom_storage_class>

e 2EyTh

openshift-image-registry

o] Yl ¢) 29| o] 22 %] A &}1 Cluster Image Registry Operatorol| /] PVCE A&

o
storage
ol MYl A BF A7 E 2FFUh

storageClassName

AT 2EYA] Z 29 o] 52 AF T
4. BRZAAM F4E HEdU

$ oc apply -f <pvc_file_name>

2 o

o

I persistentvolumeclaim/csi-pvc-imageregistry created

A Ed Yoz wA

o

5. ojmA HAXED o dY I+ EF Y

22
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$ oc patch configs.imageregistry.operator.openshift.io/cluster --type 'json' -p="[{"op":
"replace”, "path": "/spec/storage/pvc/claim”, "value": "csi-pvc-imageregistry"}]’

=9 4
I config.imageregistry.operator.openshift.io/cluster patched
e 22 F Aol dHl el Efg YT

A%

ol 22 oA ALE AT Aol B £2E AFE T QA Bst D o
1. PVC 229 gl PVC g olol] Al 33 o 531 $A 8 213k,

I $ oc get configs.imageregistry.operator.openshift.io/cluster -o yaml

2 o

o

status:
managementState: Managed

pvc:
claim: csi-pvc-imagereqgistry

2. PVCe] ¢ 7} Bound <1 %] &-<l3gty o}

I $ oc get pvc -n openshift-image-registry csi-pvc-imageregistry

Z9 o
NAME STATUS VOLUME CAPACITY ACCESS MODES
STORAGECLASS AGE
csi-pvc-imageregistry Bound pvc-72a8f9c9-f462-11e8-b6b6-fa163e18b7b5 100Gi
RWO custom-csi-storageclass 11m

Hlol Wi e] gA2Ed 44

AA o] mg Fel g thek o] n A HAXLED 2EYAE FAFUTE Ho] WE dX = 2EY
A S5 AFo 2 TRHXYSIA gorm g g x2E &2 A e S Removed ° 4] Managed = 7] 5} 32
QI 2EFA S FAS ALY # A 2E 7 AEH o]y o] R = # 4E}7] A o) Red Hat OpenShift Data
Foundationg A}-& 3l oF &y t}.

3.6.1L. 4 F A AH o] P A HAZEF

T 7S A 2EE A& Al F5HA] &= Z P & ol A4 OpenShift Image Registry Operatorb ZA| A o
= Removedz L E~E WLt} o] £ 53] openshift-installer’} o]2] 3t Z2 W Z FHoA DX E o4&
= AdFHTH

ruih

23
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A x] & managementState = Removed<] A Managed = 7 313} == Image Registry Operator -4 &
AR oF ot o] 2y o] s HH 2EAE FAoF F o

3.6.2. 0| A] YA 2E T ] A WA

olm x| YA A2E = A Zsle B Image Registry Operator 74 2] managementState = Removedel A
Managed = = 73 3} o} g1t}

Az

° managementState Image Registry Operator -+ 2 Removedei ~] Managed = 7] g1t} o
EW O3 ZEYh

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"managementState":"Managed"}}'

3.6.3. 0| H| A A 2E7 2EZA] F+4

Ay}

718 2B A E A A Fe TP F A = A 29 Image Registry OperatorE AF8-& &= gl o A
2|3k To] 2B A E AL = E YA AE Y E 4 5Fe] Registry OperatorE AFE 71532 S vHE o]
of gtk
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e cluster-admin & &2] A} &2} 2 S ~F of AAM AT 4 glojof )

o o] WEy} o] 2F o 7 X ZH| A dH RHCOS(Red Hat Enterprise Linux CoreOS) == 2 A}
&ot= S 2H7F dojoF Pyt

® Red Hat OpenShift Data Foundation} 72o] S8 AH & 9+ 2EHA S Z 21| A gy}
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OpenShift Container Platform-& Z-#| & o] s}uwt Q)
2~ E g ® o o 3 ReadWriteOnce 9 4| 2~ 5 x4 &
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L 2EYA S AR EE YA XEL S A 387] 94l configs.imageregistry/cluster 2] 2~ 2~of A
spec.storage.pvc = H 7 ghu o}

Y

251

FH 2EIAS A
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e

7% mok NS AE S I

o
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°
ul

2. A 2ET pod7} §l=A gt

$ oc get pod -n openshift-image-registry -1 docker-registry=default

2 o

o

No resources found in openshift-image-registry namespace

. .
© 2o AN 2ED Pod7l 9k A5 ol AXE ST B est e

il
r
e
52
ofy

storage:
pvc:
claim:

| m.m,

image-registry-storage PVC 2] 2}& A4 & 5] &35t = = claim Z =5 4| ¢ F4 o}
4. clusteroperator *} e} = 21¢1 gt}

I $ oc get clusteroperator image-registry

%9 o
NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
MESSAGE
image-registry 4.17 True False False  6h50m

5 oW A HE B FA S F =S A LEY ] de]7t A H o] A=A Selsta Al L.

I $ oc edit configs.imageregistry/cluster
So2 2elg WA A L.

I managementState: Removed
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So=z WA

o}
I managementState: Managed

3.6.32. 2294 317 9] Ze] AE A o|u|R] YA AEF S 2B A A

olmA] g x]~E 2] Operatorel] th g 2B A& FAMF FUTh 2294 &4

3 9 Fel e o 45, ol
M gEe R AEF 5 AgUth ol @A st A9 A 2EN S

ThAl Al
o oluA ALY 2EAS W DR AR TS S L.

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'
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H7d o S E ol disi ARt o] FAE T A 2.

i

Image Registry Operator7} 74 @4 Z %7]|3}s}7] ol o] H &S 43 51 oc patch & & o]

A9 e thg @ 77 A FY
I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found
2R Fol WS ohA) A aaAl L.
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SY&E FHARA dagols Foll o|uA HAXELLES SEHA 7
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$3=S dusie A4S 9l A2
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L O HES dEgste olnA] YA LER 2EZAE EF 2EA FP o2 dA 50,
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$ oc patch config.imageregistry.operator.openshift.io/cluster --type=merge -p '{"spec":
{"rolloutStrategy":"Recreate","replicas":1}}'
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RWO(ReaderteOnce) o} A] Z: REE AU Th
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VMware vSphere PersistentVolumeClaim 7] 2] £ # ¢ 3} 2] ¥ t}-& ] & 9]
pvc.yaml 3t S A Gt

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: image-registry-storage
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Gi

e 2&yTh

name
PersistentVolumeClaim 2 2 A E £ e & 31531 o] 22 %A gt}

Y| ¢ 23 o] 2~
PersistentVolumeClaim ¢ B 4 & o] ] ¢ 23 o] 2 = X4 4 t}. openshift-image-
registry.

accessModes
AT EF ZYY AN A 2 E A3t ReadWriteOnce S A18-31H @ == 9
A7l g2 AR s BES e ET 5 QU

$ oc edit config.imageregistry.operator.openshift.io -o yami

=
=

2

storage:
pvc:
claim:

AFE-2} A o] PVCE A A 51 image-registry-storage PVC2] 7] 2 215 A A S §3 claim 2 =

E49] & F s
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3.6.3.4. Red Hat OpenShift Data Foundation¢j] /] Ceph RGW = E 2] x| & A}&-3l =& o] n] #]
# A 2~ E 2] Operator 44

Red Hat OpenShift Data Foundation-& OpenShift o] v 2] g A ~E 2] o] AFE-& = Q&= o8 2EE A
e s

[e]
# g

v
ol
L4 o

w

2b v Al Wl 2z ez o WA E 2 X2l Ceph
e NooBaa: HE|ZE}9= 2 HAE Ao|EY O] E A2
Ceph RGW %24 & A8 8t % o] v 4] 8|4 222 & 74512 A thg A3 AHeshA 2.
AHA 8 AR
e cluster-admin & &9] Al & 22 ZFe] AE o] WA AT 5= gl ook ).

® OpenShift Container Platform ¢ £ &0 A 23 4=

)

Y.

;9

e ocCLIZ Ax3 %Yt

o oHAE ~Eg X U CephRGW L HAE ~ET A E A F3}7] 8 OpenShift Data
Foundation Operator & A %] 3] <Y o).

Z2A 2

1. ocs-storagecluster-ceph-rgw == 2| x| Z] 25 Al&3lo] LB A E W7
th & W a3 2EFU o

o
0%
oX,
%
T

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:
name: rgwbucket
namespace: openshift-storage
spec:
storageClassName: ocs-storagecluster-ceph-rgw
generateBucketName: rgwbucket
EOF

=y g2 o] X 7o & openshift-image-registry = A8 5= Q&L T}
2. & B8PS dgstd HA o] & 7HA S Y o

$ bucket_name=$(oc get obc -n openshift-storage rgwbucket -0
jsonpath='{.spec.bucketName}')

3. the WH e el AWS Q1% AR E JhA U

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath="{.data.AWS_ACCESS_KEY_ID}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath='{.data.AWS_SECRET_ACCESS_KEY}' | base64 --decode)

___g‘ |
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< 5 # 2 ¢ 93] openshift-image-registry projectol] ] Al Bzl ol o) 8k AWS =} 2 Zw ©
image-registry-private-configuration-user ] =31 2 A A4 gt}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS KEY} --
namespace openshift-image-registry

l B2 2 2ES M F U

oo
ol

e

$ route_host=$(oc get route ocs-storagecluster-cephobjectstore -n openshift-storage --
template='{{ .spec.host }}")

[e] [e]
LD

o

bol 2 AFAH B AHESHE T4 WS A T

ol

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
".spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

WS & 3le] CephRGW QB AE 2 EF A E AL EE on| x| YA 2ETE LT

£y 2 A —— — i  E—

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\"',"region":"us-east-
1","regionEndpoint":\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.6.3.5. Red Hat OpenShift Data Foundationol 4] Noobaa 2 E 2] %] & A} &3} = = o] u]| %] g

A2E

2] Operator 74

Red Hat OpenShift Data Foundation-& OpenShift o] 1] x| g x| ~E g o] A} 5= &= o] 8] 2E g A
e U

SRR SE DR P

R

A e ~Eg %2l Ceph

r{m

NooBaa: HE| 9= 9 HAE Ao|EY oS A F

T} & 2o wre} Noobaa ZE A & AME e EE o|n| X g AE S FA T

A 27 Abg

cluster-admin & o] AL8- 22 S 8] 2F o A 2T = Qlojof Pt

OpenShift Container Platform ] <ol A 23k 4= 9]

)

Yt
oc CLIE A A3l 5 Y.

B AE ~EZ XA % Noobaa LHAE ~EZAE A|&3}7] 93] OpenShift Data Foundation
Operator & 4 x| 3l &Y th
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openshift-storage.noobaa.io =2 E 2] %] & 2E Al 5l QHAE v7 FH Y
& &9 o3 2Fyth

o

273

ot
k9
o

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:
name: noobaatest
namespace: openshift-storage
spec:
storageClassName: openshift-storage.noobaa.io
generateBucketName: noobaatest
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T

alle
ol
ot
ttlo
iR

2 sto] W7 o] B 714 g1 T,

$ bucket_name=$(oc get obc -n openshift-storage noobaatest -o
jsonpath='{.spec.bucketName}')

oo
of.
o
ttlo

PHeA AWS 5 B E 7HA FU T

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage noobaatest -o yaml | grep -w
"AWS_ACCESS_KEY_ID:" | head -n1 | awk {print $2}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=%(oc get secret -n openshift-storage noobaatest -o yaml |
grep -w "AWS_SECRET_ACCESS_KEY:" | head -n1 | awk {print $2}' | base64 --decode)

alle

92 ¢ 2 5} openshift-image-registry projectol] ~] A| v Zl o t 3+ AWS =} 7 FH o
mage-registry-private-configuration-user A = 21 2 A AJ & o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS_KEY} --
namespace openshift-image-registry

alle
ol
ot
ttlo
iR
a8
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s
o,

2 I32EE 71 gt
$ route_host=$(oc get route s3 -n openshift-storage -o=jsonpath="{.spec.host}')
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$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
'.spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config
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$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\"',"region":"us-east-
1","regionEndpoint":\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.6.4. Red Hat OpenShift Data Foundationo]| A CephFS = E 2] %] & A}-&- 5l == o] 1]
2| ¥ A 2~ E 2] Operator +4

Red Hat OpenShift Data Foundation2 OpenShift o] v 2] @] A 2 E 2] o] AFE& = Q&= o8 2E g A
a8 TPy

2 Sk A2 9 e 2 @ WA E 2 Ee] 19l Ceph

=7 O =]
® I K oAt

® NooBaa: HE|Z 9= 9 HAE Ao|EY ol E AT

CephFSEPVC(H T+ EF FdY) 2ETA & A& Yt} Ceph RGW XE+= Noobaag} 7+
]

H
S THE AL BT 9 A9 o]0l A A 2E Y 2Ee o] PVCE AHg kA
Rol E5 Ut

A 27 A

e cluster-admin & 3o] Abg A2 F 2] 2E o] AA 2T 5= glojof Tt
e OpenShift Container Platform ] & ol oAl 28 = g5yt

e ocCLIZ AA 35yt

o oHAE ~Eg XA 4 CephFS A 2EZ A= A F3}7] 93 OpenShift Data Foundation
Operator & A X g 54t}

Z2A 2

1. cephfs 2 E g% 22 AL PVCE AT o 2 54 ot 45Ut

cat <<EOF | oc apply -f -
apiVersion: v1
kind: PersistentVolumeClaim
metadata:
name: registry-storage-pvc
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteMany
resources:

requests:

storage: 100Gi

storageClassName: ocs-storagecluster-cephfs
EOF
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2. g WP Aol CephFS 5 Al 20 2E A S AHG SIS oln A gA 22 S 7AG

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","pvc":{"claim":"registry-storage-pvc"}}}}' --type=merge

3.65. F71 8 &2
o ARE= A 7t 2EYA V&

® OpenShift Data Foundation$ A& 6% = o] m] %] gl A ~E 2] 74

3.7.VSPHERE?®] g x| ~E 2 44

A x| & vSphere Z & 2 9] o|n|A] # A 2E P AETAE F+A T Yt} vSphere A X = 2EZ A & A}
FOoR ZRHAYIIA Forg g x2EF #F] AE = Removed o 4] Managed & WH 73513 o - 2=
EYAE FAAY A ZE 7 AH oY o] n| A& A 43}7] Aol Red Hat OpenShift Data
FoundationS A}-&-3f oF 3HY t}.

371 48X T A A oA YA EF

T 7hs s M A 2B A E A FSHA| &= F 3 & ol A4 OpenShift Image Registry Operatorb ZpA| A o
= Removed= R E~E 3t} o] 2 £ 3 openshift-installer’} o] 213t Z P EZ G A S 98

& dEHTh

‘4 %] ¥ managementState & Removedol| /] Managed = 7 ¢} 5} = = Image Registry Operator 74 &
ARl oF FUh o] 2ol AR HHE 2EAE T oF G

3.7.2. 011X YA Eg Q] #a] AE) HA

olm ] # A ~E 2 Z Azl A Image Registry Operator 74 ] managementState = Removedol| A
Managed = = 73 3 o} g1t}

A3}

° managementState Image Registry Operator -+ 2 Removede] ~] Managed = 7] g1t} o
EW O3 ZEYh

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"managementState":"Managed"}}'

3.7.3. 019X YA 2ET 2ET A FA

718 ~2E YA E A A Fe T F oA = A 29 Image Registry OperatorE AF-& &= §l&Uth A
A gk Fof]l AE A& A SHE S HA2E R & 7/ 5t Registry Operator& AHg 745 st E 5 WHE o]

of g o,

IR 2o Ba s T BES TASE Yol Aol APk A gehE A5, =
7 9] S AR AT+ A AF AAZA W A B & P s B o] A Fo] EA
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filo
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9 1# o] = 3o Recreate Eo}$ AL A4 3lo] o] n| %] YR 2ET 9 BE ~EFX §8 AL

b7l 918 #7147l AlEHYh.
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3.7.3.1. VMware vSphere & g A 2~ E 8] 2E 2| A T4

Y Y A= AAT F REYA S ARG S A 2ELE A8 oF FY T

A 27 A
o Zejxy Bl AT glejof FU T

® VMware vSphereol] &2 =¥ 7} 9lofof gt o}

® Red Hat OpenShift Data Foundation} 7+o] 2] 2§ 97+ 2E g x| ZZH] = Jo| glojof §F
Yyt

T8

OpenShift Container Platform-& x4 2 o] alu}but 9l 79 o] u] ] P A 2 E g
2 E 2 A 9 o} 3 ReadWriteOnce 4 4] 2~ & =] ¥ 311 t}. ReadWriteOnce 4 4] ~

o = @ A = E 2] 7} Recreate Z o} A g3 Ab&sl| oF Yot 7 7l o] o] HA &
o2 37 S A P3stE ol v A] A ~E P E vl 3t H ReadWriteMany <
Al 27 a3 ok

e "00GI" &Fol otk

7, RHELS] NFS ¥ & 34 A u] 28 2B X Wl == ALE-3t= d] A4 7
2 Yebd Yl of 7] o & OpenShift Container Registry and Quay, =& 2] #] =Y
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OpenShift Container Platform 3] 4] 24 @ 4o thal +5 ¥ g X
2 7N NFS 73 3G Aol 2] sH 4 2] L.
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1. configs.imageregistry/cluster 2] 2~ ¢] spec.storage.pvc Z == ¥ 7 g o}
ZFa
T 2EYAE ANS St A B AR S AES YR QA EE B T
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storage:
pvc:
claim:

image-registry-storage ¥+ &5 2% (PVO)S A5 o2 44T+ J == claimZ =5 H]
A FUTEPVCE 7| & 2E8A] S 2E 7Ivte 2 AU 22y 7] & 2ET A S8 20
/1 RADOS £ #x](RBD) ¢} 7+-2 ReadWriteOnce(ReadWriteOnce) 25 & Al 58 = Ao =
2 BA| o] F 7 o] dE W A7 IS < dFU T

4, S =2 43 35le] clusteroperator 2 e & 32l gt}

I $ oc get clusteroperator image-registry

=49
NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
MESSAGE
image-registry 4.7 True False False = 6h50m

3.7.32. 225X 374 9] ZF# AE A olux] YA AED L AET A A

2] Operatore]l tht 2 E A S FANF Ut Z29 XM 37 9] F82E 9 49, o]
SR OIHAZR 44T F AdFUTh o8 e A9 A ZEZE TOA Al FEHH &
o onA YARA2EF 2EHAE N UHEH R DG H b3S T A L.

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'
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Image Registry Operator7} 74 @4 Z %7]|3}5}7] ol o] ¥ &S 43 51 oc patch & & o]
Aslake] o 2 F7F A YT

I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found
2R o WH g oA AN e
3.7.3.3.VMware vSphere & &= A 2Eg 2E& A 74

2 FE A EA g ol = Fof o]u] R g A X~ E 2] 7} vSphere VMDK(Virtual Machine Disk) 2} 7+
2 EE 2EYA IS AT F =S 5 83517] 913 Recreate £} A =S A8 5 dFY T

EYA] BEFo] A YA 22 YA F& 2E oA o]u| x| P A 2=EE] 9} $HA AFE-
1o AAHA Ut A REZ 7 ES 2EZA Y +AAE A= A 2EL 7
o] BA RS 71 4 gl7] wl ol 7FEAd o] =4 EHFUth

1ok e ¢ atel o

Recreate Z¢} % WS A1 43522 PR 2EQE 9 X 5}
$ oc patch config.imageregistry.operator.openshift.io/cluster --type=merge -p '{"spec":
{"rolloutStrategy":"Recreate","replicas":1}}'

2. 55 2EgA A

}] = = Z2HAYE S EF O PVC(O:}?‘ 85 2dd)
Ay A s o) B_z—lg_

PV(<g
g5 E8F —8— RWO(ReadWriteOnce) 9 Al 2 = =& AF&gH o}
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a. VMware vSphere PersistentVolumeClaim 7§ A & 4 ¢ 5} &1 A t}& W &o] Z3td
pvec.yaml 3} & A A o

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: image-registry-storage
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Gi

ok 3 2 o
name

PersistentVolumeClaim 2 2 A E = Ve & 21531 o] 22 %A gt}
Y] ¢ 23 o] 2~

PersistentVolumeClaim ¢ B4 E o] 4] A3 o] 2~ £ %] 4 3} t}. openshift-image-
registry.

accessModes
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AT EF Zy U AN A ZEE %A E1 ). ReadWriteOnce & A3l Tl == 0
Mel7l g2y ARo 2 BES A LES 4 YUt

storage
AT EEF 2UL 29U

b. t}& #HE S ¢ &5l 7o) A PersistentVolumeClaim $ B A € & A A 34t}

I $ oc create -f pvc.yaml -n openshift-image-registry

3. 2WEPVCE FEFES A 2EY PHS AP 0 9L 4Pk

$ oc edit config.imageregistry.operator.openshift.io -o yami
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storage:
pvc:
claim:

| m.m,

AFE-2} A o] PVCE A A 51 image-registry-storage PVC2] 7] 2 215 A A S §3 claim 2 =
299 & 5 dFYth
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® OpenShift Container Platform ] <ol A 28k 4=
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o oHAE ~E2x Y CephRGW L HAE ~E2A] 2 A F3}7] ¢8) OpenShift Data
Foundation Operator & A x| §l &1 t}.

Z2A 2

1. ocs-storagecluster-ceph-rgw >~ E 2] %] S =& A1&35lo] QEAE W7l ZF8 <
th & W a3 Z2EFU o

filo

/K(]_-)] /xg

L
L

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
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metadata:
name: rgwbucket
namespace: openshift-storage
spec:
storageClassName: ocs-storagecluster-ceph-rgw
generateBucketName: rgwbucket
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T

alle
ol
ot
ttlo
iR

2 sto] W7 o] B 714 &1 T,

$ bucket_name=$(oc get obc -n openshift-storage rgwbucket -0
jsonpath='{.spec.bucketName}’)

oo
of.
o
ttlo

PHeA AWS 5 B E 7FA s T

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath='{.data.AWS_ACCESS_KEY_ID}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath="{.data.AWS_SECRET_ACCESS_KEY}' | base64 --decode)

alle
)
ot
ttlo

<] & 5l o] openshift-image-registry projectoll A Al v Zlof th sk AWS =2 ZH o
mage-registry-private-configuration-user ] = 21 2 A AJ § o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS_KEY} --
namespace openshift-image-registry

alle
ol
o
ttlo
ins
J
o

bel A2 522 7bA U

$ route_host=$(oc get route ocs-storagecluster-cephobjectstore -n openshift-storage --
template='{{ .spec.host }}")

alle
ol
oY
ttlo
ins
8
o

o

bol 41 Q1M B ALE S T4 WS A4 T T

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
".spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

ol

WYL Y5t Ceph ROW Q. HAE 25 & AHSES oA dl 4 2Ee] & 743

£ e

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\","region":"us-east-
1","regionEndpoint":\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge
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3.7.3.5. Red Hat OpenShift Data Foundation<l] 5] Noobaa =~ E 2| A & A& 3l =& o|n] %] g A
2 E 2] Operator 4

Red Hat OpenShift Data Foundation& OpenShift o] v 2] @] A ~E 2] o] AFE-& &= Q&= o8 2E g A
a8 FFFYh
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A 27 Ab
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® ocCLIE HAAAFYT

o ovAlE ~Eg| X U Noobaa LEAE AEZAE A F35L7] ¢4 OpenShift Data Foundation
Operator & 4 x| 3l &Y th
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1. openshift-storage.noobaa.io ~E 2| x| S =& A1E3te] LEAE W7 S
& &9 &3 2Fyth

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:
name: noobaatest
namespace: openshift-storage
spec:
storageClassName: openshift-storage.noobaa.io
generateBucketName: noobaatest
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T
2. & BE S dYstd HA o] & 7HA S Y o

$ bucket_name=$(oc get obc -n openshift-storage noobaatest -o
jsonpath='{.spec.bucketName}’)

3. the WH e el AWS 15 AR E JhA U

$ AWS_ACCESS_KEY_ID=$%(oc get secret -n openshift-storage noobaatest -o yaml | grep -w
"AWS_ACCESS_KEY_ID:" | head -n1 | awk '{print $2}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage noobaatest -o yaml |
grep -w "AWS_SECRET_ACCESS_KEY:" | head -n1 | awk {print $2}' | base64 --decode)

___g‘ |
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4. t}g HH S 43t openshift-image-registry projectol] A A} B 7l ol o) &k AWS =2 Z o

= " =

= image-registry-private-configuration-user A] =281 & A A 3 t}.

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS _KEY} --

namespace openshift-image-registry

ol

5. the W destel AR E2EE HA ST

I $ route_host=$(oc get route s3 -n openshift-storage -o=jsonpath="{.spec.host}')

o
ofN

AHgete 74 W AT T

A

fiju

Fol =4l <1

ol

6. the ¥ QY

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
".spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

= 9982 Y3t Nooba QHAE REYXA S AMR = o] v A] A 2EZE 4T

(¢}

7.

{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\","region":"us-east-
1","regionEndpoint":'\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC

o}
$ oc patch config.image/cluster -p '{"spec":
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.7.4. Red Hat OpenShift Data Foundationo]| /| CephFS 2~ E 2] X| & A}-8-3} = 5 o] 1]
2| ¥ A 2~ E 2] Operator +4

Red Hat OpenShift Data Foundation& OpenShift o] v 2] g A ~E 2] o] AFE& & Q&= o8 2E g A
a8 FdFYh
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® OpenShift Container Platform 9 <ol A 28k 4=
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o oHAE ~Eg XA 4 CephFS A 2EZ A= A F3}7] 93 OpenShift Data Foundation
Operator & A X g 54t}

Z2A 2
1. cephfs 2EZ %] P 2E AL T PVCE AU o & E1 v 5yt

cat <<EOF | oc apply -f -
apiVersion: v1
kind: PersistentVolumeClaim
metadata:
name: registry-storage-pvc
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteMany
resources:

requests:

storage: 100Gi

storageClassName: ocs-storagecluster-cephfs
EOF

2. e WYL A ho] CephFS 5t A 29 2E A S AHSFHES 0|04 A 2ELE FHF

U,

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","pvc":{"claim":"registry-storage-pvc"}}}}' --type=merge

375 . F7t g A=
® VSphered] x| ~E2 474

o WYHE TH AT 2EIA %

® OpenShift Data Foundation$ AF-& 6% = o] m] %] gl A ~E 2] 74

3.8. RED HAT OPENSHIFT DATA FOUNDATIONS®] # =] 2 E 2] A A

Red Hat OpenShift Data Foundation 2 E 2] %] & Al-&3} == #l o] #| & 2 vSphered]] OpenShift o] 1] %]
YA 2~E g & 4 3te] ™ OpenShift Data Foundationg A %] 3l t}2- Ceph &=+ NoobaaS AF-&3}o] 9]
n 2] HAEE S A S oF U T

3.8.1. Red Hat OpenShift Data Foundationo]| 5] Ceph RGW X~ E 2] X & Al 83} == 9]
n] x| g x| 2~ E 2] Operator -4

Red Hat OpenShift Data Foundation-& OpenShift o] v 2] @] A ~E 2] o] AFE& = Q&= o8 2E g A
a8 FFFYh
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CephRGW 2 E# A & A =S o)A dA 2E8 & T4 5121 W th& 25 A8 544 A 2.

40


https://access.redhat.com/documentation/en-us/red_hat_openshift_data_foundation/4.17
https://docs.redhat.com/en/documentation/openshift_container_platform/4.17/html-single/scalability_and_performance/#optimizing-storage
https://access.redhat.com/documentation/en-us/red_hat_openshift_data_foundation/4.17/html-single/managing_and_allocating_storage_resources/index#configuring-image-registry-to-use-openshift-data-foundation_rhodf

3%. 9 2E9 473 2 74

A 27 Abg
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1. ocs-storagecluster-ceph-rgw >~ E 2] %] S =& A1-&3lo] QEAE W7l S8 <
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w
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cluster-admin & 3 o] A& 212 F 8] 2E o] A 2T 5= 9lojof T Th
OpenShift Container Platform ] &<&of] A4 28 4= dH1 o
oc CLIZ A A A FHth

9B AE ~E X 2 CephRGW L BAE ~ &2 E A 33}7] $]3] OpenShift Data
Foundation Operator & A %] 3] <Y o}
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g 59 e 2y

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:
name: rgwbucket
namespace: openshift-storage
spec:
storageClassName: ocs-storagecluster-ceph-rgw
generateBucketName: rgwbucket
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T

alle
ol
ot
ttlo
iR

2 ste] W7 o] B 714 &1 T,

$ bucket_name=$(oc get obc -n openshift-storage rgwbucket -0
jsonpath='{.spec.bucketName}')

oo
of.
o
ttlo
ok
4
>
=
wn

A% AuE A&

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath='{.data.AWS_ACCESS_KEY_ID}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath="{.data.AWS_SECRET_ACCESS_KEY}' | base64 --decode)

- o

%S 9] 8 5to] openshift-image-registry projectol] 4] A B} Zl o] t) & AWS =} 7 Z g o
image-registry-private-configuration-user ] =31 2 A A4 gt}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS_KEY} --
namespace openshift-image-registry

alle
ol
o
ttlo
ins
R
o

bel A2 522 7bA U

o}
$ route_host=$(oc get route ocs-storagecluster-cephobjectstore -n openshift-storage --
template='{{ .spec.host }}')

41


https://access.redhat.com/documentation/en-us/red_hat_openshift_data_foundation/4.17

OpenShift Container Platform 4.17 9| x| 2~ E g

6. s RS dgste] A ASHE A S S= A WS AT

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
".spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

%% 2 ¢ e ste] Ceph ROW L BAE 2B 2| A& ALGSHES o] u A g4 ~Ee] & 74§

Oy 2 — —

£ e

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\"',"region":"us-east-
1","regionEndpoint":\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.8.2. Red Hat OpenShift Data Foundation¢l] /] Noobaa 2= E ] A & A}-&-3l == o] 1]
2| ¥ A 2~ E 2] Operator +4

Red Hat OpenShift Data Foundation& OpenShift o] 1] 2] g X 2E 2] of] AL-&-8 5 Q&= ol 2] 2E g X
e U
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A 27 Abg

o cluster-admin & &9 A1 &2t 2 F] 2F o] HAM| 28 5 9lojof )
e OpenShift Container Platform ] & ol oAl 28 = gl5 Yt

e ocCLIZ Ax3 %Yt

o oHAE ~EZ XA 4 Noobaa LEAE ~EXE A F37] ¢all OpenShift Data Foundation
Operator & A X g 5 4Y o}
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1. openshift-storage.noobaa.io ~E 2| x| S =& AI83te] LEAE W7 S A
& &9 o3 2Eyth

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:

name: noobaatest

namespace: openshift-storage
spec:
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storageClassName: openshift-storage.noobaa.io
generateBucketName: noobaatest
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T}

oo
ol
ot
ttlo
iR

2 ate] 17l o] B 7hA &1 T,

$ bucket_name=$(oc get obc -n openshift-storage noobaatest -o
jsonpath='{.spec.bucketName}')

alle
of.
o
ttlo

§)2 sho] AWS 1% 4 25 7hA g1 o,

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage noobaatest -o yaml | grep -w
"AWS_ACCESS_KEY_ID:" | head -n1 | awk '{print $2}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage noobaatest -o yaml |
grep -w "AWS_SECRET_ACCESS_KEY:" | head -n1 | awk {print $2}' | base64 --decode)

4. t}g HH S 43t openshift-image-registry projectol] 4 A} B Zl ol o) 3k AWS z}7 & o
image-registry-private-configuration-user ] =31 2 A A3 gt}
$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS_KEY} --
namespace openshift-image-registry

5. g 3¥S JYstel A2 s2ES AR

I $ route_host=$(oc get route s3 -n openshift-storage -o=jsonpath="{.spec.host}')

6. o= BB S st FA ASHE AL et 748 WS AT
$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
'.spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm
$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

7. & 8 S Yt Nooba L BAE RE A& A s = 5 o] v A] P A LEY S FA Y-
$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\","region":"us-east-
1","regionEndpoint":'\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.8.3. Red Hat OpenShift Data Foundationo| 4] CephFS 2~ E 2] %] & Al&-3} =5 o] ]
2| ¥ X 2~ E 2] Operator +4

Red Hat OpenShift Data Foundation-2 OpenShift o] v 2] g A] ~E 2] o] A& = Q&= o8 2Eg A
a8 Ty
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o THHUENNY ALY Y LxA 2 o BAE 2E )Xl Ceph

& @ Aol w2} CephFS 2824 & A8 a1 =% o] 0] A gl x| 2ed g 7430
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CephFS&= PVC(E+ &2 & %Eﬂ%‘) 2 EZ A & A8yt Ceph RGW &=+ Noobaa9} 7+
S OE FASAET F Ae AT olvA HAZEY 2EFA|of PVCE AHE-3HA] &+
2ol FHY ‘:}.

AR 8 7 AL
e cluster-admin & &29] A} &2 S ~F of A A 4 glojof )
® OpenShift Container Platform ¢ <ol A 28 5= Q)5 U Th
e ocCLIEZAAdAFYth

o oHAE ~Eg X 9 CephFS 3t ZEZ X E A3 3t7] 913 OpenShift Data Foundation
Operator & A x| HF 4t

EZZA X
. cephfs ZE 2] S 2EAEZPVCE AL FULE O & &9 b3 ZF YT

cat <<EOF | oc apply -f -
apiVersion: v1
kind: PersistentVolumeClaim
metadata:
name: registry-storage-pvc
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteMany
resources:

requests:

storage: 100Gi

storageClassName: ocs-storagecluster-cephfs
EOF

2. the W2 Y sho] CephFS e A28 2K el X & AHESHES o vl 4 d A 228 & 74 F
ek

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","pvc":{"claim":"registry-storage-pvc"}}}}' --type=merge
3.84.F7t g A2
® OpenShift Data Foundation$ AF-8 8% = o] m] %] g A ~E 2] 74

® Multicloud Object Gateway(NooBaa)2] A& HF4d 7lol=
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3.9.2. o] m| X YA 2E T 2] #a] Ae] WA
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Managed = = 73 3 o} g1t}

A3}

° managementState Image Registry Operator -+ -2 Removede] ~] Managed = 7] g1 t}. o
W O3 ZEYh

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"managementState":"Managed"}}'
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71 & 2B YA E A FIHA] Fe T F oA = A 29 Image Registry OperatorE AF8-&
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OpenShift Container Platform-& x4 H.o] sl 9l 79 o] u] ] P A 2 E g
2~ E 7] A9 st ReadWriteOnce 9 A ~ & %] ¢ &1 t}. ReadWriteOnce o A 2~
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. 2EYAE AL EE YA 2EGE T4 317] 94 configs.imageregistry/cluster 2] 4= 2~of] 4
spec.storage.pvc = tﬂ 733y}
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TH2RAANE ALE S A B AR S AR 9% oA 25 BH P T,

$ oc get pod -n openshift-image-registry -1 docker-registry=default

2 o

o

No resourses found in openshift-image-registry namespace
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I $ oc edit configs.imageregistry.operator.openshift.io

2 o

o

storage:
pvc:
claim:

image-registry-storage 3 2§ Z 9 ¢ (PVO)S A5 o2 AT = A== claim Z = 1)
UG PVCE 72 2E8A] S 2 7wt gy :Laiur 7] 2R A FE 20
] RADOS &2 % %] (RBD) ¢} 722 ReadWriteOnce(ReadWriteOnce) 2 F S A 28 4 o0
2 Al Eo] 77 o) W) A7 A = s

4. clusteroperator *} e} = <18t}

I $ oc get clusteroperator image-registry
%9 o
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NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE MESSAGE
image-registry 4.13 True False False @ 6h50m

3.93.2. 228 M 317 9 F] AH oA olu|X] HALEE S ~EHA F+A
g A 2~ E 2] Operatordl] U] st 2B X & FAs|oF Ut 229 M 37 9] S 29 49, o]
EYE

A !
A A AT S 0 e 22 Y A Aok oA S B A S S oA A el
547} =4 g o,

o onX HAXEY AEHAS R HAHYZ A a2 TP AL

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'
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Z2ud 87 o 22 el T o] §4& T L.
image Registry Operator7} 4 6.2 2715t51] 41o] °| 4 & A5 oc pateh )

Avfele o 2 F7H T
I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found
2 Fol BE g A Ay L
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rlo
e
I
[
fm
Ach
N
Jo
ofl

S gD BFEE 2 G7 BFS AANAT T2 Fej 264 o)A ¥
N

A =B oF 7 Agshe A2 A EHA dFUT A LRER T EF 2B A 4 E
AA s dAEER 7L F ol BAES 71 5 g7 W 2ol 7HAd o] =4 FFUTh
ﬂﬂﬂﬁﬂ*éﬂ%ﬂﬂﬂiﬁiaﬂ% S MM St E S AdE et e A 2~
PVC(d 7 &F 28 9)E AH&sloF gyt
ZEA 2
L O BE S dEste olu A gALED 2EHAE BF 2EgA] fFPo 7 HY s,
Recreate S0} A ef3 A& 8= = HA2EE | A 8taL, shute] (1) HAl 2o =Rt Ay
=5
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$ oc patch config.imageregistry.operator.openshift.io/cluster --type=merge -p '{"spec":
{"rolloutStrategy":"Recreate","replicas":1}}'

{1

flo

2. ES 2EYA AR PVE 20 A YT EFS] PVCEAYIUTH e D &5 &F
RWO(ReadWriteOnce) o Al 22 = =2 A&t}

T~ O

a. 2 W&o =7 pve.yaml 3-8 A 5lo] Nutanix PersistentVolumeClaim ¢ 24 E & 7
o g ok

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: image-registry-storage
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 100Gi

et 2HyTh

name
PersistentVolumeClaim ¢ B4 E £ Jel)| &= 753} o]

Ul 9 23l o] 2=

= A4

i
2

U,

PersistentVolumeClaim ¢ 2 4] E o] ] d 2~ ¥ o] ~ & %] & 3} t}. openshift-image-
registry.

ReadWriteOnce
FT 2F FH Yo AA A =2 24Pt ReadWriteOnce £ 41851 T == o
A7l D27 Ao m BEFS ES F IUFYTL
storage
AL EF FYPe 27 E AN AT
S ML 9ldsle] 1Y o) 4] PersistentVolumeClaim $ 2 4 E E A A 311t}

=t
I $ oc create -f pvc.yaml -n openshift-image-registry

3. $HEPVCE F2HES A 2EY P2 BY SR e Y S g Pk

$ oc edit config.imageregistry.operator.openshift.io -o yaml

2 o

=
storage:
cla;im: ﬂ
A2 g o] PVCE A4 51 image-registry-storage PVCe] 7] 2 255 A A & 9]3l claim 2=

E49 & F s
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3%. 9 2E9 473 2 74

3.9.3.4. Red Hat OpenShift Data Foundationo| 5] Ceph RGW = E 2] X & A} &3} =& o] 1| ]
#) A 2~ E 2] Operator 44

Red Hat OpenShift Data Foundation& OpenShift o] v 2] @] A ~E 2] o] AFEE &= Q&= o8 2E g A
SIACE =R AR

=i

vAle]
® o X

m

Ao Al AaE gl e gu s @ HAE A E 2 %] 2] Ceph
® NooBaa: BHZ& 9= QEAE Ao|EY ol & A F

Ceph RGW ZE 2| X & AME-8H= 5 o] v A] A 2E & T4 st v A A5 AFS- st Al <.

AHA 8 AHRE

e cluster-admin & &9] Al &2} 2 ZFe] AE o] WA AT 4= g ook ).

® OpenShift Container Platform ¢ £ &0 A 23 4=

;g
)

Y.

e ocCLIZ Ax3 %Y}

o ovAE ~Ea|x U CephRGW S EAE ~E2| X2 A &3}7] 93] OpenShift Data
Foundation Operator & A %] 3] <Y o}

Z2A 2

1. ocs-storagecluster-ceph-rgw >~ E 2] %] S =& AL-&3lo] QEAE W7l S8 <
th & W a3 2EFY T

o
0%
oX,
%
T

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:
name: rgwbucket
namespace: openshift-storage
spec:
storageClassName: ocs-storagecluster-ceph-rgw
generateBucketName: rgwbucket
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T
2. & BE S dYstd HA o] & 7HA S Y o

$ bucket_name=$(oc get obc -n openshift-storage rgwbucket -0
jsonpath='{.spec.bucketName}’)

3. the WH e el AWS 15 AR E JhA U

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath="{.data.AWS_ACCESS_KEY_ID}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage rgwbucket -o
jsonpath='{.data.AWS_SECRET_ACCESS_KEY}' | base64 --decode)

___g‘ |
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< 5 # 2 ¢ 93] openshift-image-registry projectol] ] Al vzl ol o) 8k AWS =} 2 Zw ©
image-registry-private-configuration-user ] =31 2 A A4 3t t}.

o}

=1im

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS _KEY} --
namespace openshift-image-registry

o [e]
LR

lo) A= 5 2EE A4AgY

ol

$ route_host=$(oc get route ocs-storagecluster-cephobjectstore -n openshift-storage --
template='{{ .spec.host }}')

o

= W8S At A A E A= A WS AU

ol

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
".spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

WS & 3le] CephRGW QB AE ~EF A E AL EE oln| x| P 2ETE LT

£y 2 A ——— i  E—

_%

t}.
$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\","region":"us-east-

1","regionEndpoint":\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.9.3.5. Red Hat OpenShift Data Foundationol 4] Noobaa 2 E 2] %] & A} &3} = = o] u] %] g

A2E

2] Operator 4

Red Hat OpenShift Data Foundation2 OpenShift o] v 2] @] A ~E 2] o] AFE-& = Q&= o8 2E g A
a8 Ty

[e]
# g

1A
o

r{m

A shel Al 2 W L] @ WA E 2 Ee]x 9l Ceph

NooBaa: HE| 9= 9 HAE Ao|EY oS AT

o}& 2 2} u}2} Noobaa ZE A & ARSI EE o|n %] YA 2ETE LAY

A 27 Av

cluster-admin & & o] A2t & 8] SE o] JA 2T 4= 3lofof Pt
OpenShift Container Platform ] &< o] A4 28 5= dH1 o
oc CLIZ A A A FHth

B AE ~EZ X % Noobaa LHAE ~EZAE A|&3}7] 93] OpenShift Data Foundation
Operator & A X g 5 Y o}

S o o o
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3%. 9 2E9 473 2 74

BT | )

1. openshift-storage.noobaa.io =& 2| A S =& A1&51] L EAE W7 FHU Y

N

w

»

o

73

o

Relch
A% 59 g ey

cat <<EOF | oc apply -f -
apiVersion: objectbucket.io/vialphat
kind: ObjectBucketClaim
metadata:
name: noobaatest
namespace: openshift-storage
spec:
storageClassName: openshift-storage.noobaa.io
generateBucketName: noobaatest
EOF

=y g2 o] A 7o & openshift-image-registry = A8 5= Q&L T

oo
o,
ot
ttlo
iR

2 ste] W7 o] B 7hA g1 o,

$ bucket_name=$(oc get obc -n openshift-storage noobaatest -o
jsonpath='{.spec.bucketName}’)

alle
ol
ot
ttlo

U5t AWS IS5 A B E 7h- F Y ok

$ AWS_ACCESS_KEY_ID=$(oc get secret -n openshift-storage noobaatest -o yaml | grep -w
"AWS_ACCESS_KEY_ID:" | head -n1 | awk '{print $2}' | base64 --decode)

$ AWS_SECRET_ACCESS_KEY=$(oc get secret -n openshift-storage noobaatest -o yaml |
grep -w "AWS_SECRET_ACCESS_KEY:" | head -n1 | awk {print $2}' | base64 --decode)

oo

92 ¢ 2 5} openshift-image-registry projectoi] A A| v Zl o t g+ AWS =} 7 ZH o
mage-registry-private-configuration-user A = 21 2 A AJ g o}

$ oc create secret generic image-registry-private-configuration-user --from-
literal=REGISTRY_STORAGE_S3_ACCESSKEY=${AWS_ACCESS_KEY_ID} --from-
literal=REGISTRY_STORAGE_S3_SECRETKEY=${AWS_SECRET_ACCESS _KEY} --
namespace openshift-image-registry

alle
ol
o
ttlo
ins
i
o

ted A2 S 2EE 7P FU T
$ route_host=$(oc get route s3 -n openshift-storage -o=jsonpath="{.spec.host}')
e HEe et £ AFAE A A WL AT

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
".spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

$ oc create configmap image-registry-s3-bundle --from-file=ca-bundle.crt=./tls.crt -n
openshift-config

[ 22— — o o

alle

FH = YEste] Nooba L HAE 2B 2 A& AMGS == o] u|A] A 2EQ S 74 dYTh
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$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","s3":{"bucket":'\"${bucket_name}\"',"region":"us-east-
1","regionEndpoint":\"https://${route_host}\","virtualHostedStyle":false,"encrypt":false,"trustedC
A":{"name":"image-registry-s3-bundle"}}}}}' --type=merge

3.9.4. Red Hat OpenShift Data Foundationo]| A CephFS 2~ E 2] %] & Al 3l == o] n|
A] G| A] 2~E 2] Operator 4

Red Hat OpenShift Data Foundation-2 OpenShift o] v 2] @] A ~E 2] o] AFE& = Q&= o8 2E g A
a8 T

52 O Tl
L4 ST =

2k shel ) 2w 8 e ) s

r{m

BAE A~z %2l Ceph

® NooBaa: HE|Z 9= 9 HAE Ao|EY ol E AT

th& A poll whek CephFS 2K el A & AL§ =S ol 4] 84 2= & 74 Futh
e

CephFS&=PVC(Y T+ 2§ Z89) 2EF A S A8t} Ceph RGW = Noobaa$} 7+
SO RS AE TS e A olmA A 2ED ~E X PVCE AL&314] &&=

Aol EHUh

AR 8 7 AL
e cluster-admin & & 9] A} &2} 2 S ~Fof AAM A 4 glojof 3 t)
® OpenShift Container Platform € &&of] A A 23 4= ) HF Yt
e ocCLIE AX 3Lt}

o oHAE ~Eg XA 4 CephFS A 2EZ A= A F3}7] 93 OpenShift Data Foundation
Operator & A X g 5 Y o}

EZZAX
1. cephfs ZE 2] S 2EAESZPVCE AL FULE O & &9 b2 ZF YT

cat <<EOF | oc apply -f -
apiVersion: v1
kind: PersistentVolumeClaim
metadata:
name: registry-storage-pvc
namespace: openshift-image-registry
spec:
accessModes:
- ReadWriteMany
resources:

requests:

storage: 100Gi

storageClassName: ocs-storagecluster-cephfs
EOF
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33, dA2EY 44 %

2. & B S AG51o) CephFS ) A28l 2B A & AFS S o]0 A P A 2228 PAT

$ oc patch config.image/cluster -p '{"spec":
{"managementState":"Managed","replicas":2,"storage":
{"managementState":"Unmanaged","pvc":{"claim":"registry-storage-pvc"}}}}' --type=merge

395 F7F gl &ax
o ARZHE Tt 2EYA V&

® OpenShift Data Foundation$ AF-8 6% = o] m] %] g A ~E 2] 74

>4
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47 A =E ] AA 2

gA e A Lste] 2O Y M EY S & F AFsUHT HALER S B3stA =2 T 5

o},

podman login & & & A}-&-31o] g A ~E Y Oﬂ 21913 & podman push &+ podman pull & & & A}
&oto] S HAZEZ A o|uA & A H FAISAY M S 7 AFUTE AT A= HE S A

A A 9] whe} ohE U o

4.1 AP o - AFg)
e cluster-admin & &¢] A&} 2 S8 2E o AA| 28 5 glojof it
o IDP(ID ¥7A)E 748l ok g ch

e o] = Sof podman pull 3 3 & AL&-31=

A olu| X & 7} e AFE-AFol| Al registry-viewer
Agto] glojorgytt. o] 9 FrtstE W v HH S 4

A) zsg ‘qu 1—4_
I $ oc policy add-role-to-user registry-viewer <user_name>

e podman push 3% A8} & o] v & A s4AL FA SR by WA E EE T

w2

s R Addgdyh

A

o A Al = registry-editor & &o] &t o] 9 TS F715)

I $ oc policy add-role-to-user registry-editor <user_name>

rh
[

o ZEAE oA EWEYE 5 3= 7] 2AE7}lo]oF g

4.2. 8 HolA A A EG o HA X

Wi B2 E ARSSto] S8 & WA A RE ] A 2T = AFH T

1. o]E & 714 A == A A =3 T}
I $ oc get nodes
I $ oc debug nodes/<node_name>

=X o4 oc ¥ podman =} 7+& Eof Tk A A2 A 31 H root Tl E] 2] = /host = W
AUt HH S A3 u A ¥ 322l =42 Login Succeeded! ] 1t}

sh-4.2# chroot /host

3. 2 B2 AHg sl AU ol u ] #X 2Ee]e] =19l g th

sh-4.2# oc login -u kubeadmin -p <password_from_install_log> https://api-int.
<cluster_name>.<base_domain>:6443

sh-4.2# podman login -u kubeadmin -p $(oc whoami -t) image-registry.openshift-image-
registry.svc:5000
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4% A 2E AA =

ol n]#] ¥ 2] 2~ E 2| Operatori= default-route-openshift-image-registry.
<cluster_name>3} 222 A= 2 AAY

. 5}
4wl F T
a. REoux2 74gUch

sh-4.2# podman pull <name.io>/<image>

=8
RE olu]A = 7} F A vk systemiregistry & &Ho] F71H A9 T g A
EQ gAZEg Vol n A & FAIT 5 AF YT

b. <registry_ip>:<port>/<project>/<image> & 2] © & A}] oju] X €] & #| g Y} o:
172.30.124.220:5000/0penshift/image. OpenShift Container Platformo] 2] x| 2~ E 2] 2] 9]
Pl A o] ErpEA A LT F e F ZRAE o] Fo] A Q7] AbFel A Eofof gt

sh-4.2# podman tag <name.io>/<image> image-registry.openshift-image-
registry.svc:5000/openshift/<image>

U

ARE A7 o] H A & A AU FA S F AUAEE AFH Z2AE
system:image-builder & & o] Qlojobgtth 28 %] gFow ot w9
podman push”} A g ot 8| 2 E & 93] o|H| A & FAIG A Z2AHAEE

WE 5 AU

c. ME 27 AR HE oW A S HALEYZ FAFU

sh-4.2# podman push image-registry.openshift-image-
registry.svc:5000/openshift/<image>

23

ol A& WH A LEZZ W EY= A5 2| XA HE o]F2<
project>/<name> & 2] & Al&sfof Ut 2l EA E] o] 20 o Z2AE

52 AT AF L FIH AT T

4.3. 6 A ~Ez] POD 4¥ &

enshift-image-registry = 2 4] Eoj| 4] 4 a5 o] 1| X] H A ~E L] pods U3t

% gl4u e,

T

2] E #elak= o
Ll

i
ot

o
sk
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AA =2

e cluster-admin & & 9] A& 212 Fe] 2E o] WA 2T = glooF gt}

Z2A 2

e openshift-image-registry T2 4 o] X == UL A= Sl b 2o 2 A3
He &9 .

I $ oc get pods -n openshift-image-registry

NAME READY STATUS RESTARTS AGE
image-registry-79fb4469f6-lirin 1/1 Running 0 77m
node-ca-hjksc 1/1 Running 0 73m

node-ca-tftj6 1/1 Running 0 77m

node-ca-wb6ht 1/1 Running 0 77m

node-ca-zvt9q 1/1 Running 0 74m

4.4 YA ~ER 22117

oc logs % = AH8-she] Hl A =B O] RS AT 5 3

)

1=

Z2A 2

o |9} 97 oc logs ¥ & A14-35le] A”H oY o v A] A A~EE Q] 2E FAFUTE H =
%Z‘_}—Q—E xﬂ'—g‘ﬂ p E—l'/] ]

I $ oc logs deployments/image-registry -n openshift-image-registry

2015-05-01T19:48:36.300593110Z time="2015-05-01T19:48:36Z" level=info
msg="version=v2.0.0+unknown"

2015-05-01T19:48:36.3032947247Z time="2015-05-01T19:48:36Z" level=info msg="redis not
configured" instance.id=9ed6c43d-23ee-453f-9a4b-031fea646002
2015-05-01T19:48:36.3034228457 time="2015-05-01T19:48:36Z" level=info msg="using
inmemory layerinfo cache" instance.id=9ed6c43d-23ee-453f-9a4b-031fea646002
2015-05-01T19:48:36.303433991Z time="2015-05-01T19:48:36Z" level=info msg="Using
OpenShift Auth handler"

2015-05-01T19:48:36.303439084Z time="2015-05-01T19:48:36Z" level=info msg="listening
on :5000" instance.id=9ed6c43d-23ee-453f-9a4b-031fea646002

45. 29X ~E W EY A2

OpenShift Container @ A 2~ E 2] += Prometheus W] Eg] o] tj 3} ol = ¥ Q1 EZE A F 3 t}. Prometheus
=223 0Z Ax ALY UEHY W A7 EZYUTH X
/extensions/vZ2/metrics 7 2o ZAF Yt S8l o o] x5H v

oA 28 % gl ok

Z2A 2
1L WEY AA st v B3 Fe e qEo] gle A SH2H S AU

I $ cat <<EOF | oc create -f -
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4. A A 2E 2] oA 2

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:
name: prometheus-scraper
rules:
- apiGroups:
- image.openshift.io
resources:
- registry/metrics
verbs:
- get
EOF

2. g BE L gt AR A Aol Fe2E d8E FAFY T
I $ oc adm policy add-cluster-role-to-user prometheus-scraper <username>

3. MEY Felo A5 AEA B2 7 g

openshift:
$ oc whoami -t

4. == wEPod o)A MEY AL E AP P Th b oA B FH 2 o YL BeAFY)

$ curl --insecure -s -u <user>:<secret> \ ﬂ
https://image-registry.openshift-image-registry.svc:5000/extensions/v2/metrics | grep
imageregistry | head -n 20

_Tﬁi“r

® <users:<secret>:<user>QEAE

AHg-sho} gt

e

9ol o] & glANk< secret> Bl 1 AL A EES

# HELP imageregistry_build_info A metric with a constant '1' value labeled by major,
minor, git commit & git version from which the image registry was built.

# TYPE imageregistry_build_info gauge
imageregistry_build_info{gitCommit="9f72191",gitVersion="v3.11.0+9f72191-135-
dirty",major="3",minor="11+"} 1

# HELP imageregistry_digest_cache_requests_total Total number of requests without
scope to the digest cache.

# TYPE imageregistry_digest_cache_requests_total counter
imageregistry_digest_cache_requests_total{type="Hit"} 5
imageregistry_digest_cache_requests_total{type="Miss"} 24

# HELP imageregistry_digest_cache_scoped_requests_total Total number of scoped
requests to the digest cache.

# TYPE imageregistry_digest_cache_scoped_requests_total counter
imageregistry_digest_cache_scoped_requests_total{type="Hit"} 33
imageregistry_digest_cache_scoped_requests_total{type="Miss"} 44

# HELP imageregistry_http_in_flight_requests A gauge of requests currently being
served by the registry.

# TYPE imageregistry_http_in_flight_requests gauge
imageregistry_http_in_flight_requests 1

# HELP imageregistry_http_request_duration_seconds A histogram of latencies for
requests to the registry.

# TYPE imageregistry_http_request_duration_seconds summary
imageregistry_http_request_duration_seconds{method="get",quantile="0.5"} 0.01296087
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imageregistry_http_request_duration_seconds{method="get",quantile="0.9"}

0.014847248
imageregistry_http_request_duration_seconds{method="get",quantile="0.99"}

0.015981195
imageregistry_http_request_duration_seconds_sum{method="get"}

12.260727916000022

4.6. F7F g

® XA E 7| pod7toluA & 2 5 9
® kubeadmin A}-& %} A A

o IDFFATA ol
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5% . dAAZEL 3

5. A== &

71 22 © & OpenShift o] 7] #] 8 X ~E @] &= TLS(Transport Layer Security) T2 EZ S &) Eg g &
ATt == F82E A o I H LU o] A OpenShift Container Platform u{zﬁy} g HAAEF
= AR S 2H 9 Fof T EA FEFHTH
S51L71&YAZEY 5 =&
Z 2 2~ Yol A 7] 2 OpenShift o] 1] 2] A 2E o] 2 2¢ldlE= thAl AR E HA2E TS =250
OpenShift o] v =] H A =E ol T §F 2] F AA| 2= ASHS DS F AFY T o] oF AA2=F ARGt
AR FAE AL S Y FoA HAZEYY 20T F AFUG. 2d O F HE S 2EE
Abgete] 71E ZRA Eo o|u| X & B 25t R = AFUTH
AA =7

o T3 AR 8 AbEro] Aps o B Falg Y

o # x| 2=E¢ Operators vj 34t}
o Ingress OperatorZ v E g4 ¢},

e cluster-admin & &9] Al & 22 ZFe] AE o] WA AT 4= gl ook ).

1. configs.imageregistry.operator.openshift.io 2] i~ 2~ ¢]] &) 5}+= defaultRoute vl 7]l H =5 A}
L3l YR 2EZE Z et A TS S 285t defaultRoute'E true = A4 3t}

$ oc patch configs.imageregistry.operator.openshift.io/cluster --patch '{"spec":
{"defaultRoute":true}}' --type=merge

2. O HE S At 7|2 YA 2EY A2 E 7P FUTH
I $ HOST=%(oc get route default-route -n openshift-image-registry --template="{{ .spec.host }}')
3. U ¥ ®H S A3t Ingress Operatore] AFA1E 7HA F Y th

$ oc extract secret/$(oc get ingresscontroller -n openshift-ingress-operator default -o json | jq
'.spec.defaultCertificate.name // "router-certs-default™ -r) -n openshift-ingress --confirm

ol
o

4. e 9382 APt FE2HASAEAHT A= CAHYH YR o] sd Y

I $ sudo muv tls.crt /etc/pki/ca-trust/source/anchors/
I $ sudo update-ca-trust enable

6. TFS WS A sle] 7| B 7 22 A2 5lo] podmano.2 22918t}

I $ sudo podman login -u kubeadmin -p $(oc whoami -t) $HOST
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52. 750 % B HA=EL FH

=& 2-F Ul o A OpenShift o] m %] @ x| ~E o] 2 10lsl= Al AR Z A 2ER S =235}
OpenShift o] v =] g A] ZE 2] ol thgh & F A= {FS IS 3

AR FAoE G SHAH YR YAZEG Y R0 FAFHUTL 2 O3 AR S2ES
Abgete] 71E ZRA Eo o|u| A& B 2ot R & dFUTH

configs.imageregistry.operator.openshift.io 2] 4~ 2] 1| DefaultRoute rj 7]] ¥H == A}-&- 3} 7 L} A&
2 A A B " S AFE St B9 E S FE S dsY Tk

A A

BN

il

o3 A 8. Abgel As o2 S Y T
o ¥ A 2Eg OperatorE vl £ gt}

o Ingress Operator= Hj gt t}.

ofr

e cluster-admin & &9 A}-&22 Fe] 2E o] A 2T 4= gl ojoF T .

EZZAX

1. DefaultRoute vjj 7| H =5 218314 gl A ~E 2] & ¥/l 5l2f ™ DefaultRoute £ True = 44 &
=

$ oc patch configs.imageregistry.operator.openshift.io/cluster --patch '{"spec":
{"defaultRoute":true}}' --type=merge

2. & HE S 99 ste] podman o2 27913t}

I $ HOST=%(oc get route default-route -n openshift-image-registry --template="{{ .spec.host }}')

I $ podman login -u kubeadmin -p $(oc whoami -t) --tls-verify=false $HOST
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$ oc create secret tls public-route-tls \
-n openshift-image-registry \
--cert=</path/to/tls.crt> \
--key=</path/to/tls.key>

4. YA ~Ezg Operatoro] A thg M H S &gt

I $ oc edit configs.imageregistry.operator.openshift.io/cluster

spec:
routes:
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- name: public-routes
hostname: myregistry.mycorp.organization
secretName: public-route-tls

5Z.dAz=E= A

YA 2EQ AR s AL A A 2] TLS 74 & A 25t 7 9o v+ secretName

pid
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