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25 13 OPERATOR #%ih

Operator & OpenShift Container Platform R EERHH. Operator & control plane £iT&., BREH
BERSHELAE. BILERTLUNAFZEITHN BARRFREL T,

Operator 5 Kubernetes API #1 CLI T& (# kubectl ¥ OpenShift CLI oc #p4y) &K, TR T I
PN ARR. HUTRREE. BEIL(OTARMMNAE, HHRENARFRETEENRE.

Operator 5 Kubernetes RAN ARRF L[ %11, LISEEHBEIMEE LK 1 XIgE, NREMEE.
Operator tB AT LA B shilATEE 2 RIRME, MBhER, QIESH. MAXLEENEBHEFFZITH— MK
HFE 4T,

BRI MR EERETE R {UR Operator ﬁuﬁl B#¥r, 18 OpenShift Container Platform Hf Operator H
MNTAENRSER, EFERTERE

Cluster Operators
i Cluster Version Operator (CVO) BIEFH BRI\ LI EHITERLINRE,

] EAF INZH 4 Operator
H Operator Lifecycle Manager (OLM) B2, FHa#AEENBAREHIZT. Ui EFOLM £
Operator,

11N FHEZ AR

YE} Operator /&, EAILUNETF OLM B Operator HATA T F A ES -
o Z2%E Operator FiT ey & 22 [H],

o AT Web #Hl& MBEZREH Operator G| AREF .

Hth

=

iR
® Operator FF & A G HINLERMIFRE en B HE hook 7=l

1.2. % FEE 5
ENEREIER, EAIMNET OLM B Operator HUTUU FEIEES :
o EEHENB.
o RVFIFEREEIR NI R % Operator,
e M OperatorHub %%k Operator,
o EHE Operator K,
o ‘&I Operator &4,
o FHRBEREM Operator,
o fHERE L& Operator,
o MEREXZHR,

o TEBFFFEEMIINE R {FEE Operator Lifecycle Manager,


https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/machine_management/#machine-lifecycle-hook-deletion-uses_deleting-machine
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/disconnected_environments/#olm-restricted-networks
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BROEREHIEEE Operator BiF1E, 1E5%E Cluster Operator %,

1.3. BES
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5 2% T OPERATOR

2.1. + 4.2 OPERATOR?

MR L, Operator RIRE ANKZRERIR, HRERERERSDZHE BT,

Operator @—H¥H, FTHATFREZTEMTENREENEE, BRILUEEERYET mmIRHIIA
BB, TILAE Kubernetes Ef4EH (%1 OpenShift Container Platform) WiiBE4#24TE R, FHiRTE
B S RTIR S SER R SR, Advanced Operator #%i%i1T 0 FAASE TR 4E A B A 20T 52, FxF A ES R
BEETmA, MEARRIVER" (MBS Rk ENE) o

MEAR EH, Operator @—#$TE. EBEFMEIE Kubernetes N RARFHAE,

Kubernetes N 2= —K app, AITE Kubernetes EEBE, tHAI{f#EF Kubernetes API # kubectl 5 oc

TEHTEE, ZEERRADFIMA Kubernetes, BHRE—HL—M API T B, LUERSNER
Kubernetes EiZ1THIN 2R, A Operator EMREIE Kubernetes XK 2 FRIIZ 1T,

2.1.1. At - E{FEFH Operator ?
Operator B[ LA :

EEREMAL.

FEN BN REHGIITIZTIROR R E.

T4 (OTA) B#r OpenShift ZH4EF] ISV AR,

LRI TN T MeERFHRECEERBRS, MIE—MNITAS

4 1E Kubernetes LERE ?

Kubernetes (¥ ZE OpenShift Container Platform) S&WEE&OHANRYS (AEAMIA IR
B TIE) BEMFRARIE, 81F secret AR, MEMHA. RESLI. BT B,

4 1F A Kubernetes API Hlkubectl T B sk EBIRMN ARE ?

XL AP IHEEEE, FTAFEAHENNNE IR, FaEARERENRES]/Fi%HB, Operator &
{8 Kubernetes B9 BB E L ¥ORE X (CRD) "X HEH B E X AER, #1 MongoDB, BT
HREMRLE Kubernetes &,

Operator 5 Service Broker BIH5 ?
ARSI (service broker) ZSLIIN RRRFHHELMMIBBEN — NS R, BEHIE—NKHELETT
BHER, FRLATCERPUTE 2 RIBME, WA, MEERRST B, EEREMNMZENTHESHENEE L
fs#b, M Operator NI AT FFLEINIRER YIRS, FEERBIRSMIEFEES T Service Broker, 18
HEEESETIXLEIRSH Operator,

2.1.2. Operator Framework

Operator Framework @& F L& A AR HEN—RITEMINEE. AUNRHRENANE ; Wik, 32470
B %7 Operator HREIFEEE, Operator Framework A48 & A TR XL RN TR TE :
Operator Lifecycle Manager

Operator Lifecycle Manager (OLM) BE# 12 &£ 8¥ & Operator R, ARMET A BRI H1EH
(RBAC), EEBRIAEBETE OpenShift Container Platform 4.19 &,

Operator Registry


https://marketplace.redhat.com/en-us/products/mongodb-enterprise-advanced-from-ibm
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Operator Registry f7fi# ClusterServiceVersions (CSV) #1B & X HIRTE X (CRD) LMEESRAEFHCIE,
HEBB XTI FHHER Operator TR, BIZ1T7E Kubernetes 5% OpenShift &8/, M OLM
RHXLE Operator B SRR,

OperatorHub

OperatorHub &— web $#£%l&, HEMEEGAARLNFLFETHER EREM Operator, B
1£ OpenShift Container Platform FRERIAERE,

XETETHEMEA, FLETEREFENEERNIE,

2.1.3. Operator X FAE KRR
Operator NEREHEMNERPHMNEMEEZEAR, LPHEEILBEKINT Operator M ERMIARS K

2,

X FKEBS Operator AJRE D ERIRFEINBEE K, ATLLREHERTH Operator SRR EFHIRAEE N, =t
tbmES, LA Operator BREAEEEIE N Operator BB Z K BREREE LT A NRAAEMER

& 2.1. Operator FRZAEEERY

Level Il Level Il Level IV

Basic Install Seamless Upgrades Full Lifecycle Deep Insights Auto Pilot

Automated application Patch and minor version App lifecycle, storage Metrics, alerts, log Horizontal/vertical scaling,
provisioning and upgrades supported lifecycle (backup, failure processing and workload auto config tuning, abnormal
configuration management recovery) analysis detection, scheduling tuning
<—— HELM >

A

v

A

ANSIBLE

2.2. OPERATOR FRAMEWORK T &1 =

AIgER T OpenShift Container Platform H1 Operator Lifecycle Manager (OLM) PRS2 ## Operator
Ta=,

2.2.1. HHEER

Operator B Bundle Format 5& Operator Framework B| AT KX, NI HEMEF NETHEE
B SRE B PRI E 3, Bundle Format MIA& i1t 7 Operator TTEIEHI L %,

Operator 4 &K 5k Operator W —hR AR, HE LR WA EEHARB IR, FENHH EiFELRE,
VB BRE— N 2THNAREGR, HPEMT Kubernetes 553 Operator TTHiE, AfF, FRNAER
#&TE (4 podman #1 docker) FZ& 25 registry (41 Quay) BB BEHRNEHENL .,

Operator JTEIERT LS E -

e FRiH Operator IER, MEMFIRRA,
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o IKZ UI EIAME R, BIENH EIRA—LRfIBE LFIR (CR).
o FTRBIFIFTIRHEH AP,
o HEXHK,
55 B 10%E Operator Registry #UEE AT, RUWIFLITFEX :
o ZIMAITUAIEEMAEDE L—MIE,
o BNMIFSBMRAE—NERERSMA (CSV)

o MR CSVIHBERENHIRE L (CRD) , MiZ CRD @A FHHAEH,

221155 %
WP aE LIER R —H Kubernetes S55#., AT E X Operator BIERZEF RBAC 122!,

WBTEEBENEFKH— CSV, —&IERT, FAEE N CRD AR API B CRD fIF /manifest B
KHR,

mHEaEABRERA

eted

—— manifests
| |—— etcdcluster.crd.yaml

| L—— etcdoperator.clusterserviceversion.yaml
| L—— secret.yaml
| L—— configmap.yaml
L—— metadata
L—— annotations.yaml
L—— dependencies.yaml

2.2.1.0.0. B Z R RN R
PR RA B U SIEFEIRI 2 H /manifests B X :

SRR KRR

® (ClusterRole

® ClusterRoleBinding
e ConfigMap

e ConsoleCLIDownload
e ConsoleLink

e ConsoleQuickStart
® ConsoleYamiSample

e PodDisruptionBudget
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® PriorityClass

® PrometheusRule
e At

® RoleBinding

e Secret

o RS

® ServiceAccount

e ServiceMonitor

VerticalPodAutoscaler

LI E 8 & XA LT GREF, Operator Lifecycle Manager (OLM) B LAMIHLSE BT &R, FbE
CSV —EEHEHEMER :
BTN SR i 4 A R 1
o [HER CSV G, OLM &MIBRATLEN KR,
o L CSV AN :
o MREENRUELMER, OLM KEHE,
o MNREEN RLIERAFBRZLIL, OLM SMRHERCIEE,

2.2.1.2. R

W E L EH /metadata X9 E 5 annotations.yaml XX, LXHE LT ESRAMREHE, U
BB KNI A RN B HA SR R XHRGaE R

annotations.yaml| 7~

annotations:
operators.operatorframework.io.bundle.mediatype.v1: "registry+vi1" ﬂ
operators.operatorframework.io.bundle.manifests.v1: "manifests/" g
operators.operatorframework.io.bundle.metadata.vi: "metadata/” 6
operators.operatorframework.io.bundle.package.v1: "test-operator" ﬂ
operators.operatorframework.io.bundle.channels.vi: "beta,stable" 9
operators.operatorframework.io.bundle.channel.default.v1: "stable" G

Operator IR BN TR BN, registry+v1 AR TEE S CSV RE KB Kubernetes Xf
%Q

RIRPHIZERRIEM S A Operator [FHEMB R, ZINERBALUEER, Haigilh
manifests/, manifests.v1 [EXRRINF DS E Operator JEH.,

® o

9 RPN ZBEREDSSWSITHIBEXHNE R, ZIEREBALUSHER, SaZilh
metadata/, metadata.v1 R MASEEE Operator TTEIE.
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@ mnanHHass,
6 AP E AR INE Operator Registry B 1T [ BIFE K.
6 M registry ZZEHKT, Operator NiZ1T [ BB EIASTHE,

R HIAPCEIE R, ML annotations.yaml XX 4, RN ERETIX L ARG SR %
Operator Registry RAE; At X4,

2.2.1.3. {3

Operator BIKIHTFITE 4 &89 metadata/ B X H ) dependencies.yaml X/, XX R AIER, B
B A F #5888 Operator-version K17,

AR D, SMUESE— type FE, BATFHEEI—KBITHIRE, IEFLT Operator KA :

olm.package

XD RBIRRFFE Operator RABMKII, KITE RV EETHSBIHRARTGSHIRE, KX
N semver, B0, KA LEE BRRRA, 400.5.2, H_ﬂ._f? E—RIRAE, #0>0.5.1,

olm.gvk

FERIXANRR, EERLUER group/version/kind(GVK){E B EMIGIN, Z4LF CSV HhIlA CRD
MET APIWERE, ZERERME Operator EERI LG FHATA K. API S ERMA, FEiItFHE
—{IE,

olm.constraint
XANRBIEER Operator Bt AR @R,

ELLTRABIF, Hy Prometheus Operator #1 etcd CRD 18 E KA

dependencies.yaml 34l

dependencies:
- type: olm.package
value:
packageName: prometheus
version: ">0.27.0"
- type: olm.gvk
value:
group: etcd.database.coreos.com
kind: EtcdCluster
version: vibeta2

o

Lth B

® Operator Lifecycle Manager il I f# #fr

2.2.1.4. XF opm CLI

10
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opm CLI TEH Operator Framework #&#, FF Operator I8N, EALLET L T EMSHHEFEE
A Operator 4 B FIR AP OIEBFMAEN Operator B3k, HERR—NARHG, ©UUEFEHBESSEN
registry 1, REREIIREEH,

BxE8&—1MEM Operator [ RABMIBHEIEE, RIEZTARGERITIRENESTE APIHITE
1), 1E OpenShift Container Platform A, Operator Lifecycle Manager (OLM) A LA5| I
CatalogSource X RE LK BRIREFMRER, SREHRBFEGR, LS ERER Operator i#1THE
%ﬁo

o HXZ% opm CLIMFHE, ESH CLITE,

2.2.2. %5

HF X H 72 Operator Lifecycle Manager (OLM) B FR XM RITER, ER2ETF4XAE (USON
= YAML) F1RH SQLite HIEHEBRANEFRARERY, FEZLAGEHRE. EXNETEEHA
Operator B34, aIAESMMNATY B,

iR
FRETFXHMNESR, SEXNBEXEMNAATUNERIITEERNR, FHITHERESEN. B
F XX BEEXA JSON 5k YAML, E b BR4EF A A ol LUB T FEIsk 52 7Y JSON =% YAML
TE (#0jgCLl) HMR/EERTHIE,
AT YRR TShRE S AL R ShEEFI A E LT BB

o [IAMNHAIRFAZFIE
o FWHHBHIRINIIE
o AT, EHMMRANBRERNEE LEE

Composability
ETXHMBREFHEERERZRENFR, MERBRER. BN, ZEEHDEMPET STHR
B3k B : catalogA #1 catalogB, B 3x4E A 51 7] LLEIT 4 A 3T B 5% catalogC 1% catalogA #ll
catalogB & | Z| K AR OIEFHMAHE B K,
XA HAMZROBME R, XU Operator EEHEHEE T Operator B, BRUFLEF A
R BB Operator BSRARBIE *, EFXHHNERATUBIHELNEMBER, RIN—
B SREF &S & BH & SR .

2 pa -3

TRTFHHSHEEVHINEEMHE, MRHETMAMEET, opm validate &5
2 R B R,

&} Operator fF& & #EH Operator, EAKIIIIREALZFZERM, FALMBIIaT LT BE2H
Operator B3R FHBEEIEFIEANSR, NFEFXHHER, Operator fE& 1 511 Bk B F4E HEK
HamEsSs. B2, EAERHFEHEEEERPERYGSHNERAMEIRHNES.

CIE/N:3:3

EFXHHB XK EBEN—MELNFIRT. BABRET SR TUERELUER 4T, BE*4%E
FPALTUEEBCHWBEENTE LHESBNT B, UEHBENBEN I ERTLIHNEEHEN
QE’-O

B, TETLUS—1ME% AP (f1(mode=semver)) #EH AR IREET THAES B F&RK,
;B R4 A A TREEERT RNFE LTSS e ENRAE X B E X rE s aTiiE.

1


https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/cli_tools/#cli-opm-install
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ARXFA BEARVFEESS AP EFZHHANERLTE, BATRER OpenShift Container
Platform A, {BE R4 AIthBALLINAEE,

BF

M OpenShift Container Platform 4.1 18, BRAIABIZIIEIR A Operator B SR LAEF 304
HIERER L. B LUTERR SQLite BUIEZEKX LM 410, AT OpenShift
Container Platform 4.6 FIZRIAZLIBIR A Operator B %,

5 SQLite BIEEMXERXD opm Fah, IREHZIEEEHRFR, FHRELUGHREHM
PR ThEED#ZFF, BW/ATEAEFAMN SQLite BIEZEBINE X,

% opm Fan SR EE AT SQLite #HIBEHE, 20 opm mdex prune, T©l1FXEER
EFTNHMBERER. BXFEAETXHNERNEZER, HSHEEATE LEFU
XA oc-mirror fi4 H BT FFEERIREL mirror FR1& -

2.2.2.1. B4

ETF XU BT MET BRIXXHRSETHFEMNE. opm CLI@E R B 33 32 F B 53K
HEZ, CLIZHMHEERINEI XY, MRLZEHR, MKW,

AT LUEF .indexignore X4 BBRIEB KX, XEXENBEXFML LR S .gitignore XHEEFHERBIFN
U

P .indexignore 34

# Ignore everything except non-object .json and .yaml files
**/*

I*.json

*.yaml

**/objects/*.json

**/objects/*.yaml|

BRI AR BRAERMENFRNREY, B2IREN IS ETXHIIE X Blob &7 H IR F
Bxd, BMRMAXHTLIZ JSON = YAML ; BB —XHHTFTEERERME,

BEAHEELT

catalog

—— packageA
| L——index.yaml
—— packageB
| |—— .indexignore
| F——index.yaml
| L—— objects
| L—— packageB.v0.1.0.clusterserviceversion.yaml
L packageC
L—— index.json
L—— deprecations.yaml

WHFLE BB B REREHHPNENFESHEECRERNEY, SEBERAR. ZIMFSHME H
XHRGHRE, BIFEXEFRIREZHRET, BREALUGEERERF,

12


https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/disconnected_environments/#installing-mirroring-disconnected
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2.2.2.2. &R
HEFTHMBEREAET CUE EEHE R, R TERAEEERHTT B, LT _Meta CUE 1
XE Y TAREEF XM B T Blob T EMEHIHER -

_Meta 2844

_Meta: {
// schema is required and must be a non-empty string

schema: string & =

// package is optional, but if it's defined, it must be a non-empty string

package?: string & =

// properties is optional, but if it's defined, it must be a list of 0 or more properties
properties?: [... #Property]

}

#Property: {
// type is required
type: string & 1=""

// value is required, and it must not be null
value: !=null

}

L& AR FI B9 CUE AR A4 RERX, opm validate fe 5 EFFHNHEIE, R
MK A A BETE CUE AR R IA,

Operator Lifecycle Manager (OLM) B3k BRI =M (olm.package. olm.channel #]
olm.bundle) , B4 NF OLM BB K4 SFIHE S,

B XRBE Operator - H#FEZE— olm.package blob. ZE4*— olm.channel blob M & —k
%™ olm.bundle blob,

A olm.* RAE Y OLM E XRAGRE. BE UEXMFERME—RIZ, WEMEN

2.2.2.2.1. olm.package schema
olm.package &=y Operator & L4 LA M TEE. XSIFHE A, #d. BISHEMER,

// Package name
name: string & 1=""

‘ il 2.1. olm.package schema

#Package: {
schema: "olm.package"

13
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// A description of the package

description?: string

// The package's default channel
}

defaultChannel: string & ="

// An optional icon

icon?: {
base64data: string
mediatype: string

}

2.2.2.2.2. olm.channel schema

olm.channel EXEHHEHE IE. BTIEXANMACTREE, URXERASBIFARIEE.

MRIMH B ZBRLEKZ D olm.channel blob BYH%, NIENEREEER—K,

EXfREN replaces [HE, USIATEELLBFHHMBFHERIN S —HHALLHR. B2, AEH

fib

14

VB2 EE TN true, RAISTGERB S Mk,

f5il 2.2. olm.channel schema

#Channel: {
schema: "olm.channel"
package: string & ="
name: string & 1=""
entries: [...#ChannelEntry]

}

#ChannelEntry: {
// name is required. It is the name of an "olm.bundle’ that
//is present in the channel.
name: string & 1=""

// replaces is optional. It is the name of bundle that is replaced
// by this entry. It does not have to be present in the entry list.
replaces?: string & 1=""

// skips is optional. It is a list of bundle names that are skipped by
// this entry. The skipped bundles do not have to be present in the
// entry list.

skips?: [...string & 1=""]

// skipRange is optional. It is the semver range of bundle versions
// that are skipped by this entry.
skipRange?: string & 1=""

}
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i
Of

7£{# /8 skipRange FE&Ff, Bkif# Operator lRASMEBEF E PR, FELAFALL
#7178 Subscription X&) spec.startingCSV B &%,

=
P2

%= LAf#E A skipRange # replaces FExLL# 8 5 N B #T Operator, RENTREE LART
REFIRAEAFEA. R replaces FE&IEME XM Operator R AFT—hR A<,

—

2.2.2.2.3. olm.bundle schema
il 2.3. olm.bundle schema
#Bundle: {
schema: "olm.bundle"
package: string & ="
name: string & 1=""
image: string & 1=""
properties: [...#Property]
relatedlmages?: [...#Relatedlmage]
#Property: {
// type is required
type: string & 1=""

// value is required, and it must not be null
value: !=null

—

#Relatedimage: {
//image is the image reference
image: string & 1=""

// name is an optional descriptive name for an image that
// helps identify its purpose in the context of the bundle
name?: string & ="

—

2.2.2.2.4. olm.deprecations schema

A28 olm.deprecations =X E L T BRAPUMGE. WA SFIENFAER. Operator fEE A {FEALL
B A M B FIZ1TIX L Operator AR5 Operator HXMER, MR SMMEFHF IR,

WE W ERKE, OpenShift Container Platform Web #2244 &7 OperatorHub BYTIZRE & £ W
Operator ZHMTR EREESEHMIT, SEEMEBELFRHER,

olm.deprecations schema B 8&— 1%/ reference K8, XRRFREH, RE Operator 5,
AILATEAE X B9 Subscription X §_EEEEAITEEE BIEHNREEKM

15
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+* 2.1. FHM reference FH

&S] SIS RERE
olm.package KREDMYHE PackageDeprecated
olm.channel KER—MilE ChannelDeprecated
olm.bundle Rn— MRS hRA BundleDeprecated

B reference REEEEHSHEKX, MMTHIFTR,

Bl 2.4. #HHEA reference XA olm.deprecations &=\~

schema: olm.deprecations
package: my-operatorﬂ
entries:
- reference:
schema: olm.package 9
message: |
The 'my-operator' package is end of life. Please use the
'my-operator-new' package for support.
- reference:
schema: olm.channel
name: alpha ﬂ
message: |
The 'alpha’ channel is no longer supported. Please switch to the
'stable’ channel.
- reference:
schema: olm.bundle
name: my-operator.v1.68.0 6
message: |
my-operator.v1.68.0 is deprecated. Uninstall my-operator.v1.68.0 and
install my-operator.v1.72.0 for support.

BNFREAEYWIIE— package €, BiZHH4E5|BAIEE KA —, FEEHE KKK
name FE%,

olm.package &RX TG E & name FE, EHEHZAITE schema H7E LK package FER
Eo

FiG message FE& (X F1EfT reference £E!) #MUIIE—NIESKE, FHLL opaque XA&
blob &,

olm.channel schema #J name F&EHEH,

olm.bundle schema 8§ name FE& 2 NEH,

®9 o ® 9
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lﬂﬂﬁ

3
% FRMEEREEEESHFER, HlW, BHaS5IESINH AT,

Operator fF&E RIE 544 EH index.yam| XX H4E R BB x#4S olm.deprecations schema B &EH
deprecations.yaml| {4 :

WA F RN B XK B X556

my-catalog
L—— my-operator

—— index.yam|

L—— deprecations.yaml

Hith 5w
o ST IEE T XM B R

2.2.2.3. Properties

BEEEAMMBETFXHNBEZARNERTHRERER. type FERE—1MEMIEE value FRIE L FIE
EEUMFRS, ZETLURER JSON = YAML,

OLM E XL EMRE, BRERRED olm.* BIZ.

2.2.2.3.1. olm.package B4

olm.package B E LB &M MMA, XEMHAT ENVERY, DNEFE—TXERE
M, packageName &/l SRS/ first-class package FERILER, F H version FEE /T2 A M
T AR,

type: "olm.package"
value: {
packageName strlng & 1=""

#PropertyPackage: {
version: string & ="'

| $ll 2.5. olm.package &t

2.2.2.3.2. olm.gvk B

olm.gvk B E YIRS & IR 489 Kubernetes API By group/version/kind (GVK), OLM fEF LB M4 R4
mEe, R SrmE AP R GVK ME M SRR, GVK %/ E Kubernetes GVK 4
i,

#l 2.6. olm.gvk Bt

#PropertyGVK: {
type: "olm.gvk"

17
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value: {
group string & 1=""
version: string & 1=""
kmd string & I=""

2.2.2.3.3. olm.package.required

olm.package.required B E LR B EEN 7 — if)\#@ﬂ’]?)\#@%%’ﬁ%ﬂﬁ&ﬁﬂﬁl T Fgpa R
HENFRETHESENE, OLM BRER S I HIN G SRR ATEHERE T —
Operator, versionRange FEX /@B MBNE LA () SEH.

type: "olm.package.required”
value: {
packageName string & ="

#PropertyPackageRequired: {
versionRange: string & !=

| 5l 2.7. olm.package.required Bt

2.2.2.3.4. olm.gvk.required

olm.gvk.required B4 E YIRS B FEER Kubernetes APl B9 group/version/kind (GVK), X Fifi4i &
FIRHBITUERN GVK B, OLM BRERF PRI TIRMEM Operator, GVK w/1E1E Kubernetes
GVK i,

type: "olm.gvk.required”
value: {
group string & 1=""
version: string & ="

#PropertyGVKRequired: {
kind: string & 1=""

‘ $ll 2.8. olm.gvk.required &t

2.2.2.4. BB

SFEFXHNER, BR4EFASTUEET Operator REMFERM., BT Operator fFEE WE
Operator A& T EF Operator WE%, RLBE R4S A A RTLLIBTFE Operator BRIBEZEIB &
REFHWFERFLWERLE X,

HEETFTXHNBERNAEERS  WTHSEBR T —MIHMAE

. NEREF—NREXH, HbaEBxHE Operator WS A :

18
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B }ECiE XA

name: community-operators
repo: quay.io/community-operators/catalog
tag: latest
references:
- name: etcd-operator

image: quay.io/etcd-
operator/index@sha256:5891b5b522d5df086d0ff0b110fbd9d21bb4fc7163af34d08286a2e846f
6be03
- name: prometheus-operator

image: quay.io/prometheus-
operator/index@sha256:258d248fda94c63753607f7c4494ee0fcbe92f1a76bfdac795c9d84101
eb317

2. BIT—PHA, ZHRSEFEEXHFHMNESI BROEFEX
AR B

name=3$(yq eval .name' catalog.yaml)
mkdir "$name"
yq eval ".name + "/" + .references[].name' catalog.yaml | xargs mkdir
for I'in $(yq e '.name as $catalog | .references|] | .image + "|" + $catalog + "/" + .name +
"/index.yaml™ catalog.yaml); do
image=$(echo $I | cut -d'|' -f1)
file=$(echo $I | cut -d'|' -f2)
opm render "$image" > "$file"
done
opm generate dockerfile "$name”
indexlmage=3$(yq eval ".repo + ":" + .tag' catalog.yaml)
docker build -t "$indexImage" -f "$name.Dockerfile" .
docker push "$indexlmage”

2.2.2.5. 5/
EHFEFXHERNERE, 1EEEUTHAEN,

2.2.2.5.1. R4S

Operator Lifecycle Manager (OLM) BIE I SIS 5% R H TR AN R AT 22,
MR—NMERWIRS S HEHEEE B, BUIBREEVE— TR BARENLIRSE, EFXIMERE, &
WM RIIRA SR & 16 7 — N B AR BRNIIA S, LIRGRRE T A EriRA s R - s #
T, MREBFXPEHFTZAHFENANE, OLM BAXEFLECRENTIF S,

M, EELBER TELEEHRBRTHIE :

o JEAHL : MBEBE XA THHE, BxERERERNMNI S —NE, EFUES—D
olm.channel blob FINAEI %L,

o EVFNERE : MRELH—NHW 1.2z IWHSRA, W0 1.24, E1.3.0 2 %%, ERTLUEHR
1.3.0 B RTHIELBLT 1.2.4,

2.2.2.5.2. R

19
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B R EN A IRIEG S, FRUOVELRIR, BRERNERNMSEUTSIR
1. AR R EATREGIN B X B %,

2. MEFHIZEE R, ER—BBIIRC2E, i latest 5 :<target_cluster_version>, LMEM
PR LATE B SR A A R E .

2.2.2.6.CLI &
BXREHA opm CLI QB ETFXHBE XU, HSHEERE LB,

BrBEEETXHHBRMN opm CLI S 5HBSE R, ESMW CLITE,

2.2.2.7.83t

#1Y Operator fEEF B F4E A SUER ClI/CD TR B E B F4E, BREF AR TETHE
GitOps B b LASE R LA T E S5 Rt — & St -

o RAERBAVHIENER (PR) fFEHTIERKMER, GINEHFETGINFEESIA.
o KMEBREHELET opm validate i,

o KMERTDARFMMHAAXBRGUREIA, BRGEBREREDHINGT, REZKESH
Operator AT LA IR,

e BHIEHBIARER PR,
o HIIEMIBRMER X H B KGR,

2.3. OPERATOR FRAMEWORK & FHRiEskR

AREHIRBE T 5 Operator Framework #XHIE FAARIER, B3E Operator Lifecycle Manager (OLM),

2.3.1. #f48E (Bundle)

1 Bundle Format /1, ##5&2 Operator CSV, BHREMTHIBEBHNES. S —RENR T AIEELRHRE
B Operator BIME— R A,

2.3.2. g a5 g

£ Bundle Format /1, /& #1152 — 1M Operator B AERNARFLR, HEbhas—Nga, i
HEEIREB Open Container Initiative (OCI) spec B2 registry FEF14 7, W Quay.io 2% DockerHub,

2.3.3. BxR
BRIR catalog source {3k OLM Rl E M TTHURENE, LA IIFIZRE Operator KR EMKHI,

2.3.4. Channel

Y& Operator & X EHR, AT HITHEHRLER, JELEMIZIERIRMRAE. F10, stable i
BHREE Operator IFTETREMRA, 1R IBEHTEIF S,

Operator JABEJLNMIGE, SHEMEHENI] HRARTEIZIE P ELER,
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2.3.5. FE -k
HE LRI E S T B A E .

2.3.6. EEEIR S MR A

EERFHRA (cluster service vers:on F#CSV 22— FIF Operator FTTEIBOIER YAML B, A4
B OLM 125 B /12 1T Operator, ©i& Operator Basini&M T HITTEIE, ATFERSREEREA.
AR AFEE R

B8, CSVIERIEAT Operator FIBHIB AR RIIE, KT HBEN RBAC MU RHER KXY E
mﬁ (CR)
2.3.7. i

Operator AJRER KN T £ZH1FIEHI 5 —1 Operator, B, Vault Operator #Kiifi F etcd Operator #]
HIERFAMZ,

OLM @it FRIE R4 T 2 FhIE A2 BE Fh 224 Operator #1 CRD MIATA S EARA SEARRIRTI % R, BITIER
FRERFRENRATE CRD AP| B 544G sl 4 8 R XM Operator, FRRIXMEIIXTR,
238. 7B

TR EREE £ H OpenShift Container Platform 58t N ¥ BIh8E. ¥ B Operator
Lifecycle Manager (OLM) vl &,

ClusterExtension AP| &1t 7 BER&EMT BMNERE, HpSim@Ed registry+vl SR AH

Operator, @ FmEMAAFH AP BEEI LN R, FE A SRE A E A APl Bhi#Hi2FEA GitOps
FRIE AR

2.3.9. &3 5%

1£ Bundle Format /1, 5/ GR—MEURE (BUBZERR) g, EFSEXT Operator fia (2

EFRTARAR CSV # CRD) MIER., LZRBITLUIIEEEEEH Operator I Sid5%, FA# M opm CLI
T EFmskfbk Operator HUJI]LXQ’%TF'

2.3.10. Z&it %l

ZZEi1 4 (nstall plan) B— N3 T NBEEIRESFH CSV MECIBEMGRITTESIR,

2.3.1. %
OpenShift Container Platform Ay 7/ @ h—HEEN TEME (BEHMAREHTBERT) HEH
&5 AN BR AR B 22, IR LAME AR P ERRMA S A Z ARt — EREEE.

LEMHAS TR AREN, BRINN S8 £,

2.3.12. Operator

Operator @ —##Ta. EEFEIE Kubernetes N ARFIIAE, Kubernetes N TEFE— app, #
1£ Kubernetes EE8%E, thAI{# Kubernetes API #1 kubectl 2 oc T E#1TEE,

Operator Lifecycle Manager (OLM) v1, ClusterExtension API {1t T BR&EMNT BNERE, Hbhaimd@
it registry+v1 4 @& XM Operator, B FHEM A B API BEE| BEANX KA,
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2.3.13. operator 41

Operator Z{¥4E B 1E A —p 4 22 1] A AIFRA Operator ECE N OperatorGroup X5, LUEE—RIIM &
AR EREHE N IEME CR,

2.3.14. 543

1£ Bundle Format #, #H#E2—1NE%X, EHRITEFNMAM Operator WA T BILEK, CSV EHH
5t T X #5849 Operator fRA<F1 CRD,

2.3.15. ARHEBFCE (Registry)
Registry &— M2 7 Operator I @IRIEHIEIREE, B NESEFAE BRI LR,

2.3.16. Subscription
1714 (subscription) BiTBRERY M4 S FRBYSTE KRS CSV &3,

2.3.17. B AR

FFTAZNG CSV BIRARIKE —i2, SHMITIPHEFREIRIL,. ATLKREE Operator, tATLL
Bt FLERRA, RBEERMIRAN, BHRERISEIEL LT X,

iRl V4 (update edges) = EHFHFEE (update paths)
2.4. OPERATORLIFECYCLE MANAGER (OLM)

2.4.1. Operator Lifecycle Manager #:&%0 ¥1iR

AR T OpenShift Container Platform A Operator Lifecycle Manager (OLM) & EBI#ER.

2.4.1.1. f+ 4.2 Operator Lifecycle Manager (OLM) Classic ?

Operator Lifecycle Manager (OLM) Classic eJ 3B P &4%. BB IE Kubernetes R4 N AR
(Operator) LA 7E OpenShift Container Platform & iz TR X B IRSHE SR B, ©=2 Operator
Framework W—E84, BER—NHEIES, ATUEN. BitAa BHMAXNERE Operator,

2.2. OLM (Classic) T¥E

Operators Lifecycle Manager

Install and update across clusters
Namespace A Namespace B

Operator manifest Cluster catalog Apps Apps

22
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OLM EKIATE OpenShift Container Platform 4.19 /21T, HHBISREFEIR GIN &8 L2178 Operator #47
L&, ARIAZF LA, OpenShift Container Platform Web 12#| &Rt — BB R, HEHEEN
L& Operator, AR NRFETBE BALMESERASEEE ERIEI A Operator B,

FE NGB BBARSHE, TERAEXFENERETERESNEERIEE. RIEMNAREIERSH
S5, Ah Operator EfFHEX AN INERAE R,

2.4.1.2. OLM HR
LUFBEE XLEIRE X (CRD) H Operator Lifecycle Manager (OLM) & X FIEER :

5 2.2. /1 OLM # Catalog Operator EH#) CRD

R y CEZE ek

ClusterServic csv N FARETTEIE, Bl B, kA, EFR. TR HIR.

eVersion

(CSV)

CatalogSour  catsrc E N FAFRFH CSV. CRD M4 S EEE,

ce

Subscription  sub I IRER M B R TE SRR CSV &,

InstallPlan ip NBEEhRESRFL CSV Mk RN RN ITTEIIZR,
OperatorGro  og fHEREIE R — % 22 (8] R BIFAR A Operator E2i& ) OperatorGroup %f
up %, UEE—RIGAEAHEECERLIEBRE LHIR (CR),
OperatorCon - £ OLM MIEEEH Operator Z [FAZBEIE, BREATUEA
ditions Status.Conditions %4, LAA OLM @ik EF4RE.

2.4.1.2.1. EEEIRS AR A

EFIRS FRA (CSV) 3R OpenShift Container Platform & Hi21T# Operator W ERE, BE2—1
FIF Operator TTHUR ORI YAML ;5 5, 4B Operator Lifecycle Manager (OLM) FEREFIZ1T
Operator,

OLM FE 5 Operator lHXMTEIE, UBRECAUEEREFPELLIZTIT, HELHHI Operator 124
BRI AEHRNER, XMEHMRERSHITSEEEL ; \F OLM BMTEF BRI 2 HI/E
rpm. deb =X apk 4P SHIHNER

CSV I8 & Operator REHKM T HITTEIE, RMTERSREERSE. RA. b, 1 FlEE
EMBIREER.

4, CSViLZiz1T Operator TR EBRIR, HIINIHEESKMIE B E LHIR (CR). RBAC #
M, SERERMELERE, WESEUF OLM IR A/ TR Operator IKE NERE.

2.4122. BXR
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catalog source fNRITEIEFME, BE BT B AFEED S registry AR index image, Operator
Lifecycle Manager (OLM) #if] B SrIRER L IMFNZEL Operator R EKHiT, OpenShift Container
Platform Web #24& F# OperatorHub th & & /R B SERIRHEY Operator,

R

ST O A LUFE R web #4589 Administration —» Cluster Settings —» Configuration —
OperatorHub TTEEEEEH+H E /5 A B KIRIRHHY Operator HSEETIK,

CatalogSource ¥ spec 3§83 7 0MaI453& pod, LAK A5 ARSSF Operator Registry gRPC API BIARS%
HATIRE,

Il 2.9. CatalogSource X R Rfl

apiVersion: operators.coreos.com/vialphat
kind: CatalogSource
metadata:
generation: 1
name: example-catalog ﬂ
namespace: openshift-marketplace 9
annotations:
olm.cataloglmageTemplate: 6
"quay.io/example-org/example-catalog:v{kube_major_version}.{kube_minor_version}.
{kube_patch_version}"
spec:
displayName: Example Catalog ﬂ
image: quay.io/example-org/example-catalog:v1 6
priority: -400 G
publisher: Example Org
sourceType: grpc
grpcPodConfig:
securityContextConfig: <security_mode> 6
nodeSelector:
custom_label: <label>
priorityClassName: system-cluster-critical @
tolerations:
- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoSchedule"
updateStrategy:
registryPoll: (B
interval: 30m0s
status:
connectionState:
address: example-catalog.openshift-marketplace.svc:50051
lastConnect: 2021-08-26T18:14:31Z
lastObservedState: READY @
latestimageRegistryPoll: 2021-08-26T18:46:25Z @
registryService: @
createdAt: 2021-08-26T16:16:37Z
port: 50051
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protocol: grpc
serviceName: example-catalog
serviceNamespace: openshift-marketplace

CatalogSource X RHIEZFR, Ib{E A VEEIE K6 & Z2 (A /B 02X pod BATRE—ER 9.
EOEEFMNMRZENR, BEFEEREMAEMAZARETA, HFLEXESD openshift-
marketplace, ZXi\ZLIEIR AR B XREH openshift-marketplace & 28], T, FHEX
BNREMZZENE, {F Operator (NIEZn & ZE A AR A,

AL B RER AN AT RERE Operator ZFANFASZHHR SR B FLLEMRZR, &9
LUE A BEER Operator B RMIZRBIFIRMRAVE N ERBEHA N —ER D

¥ olm.cataloglmageTemplate ;¥ 1% B N5 AT, FHEA—IHNL A Kubernetes 55
AL E, WNEEINEIERERN IR, ZERAEZTH B S spec.image FE&, 0% T f#
BEHAER, HSH"ATEE LBRENIRER",

£ Web #2HI&0 CLI fp R B R A TR,

B XMZRB| R, 7E/#A olm.catalogimageTemplate JEfZE, thoLA&RE, ZEMAIEZ(TH
X I& pull spec,

BXRENE, OLM KM fR T R AN ES TN RS T, NEME, ReBEXMET
HE8NEX.

BRBEELUTRE :
o THWHBESIAM grpc : OLM HIEVEHRFHIZIT pod, NEBH API RS,

o AN FELR grpe : OLM RZIHELRAE MU gRPC APl, FEXZEIER TR X
X FPREL,

e configmap : OLM fTE B STEE, FoiT— N AILUAEIRH gRPC API#Y pod,
157 legacy =X restricted fI({E, WMREBHXEIZFER, NEIMEN legacy, FELLEH
OpenShift Container Platform & 1ThRAR, 1TXIERINE N restricted, INIREHERLEER
restricted F{[RiZ1T, BIUEFIFIILFERZE N legacy,

A% X F grpe REUERIR, EEETE spec.image FIREAEH pod BUBRIA T sEFESE (10

KRENL)

A% - X F grpe REUE IR, EEETE spec.image PIRHELNEH pod BIERIAL KL
(INRE X)) . Kubernetes EBi\1Z{ system-cluster-critical 1 system-node-critical /52

X, NFERZBENZ (") BTN pod DEERINMLES . ATLAFIE LEMIL LRI,

Ak - W F grpe REUE SRR, EEE spec.image FIRENEM pod MEINBR (MIRE
) .

TEIRE RIS B RN B o BT AR A LUR FF & #To
BREEMNREIRERE, Al :
e READY : BINEILFERE,

e CONNECTING : iZE#IEEZIHE,
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e TRANSIENT_FAILURE : Zi{@8IrEsE (W) &% TiInn A, RS RANE
[@ %] CONNECTING, AREEix,

MFETREZIEAMER, BB gRPC XRFBIEEIAS,
@ it B R RN B R EMR AR MBI [E], LABREHR ) SR AN,

@ B %8 Operator Registry RS HIIREME B

1E1T1H# 5| A CatalogSource *f R AFRRIET OLM #EEHIHKE Operator FIALE :

kind: Subscription
metadata:
name: example-operator
namespace: example-namespace
spec:
channel: stable
name: example-operator
source: example-catalog

apiVersion: operators.coreos.com/vialphai
sourceNamespace: openshift-marketplace

| $1 2.10. 31 F B 3&3E/9 Subscription % &R fl

e T f# OperatorHub

o ZTHEIRMHM Operator B3k

o FEERHIRME TR

o BN

o f{#F CLI &E& Operator BEIRIRE

THEFEE pod TE2EA

B &R pod HE

2.4.1.2.2.1. BE L BXRBGGRER

5 KZ& B Operator BAMATLLAN B RRUEMARXRT. EP—MAFAERIARHENETEN
FERBINHINEEFES L 1THRA (80 OpenShift Container Platform 4.19) 455! 022 B3R B | B KB B {5 b7
s

EEEAN SRS, RINIEIRMENE RIREMZRS|FRIRITZEH Cluster Version Operator (CVO) B &
#1, LUE Operator Lifecycle Manager (OLM) H1EX B SkBIEFhRA, 5Ia0, FEM OpenShift Container
Platform 4.18 #2¢E| 4.19 #3727, redhat-operators E3xH CatalogSource X7 §F1H) spec.image
FEXMR S

I registry.redhat.io/redhat/redhat-operator-index:v4.19
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BUh :
I registry.redhat.io/redhat/redhat-operator-index:v4.19

B, CVOR=BEHMBEE LBXHEERINE. NMARAAERHANENARALREREHARIHFN
Operator, AN EHTEE LB XU REHIIRSI K.

M OpenShift Container Platform 4.9 Fr#&, SEBFE IR 51 7] LIE B E X B XK CatalogSource X R A7
il olm.cataloglmageTemplate ;T 22| & SERMIEIRE |, HERPZFHEALLT Kubernetes RAZZ

= .
e kube_major_version
® kube_minor_version

e kube patch_version

IRILITIETE Kubernetes 8RR A, MAZ OpenShift Container Platform &EEhRA, EH
E&E BRI ERTER,

INREEQEFHHEE T HHIBEREN Kubernetes MRAITZNZREI 5K, WEMWFRAIFEEE LBXFH
R GIEMATEEBEA NGB ENR, FHRERTIXESNEL CatalogSource *f R spec.image FE&
PRSI, XEBTRESEAN, MMBREFSIHNRESEEREEHRENEE TRE
Operator,

BE
B ABRERF RN U B BRI ERNRBI GG (TIEFEEW— registry
) .

kind: CatalogSource
metadata:

generation: 1

name: example-catalog

namespace: openshift-marketplace

annotations:

olm.cataloglmageTemplate:
"quay.io/example-org/example-catalog:v{kube_major_version}.{kube_minor_version}"

spec:

displayName: Example Catalog

image: quay.io/example-org/example-catalog:v1.32

priority: -400

apiVersion: operators.coreos.com/vialphai
publisher: Example Org

‘ Bl 2.1, A G AEAREY B SRR B
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INRILET spec.image FE&F olm.catalogimageTemplate ;Xf2, Il spec.image FE%
KEFRPERNTEES. NREREERFT N AM pull spec, BRIREROLREIXEN
spec.image fE,

INR%BXE spec.image FE, BEFSBMBTAHETAB pull spec, OLM RfELEBERIR
IR, FFEIZE N AR AR R SR

X7 F{E A Kubernetes 1.33 B OpenShift Container Platform 4.10 5£28%, _Effldfy
olm.catalogimageTemplate 2 & 2T A LA FHREI A -

I quay.io/example-org/example-catalog:v1.32

X FIFEE OpenShift Container Platform Rz, &L BE LB ROBEHROZRSIHER, ZRELUE
#1#) Kubernetes kA7 BH5, #LLEH OpenShift Container Platform MR AEH, AREIKET
olm.catalogimageTemplate ¥ f#, [FE&EEAEIEHH OpenShift Container Platform R Ath & BEhE

EEBREL]R A
2.41.2.2.2. B REREK

S5 £ 89 Operator BRI MR EMITI AT ; Subscription M RATGERFIARFER S, BEKHI
IRBEEFHHIFRE B FEHRR,

540, #NSR Catalog A REEE, MBI Catalog A BT [ AT BE S f##fr Catalog B FRBUKHNIN, HREFEIE R
AlEeI AT, RN BBEESAL A BEMNE R L.

Hik, OLM BXRFBEEEAELRMAZERMNBR (Fa, FiILH openshift-marketplace n 4 %2 [A] =X
BELLRMAZEN) HER. YERTREN, HAZLRBHMAZEFAIRIIFTAE Operator AR FTIRIEER
J$&# CatalogSourcesUnhealthy SR, MIRXLRELDTFAREIRE, OLM AJRESME £
HEEARANETINRERE,

ENEHEEA, NRENB—ITRENER, HEEFBRMNNERFHFKE Operator RE, 1HS
"R B € X B %"= "Disabling the default OperatorHub B ER"E84, LA T fR@H XMIARTAERE B RXM1E

/GNO

HiBR
o fEREEXB>

o EEMHZRIAB OperatorHub BEIR

2.4.1.2.3.1T 15

17/ (F— Subscription X RE ) K%L % Operator WEK, B2 Operator 5 B FKRXEKME
E B,

Subscription iR 7 E17 [ Operator F 4 SHIEMIE, AR EBEIARFIHIHITERH. MR KENE
5], VT HH#R Operator Lifecycle Manager (OLM) BZhEEFHFH Operator, UMBIRERPIAKZ
FTERFTARAN,

Subscription X Rl

I apiVersion: operators.coreos.com/vialphai
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kind: Subscription
metadata:
name: example-operator
namespace: example-namespace
spec:
channel: stable
name: example-operator
source: example-catalog
sourceNamespace: openshift-marketplace

Itk Subscription %R E X. T Operator WEZFFIHRZZH], LUIKRMAER Operator BB &, Sl
(40 alpha. beta sX stable ) =#EENHATE N M B RIRREWLE Operator o

1T 5 R RSB R AT BE R A Operator M, {BRESFLATE Operator HEUEHAE, Fla0, SEZFRAIEE
X817 Operator RN ARRFRUR ZITHRAEFR (1.2, 1.3) HATHSIE (stable, fast) .

BR T & M OpenShift Container Platform Web 2 H|&RMEFN, AT LUB R EEXTT HBR SRR
BEEBWHRAL Operator T, 5 currentCSV FEEXEMER OLM EMMIRIHIRA, M
installedCSV 2% ¥ L &EMIFR A

HbBR
o ZFAF#0 Operator 4t

o ffF CLI &E& Operator 1] K

2.4.1.2.4. REiTX)

ZZi4 (A—A InstallPlan SR 7E ) ##@T Operator Lifecycle Manager (OLM) 22 && sk F2 E
Operator B4FERATM OB —HT R, ZRABEERSSRA (CSV) E L

B RLE Operator, £HEEAHMWIRT Operator ZEMNRMAF, WlE %0/ —1 Subscription X
K. HKREKT MBFIRIT Operator A AMATRNER, AR5, THMIE— InstallPlan X Rk A
&5 Operator T KR,

RIE, RIBLUTHAERE Z —#bERE T -
e NIRRT spec.installPlanApproval FE&#%1XE S Automatic, & BhitEREITR,

o MNRIT[HH spec.installPlanApproval FEE#1% & Manual, N&&EiT RS /MEEFHEE RS
BEEEN R Fot A,

fERRITIE, OLM ROIBIEENTIR, FHELHiEER & ZE R FRE Operator,

kind: InstallPlan

metadata:
name: install-abcde
namespace: operators

spec:
approval: Automatic
approved: true
clusterServiceVersionNames:

‘ 5l 2.12. InstallPlan X &=l

| apiVersion: operators.coreos.com/vialphai
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- my-operator.v1.0.1
generation: 1
status:
catalogSources: []
conditions:
- lastTransitionTime: '2021-01-01T20:17:27Z'

lastUpdateTime: '2021-01-01T20:17:27Z'
status: 'True'
type: Installed
phase: Complete
plan:
- resolving: my-operator.vi1.0.1
resource:
group: operators.coreos.com
kind: ClusterServiceVersion
manifest: >-

name: my-operator.vi1.0.1
sourceName: redhat-operators
sourceNamespace: openshift-marketplace
version: vialphait

status: Created

- resolving: my-operator.v1.0.1

resource:
group: apiextensions.k8s.io
kind: CustomResourceDefinition
manifest: >-

name: webservers.web.servers.org
sourceName: redhat-operators
sourceNamespace: openshift-marketplace
version: vibetai

status: Created

- resolving: my-operator.v1.0.1

resource:
group: "
kind: ServiceAccount
manifest: >-

name: my-operator
sourceName: redhat-operators
sourceNamespace: openshift-marketplace
version: v1

status: Created

- resolving: my-operator.v1.0.1

resource:
group: rbac.authorization.k8s.io
kind: Role
manifest: >-

name: my-operator.v1.0.1-my-operator-6d7cbc6f57
sourceName: redhat-operators
sourceNamespace: openshift-marketplace
version: v1
status: Created
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- resolving: my-operator.v1.0.1
resource:
group: rbac.authorization.k8s.io
kind: RoleBinding
manifest: >-

name: my-operator.v1.0.1-my-operator-6d7cbc6f57
sourceName: redhat-operators
sourceNamespace: openshift-marketplace
version: v1
status: Created

Lth BEIR

o ZFAF#0 Operator 4t

\

o RUFIEEREIE M RE Operator

2.4.1.2.5. operator 42

i OperatorGroup %R E X 89 Operator 24, 5 OLM &8 Operator 124t % E2&, Operator ZHi%
FBireRZEnE, EEBNEM G Operator £RATER RBAC VilFFLIR,

X —2H BFrep 22 A& fFE7E CSV B9 olm.targetNamespaces S 2RI LIE S 2 FRBE 77 R SR 4L,
RN AT RS Operator B9 CSV 5241, FH3EABITHERESR,

Hth BHR

® operator 4

2.4.1.2.6. Operator 54

YENEEE Operator £MAMMNA B —ELS, Operator Lifecycle Manager (OLM) MZE X Operator B9
Kubernetes FHRIR S HERT Operator K&, RALLFERE T —EREMRIERIBE Operator F 44
ERE, EEBLERT, Operator JREREEREM OLM IRIER, MiXLE(E B TEEMMHERTH R, XL
EETLU OLM AR EFHEIR Operator B4 dpEH,

OLM #=2#t T —1 47 OperatorCondition 18 E X FIRE L. (CRD) , BF¥F Operator 5 OLM #H
BERMER. HE— OperatorCondition FEH) Spec.Conditions #HAEFEN, NIKKEFE—H
K%M OLM B Operator I HF&RM4,

p= =1
ZINER T, OperatorCondition X/ /% & Spec.Conditions #{“H, BEEIRMA RN
HEABE X Operator WHMER NIk,

Hith BHR

® Operator &4

2.4.2. Operator Lifecycle Manager 2214

31



OpenShift Container Platform 4.19 Operator

AFERMR T OpenShift Container Platform A1 Operator Lifecycle Manager (OLM) B9ZH 45254,

2.4.2.1. HEER =

Operator Lifecycle Manager (OLM) B Operator X, %3717 : OLM Operator # Catalog
Operator,

OLM #0 Catalog Operator fi 5T EI2/F -/ OLM HEZREMM B E X FHRE X (CRD) :

3 2.3. 1 OLM #] Catalog Operator EH#) CRD

ClusterServic csv OLM RN AREFETHIE : &M, A, Fir. FrEHR. RES,

eVersion
(CSV)
InstallPlan ip Catal  NENRESKFAL CSV MBLIRMN RN ITESIR,

og

CatalogSour cats Catal & XMNFAEFER CSV. CRD MM SFMEE,
ce rc og

Subscription sub  Catal FATEITREYMGSHITEREF CSV &I,
og

OperatorGro  og OLM  [EREBER—MRZEH FBFTA Operator ESiE ~ OperatorGroup %I
up R, MEE—RIGEZEEHEECEARMNEBE LHIR (CR).

B Operator A THAIRLATHIR :

5 2.4. 1 OLM 1 Catalog Operator BIlEH B iR

BHR mEE
HE OLM
ServiceAccounts

(Cluster)Roles

(Cluster)RoleBindings

CustomResourceDefinitions (CRD) Catalog

ClusterServiceVersions

2.4.2.2. OLM Operator
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SREhETE CSV RIEEEEEMNHIRE, OLM Operator M T EER CSV FURE LHIN BREF.
OLM Operator AT AIEEFTTE FR ; A aLAEEMER CLI FohflBiX LR, BatEERA Catalog
Operator OB L TR, XMET R BHNE T LAES R - ZFgmtihEFRTFRENBREFEN
OLM iERE,
OLM Operator FERMUTI/ER :

1 NBRGRHEEFHEFHRSHRA (CSV) , HEERTHEEK,

2. MFHRBER, HIZIT CSV WRERS,

A=
", CSV w2 Operator HBERA A, FAIZITIARERE,

2.4.2.3. Catalog Operator

Catalog Operator f1 5 RIT A 2R BE IR SShRA (CSV) LR EIIEEMRE TR, AL M T m g
FHERRREEEYH IR, FEEAN (LEFEED) ERIFATRRA,

ERIFTEFRYHEE, EaLBIE—1 Subscription X REEBEFRIFENHHES. FHER
l(:A:ﬁa%a_:r;%soource MR, LMERIENER, EXRIEFE, EEAKRAAF—1TESEH InstallPlan X RE A
Catalog Operator fEFHLL T T/EN -
1 EENEEFMNENE TR,
2. WIREERFUENREIREITR, MRE :
a. BESIERGMAELER CSV, FIFLEL CSC AR BT %R,
b. X FENRENKAE CRD, HERMNC BT IR,
c. X FEFr# CRD, #HEIEEEMELN CRD B CSV,
3 KRS AEHITNEEITNF VEBELMNRERTR (RAtEKBD)) .
4. MEEFRITHHREBEI/BZEITX,

2.4.2.4. Catalog Registry

Catalog Registry #2fif CSV #1 CRD LMEEELBEFAIE, FHEMAE X G S IEMTTEIE,

package manifest 7& Catalog Registry FHI—N&EH, ATRUHSINAS CSV £MEXHK, EHHE
H, FUEIBMREE CSV. EN CSVBAMEIA TAEHR CSV, BHaEH M Catalog Operator 12 T
¥ CSV BEFHE/ERRFIRAFMENER, BLREMBHENPHIRA,

2.4.3. Operator Lifecycle Manager T/E5fi

AIEEMBLE T OpenShift Container Platform H1 Operator Lifecycle Manager (OLM) B9 TER.

2.4.3.1. OLM ®#y Operator ZEFM AL TIER

£ Operator Lifecycle Manager (OLM) £8%4tH, LU BIRATFA#R Operator BIZREEFFH 2 7] :
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® ClusterServiceVersion (CSV)
e CatalogSource
® Subscription

CSV H7E Y H) Operator TTEIB AR FHE— N B KEMNESH, BRIREMER Operator Registry
APl, OLM XfERBRRFEINEEE A Operator KB &% Operator @B BB AL MA,

A 2.3. BXEELR

[] Channel Package

Community Operators (CatalogSource)

etcd couchbase

alpha beta preview stable

EBEXEA, Operator IS NBFHAHEMEFHR, BN AE, XE OpenShift Container
Platform st E 4 (40 Web | ¥i2s) ERFEATEEAMNE LEHEL,

K 2.4. BRIEPRHETRE S HHHE

[] channel Package ClusterServiceVersion —» replaces previous version
eted
alpha beta
etcdoperator.v0.9.2 etcdoperator.v0.9.2

!

etcdoperator.v0.9.0

|

etcdoperator.v0.6.1 etcdoperator.v0.6.1

FA P TE 7/ IR E B SRR IS E PG S A58, W eted X HE alpha #iiE, AR 7 6y Z2[A]
R REZRNTGE, NSREZPE IR Operator,
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==
OLM &% E kR AL, KILLATE catalog — channel - package B&{Z IR

H)"latest"sX " newest " Operator F—E MR A S, BNFEMNITER head BIF, 3£
L Git T2 %,

B CSVE—1 replaces 58, 1EFAFMTEHLMZN Operator, XFEEHET —/AIE OLM &
W CSV K, BEXRAEMEZ AT HZEH. BN EFERRMAOR :

2.5. OLM =] A%iE B &

[1 Channel Package ClusterServiceVersion —» replaces previous version
eted
alpha beta
etcdoperator.v0.9.2 etcdoperator.v0.9.2

|

etcdoperator.v0.9.0

vy

etcdoperator.v0.6.1

Berathaiisarel

packageName: example
channels:
- name: alpha

currentCSV: example.v0.1.2
- name: beta

currentCSV: example.v0.1.3
defaultChannel: alpha

HT ik OLM BhEIHNEH., AE—NEFR. BEa, JFE CSV, BRNITRENSBAME TS IF ik O &
e A CSV B9 CSV,
2.4.3.1.1. AR ERZ B

WNFROIFAT R, BiXREH Operator A MF 0.1.1 iR CSV, OLM HifjB KR, FEITMHBISE R
MIF2%, #E9 0.1.3 ik CSV & 7 IRFHERREM 0.1.2 5k CSV, FEXMATHEABREHN 0.1.1 IR
CSV,

OLM &5t CSV F1EER replaces FE MAE L ERE 2 BIRIARA, LUAEFANEEEZE 7 0.1.3-0.1.2>
0.1.1, EFFFLRARAEFIRREE. OLM —R{NHAL— Operator lixA&, BEZEE|AHIEL,

L= 2 LA A L7 =3 A~ aa ANl A s oAl ~ . e T /1IN Tl =k A 2 a2 I~ . Al r— =M A a2 Al
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M T IZEE BT, OLM BRZE xR U.1.2 AR Operator KEXTCILA HY U.1.1 AR Operator, AF#E%Zx U.1.3 X
Operator I Z A& 2&H 0.1.2 ik Operator, ZIt, FIZRL&EH 0.1.3 ik Operator SHiELHELE, B
k& F 2 B ST

2.4.3.1.2. Bkt A
OLM FHAHMERBEER :
o &N Operator I— P Z N EHKEFH B RIR,
e OLM 2&/)j Operator WFiAhRA, EXEABFREEHRITRA,

BEENXTR—MREEE FLEBERT, EXHEHKMEDN Operator RATALEEEREH, MR
AREFETERR.

XMIERT, OLM IZEEMNEREERS, HIRHEIFINMNMREHWERA -
o ERLIUHRET "RE"HIE Operator,
e "RER"A[E Operator MAREEEEH,

WIS KX B R FRMBEL AL ATIRA, AMRIEL SRR SMAUARZE LM T FREH, OLM EBE
R RN ME—EH,

AP A fThRAB CSV A

apiVersion: operators.coreos.com/vialphai
kind: ClusterServiceVersion
metadata:
name: etcdoperator.v0.9.2
namespace: placeholder
annotations:
spec:
displayName: etcd
description: Etcd Operator
replaces: etcdoperator.v0.9.0
skips:
- etcdoperator.v0.9.1

ZELLUF Old CatalogSource #1 New CatalogSource 75,

36



% 2= T OPERATOR

K 2.6. BkidEH

[ Channel Package ClusterServiceVersion — replaces previous version

Old CatalogSource New CatalogSource

etcd etcd

alpha

v

etcdoperator.v0.9.2

etcdoperator.v0.9.0

'

etcdoperator.v0.6.1

alpha

v

etcdoperator.v0.9.2

etcdoperator.v0.9.0

'

etcdoperator.v0.6.1

ZEIEREA
® Old CatalogSource FHJ{Ea Operator /£ New CatalogSource F1574 H — &1,
® New CatalogSource FHJ{Ef] Operator #£ New CatalogSource F1574 #— &I,

o MRREREFREH, MRBLAFTERE,

2.4.3.1.3. B %4> Operator

REBHE R O3 New CatalogSource EE 4 % CSV K HFHL LA Operator, BB A4, ZREAHEL
skipRange ;¥ #2358 :

I olm.skipRange: <semver_range>

Hrh <semver_range> 25 semver library AT TR ASSE H & =,

LIEERAPEREHN, MBENME LR skipRange Ff#, HUATZRLEM Operator BIRAFER
EZEER, U OLM SEHMEIZILEPHEHKE.
S ISIRRE -
1. Subscription L sourceName 5 ERIRHPRISIEL (5B E MBI RENERT) .
2. 7t sourceName 5 E RV EHE L FT Operator B9~ — Operator,

3. X Subscription B WLBY 7 — MNMRAPRISEL (5 R EMBkT RENERT)
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4. TEX} Subscription BT ILEE{ATR AR & Z 8 Operator B9~ — Operator,

# skipRange B9 CSV =l

apiVersion: operators.coreos.com/vialphai
kind: ClusterServiceVersion
metadata:
name: elasticsearch-operator.v4.1.2
namespace: <namespace>
annotations:
olm.skipRange: '>=4.1.0 <4.1.2'

2.4.3.1.4. Z-stream X ¥

ST FHERMIRA, z-stream ST IR A BV A SAT z-stream fRA, OLM AREEEIRA, RhRASK
HThRA, REEBREBERHHEERIER,

HaiEe, OLM AJIRETSRIE Old CatalogSource —FEIRER—NEIR, #R7E New CatalogSource
—FEER— MBI -

2.7. B#%4" Operator

[ Channel Package ClusterServiceVersion — replaces previous version
Old CatalogSource New CatalogSource
etcd etcd
alpha alpha

etcdoperator.v0.9.3 —
etcdoperator.v0.9.2 ] +—
etcdoperator.v0.9.0 +— etcdoperator.v0.9.0 4+—
! '
etcdoperator.v0.6.1 etcdoperator.v0.6.1

EASE S
® Old CatalogSource F#J{Ea Operator /£ New CatalogSource F1574 H — &1,

® New CatalogSource FHJ{Ef] Operator #£ New CatalogSource 11574 #— &I,
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e Old CatalogSource HHIFTH z-stream AT X FEHE New CatalogSource & #T z-stream

ARAS
o ANHRARAATBRMAENERTR ; ENNABTREFE, EMRIAFEERE LRI
BiH,

2.4.4. Operator Lifecycle Manager i 7 fZ #fr

AIgER T OpenShift Container Platform A1 Operator Lifecycle Manager (OLM) P B4 i 17 £ #7 11
B E X ERE X (CRD) A EanEHA,

2.4.4.1. X FRE AR AT

Operator Lifecycle Manager(OLM)& ;24T Operator BRI RIT M F R EMAELE. ERZ A
m, OLM MRS EMRAHIES N HIEIELRLL, W yum F rpm,

BEAE—PREZEURS —BRAEEN OLM F7EM, FFELZE : KN Operator IB4TEIZTT, FREA
OLM B NHIBRIEFTIEALN Operator HIAZEE R R,

Rk, OLM REHIBRUTIER

o RER—MFETLEIRHUEM API B Operator

e FEHEA Operator Z I S KHi1%Z Operator B9 5 — Operator FAlfT
R BB P AR BB B

Properties TEMRASITARAT 25 R AR BR T A O M Operator TT8IE. =HIEIE Operator 289 API 89
group/version/kind(GVK), LARK Operator BiE X kA< (semver),

PJREKIIT  NIZN AT BE SR B E B RE R R E M Operator @ Operator WEK, Bil1RUME
B F Operator E ISR, FEKBITAERNREIREPRENLR, Fln, FTEREM AP
EEBETAA, NFEERETEFERAWRFE Operator,

OLM FhHX LB MMARE N /KERAR RS, FIFEEEHL SAT solver, SAT solver @ — MR R
BEHRER, ATHRERNIZREWL Operator,

2.4.4.2. Operator B 4%
B XHHIRTA Operator MEBLUTEM :

olm.package

BIEHHE 0 Operator iR ABIZFF
olm.gvk

SRR RA(CSV)HEMREE API BIENEM

Operator #E& W AT LATE Operator {41 & #) metadata/ B & & 1% properties.yaml X4 E BE#EFBHEAth
E’I‘EQ

£5& (arbitrary) BRI

I properties:
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- type: olm.kubeversion
value:
version: "1.16.0"

24421 F=EBM

Operator #E& A7 Operator 4 & # metadata/ B>k H) properties.yaml X4 ERERRE M, XL
B R B B LS 1, LS R EIZ4THY Operator Lifecycle Manager(OLM) 247 23895 A

XEBMN ETSR T IEREEM A EAXLREY, B IEBEHEERRE, URELRESR
LU R 28 ERIE IS 5R.

EREMETA

properties:
- property:
type: color
value: red
- property:
type: shape
value: square
- property:
type: olm.gvk
value:
group: olm.coreos.io
version: vialphal
kind: myresource

a5 BT @ ARSI @ A RiA R E S (CEL)RiIAR,

Hith

=

i

o HEHINRAXES(CEL)AR

2.4.4.3. Operator K i 17

Operator BIKIHTFITE 4 &89 metadata/ B X F ) dependencies.yaml XA, X2 AIER, B
B A F #5888 Operator-version #KHfiI7i,

wisIRS, SMNNEEE—1 type T, ATHEEX—KHITBEIEE, ZFLUT Operator MK :

olm.package

XD RBIRTRFE Operator IRABMKII, KITE RV EETHSBHRARTGSHIRE, KX
N semver, B0, EAIIEEEAKRRA, 400.5.2, thAl{EE—RIARAE, #0>0.5.1,

olm.gvk

FERXAEE, EETLUMER group/version/kind(GVK){E BI8E MM, KT CSV H¥IAH CRD
MET APIWERE, ZERERME Operator EERI LG FHATA K. API S ERMA, FEiItFHE
— &,

olm.constraint
XANRBIEER Operator Bt AR @R,

ELLTRABIF,  Prometheus Operator #1 etcd CRD 18 E KA
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dependencies.yaml 3 {43l

dependencies:
- type: olm.package
value:
packageName: prometheus
version: ">0.27.0"
- type: olm.gvk
value:
group: etcd.database.coreos.com
kind: EtcdCluster
version: vibeta2

2.4.4.4. @ AR

olm.constraint B4 A BRFERBBETITAIR, KOIEARMARESE. H value FERE2— 1M a8
failureMessage FEXHIN R, HAEEAFHEENERFER, NRAREZITHNRHEE, NIX—HERK
e E BRI R ER,

LU R AT FRRVZUR KA

gvk

HE RS EMERES olm.gvk REERAE
package

HIE R EBERFES olm.package K EVFHREIAYSREY
cel

Operator Lifecycle Manager(OLM) &g @i A RIS 2B MMERHE BE 2T HEMBARE
HIE S (CELYEBR

all, any, not

437128 Conjunction, disjunction, #1 negation £J3R, BIF—1=H% > concrete £J3R, Wl gvk —
EM compound AR

2.4.4.4.1. & WFRAHXE S (CEL)AR

cel ARAKBF R EAFKIANIES(CEL) AERZARIES, celstruct B—1 rule ¥, HHPEEEZ
IR Operator B CEL RiIAXNFRTER, LUABE Operator & 1H R LR,

cel 2R~ HI

type: olm.constraint
value:
failureMessage: 'require to have "certified™
cel:
rule: 'properties.exists(p, p.type == "certified")’

CEL A B 2 P25, 40 AND #1 OR, Hit, ¥4 CEL RAXTUBEZS NN, XLy
FiX L2 M B R R E —#D, XX Sk B IR SRR A ERN SN T RBHENEIEITEE, Bl
A AR B — 2 RN B AT A X LML B9 48 5% Operator,

SEAZANHNE cel 2RRHI
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type: olm.constraint
value:
failureMessage: 'require to have "certified" and "stable" properties'
cel:
rule: 'properties.exists(p, p.type == "certified") && properties.exists(p, p.type == "stable")'

2.4.4.4.2. Compound #J3R (all, any, not)
S BNRAIRBREPEE UH T,

LR ETHER conjunctive R (all) BITRAI, LIR— GVK, XK, LRIFIELLITTHEE
il :

all AR pl

schema: olm.bundle
name: red.v1.0.0
properties:
- type: olm.constraint
value:
failureMessage: All are required for Red because...
all:
constraints:
- failureMessage: Package blue is needed for...
package:
name: blue
versionRange: '>=1.0.0'
- failureMessage: GVK Green/v1 is needed for...
gvk:
group: greens.example.com
version: vi
kind: Green

UTFRE— GVK I=MRAB disjunctive 23R (any) =, XK, REMFIRTNEDHEEF—
0 -

any AJRRBI

schema: olm.bundle
name: red.v1.0.0
properties:
- type: olm.constraint
value:
failureMessage: Any are required for Red because...
any:
constraints:
- gvk:
group: blues.example.com
version: vibetal
kind: Blue
- gvk:
group: blues.example.com
version: vibeta2
kind: Blue
- gvk:
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group: blues.example.com
version: v1
kind: Blue

LIF 2 GVK 9= MRAR] negation £Y3R (not) BYTRAI, XK, It GVK TEHRLEREPHEMMA S

Rt -

not 23R~ Hl

schema: olm.bundle
name: red.v1.0.0
properties:
- type: olm.constraint
value:
all:
constraints:
- failureMessage: Package blue is needed for...
package:
name: blue
versionRange: '>=1.0.0'
- failureMessage: Cannot be required for Red because...
not:
constraints:
- gvk:
group: greens.example.com
version: vialphat
kind: greens

X F not VR, HABGE LATREFHF A, XERTE LKKRERERSMRAAERNERAAR, X
LR REERE GVK. BRRANPMRA, SHRERETN—LEFEALIR,

not compound ZJRARZH all 5% any —&FE A, EHiXERHESE&A i —H wT sk It
EHEER L

2.4.4.4.3. REE AR

—MRESEGHVIR (BREVY T FESIRURFENHESHALR) SMERLBIHFHITAR, FHiR
EEREEREL R RS 2T,

LUFR—A disjunction #J conjunctions 7~fil, EH—, H—, SHEEBBEHELIR :

BREEALRTRH

schema: olm.bundle
name: red.v1.0.0
properties:
- type: olm.constraint
value:
failureMessage: Required for Red because...
any:
constraints:
- all:
constraints:
- package:
name: blue
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versionRange: '>=1.0.0'

- gvk:
group: blues.example.com
version: vi
kind: Blue

- all:

constraints:

- package:
name: blue
versionRange: '<1.0.0'

- gvk:
group: blues.example.com
version: vibetal
kind: Blue

= -
olm.constraint EEIHF KRIAK/N N 64KB, ATFRHIFEZERNIBE R,

2.4.4.5. (K0 E 15T

BRZET R LB R Operator B4, Operator Lifecycle Manager (OLM) Hr BRI R4 25
REMNETRIZESFTIEK Operator WER, N Operator fEESA T, THXLEEFIEEEE, UE
BRI LT AR AT

2.4.45.1. BRM%ENK

£ OpenShift Container Platform &4, OLM =iLEXERIRLL T BEFLE Operator A A F R %,

CatalogSource X &<l

apiVersion: "operators.coreos.com/vialphai"
kind: "CatalogSource"
metadata:
name: "my-operators"
namespace: "operators"
spec:
sourceType: grpc
grpcPodConfig:
securityContextConfig: <security_mode> ﬂ
image: example.com/my/operator-index:v1
displayName: "My Operators"
priority: 100

ﬂ 157 legacy =X restricted F{H, MREBXREILZFE, NEIMEN legacy. 7ELLEHI OpenShift
Container Platform & {ThiRAm, 1+XIEKINEH restricted,

INRIEHIE R TTEFEF restricted FR21T, BIUEFIINFLFEXES legacy.
CatalogSource B— priority FE%, #7238 ©RAE WA AR X R B B 1LET,
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B ERIAH N
o (B E B FFENEILA FEARM S B AL,
o SKMIIIERM B REMETLETRE B R,

2.4.4.5.2. 5iEHER

B X H 8 Operator 482 A 7 AI1E OpenShift Container Platform &8I AN EHRIIEE S, AfE
FAVIE R R EZITHRA (1.2,1.3) B L THNIE (stable, fast) R EMEFT .

B —#4 8 Operator ATRERIH B KT, (BRIRESTEARRMSE, $I80, Operator A 1.2 AJRETE
1£F stable #0 fast #iE A,

BYYHEHME-PRIAINE, ZIHE SR EEIERMIIGE, IRBIAIE %A IR LR R AKX
%, NSTERIREIHE AP IRIIE £ FF I F RIS R IX L%,

2.4.4.5.3. JiE R EiF

—RIERT, BB ZNETRNRE E—VHERRKTIX R, H80, — NG FVHEFR Operator 12
#t 7R/ API £,

LA ORBITHEE, S8 REMRNLEZERER., XA RTE FE R ERNE, BR2IEM
Erh, AUESEYTS Operator A LA B HKii I,

EVER, NiZEtEEFEREHEPAERSEHTE Operator, I0RE/NLHERILTH B AKX R,
e awE K Eit.
2.4.4.5.4. Hh R

PR T B BRI REVRREI 4, OLM IAARIN 7 E A PRFIRACKRANTE A PR S i H L e AT 2.

2.4.45.4.1. 1R

— NI (Subscription) AJREITIEAR BT B Operator £8& ., 11 25K T AZFTIZFE B = 4tH
REl, BITAFBERE—NM Operator (MRILEREEER P RE) , HNA Operator HITEH,

2.4.45.4.2. iGN ER
EmRZER R, TEMFA Operator NEE B FR—H4S,

2.4.45.5. Hith ¥R

o BEREREX

2.4.4.6. CRD %

MRBELHRE L (CRD) BFH—KERFSHRA (CSV) , OLM KILEINEAR, RFED CRD #K
%4 CsV i, MHZ CRDHRUTHERRERAERMN T EFY

o FIEBFETHAE CRD HBIARFSRAE IEFER CRD H,

o TEARYEHT CRD BYJSIERI (schema) TR, 5 CRD BIBRSSARAREXHIAR B INA LHI=L
BE LHIREE.
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2.4.4.7. (R B 4 5L
TEFE E MG N 1% [E B i £ L R

i F API =% Operator B E AR A< F

R VE G AT ABERT A A0SR API; BR2XET%T Operator AR EBYE(T API F57E olm.gvk &I, FIAENR
2, I87E olm.package ZJHREEX,

WER/MRE

Kubernetes X145 API IS A B X BIER 9338 T Kubernetes X#&BY Operator Fo R4 THREE BTN,
HE API EE3 7, Operator BLfL1F Operator & API #1TE#H, MARERN API BIIRA,
%I F Operator f&Hfi, XEKE T REHIHI API MR T BER B LA RIKHI BT Operator IEE T1F,

4N -
e TestOperator v1.0.0 124t MyObiject 7R vialphal APl iiv AR,
e TestOperator v1.0.1 /5 MyObject 70 T — M #THY spec.newfield %, {B{3=Z vialphal,

&8 Operator AJEEHEE I spec.newfield 5 A MyObject 7R, (X olm.gvk LJERIAFR B LLLL
OLM RERFEE TestOperator v1.0.1 T2 TestOperator v1.0.0,

INRFBLFBIRA AP BURETE Operator, NIFEEHISHI olm.package 2R KX ER/VE,

BE— M RKBRE, HARTF—IT ZREH
7 Operator 124t T S£ESCH TR, 20 APIARSSH0 CRD, FTLAIAR—A™ Operator NKHIIEE T
—MNIEDO, A gERNHKITRIE A B P B~ £ A B EHLR,
EREMNERT, REFRERERAMA, HE, HE—NIEETRIE TR, LBGIESHA
Operator 322, 540 : >1.0.0 <2.0.0,

S50 EaBEERTR, Operator fFE BT E#NET OLM FRESEH1TRD, WRMAIT

AR AEH, WRE Operator (FERTEAUME—RAEH, HKBITTIXERARARGHIFE
HEHR, AL ERNREEMERERN LR,

% o
»
i EREE 5 TR B E Operator & X BRI,

B2, MREMNEFERENAREN, BMPOZXEBERARAE. B EAREKEREEE, "TUEK
REMMRA, 0 >1.0.0 11.2.1,

Hith BHR

e Kubernetes X#Y : B API

2.4.4.8. {KFNIE R E I
LIEEKGIIN, FEEZEE—LEIFEE,

BHWHEIAER (AND)

BHeanl& B ARIEELREIM AND X%, #a1610, FTEIEE—1 Operator, BIKIHITFHH—1
Operator, BRHE—NEER API BIRAZ >1.1.0,
XEKE, TEEMEWIIN, 40 :
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dependencies:
- type: olm.package
value:
packageName: etcd
version: ">3.1.0"
- type: olm.gvk
value:
group: etcd.database.coreos.com
kind: EtcdCluster
version: vibeta2

OLM ® L@ B4 Operator SRR X NEK : —/ME# EtcdCluster, H—NBIMRA >3.1.0, 2B X
ETIXMIER, HEIEFEEA Operator BETHBXP AN RS, XBURFEE AR TBEILTL, &K
TRIFFIHEF LTI BRI E L H T LR ERR, Bh 7T1#EERN, Operator NiZEE— Ml s H b
ML,

BRI RAMY

OLM 7E#p % 22 [BSE R AHUTIKII RN, GNRBEFHFE 628 [H] R Operator KX} 75—/ M p %4 22 [H]
fh Y Operator SER M, MIFTRESE MR E FHEH,

2.4.4.9. KT R 5 R
FELLTRBIF, provider (i) =38"1HE" CRD = API BR5589 Operator,

2.4.4.9.1. 7~ : ZAME API

A#1B & APl (CRD)
o A BIBEN R B,
o B RN A — M,
o B EFTHtNEIRME C, BFMA B,

° BARBEAHNAE,
o AFRBEIE,
X2 OLM @id 2RI IE B — N =,

2.4.4.9.2. 7= : hRAFEH
A1 B39 API :
o AMMNFEEREE B,
o BHIMNFERE A,
o AFIMMNER (R A2, FEB2) #FHA.
o B EIMIMINEE (IRHtB2FEA2) HFAB.
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INR OLM K TE B #T A BIRIIT AN EEFT B, SNEH B RN AERH A, WITEFHHEIFTHR Operator, Bl
ERHEF R RE R B TIREH.

X2 OLM @i F+ 2 SREg R B9 55 — = B,

2.4.5. operator 4

AIgE kT OpenShift Container Platform 1 Operator Lifecycle Manager (OLM) B Operator ZH{&#
FIER,

2.4.5.1. X F Operator A

F OperatorGroup %R E X8 Operator 24, 5 OLM &8 Operator 124t % E2&., Operator ZHi%
FBireRZEnE, EEBNEM G Operator £RATER RBAC VilFFL IR,

X —2H BFrep L 22 A& FFME7E CSV B9 olm.targetNamespaces ST f2 I LIE S 2 FRBE 77 R SR L,
RN AT RS Operator B9 CSV 5241, FHEABITHERE S,

2.4.5.2. Operator 4% 5
HRBLLTE—%M, Operator BIaJ##1°8 Operator ZHB9 member :
® Operator B CSV 5 Operator HI FR—n & 22 (A,
® Operator CSV MR R 21 Operator HR B inen & 2 [H 5L,

CSV MR EZE X A InstallModeType FEXF1 Supported H97r /REFERZHMR. CSV ) spec I B E—
HEHIENAE InstallModeTypes HA I LB -

7< 2.5. REBEAMZFFM Operator H

InstallModeType ik

OwnNamespace Operator JLAR A E BB 6p & 22 [HAY Operator HBIAK o
SingleNamespace Operator AT LA — N 6n 4 Z2 [H] Y Operator HRIBK o
MultiNamespace Operator AT LAR IS 6544 Z2 Y Operator HEIBK o
AlINamespaces Operator RILAR 1A 69 44 Z2[AIB Operator ZHMIRL T (B Frep 4 22 (A

ENEFHE") .

403R CSV B spec &% InstallModeType 5B, NIZRBFMHEM N A RHE, FRIEFEL
eSS R RIEIA 5 B H#EMT S,

2.4.5.3. Birfp e ALt

& ] LA#E A spec.targetNamespaces %7/ Operator HE R fp & Birep & ZE[H] :

I apiVersion: operators.coreos.com/v1
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kind: OperatorGroup
metadata:

name: my-group

namespace: my-namespace
spec:

targetNamespaces:

- my-namespace

KA AT LME R A spec.selector S IR 1512518 Ep & 22 (A

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: my-group

namespace: my-namespace
spec:

selector:

cool.io/prod: "true"

B

TEUGET spec.targetNamespaces 7l % M4 22 [A], (i@t spec.selector f# AR
LR, ENELUERRAFRTRESMRYT Operator A% AN B irdr & 22 X #,

#N:R spec.targetNamespaces #l1 spec.selector 2 7E ¥, N|=7ZlE spec.selector, 74, ERILIE
B% spec.selector #1 spec.targetNamespaces RiEE—1 £/5 Operator 4H, ZHEFFAAMAZEH :

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: my-group

namespace: my-namespace

Opeator 4H#] status.namespaces S & L RFTIL A ZE RIHENTES. £/ OperatorGroup B
status.namespace @& ZFFE ("), MLZFHTBRRMAEEFERAN Operator KHES, BERELMAR
BBz,

2.4.5.4. operator ZH CSV ;xfi#

Operator HBIRK 7t CSV EFLUTE# -

233 Uiy
olm.operatorGroup=<group_name> B & Operator HM AR,
olm.operatorNamespace= S& Operator ZHMR & (A,

<group_namespace>

olm.targetNamespaces= BELLESHRHFRE, FUH Operator HRY B rén
<target_namespaces> 28 [A] %,
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R olm.targetNamespaces LI HIFA B F B EEEHIM CSV ., EEFICSV £4&
B& olm.targetNamespaces ¥ & "B LEFH - 2 [A| B frdn R A HINE S,

2.4.5.5. FTiREE API SE 2

group/version/kind (GVK) & Kubernetes API BIME—FRiRRF, olm.providedAPls jE & ERA X
Operator ZHiZ I GVK BER. ZFREN—DFRFH, HAES2FEM <kind>.<versions.
<group> k. EAEIER Operator AMIFTE AR I CSV 12489 CRD #1 APIService B9 GVK,

#HELLT OperatorGroup 7~fil, 1% OperatorGroup i B12ft PackageManifest 77 iRETH AN EELAK 51
CSV:

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
annotations:
olm.providedAPIs: PackageManifest.vialphal.packages.apps.redhat.com
name: olm-operators
namespace: local

spec:
selector: {}
serviceAccountName:

metadata:
creationTimestamp: null

targetNamespaces:
- local

status:
lastUpdated: 2019-02-19T16:18:28Z
namespaces:
- local

2.4.5.6. ETF A EBHIA]1Z=H]

BIE Operator AR, RER=NERAR, YEREHABE, RENERERN—TBEE, LUHF
BNEHABHEH—, B Operator HAHABE— MRS, BEFHE —MEFSRULERE, &0
i

SRAt BRI

olm.og.<operatorgroup_name>-admin- olm.opgroup.permissions/aggregate-to-
<hash_value> admin: <operatorgroup_name>
olm.og.<operatorgroup_name>-edit- olm.opgroup.permissions/aggregate-to-edit:
<hash_value> <operatorgroup_name>
olm.og.<operatorgroup_name>-view- olm.opgroup.permissions/aggregate-to-view:
<hash_value> <operatorgroup_name>
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% 2= T OPERATOR

KNS EEEABHREEHNTERN

I $ oc get clusterroles | grep <operatorgroup_name>

Ry ([H2E L2 Operator AT A, FILEEHREFABGHNTERMTA, FEEL

# Operator %,

Y CSV BN Operator ZHBEEAA 517, RE1Z CSV IETE{# A AlINamespaces T2 E R K IR 6y
Zea], Bi%%AR InterOperatorGroupOwnerConflict [RFE L FHFEIRE, EEEMLT RBAC ¥R :

e kB CRD B API FHRHNERAE
e EH APIIRFHED API BERNEHAE
o Hitv@BMABHE
3 2.6. k8 CRD B3 API BHRERERI AR

SRAe

<kind>.<group>-<version>-admin

<kind>.<group>-<version>-edit

wiE

<kind> t89#2/EDNA
‘ *

RETRE

e rbac.authorization.k8s.io/aggregate-
to-admin: true

e olm.opgroup.permissions/aggregate-
to-admin: <operatorgroup_name>

<kind> LAYRVEDNIA :
e create
e update
e patch

e delete

e rbac.authorization.k8s.io/aggregate-
to-edit: true

e olm.opgroup.permissions/aggregate-
to-edit: <operatorgroup_name>
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SRAt wE

<kind>.<group>-<version>-view <kind> ERIRED)IA -
e (et
o list

e watch

e rbac.authorization.k8s.io/aggregate-
to-view: true

e olm.opgroup.permissions/aggregate-
to-view: <operatorgroup_name>

<kind>.<group>-<version>-view-crdview apiextensions.k8s.io
customresourcedefinitions <crd-name> 1%
YEBNA

e (et

e rbac.authorization.k8s.io/aggregate-
to-view: true

e olm.opgroup.permissions/aggregate-
to-view: <operatorgroup_name>

* 2.7.3kH API RSB NEA APl BFERERNEH AR

SHAR i
<kind>.<group>-<version>-admin <kind> ERYREShIA -
Y *
RERE

e rbac.authorization.k8s.io/aggregate-
to-admin: true

e olm.opgroup.permissions/aggregate-
to-admin: <operatorgroup_name>
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SRAt wE

<kind>.<group>-<version>-edit <kind> LHI#BRVENIA -

create

update
e patch

e delete

e rbac.authorization.k8s.io/aggregate-
to-edit: true

e olm.opgroup.permissions/aggregate-
to-edit: <operatorgroup_name>

<kind>.<group>-<version>-view <kind> ERIRVED)IA -
e (et
o list

e watch

e rbac.authorization.k8s.io/aggregate-
to-view: true

e olm.opgroup.permissions/aggregate-
to-view: <operatorgroup_name>

Hivfa aMAaEE

o MRCSVENT—NBEiremBZE, HPEE* N CSVARFEFE LHWED
permissions £ R A BN NEEABHE. MBEEKNFTRESITL olm.owner:

<csv_name> 1 olm.owner.namespace: <csv_namespace> H1%5,

o IR CSV RAEN—1TEE B RAZEH, N Operator ipZE A FRFTE A BIABYHE
#R{£ M olm.owner: <csv_name> #] olm.owner.namespace: <csv_namespace> /7% & il Zl
Biren 22 [H A,

2.4.5.7. 8%y CSV

OLM £7£ Operator ZHH9EA Birnn & 22 8] Fh 1|8 Operator ZHBIFR A FEEARK 51 CSV MIEIA, &% CSV
HENETFESIFENMBZERMNAS, $E Operator BEE N M AIIE L OB TR,

BHIM CSVREHRTRRE, HFHULEER CSV RS, EEBELABEHIMN CSV 2/, &M
X4 CSV A4 E olm.targetNamespaces Ff#, &B& B inap 22 Al R 2 A 772 Bindn & %2
FESMIR,
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LATEHIN CSV MR CSV REESHIR CSV A Operator HABIEREHI CSV WA ZEFN, &
fHpREHIBI CSV,

FINE R T2 disableCopiedCSVs FE%., = disableCopiedCSVs FE&f5, OLM &
HBREREPBINE S HIM CSV, ¥ disableCopiedCSVs FER#EEZE AR, OLM £BRH
INEHIB CSV,

e % disableCopiedCSVs FE% :

$ cat << EOF | oc apply -f -
apiVersion: operators.coreos.com/v1
kind: OLMConfig
metadata:

name: cluster
spec:

features:

disableCopiedCSVs: false

EOF

e 5 disableCopiedCSVs F % :

$ cat << EOF | oc apply -f -
apiVersion: operators.coreos.com/v1
kind: OLMConfig
metadata:

name: cluster
spec:

features:

disableCopiedCSVs: true

EOF

2.4.5.8. #% Operator 41

N Operator 2HH spec.staticProvidedAPls FEX#%IXE /y true, NI Operator A0 # 45, ALk, OLM
RE{EK Operator A8 olm.providedAPIs T 7, XEHREFILURRIXETE. MR —Hen B2 [EREE
ERHORR 1 CSV S BERIR M API, TR 48 A Operator ZHERG LG R HERAL £ HREMH, NHiX—
BE+2ER,

LT R— Operator A7=f%l, ©1#A something.cool.io/cluster-monitoring: "true" X fZKRIFFIE®
Ze|a R &Y Prometheus ¥R :

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: cluster-monitoring

namespace: cluster-monitoring

annotations:

olm.providedAPIs:

Alertmanager.vi.monitoring.coreos.com,Prometheus.vi.monitoring.coreos.com,PrometheusRule.v1.mo
nitoring.coreos.com,ServiceMonitor.v1.monitoring.coreos.com
spec:

staticProvidedAPIs: true
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selector:
matchLabels:
something.cool.io/cluster-monitoring: "true"

2.4.5.9. operator HX &

RPN Operator AW BE TR A ZAIKHNRERZZEE, HIRYE olm.providedAPIs JEEHIE X, AR
9 API ERRE R R ZEER, NFRX A OperatorGroup HIZEHEHIAPI FXEE,

—MEERERZ, R API BRER Operator HAIBETE & 28 (] X & A T S HER BTR,

R ERZEMMES, Operator HAVEr & ZE [AIIGA B S HATIE B inen &2 F i,

2.4.5.9.1. &)

BIGEK G CSV BER, OLM IS EiHERE, LUREN CSV AMEMATA CSV A HIRHM API 32
£, AEOLM AR EZRERERT HLE -

o MNRZERN true, B CSVIRHLH API 2 Operator ZHIR M API B F4£ -
o YREEEAS,
o MNRZERN true, B CSV IRHHI APl &2 Operator 4HIRHM API B F4 -
o ISR Operator HEF S :
n IEEETF CSVHmMELRE,

m F CSVELNMERT, RERE
77 : CannotModifyStaticOperatorGroupProvidedAPIs,

o MR Operator H FEFH 5B -
® f¥ Operator ZHH olm.providedAPIs & #: h HAH 5 CSV 1RHH API BIFH 5,
o MMRLERN false, B CSV RH#M APl &2 Operator HIZ M) API I F5 -
o NEEETF CSVHMAEIRE,
o fF CSV A NIRRT, KRR : InterOperatorGroupOwnerConflict,
o MMRLER) false, H CSV {RH#H API 2 Operator ZH1Z 89 API F9F £ :
o ISR Operator HR2F S :
n EEETF CSVHmMAEIRE,

m fF CSVELNMIERT, RERE
77 : CannotModifyStaticOperatorGroupProvidedAPls,

o HNR Operator H 728851 :

m f¥ Operator ZHH olm.providedAPIs & H HAH 5 CSV 1R API FUES,
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p= =1
Operator ZHFI&E B HI B B AR S A 2 Atk

Bk Operator HES I EBRHATLATIRE -
o REIEERAK T CSV HIIREH API 2@ EEHTEH XM, T8, SHIM CSV 2ER,

o GRS S olm.providedAPls # 1T, #IR olm.providedAPls S EEZM4 API, T
PRIXLE AP,

o TEFTATBZE(R FRIRMAEE API BURRAE CSV MR EBHHIF. XA EREHPIHR CSV K%
WA, REARTREE @i B A/NSMBRAZZEY CSV R T e,

2.4.5.10. %0/ Operator BRI

OpenShift Container Platform X #1E B — & B R R E TR AR Operator, Operator Lifecycle
Manager (OLM) RTEARFEIIar 8 22 (Al fF % R 24 Operator, Ef—NRIZE Operator B9 API kg A A/
*Eﬁc

Operator 2¥EHIEEmHY B, RNE1ER T CustomResourceDefinition X% (CRD), ©f 12
Kubernetes 2 FHR, — Operator WARRAERABEEELFEEN CRD, XE/EIIFAERS,
AIUEEEPHNTRG R ZE AP RE,

FAIEM e AR HEEZR—5%KEEH control plane, ALt, ZHEAEKETHFEthHEZLF CRD, XIR
HlE— B PR LUFITERRE— Operator SLHIBIARRE Operator SE4,

TR REE
o IR{HMERE CRD & XA EARAR Operator (MRArRAIL CRD, NI5ELMERBIMRA)
o ZHRM CRD MIARRKMAR Operator, F1E OperatorHub LS MIAA S IRE ST CRD

IFEMARMTR, RNMRTRE Operator IRAFHN SN HEHNES CRD ER—KEBHIHE, NFEE
RILREF BRI TR,

Heth TR
® Operator Lifecycle Manager (OLM)— Multitenancy #1 Operator colocation
o ZiHFEEHH Operator

o RIVFIFERRFEIE M ZRE Operator
2.4.5.11. % Operator A 1T FEHERR

2.4.5.11.1. B 51 4§

o LEITHINMRERMNINRAEE— Operator 4H, HZEIHXTEEr B 22 A P EREELIRSS R A
(CSV) Bf, REZIFRIKINHN— Operator HELUTER TILTN :

o TEITXIMEnKZE[HF%HE Operator 4,
o REITXINE K ZEEFFEZ A Operator A,

o 7 Operator ZHAR1EE R IEMSN A FIERIAR 51K & #5
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INRLEITRIBEI T Operator 2, NIAS4ERK CSV, InstallPlan 5HRG4ES(FERERHEE
HITRE, BN, REA—HZZEFEFFEL D Operator H, NIKREUTER :

attenuated service account query failed - more than one operator group(s) are managing this
namespace count=2

Hrh count= #§E6p & Z2 (A HY Operator HEE,
o IR CSVMREBATIIFHMZ LA Operator ZHIBRon G L2 HIIEFE, CSV KIS ks
K, EE UnsupportedOperatorGroup, bFfER SR CSV &7E Operator AR B indn

ZAEFE N R RNEBRE L ARALIE, 3FE CSVNREEARIEW R FR IR HEH
R,

2.4.6. %FH " #1 Operator 4k

A¥gEMR T Operator Lifecycle Manager (OLM) i #9% 8 77 1 Operator 4k,

2.4.6.1. fp & 2 BB Operator # 4t

Operator Lifecycle Manager (OLM) 4L 327E B —dp & 22 (A R & 5& /) OLM B IR Operator, iXEHKREH
Subscription %R 51X Operator il FR— M ap&Z2 A AR, BMEE]EMAHERX, OLM KEEHHEF
FEA—PEEEERE, MeisRAaHEH R,

XAFINTHER AT L@ A

o HFANIEMIEFTHY InstallPlan 55IR S 1E R —p 4 22 (A R BYFT A E Ak Operator Y
ClusterServiceVersion (CSV) %R,

o [E—fpRZE[AHIIFTAE Operator ZBEZHERIEFHHRES, B0, WR— Operator KENF 5
B, NIFFAHAR Operator BHRIEE S E N manual,

XEG R FRU TR

o RIET R X Operator B ZHITRINERE, ENENHE LT REH Operator AAE S
5)/?\0

o MEMAEEEHD, KEENEHF—L Operator, MEM Operator BT EF SRR, XXTEEEE
B OEURE W,

X L& 7] Ji@ B = 1E 8 A OpenShift Container Platform Web 3248 %% Operator B, BT HRSZEF
All namespaces Z&EE N Operator R EIBAIAHY openshift-operators £ 5 r % 22 A,

ENEHEEA, EaLMERUTIERFNST LLEINTS ¢

1. 75 Operator By Ze2& 0 — a4 22 (A,

2. BIEBE L £/6 Operator 41, XM A % ZE[AI Operator . BidfF LIt Operator H5

IR F CIRA MR 22 A KB, MMELREMRERKNLEHRZERE, MME Operator FEFFA M
Ze A &R A A,

3. ELREmRZERHREFMER Operator,
SN Operator AR, KIS ETLOUENGZEEABIIRE, Eib, B©X AT Operator &
W, FHEAHERANEHFRIEMEZREIT. EATE, HSH'EEENRAEAPLELR

Operator”,
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Heth BHR
o THEUMALEFARELRE Operator
o ZiHF KRB Operator

2.4.7. Operator 44

A¥gEM T Operator Lifecycle Manager (OLM) #0{al{# F Operator &4,

2.4.7.1. xF Operator &

ENER Operator S RABENAEN—E 4, Operator Lifecycle Manager (OLM) MZE X Operator B9
Kubernetes FHRIRSHHERT Operator IR, RALFERE T —EREMRIERIBE Operator hF 44
ERE, BEFLERT, Operator AJAER %E%Fﬁl OLM RIHER, XS R H R, XL
EET L OLM EFREFEIFHETE Operator WA MEHA,

OLM 124t T — 47 OperatorCondition Y E ENFIRE L (CRD) , BFRVF Operator 5 OLM *EH
BERMER. HE— OperatorCondition FRH) Spec.Conditions #HAEFEN, NIKKEFE—
K80 OLM B Operator BIZ #5144

p= =

EINE R T, OperatorCondition X/ /%% Spec.Conditions #H, BEEIRMA RN
FABE X Operator BHHILER M IE,

-

2.4.7.2. THREGE

Operator Lifecycle Manager (OLM) #FLLF Operator &4,

2.4.7.2.1.Upgradeable (RIHZ) &4

Upgradeable Operator St RIBA IEINEERBERShRA (CSV) # CSV BIFTARAE L, X—RHELITIE
RTEEARA :

e Operator BNYEshXEHIE, TRNEARTREIFA N,

e Operator EEHIT—PMEENLHIR (CR) T, XMERWIIE Operator A& HITH AT
’320

BF

¥ Upgradeable Operator 5414 & False [R5 pod i, MNRFEMR pod %
B, 1ESH"EA pod RETTIERIEE L IIELM pod &, LK "Additional

resources” 84 H "Graceful termination”,

Upgradeable Operator &

apiVersion: operators.coreos.com/v1
kind: OperatorCondition
metadata:
name: my-operator
namespace: operators
spec:
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conditions:

- type: Upgradeable ﬂ

status: "False"

reason: "migration”

message: "The Operator is performing a migration."
lastTransitionTime: "2020-08-24T23:15:55Z"

Q FuwmEm.

False {EZ’~ Operator RAGTFFH N, OLM A5 EEH#: Operator FlH CSV By CSV BFF Pending
K. False [EFRRFEIEEEFAN,

2.4.7.3. EthBTIR
o ‘EIE Operator &4
e {Hf pod FREFTIEIEE M IELLH pod BE

o HZIE
2.4.8. Operator Lifecycle Manager 5 17-#1E

2.4.8.1. AFFB9IEFTR

Operator Lifecycle Manager (OLM) &2FH L OLM HFFEFKIR, HETF Prometheus B9 OpenShift
Container Platform SE&f G R HEM A,

x 2.8. OLM AFHighn
TR gk

catalog_source BRR¥E,
_count

catalogsource_r B RHRE, EH1FRRERERELETF READY RE. 0FXFERREFELTF READY K
eady B

csv_abnormal ENAEERSIRA (CSV) B, #% CSV iRAZTF Succeeded LUAABIER AT
(IR AERECH) MaEE. 81 name. namespace. phase. reason fll
version 175, HEEIIEIRBIEI OB —/ Prometheus B4R,

csv_count FRINEME CSV #E,

csv_succeeded  EMH CSV I, 3 CSV irRALTF Succeeded KA (EH1) S&BLFXMRE
({E»0) . &4 name. namespace #version 5%,

csv_upgrade_c  CSV AL Monotonic 1145,
ount
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HFR sk

install_plan_co REITHINHE,

unt
installplan_war HREMMESHE (WMEFAKR) SEEREITIIF,
nings_total

olm_resolution_ &R 2 BORFEL A],
duration_secon
ds

subscription_co  iTH%k,
unt

subscription_sy  iTHEZ SR, @3 channel. installed CSV #1iT name 3%,
nc_total

2.4.9. Operator Lifecycle Manager A8 Webhook E1#
Webhook f21F Operator fE& £ IR R FEIX RFMHEFF B Operator LI IEZ AT, ZE. 1Bk, ##

SHIEL TR, 2 webhook 5 Operator —[FI#R#tH, Operator Lifecycle Manager (OLM) B LAE X
Lt webhook B A H,

2.4.9.1. Hth ¥R
o Webhook # AIHEZRE

e Kubernetes 3X#Y :

o ISiE#EA webhook
o ZFz A webhook

o webhook #&#t
2.5. T#2 OPERATORHUB

2.5.1. X F OperatorHub

OperatorHub 25 EE IR 5 A I %L Operator B9 OpenShift Container Platform AR Web 12l
B5mE, RERT—R, BIAMEIEEERAIE Operator, HIFHZEMITHEER D, HIFRFNE
FA Operator Lifecycle Manager (OLM) 7EE8 BEME h B BhE 1™ ST A &

SREEATMI S LT AR B FF T
K5 sk

£ 8 Operator SIS S FHIREMIIET R, SAEXE.
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F50 ik
ZZIERY Operator B EFEMIIHAEMNE (ISV) B9/ &, B85 ISV AFITaHRM. F ISV X,

# X Operator i redhat-openshift-ecosystem/community-operators-prod/operators GitHub 7#fi#/%
REXARET LA S, BEAXH.

H7E X Operator RBEITHRINESEREH Operator, MR B ARRIEMBE X Operator, MK
OperatorHub £ Web 2§ & R ERSEINBE LK,

OperatorHub ERJIR/E R #RITEE OLM L1217, XBIE—MRANEERSRA (CSV) B9 YAML XX
%, HEhaELEMERLIZ1T Operator FFERIFTA CRD . RBAC #ll. Deployment MR K, ©ib
SERFATNMER, NIhaeikFZHFE Kubernetes it A,

2.5.2. OperatorHub Z2#%)

OperatorHub Ul A4 21\ H openshift-marketplace 54 Z2 [A] 7 OpenShift Container Platform &
Marketplace Operator X%,

2.5.2.1. OperatorHub B & X %R

Marketplace Operator B4} cluster #J OperatorHub BE X ¥R (CR) , AT EE OperatorHub
REBIEIA CatalogSource X R, EAILMEUL FIRLS ANZRARINE R, XEZRMEGIMEFEE
OpenShift Container Platform I JE& & .

OperatorHub B i Y F iR 5

apiVersion: config.openshift.io/v1
kind: OperatorHub
metadata:
name: cluster
spec:
disableAllDefaultSources: true )
sources: [ g
{

name: "community-operators",
disabled: false

}
]

disableAllDefaultSources @ —1"&%, FTEHI1E OpenShift Container Platform Z3HA A BAIA
Be B AIFTA BRI B kB R A,

Q B BB NRM disabled SEUERSHIZRARILNB .

2.5.3. Hfth ¥R
o BB

o OLM HH Operator Z&EMAN TIEGR
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® Red Hat Partner Connect

2.6. 211812 4tFY OPERATOR B¢

CTHER M T — L EIN B E7E OpenShift Container Platform H1# Operator B,

BF

M OpenShift Container Platform 4.1 718, BRAIABIZLIEIR A Operator B SR LAEF 304
BB FEX A, @id LT SQLite BB FER R XM 4.0, AT OpenShift
Container Platform 4.6 FIZRIAZLIBIR A Operator B 3%,

5 SQLite BIEEMXERXRD opm Fah, IREHZIEEEHRFR, FHRELUGHIRE M
PR ThEEH#ZFF, BW/ATEAEFAMN SQLite BIEZEBINE XK,

% opm Fean SR EER AT SQLite #HIBZFEH, 40 opm index prune, ©i1TEFEH
EFNHHBERBR. BXERETXHNEXNELER, HFSHEEBE LE

3%. Operator Framework 7@ =, LR oc-mirror &4 HRTFFEZEBI R LR mirror #7
%o

2.6.1. X F Operator B3

Operator B3¢ 2 Operator Lifecycle Manager (OLM) BT AWM TTRIEFMEZE, UEERP LML
% Operator REMKHH T, OLM IAZME FHRIFRAZLE Operator,

ETF Operator Bundle Format B3R5 Hilk 2 B kMR RILREB, XZ—MFAIZHIH, aa8Em—4H
Operator S5 ABMIEHEIEE, BRATUBIBREIBGEIRIERED OLM HRE,

BEE B KHIEHT, Operator WRIMRASL E£25 M, [HRATRERWMAHER, 75, Z OLMEZIR
PL&IME Y OpenShift Container Platform 8% LiZ 1T, ©REBEZEMBEEM R B KRAIRHTH
Fé?()

ENERREEN, EHRBELBRMANE RIMLOZBECHAE LRI G, ZEGTRTRESEH
HHERAR, QEMEREECHNRBIGGRRME T —MAEREE (LR ETAN—H Operator, [
i35 7 L EHR BB 32 BRLA AR FR B A,

BF

Kubernetes EEIF AR AP HIBRAOELE AP, EL, M{FEAMIER API B9 Kubernetes
MR A B9 OpenShift Container Platform MR A FF4A, Operator FToiEEFMIER API B9 AP,

OpenShift Container Platform 4.8 K& Z lGHIARA H it BR T % Operator B4 214 E)5 4
BN R, SEFERESRANBEE LB,

EOEBE LB FE&N, ELLRTE OpenShift Container Platform 4 R AR EEFFH oc
adm catalog build @84, XS EEL MRAFHEFH, IWESHEMER, M OpenShift
Container Platform 4.6 FF1f, ZI11REMZFREIFEGR T ARG, BRMERVIIER opm
index 4R EERS|HR IR,

Hith 5w
o EEHENEX
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https://connect.redhat.com
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/disconnected_environments/#installing-mirroring-disconnected
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o TEHEN

o TEWFFFIEIERIIMEAE A Operator Lifecycle Manager,

2.6.2. X F4LE1R A Operator Bk

1E openshift-marketplace & 22 [B] R BN\ LR TIB IR B RIE, MM B RIEFA R 2 H R &R Al
mo

LLF Operator BXHBZIIEA F :

Hx Fal 5%k Uiy

redhat- registry.redhat.io/redhat/redhat-operator- EHRZLIEFT S HRHEAZL

operators index:v4.19 18" . ZLIEXRHF.

certified- registry.redhat.io/redhat/certified-operator- KEEEMITEENE

operators index:v4.19 (ISV) B9/ fhe ZIIES
ISV & Ta R, =
ISV X%,

community- registry.redhat.io/redhat/community-operator- A redhat-openshift-

operators index:v4.19 ecosystem/community-
operators-
prod/operators GitHub
O R R AR BIEX

. EBAXHF.

EEBEATIRES, BIAIEREME TENZRS|HIEIRZ A Cluster Version Operator (CVO) BE&E
#1, LUE Operator Lifecycle Manager (OLM) I EX B SRBIBE TR A, 510, TEM OpenShift Container
Platform 4.8 #2¢F| 4.9 ;372, redhat-operators BXH) CatalogSource %I R+ 1 spec.image FE&
PR :

I registry.redhat.io/redhat/redhat-operator-index:v4.8
BUh

I registry.redhat.io/redhat/redhat-operator-index:v4.9

2.7. 5 P& E# 7+ 8 OPERATOR

Operator Lifecycle Manager (OLM) BIBRIN1T A ETEH 1L Operator &$E1 72, BRE, LT HAIRERER
VRGEM, BHIREZHESEEH, N T ik OpenShift Container Platform 528 8% /NE - #
Operator, OLM BIERIATT HEREHE 51 LL All namespaces R 2% Operator, XA BEHM 1% R &R /)N
FERRI R

HEEUTZE, LHAEMHA Operator RETERREAREIIMENER,

Hth B

o EIAWE : ZH/ (Multitenant)
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o %FHF Operator BIEHIRH

2.7.1. Bk1\ Operator B FITH

LB G B9 Web 12§58 2% Operator B, BHEXRIE Operator BITHEE, X LHEERE ML
e

AR ZEH
TERTE M AL L% Operator, F 4 H Operator 15K 7E1Z4 M & 22 8] IR AIFR B FUR.
AR ZEH

1 Operator Z4& ZE 2kl openshift-operators #3422 [7], LUEMEREHARTA & 22 8] WAL A E .
HITAT A tr 4 22 [A] R Operator 1 KMIFTEINR, FEFLIERT, Operator fEERILAE L T#iRE, H
FA 7 $5%F1% Operator Z2 13 A #n 44 22 (8] A 88 — M50,

PN B R E 2 M €p 44 22 (A R B A 7 AT LAV (7] Operator AP, 1% APl AJ LRI b i 1HIA M B & LR
(CR), EXBURATFHAZEHFAMNEE :

e namespace-admin #1 namespace-edit & 7] LIX Operator API # 1T/ B, XEKEMI]A
PERE].

e namespace-view B & a LLELENX Operator B CR X R,
% F Single namespace #2X, 5 Operator K G L&A L AL F, FTLE pod FIBRSSH AL

FHE, XFF Allnamespaces #23,, Operator IR BERAEIEKE AR, XEEKE Operator EFT
B AR A R EE XL R,

Hth BT
o TEEEEH NN Operator

2.72. 2T BB NBARAAR

F 4R Multinamespace ZEERFE, BRE D Operator XIFE. ENIE Allnamespaces #ll
Single namespace ZEBRNK 2 M AR AR, ERILUERLUTIER%ZER— Operator %NS
B, ENEP—E

1. N Operator f|@en&22[H, 5FH B4 22 ([ 2 FF.

2. NFFT Operator fJ# Operator 4H, SERE{NR T 89 &ZE,

3. TEFHF" Operator #4228 & % Operator,

F ik, Operator FEBB1EFH T Operator snRZE[E AR, FILMM & ZEHE, 1B Operator B pod KHEARSS
K P AR TSR AR S A s A A

R ARUCRERERAIREFFNESOE, URBRGRARNTNREIIEE, INEIFHALSRE,
BB N THFERF A S Operator B9 N SL41",

BREIFEE ST
RAEEHRUTREIE, XMERARTHIUERETF

o [F— Operator BIFH LHI &R /L2 18 BRI AR A,
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® Operator T/EMKHIF Hh Operator,

® Operator TRt CRD ## Webhook,

BF

BRI —SKE P HEHAMEEM Operator WARREIRA, &G, 2 Operator BIZREHELL
TREE, <BEETS— Operator Z245) :

o SEfIAE Operator BURHTAR A,

o IZSEPIRM T —NEEER CRD 1], ERVFEITIRFAEASHFERANERH
ARAS

ENERR, EAVFIEREEIEN B1TRE Operator FE/IND, MN"RFIFERER
% Operator"diffid, JXLEFA B R BEV 0] B &03% B MK i Operator SRE R

5l
Ko ﬁ%%ﬂ)ﬁm%\/ﬁwﬂﬁ% Operator IR —hRA1T, LUAIR CRD ARWE, X&FE
ZHEAMLEFEENE R, FAaRKERERMILABR,

o NEZFHFERMESZL Operator L4l
o RIFIEELEFEIE H1 %4k Operator

o EEMHZRIAB OperatorHub BEIR

2.7.3. Operator #4-#1 Operator 41

Operator Lifecycle Manager (OLM) MNIBIE R — MR R A R OLM BEEM Operator, XEMKEH
Subscription %R 51X Operator il FR— M ap&ZE A A, BMEE]ERAERX, OLM KEEHHEF
EA—PNEEEERE, MeisiRAHEH R,

INFEA K Operator HHE A Operator HMEZE R, 1ES A Operator Lifecycle Manager (OLM)—
Multitenancy #1 Operator colocation,

2.8.CRD

2.8.1. FRHBEE LFRE KT B Kubernetes API

Operator {8 Kubernetes " B#LE (BE XHIRE X (CRD) ) , LUMEMFEH Operator BEEMBE LK
LIFRBMRE Kubernetes X R, AIEEN ZET%%”‘EUMDHJE T AIEFMEE CRD K BH
OpenShift Container Platform 5£2%,

2.8.11. BE MLHIRE XL
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1£ Kubernetes API F1, resource (F/E) —EME—K API NREMIGR, #i0, NE Pod RIS —
20 Pod % £,

HEXFEEEN (CRD) WRUEEEAPE L —NHH, W—HIXTRER, F1H kind, FIF Kubernetes
AP| RSS2 M BB H BN S EH,

BE X R (CR) M RAKHEE BRI EHF RN CRD 618, FHIFrmESEAFEYB g
BRI B,

LBEAFEIE SR INET CRD EEBFHNS, Kubernetes API RSG5 ZBHIBIN AR B E— DA HENERFHH
AUE (e84 ZEMA]) VilFA RESTful BUREEE, FHHRRS THEEM CR,

SHEEAMREAEMA T CRD ViRHNIR, AIEAKEABRARKARB/IRT admin, edit 3
vnew MNEHABTNNR, SEABRAIFNAE CRBINBARXEREFAEHD, WITHREH
PURE S EISEAH RBAC RigHH, MERE TR,

Operator @11 f% CRD S{EaIFTE RBAC RESFIE M HHFEZ HIT AR —&2kF A CRD, H£EEIRE
Gt A LAF54F CRD JRINEI Operator £ AR AWEER S, HAFERAAER,

BRRABEHEIES A2 CRD, {884 CRD B RMFF A A A ET A CRD k&
BI# CR,

2.8.1.2. QI B E L FHRE XL
EOBEEE KR (CR) MR, EHEEAFEMLICUE—INEE LFRE X (CRD),

FRFH

e L) cluster-admin i /7 &141/17] OpenShift Container Platform 5%,

ik =
E Q3 CRD :

1. EOE—INEESUTEERLEN YAML X -

CRD B9 YAML {47~ %1

apiVersion: apiextensions.k8s.io/v1 ﬂ
kind: CustomResourceDefinition
metadata:

name: crontabs.stable.example.com g
spec:
group: stable.example.com 6
versions:
- name: v ﬂ
served: true
storage: true
schema:
openAPIV3Schema:
type: object
properties:
spec:
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type: object
properties:
cronSpec:
type: string
image:
type: string
replicas:
type: integer
scope: Namespaced
names:
plural: crontabs G
singular: crontab ﬂ
kind: CronTab @)
shortNames:

-t @

{5 F apiextensions.k8s.io/v1 API,

NEXIEE R, XWFFMA <plural-names.<group> %=, FEA%EE group 7 plural
FERMI(E,

AP 18K, APIAR— /MNP EHEXMINRE. F120, Job =X ScheduledJob EffA
BB SR, HERIMEIE API 4 (40 batch.api.example.com) A1, F&IF{ERENM
HE2REEZ (FQDN) .

187 URL R ERAMRRA L. B API AR REEFETZ NMRAH, a0
vialpha. vibeta. vi,

EEBEE X RABFE—NIIE (Namespaced) 1L 25EEHMFATATIE (Cluster).
5 URL M EAMNE AL, plural 2E&5 API URL MBI 5RER,
IBETE CLI LAREN A FH AT R HEE,

IEEA RN RIT, RETFLIFA CamelCase,

9099006 6 O© 09O

EES CLI R B IRE TR IEF R 8,

% BIANBRT, CRDMEBERTCHENWBANERH, SHTMAYE,
2. 13 CRD X% :

I $ oc create -f <file_name>.yaml

FELUTAIEHE— RESTul APl iR :

I /apis/<spec:group>/<spec:version>/<scope>/*/<names-plural>/...

BN, LATF i R R 2@ s B S 1R R -

I /apis/stable.example.com/v1/namespaces/*/crontabs/...
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7E, EENAfEAZIRR URL SREIEBMEIE CR, WRABETEAUIEMN CRD X RH spec.kind
?E&O

2813. N EEXHRE X UIRERAR

SHEENARINEREEEIAE LHIRE X (CRD) HFHR, 1NREMA admin. edit #l view BXiA
SHAR, FRAKHABRSEREMNL

FRFM

BF

BT HNEBNAERBIENR. NREZHNABRIMEDIRR D AGIHN, NRE
HNEANBELEHIN, BRIZRENFAIRBEEEESIRNAR, fii, MRERA
view A 1% F get crontabs FIRR, thit/iiM edit 1 admin & &% F %R, admin sk
edit A EEFE 22 E 4B B ER OB .

e A& CRD,

it =

1. 7 CRD 8|BEHABRE X, EHABRE L E—1T YAML X4, EPES8ERATEINERA
BEIHLN, OpenShift Container Platform 124l 28 2RI IE ERIFLNRMEI SN EREA B H,

REFAAE LM YAML XHRB

68

kind: ClusterRole

apiVersion: rbac.authorization.k8s.io/v1 ﬂ
metadata:
name: aggregate-cron-tabs-admin-edit 9
labels:
rbac.authorization.k8s.io/aggregate-to-admin: "true"

rbac.authorization.k8s.io/aggregate-to-edit: "true"
rules:

- apiGroups: ["stable.example.com"] 9
resources: ["crontabs"] G
verbs: ["get", "list", "watch", "create", "update", "patch", "delete", "deletecollection"] ﬂ

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/v1
metadata:

name: aggregate-cron-tabs-view 9
labels:
# Add these permissions to the "view" default role.

rbac.authorization.k8s.io/aggregate-to-view: "true"

rbac.authorization.k8s.io/aggregate-to-cluster-reader: "true"
rules:

- apiGroups: ["stable.example.com"] m
resources: ["crontabs"]
verbs: ["get", "list", "watch"] @



% 2= T OPERATOR

ﬂ {8 rbac.authorization.k8s.io/v1 AP,
%ﬁﬂ E M IEE BT,

BEZIE | admin BRIAABZFHR,
BRI M edit MIAABER TR,

HIE&E AT IX LR CRD EH AR,

EENKRABFRESHIRAIRESNA, Fa0, % admin 1 edit B &N ASEEAR, X
view AL RIEAR,

EEIZITE M view BRIAA BE TR,

o

@ T %% A cluster-reader BAi\ A &2 TR,

2. QIBKREAG:

I $ oc create -f <file_name>.yaml

2.8.1.4. @1 X403 B E KR
FEE LHIRE X (CRD) WINEELRG, AERA CLIHZERAE LHIR (CR) MSE&I X401 CR,

FRFM
o REEENSH CRD MMEREAH,

it =

1. 77 CROIE YAML X, 7= FTEME L RFIF, cronSpec #l image B7E L F T Kind:
CronTab BJ CR %%, Kind 3B CRD XI&R# spec.kind F£% :

CR B YAML X7~

apiVersion: "stable.example.com/v1" ﬂ

kind: CronTab
metadata:

name: my-new-cron-object 6
finalizers:
- finalizer.stable.example.com

spec: @

cronSpec: " * * * /5"
image: my-awesome-cron-image

ﬂ ¥§E CRD HBYZH L FRFN APl kRA (R#/ARA)
Q 187 CRD FfyR A,
© HEEHRNET,
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Q BEMNRILRREF (NF) o S5REFHILEH R LM PR R 2 B SE R BSR4
a EERET N REBBRM,

2. R XHE, BUEYUR:

I $ oc create -f <file_name>.yaml

2.8.15. KEBE LHFIR
IRAIfER CLI I EERREAENBE LHIR (CR) MR,

FRFH
o EAENINMGBZERHBPEFE CRNR,

ik
1. BRESERIM CRIMIER, 1HiB1T:
I $ oc get <kind>

o -

I $ oc get crontab

i th o Bl
NAME KIND
my-new-cron-object CronTab.v1.stable.example.com

FREMAR KNG, EEIAIEA CRD RE LA HHHEHH N, thrIEAE. Hl :

I $ oc get crontabs
I $ oc get crontab

I $ oc get ct
2. LA EE CREVREEE YAML $4E :
I $ oc get <kind> -0 yaml
Bian -
I $ oc get ct -0 yaml
i tH 7 B

I apiVersion: v1
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items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: "
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
name: my-new-cron-object
namespace: default
resourceVersion: "285"
selfLink: /apis/stable.example.com/v1/namespaces/default/crontabs/my-new-cron-object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: ™ * * * /5 ﬂ
image: my-awesome-cron-image 9

QO ~AToIE R YAML B8 & LR,

2.8.2. BB E L FIRE L HHHFIR
AEEAFEZARNE T MASERE AT X YHEE X (CRD) BB E X 4B (CR),

2.8.2.1. BE X FRE X

1£ Kubernetes API F1, resource (F/R) —EME—E API NREMIGR, #i0, NE Pod FKREIS—
20 Pod %5,

HEXFEEEN (CRD) WRUEEBHAE L —NHH, M—BIXTRER, F1Hh kind, FIF Kubernetes
AP| RSS2 M BB H BN S EH,

BE X R (CR) M RAKFHEE BRI EHFEARMN CRD 618, HIFrmESREA - EE g
BRI B,

Operator R1&iT 4} CRD SEIFTH RBAC RIS EMP MR EZHIT R —&ERFM A CRD, KRFEE
SR A LAF504F CRD 7RINE Operator £ ap Bz AR+, HAMBERAEA.

BRRABEHEIES A2 CRD, {BE%A CRD BN RMF A A A ET A CRD ¥
BI]# CR,

2.8.2.2. @1 EHIEBE LR
SEE XFRE Y (CRD) RIMEELRE, TEA CLIREBAE LR (CR) #SE&E T XA CR,

FoRFM
o SEEENS CRD MMEREH,

Pt =
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1. 79 CR A& YAML X, £ FEBE X FIF, cronSpec #l image BE L F &7t Kind:
CronTab B CR A% %E, Kind 3B CRD XI&R# spec.kind F£% :

CR B YAML X7~

apiVersion: "stable.example.com/v1" ﬂ

kind: CronTab @)
metadata:

name: my-new-cron-object 6
finalizers:
- finalizer.stable.example.com

spec: @

cronSpec: " * * * /5"
image: my-awesome-cron-image

15 7E CRD HHIZHEZFRFN AP ARA (BFF/HRA)

187 CRD HHYREL,

B ENT REB IR,

BENRNERESF (WA) . 4EREF RS23RN PR R Z BT ST S 4
EERE TN RERBRM.

0009

2. X HE, BUEYUR:

I $ oc create -f <file_name>.yaml

2.8.2.3. BB E LR
REIE A CLI K AR P EENBE LR (CR) WM&,

FRFH
o EAENVINMGBZERHBPEFE CRNR,

ik
1. BREERIM CRIMIER, 1HiB1T:
I $ oc get <kind>

o -

I $ oc get crontab

it Bl
NAME KIND
my-new-cron-object CronTab.v1.stable.example.com
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FREMAR KNG, EEIAIEA CRD RE LA HHHEHH N, thrIEAE. Hl :

I $ oc get crontabs
I $ oc get crontab

I $ oc get ct

A EE CR BRIA YAML ¥4
I $ oc get <kind> -0 yaml

Bian -

I $ oc get ct -o yaml

i th o Bl

apiVersion: v1
items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: ™"
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
name: my-new-cron-object
namespace: default
resourceVersion: "285"
selfLink: /apis/stable.example.com/v1/namespaces/default/crontabs/my-new-cron-object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: ™ * * * /5 ﬂ
image: my-awesome-cron-image 9

QO = ~AToIEM R YAML B8 & LR,
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BIZERIES

3.1. MB %% OPERATOR Q&N BREF

AIgEEF L ALNE T IME{EA OpenShift Container Platform Web 12l & ME %258 Operator |2
N TR,

3.1.1. {8 Operator 03 etcd &&F

ARIENLA T 2045814 B Operator Lifecycle Manager (OLM) EI2H etcd Operator SEHE— etcd &

B,
SERFEH
e jj[n] OpenShift Container Platform 4.19 &£ 28%,
o THADHEEEERHNLET etcd Operator,
ik =

74

BN LR FZE OpenShift Container Platform Web 16| & ErTE— 1 0H, XN REIERRA N
my-etcd B9IE,

SinZE Operators = Installed Operators lH, HKFEE N LRI EHE A HERD
Operator fFLARBRS R A (CSV) FIREA ERELL, CSVAFENFEER Operator 12
B,

TN
FRALUT&HSM CLI IRBIZHIE :

I $ oc get csv

1E Installed Operators TIER, = etcd Operator B R L 15 AR,

IE#0 Provided APl FF7R, 1% Operator 12t 7 =R HIR, SIE—MAT etcd Cluster TR
(EtcdCluster #iR) . XENRHTHEARNSHNERRE Kubernetes X5 (41 Deployment

= ReplicaSet) #E{l, BZERETEE etcd MZH,

. B eted KB -

a. 1£ etcd Cluster API £, = Create instance,

b. £ F— T, &A% EtcdCluster X RS/ NECIBEMRIEITEMIEDR, LLanEEER/N, B
1£, mili Create BlAIEM., mili/FEIAAA Operator 55/ pod. BRSSFNHT etcd EEEME
ftheH 4,

= example etcd &£8%, A5 R Resources Wi+, A LERUEIMNAESEREH Operator
B30 BN TR,
BB A 7 ZEEMITTE PR EM pod 150 #IEZEM Kubernetes BR5.

HETBEHEER edit ABHNAERPET LR, EEMMRNARREES (KHIFH etcd &
), XESLHIRSETE P AER Operator UBEBARERE, MESRS—1F. MREMFH
A X —AF, TEEEAAERUTRSRNAE
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I $ oc policy add-role-to-user edit <user> -n <target_project>

MEBEBT — etcd &8, 2 pod B1TAWY), HERBEFNT RZFEBE, ZREGXT S RN
HEMFEEHE, REENE, EFSLNINRMNEHBEEASNF LA AT L ZB8IBBERTH
N AR,
3.2. Efn B ZE A& E OPERATOR
INREEEIE AT Operator REMNREFLA AR, EAILALLEBIBRSSHI75 N IF Operator REEFH1T 1
Eldp & ZE (A,
3.2.1 FoR G

o SEEFEIE SUMIITE OpenShift Container Platform F ik 7 AN LEARR, LUEF S B BhAR

% Operator REZ|mAZE(E, FIFESHAITIEEHEE A RE Operator,

3.2.2. T {#F OperatorHub %% Operator

OperatorHub @ —M4& ¥ Operator WA 5@, E©45 Operator Lifecycle Manager (OLM) —#&2T4F,
BEEEERFHPRENERE Operator,

ENBEBEUPPRMA Y, S LUER OpenShift Container Platform Web #2438k CLI 2%k H
OperatorHub B Operator,

RENIRA, BTN Operator HE L TR NE :

REENX
B EPRE Operator B EM AL,
BHE

INREA Operator AIEN ZNHEKRS, NAMELEEBEITRNAE, A0, Z&iT stable SEER
E (WRAA) , MMFIRBEFXAEDL,

BEAESRIE

IR LLEFE B ohEE F o BT,
RSB EHREN B RER Operator, N HFTIEHEFHIZ Operator BIFTARAES, Operator
Lifecycle Manager (OLM) f§BzhH#HY Operator BiZ1T6, MILHEANTF,

NREFEFER, NHEHFI Operator ATARK, OLM REIBEIHEKR, EHNEHEER, B4
FOtAEZEFIER, FEIEF Operator B EFHTARA,

e T f# OperatorHub

3.2.3. A Web ##l5, M OperatorHub &%

& B] LA#E A OpenShift Container Platform Web ##l& M OperatorHub %2317 [ Operator,

SeREH
o HAEH Operator ZEAMPRAINM - /i[7] OpenShift Container Platform &&%,

it =
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1. 7 Web #4I& A 31 ZE Operators = OperatorHub T,

2. HBEEEM Operator (RN TIESTE Filter by keyword {EH AT X #F) , HlN, HA
advanced X% #; Advanced Cluster Management for Kubernetes Operator,

BB DAR R R M ZR M TheE 1 I8k T, f5la0, NRIEFHE Operator TERTFFEZMIIMER TIE, 15
1%#¢ Disconnected,

3. EFEEETRESERM Operator,

p= =1
%% Community Operator RZHLLIE& B INIEFE X Operator ; IS AHINZE
EAEIREE,

4. A2 Operator 1 B3 = Install,
5. 7 Install Operator T{EH, BECi&E Operator &% :

a. INREFERLE Operator WRIEMA, 1HMIIFKFIESE Update channel #1 Version, &7 LA{E
AR R B BEMSIE A I 5T Operator AR A, BEEIZIMEMRANNTEE, ARELER
BERIENBIMRA.,

AR AR P IE B R ATAR A SNSRIEFE T HUBRISETARA, NS
3 Automatic #UfESRES, IRRANFIEIERERHMRA, NFEEZFhit

/FEo

FERAFh RS Operator 2 5B an B 22 (A H R EZEHMIFTE Operator FEH
Manual #t £ SRBEFIFTE Operator —EE #1, IR ZIMIIFTH Operator, ¥
Operator R F| HIRpan 4 22 [H] A,

b. EFEEHPLRE Operator WIS E R —M K ZEE], 1% Operator (X RTEIZ L —ap L L2 (A Fh iy
c. NFERTSEEMNRIENTHNE EHERE

o INREFTE web HEIEHER AWS REGHARS (STS Mode ), TEAE ARN FE 4
ABRSSIK 1 #9 AWS IAM £ 89 Amazon Resource Name ( ARN ), EOIE A/ ARN,
THRER A AWS K RRTREY S BRI TR AR,

o NREEFEMH Microsoft Entra Workload ID (Web 1%l & A E#IWorkload Identity /
Federated Identity Mode ), 1%7E5E AR 6% ID. /7 1D &I ID,

o INRLEEFF Google Cloud Platform Workload Identity (GCP Workload Identity /
Federated Identity Mode ), ETEEHMFEFHRIMITE S, b ID, 5 ID FAR Sk
F R TR,

d. X F BEFHbE, E%EF Automatic 35X Manual #E £,
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BI3ITAIES

BF

INER Web 24IE B REEEFE A AWS STS, Microsoft Entra Workload ID 2%
GCP Workload Identity, &% Update approval i%{& % Manual,

FAERUEREREHEERNITE, RNVERFITIRERSATIRESR, B
BFHEEHI HARREEABNSRIERLRANNIR, HUTEMAZ
ENF R, REHTER.

6. = Install {f Operator At OpenShift Container Platform $&f_EBIRTIEay & 22 R FE A :
a. MR T FOIHLAERRS, 1T HAZKERREFE Upgrading RE, BEEEHRFMAER
it
1E Install Plan TIE# AR, TTHRBIARIKSFE S Up to date,

b. #IREFFET Automatic #LAEREE, AJMRSKEFTHAAISEMIER TEHN Up to date,
o TEITHBIFIIRASZ N Up to date [, 1#%£$F Operators — Installed Operators 4 B &2 4%

Operator BB RSMA(CSV)BERAHIT ., KE KA KEEXMBERHEN
Succeeded,

™

%IF All namespaces... &, KEX7E openshift-operators 14 22 5] A fi#
# N Succeeded, {BINIRIGEEMapHZEE, TR Copied,

IMRKA -

o ;7 openshift-operators HE (MR T A specific namespace... REER) H#HY
openshift-operators W B ) pod WE, iXRTE Workloads — Pods 1 H Ak & [A] & LAfE
#H— SRR,

o % Operator i, THBRIETRRE TWHNIEFARE,

e

( pa -

, b B 5% E XA {BE{#E Channel #1 Version FHIE ¥ & & H AR A TEIRE.

- w

3.2.4. { [ CLI M OperatorHub %%

IRAJLAMER CLI M OperatorHub &% Operator, A wMER OpenShift Container Platform Web 221l
B. EM oc B ROEBHEHRT— MK,

X F SingleNamespace Z&EE, LW IHARIE X6 & 22 A RFF1EE SR Operator H, —> Operator

‘H (H OperatorGroup X RE X) , EEFEFEIRMAZRRE, EEF NS Operator HBRI 6 % 22
[B] R BYRRAE Operator £ M FTEE I RBAC Vi [AIF R,

R=

HERZEIERT, EA Web EHEREENAE, EHEREREBIHUTES, HEEE
SingleNamespace &=\ B 54 22 OperatorGroup #1 Subscription X §RHI 61 E,
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SeREH
o HAHES Operator ZEAPRAIM - /i[7] OpenShift Container Platform &&%,

e B% %k OpenShift CLI(oc).

Pk
1. &%& OperatorHub & A AR Operator 73k :

I $ oc get packagemanifests -n openshift-marketplace

B 3.1. Kt =5l

NAME CATALOG AGE
3scale-operator Red Hat Operators  91m
advanced-cluster-management Red Hat Operators  91m
amq7-cert-manager Red Hat Operators  91m
#...
couchbase-enterprise-certified  Certified Operators 91m
crunchy-postgres-operator Certified Operators 91m
mongodb-enterprise Certified Operators 91m
#...
etcd Community Operators 91m
jaeger Community Operators 91m
kubefed Community Operators 91m
#...

10K TS Operator BB %,

2. I0&EPRF Operator, DUIGIFEZHFHLEENFI 0] BE :

I $ oc describe packagemanifests <operator_name> -n openshift-marketplace

fll 3.2. i~

#...
Kind: PackageManifest
#..

Install Modes: ﬂ
Supported: true
Type: OwnNamespace
Supported: true
Type: SingleNamespace
Supported: false
Type: MultiNamespace
Supported: true
Type: AlINamespaces

#...

Entries:

Name: example-operator.v3.7.11
Version: 3.7.11

Name: example-operator.v3.7.10
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Version: 3.7.10
Name: stable-3.7 9

#...
Entries:
Name: example-operator.v3.8.5
Version:  3.8.5
Name: example-operator.v3.8.4
Version:  3.8.4
Name: stable-3.8 @)

Default Channel: stable-3.8 @)
© EoHmEREE,

(27 3 ZEeESizaN

Q R A EESER B EFERIE,

N
RAILLUZ T AR an 3R LA YAML #3X4TEND Operator BIRRAFIFHEE B

I $ oc get packagemanifests <operator_name> -n <catalog_namespace> -0 yaml

3 MREGBEEPRESNBER, HZITU TS MEEBERPER Operator BRI MR AFIH

B

$ oc get packagemanifest \
--selector=catalog=<catalogsource_name>\
--field-selector metadata.name=<operator_name> \
-n <catalog_namespace> -0 yaml

BF

INREFIETE Operator B K, 21T oc get packagemanifest #1 oc describe
packagemanifest &35 AT BER TR LA F R4 M— PN ERA BB K ARE—
e

o ERE—MBREAFRESNER.

o BROEEAHERBRFHIMER Operator 3 Operator,

4. MRBLER Operator 2 AlINamespaces ZEER, MEEFFERXMER, HBT
#, [E7 openshift-operators @5 Z2[A|BINE — & X # Operator H, #79 global-
operators,

INRELER Operator #F SingleNamespace &&=, ML FERALER, B0 FEE
Kp B[R RFIEEYM Operator . MNRFFE, ERILURIRLI TS EUE— -

HE
BN mAZEEREER— Operator H, MEFEEZER, S "Operator A",
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a. 7 SingleNamespace Z#:1E 1|3 —> OperatorGroup X[&R YAML X4, 0
operatorgroup.yaml :

SingleNamespace ZZ = 1 OperatorGroup X R~

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: <operatorgroup_name>

namespace: <namespace>
spec:

targetNamespaces:

- <namespace> 9

wﬁﬂz SingleNamespace R4, *IF metadata.namespace #1
spec.targetNamespaces FE&{# FI#EEH <namespace> {H,

b. ]2 OperatorGroup £ :
I $ oc apply -f operatorgroup.yaml

5. B — Subscription %f &3k 1] [ —/Np 4 22 [H]F Operator :

a. Jy Subscription Xf R/ —1 YAML X4, %0 subscription.yaml :

SNREAT ¥ Operator BFFEMA, 51T startCSV FERIXE NFTR AR A,
BHRIARAN BEh AR, 1#EIFESH LT "Example Subscription object with
a specific starting Operator version",
namespace: <namespace_per_install_mode> ﬂ
spec:
name: <operator_name>
source: <catalog_name>

F# 4% installPlanApproval FE%1%E 5 Manual, LAF51E Operator FEE XA H
1 3.3. Subscription X} Rl
apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: <subscription_name>
channel: <channel_name> g

sourceNamespace: <catalog_source_namespace> 6

- name: ARGS
value: "-v=10"

envFrom: a
- secretRef:
name: license-secret
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volumes: 6

- name: <volume_name>
configMap:
name: <configmap_name>

volumeMounts: Q
- mountPath: <directory_name>
name: <volume_name>

tolerations: @
- operator: "Exists"

resources: m

requests:
memory: "64Mi"
cpu: "250m"
limits:
memory: "128Mi"
cpu: "500m"

nodeSelector: @
foo: bar

*F FEIARY AllNamespaces REIEX A%, 1E1EE openshift-operators @p %2
H, 74, MROBTBENELBRAZENR, BAEE-—TEELLEREZEH,
% F SingleNamespace Z&EENFEMA, 1HIEEMRRXI L —& 2,

ZT R E 8y B R,

Z1T %8 Operator BI& TR,

1214t Operator B FIRHA TR,

BXRERZEE, & openshift-marketplace Fi T2 i\B OperatorHub B kiR,
env SHE L EFEFH OLM A28 pod HAFEBEHHIMNE L EIR,
envFrom S E L BB HFPERINE L ERIRIIER,

volumes ¥ E X 7 H OLM BJ&28, 1E pod LRFEHBIIR,

volumeMounts S#{E Y OLM QIEH pod AT FERNBEEHIIFR, MR
volumeMount 5| HARZEH &, OLM FiEEBZE Operator,

tolerations S/ OLM /8 pod & L BRI,

resources S/ OLM 328 pod A B2 E L HRRH,

P00 90900600600 9O

nodeSelector Z#{7 OLM I/ pod E . NodeSelector.

kind: Subscription

metadata:
name: example-operator
namespace: example-operator

‘ B 3.4. AR E/EE) Operator lR4<H Subscription X} &Rl

| apiVersion: operators.coreos.com/vialphai
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spec:
channel: stable-3.7

installPlanApproval: Manual 0

name: example-operator

source: custom-operators
sourceNamespace: openshift-marketplace

startingCSV: example-operator.v3.7.10 g

INRIEIEERIRA S B K PRV EHTARAEC, TSRS IZE Y Manual, it
BRI BENFAREIERBIRA, BREREED CSV AT LISEMRERIF ot .,

9 B8 Operator CSV BIRFE AR A,

b. X FEMT FEEMIIEM ISR, 0 Amazon Web Services (AWS) B2 h#ERSS
(STS). Microsoft Entra Workload ID 2% Google Cloud Platform Workload Identity, 32B&LL
THIEBCE R Subscription X4 :

i. 3R Subscription X R#IZE N F I FEHHLAE
$i 3.5. FHEFHHEFHHL AR Subscription X R R fl

kind: Subscription
#...
spec:
installPlanApproval: Manual 0

ﬂ FARUERERFHUEERNIT I, RNEEFITIRERSITIRESR. BF
FoEEFBNT I ATREERE AANKBILESMRANNIR, HUTEMBER
T, REIITER.

ii. 7£ Subscription %58 config 9 SIFEKRN RN EEXFE ¢
MREHLT AWSSTS B, HBEUTFE :

il 3.6. i AWS STS ZF£#) Subscription % R

kind: Subscription
#...
spec:
config:
env:
- name: ROLEARN

value: "<role_arn>" ﬂ

Q S5/ E ARN ¥,

MNREREWTF Workload ID R, HEBEZLUTFES :

I $il 3.7. 78 Workload ID ZZZMSubscription X RHl
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kind: Subscription
#...
spec:
config:
env:
- name: CLIENTID
value: "<client_id>" ﬂ
- name: TENANTID
value: "<tenant_id>" g
- name: SUBSCRIPTIONID

value: "<subscription_id>" e
SEE IR D,
&M/ 1D,

909

SIEITH 1D,

INREEITF GCP Workload Identity #E=, HEFEUTFE :

conﬂg

- name: AUDIENCE

value: "<audience urI>"0
- name: SERVICE_ACCOUNT_EMAIL

kmd Subscription
spec
value: "<service_account_email>"

‘ 5l 3.8. 7 GCP Workload Identity ZF £/ Subscription % & fl

Hep:

<audience>

LEIEIXE GCP Workload Identity i, £ Google Cloud #fl/#, AUDIENCE 1B
WATRLA & URL :

/liam.googleapis.com/projects/<project_number>/locations/global/workloadldentityP
ools/<pool_id>/providers/<provider_id>

<service_account_email>

SERVICE_ACCOUNT_EMAIL {E27E Operator &/FiI 2 #&E 8 Google Cloud AR
S5 P B F B, B30 -

I <service_account_name>@-<project_id>.iam.gserviceaccount.com

. IBfTLA T en 3k A Subscription X :
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I $ oc apply -f subscription.yaml

6. fNRF installPlanApproval F&%E N Manual, & F L ERFLEBEIRE TR LISERK
Operator 245, MERLER, 1HSH"Foht ERFLIER Operator BH",

LERf, OLM BT ##FriEsY Operator, Operator BIEREEARSSIRA (CSV) N HINFE B & ZE(H A, H
Operator 12489 API 1 ] A F 01/,

1. BT T RS, REBRER Operator B9 Subscription X IR :

I $ oc describe subscription <subscription_name> -n <namespace>

2. WNR1E) SingleNamespace Z&EERX O T Operator A, HZTUATwHRE
OperatorGroup X REJIRE :

I $ oc describe operatorgroup <operatorgroup_name> -n <namespace>

Hth BHR

® operator 4

o JiERTR
Hth BHR

o Frhit AL IER Operator BT
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4.1. T &7 OPERATOR

WL Operator Lifecycle Manager (OLM), £ EIE A AHFE T OLM B Operator Z4Z
OpenShift Container Platform 5£2%,

INFEA KX OLM WAL IR TE R —6n & 22 (Al h FH B L4k Operator BIEHT, URBERABE L
£/ Operator %%k Operator WEN AL, HFSHZFE 7 H Operator 4k,

4.1.1. X F{E M OperatorHub %% Operator

OperatorHub @ —M4& I Operator WA 5@, E©5 Operator Lifecycle Manager (OLM) —#&2T4F,
BEEEERFHPLRENEE Operator,

ENEREE R, A LUER OpenShift Container Platform Web $#E#I& 8% CLI 2453 B OperatorHub
B Operator, ¥ Operator 1] A — Mk N R 22 [H], HERF LWL ARFER,

RENIRA, BTN Operator HE L TR NE :

REELN
1%+ All namespaces on the cluster (default)f§ Operator REZEFA MR L ; EF LN HRHZE
B (NRTA) , NIEEREMBLREFRRE Operator, A% All namespaces... f§ Operator A
FrER AT FER,

EHE

JNRFEA Operator A& MBS, NAEEEEEITEBNGE, F0, EiBid stable JiEHR
Z (NMRTAH) , WMFIFRFPEFIDEIL,

BEAESRE

R LLEFE B ohESE F o BT,
RSB EHREN B RER Operator, N HFTIEHEFHZ Operator BIFTARAES, Operator
Lifecycle Manager (OLM) f§BzhH#HY Operator Biz1T6l, MILHEANTF,

NREFEFNER, NHEHFR Operator ATARK, OLM ROIBEIHEKR, EFHNEBHEER, BX
FOAEZEFIER, F R Operator B EHTARA,

Hth

=

P

e T f# OperatorHub

4.1.2. [ Web %5, M OperatorHub &%

& B] LU#E A OpenShift Container Platform Web ##l& M OperatorHub %22 317 [ Operator,

SeRFH
o {HAHEZA cluster-admin FUBRBINK /7 177 (7] OpenShift Container Platform 5 2%,

it

3R
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1. 7 Web #4I& A 31 ZE Operators = OperatorHub T,

2. HBEEEM Operator (RN TIESTE Filter by keyword fEHH AT X #F) , HlN, HA
advanced X% #; Advanced Cluster Management for Kubernetes Operator,
A A AR TR E SR ThEE o BT, BN, WMREHE Operator EMTFHEERIMEHRTE, 15
1%#¢ Disconnected,

3. EFE I TRE%{EEM Operator,

k

pa -3
%% Community Operator RZHLLIE& B INIEFE X Operator ; IS AHINZE
EATIREE,

4. [#E Operator 1§ B3 = Install,

5. 7 Install Operator T{EH, BECi&E Operator &% :

a. INREFERLE Operator WRIEMA, 1HMIIFKFIESE Update channel #1 Version, &7 LA{E
AR R B BEMSIE A I 5T Operator IARMA, BEEIZIMEMRANNTEE, ARELER
BERIENBIMRA.,

p= Y=

AR A IEAE BRI A IIE B R ATAR A SNSRIEFE T HUBRISHTARA, NS
3 Automatic #UfESRES, IRRANFIEIERERHMRA, NFEEZFhit

/FEo

FERAFhAEZRE Operator 2 5 Han R (A PR EZEHFTA Operator FEH
Manual #t £ SRBEFIFTE Operator —EE #1, IR ZIMIIFTH Operator, ¥
Operator Ze2& Bl LR py 6 44 22 (7] AR,

b. i\ Operator IR &ZE :

e All namespaces on the cluster (default) % ZII< ¥ Operator REZLZZIA
openshift-operators ep £ 22 [F], LUEMEREPIIARRZEFAENAMER, 250 IE
1R eI H,

® A specific namespace on the cluster, ZIXZFFELEFER—FEMBEHRRE
Operator, 1% Operator (Y[R 1% 5 —dp 44 22 (] R AN A,

c. NMFERT SRR AN EREEF

o NIRRT web HEIEHER AWS RETHARS (STS Mode ), TEAE ARN FE A4
ABRSSIK 1 #9 AWS 1AM £ 89 Amazon Resource Name ( ARN ), EOIEA G ARN,
THRER A5 AWS K FRRTREY S BRI AT IR AR,

o MNREEFEH Microsoft Entra Workload ID (Web 1%l & A BWorkload Identity /
Federated Identity Mode ), T#7E5E X8 WIFRRNE ¥ ID. &8/ 1D FiTH 1D

o INRLEEFF Google Cloud Platform Workload Identity (GCP Workload Identity /
Federated Identity Mode ), ETEEHMFEHRIMITE S, b ID, 5 ID FAR Sk
FELFHEE,

d. X F EFHbE, E%£F Automatic 3X Manual #E £,
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BF

INER Web 124IE B REEEFE R AWS STS, Microsoft Entra Workload ID 2%
GCP Workload Identity, #&#7i¥% Update approval i%{& 7 Manual,

FAERWEREREHUEERNIT I, RNVERFITIRERSATIRER, B
BFHEEHOI HABEREEABNRRIERLRANLIR, HUTEMZ
ENT R, REHTERH.

6. = Install {f Operator At OpenShift Container Platform $&f_EBIRTIEay & 22 R FE A :
a. MR T FOIHLAERRS, 1T HAZKERREFE Upgrading RE, BEEEHRFMAER
it
1E Install Plan TIE# AR, TTHRBIARIKSFE S Up to date,

b. #NR%EFFET Automatic #AEREE, AJRSKEFTHAISEMIER TZHN Up to date,

o TEITHBIFIIRASZ N Up to date [, 1%£$%F Operators — Installed Operators 4 B &2 4%
Operator EEEARSSIRA(CSV) BB RAEINT ., RKE RARTEMEXMALEE RN
Succeeded,

p= Y=

%IF All namespaces... &, KEX7E openshift-operators 14 22 5] A fi#
# N Succeeded, {BINIRIGEEMapHZEE, TR Copied,

>

IMREE :

o F:# openshift-operators WHE (MR T A specific namespace... REER) H#HY
openshift-operators B ) pod WE, XRTE Workloads — Pods 1 H Ak & 7] & LAfE
#H— SRR,

o % Operator i, THBRIETRRE TWHNIEFIRE,

g BT T {E @A Channel 1 Version THIZE 8 75 5 H b AR A TTEUIE,

Heth BR
o FrhHLHERFLIER Operator B

4.1.3. {8 CLI M OperatorHub %%

IRAJLAMER CLI M OperatorHub &% Operator, A wMER OpenShift Container Platform Web 221
B. EM oc R ROEBHEHR— MK,

XfF SingleNamespace Z&EE, LW IHARIE X6 & 22 [ RFEE YR Operator H, —™ Operator

“H (M OperatorGroup X RE ) , EHAEFEBIRMAZEHE, EHANE Operator AR R L
[B]FREYFRA Operator £ FTEEY RBAC 1 [RAL R,
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R

HERZEIERT, EH Web EHEREENAE, EAHEREREBIHUTES, HEEEF
SingleNamespace &=\ B 54 2 OperatorGroup #1 Subscription i §RHI 61 E,

FRFH

o fFEREA cluster-admin f{ PRI 1517 OpenShift Container Platform &2

e B% %k OpenShift CLI(0C).

ff

L=

S

1. & %& OperatorHub A5 EF A AR Operator 55k :

I $ oc get packagemanifests -n openshift-marketplace

Bl 4.1. Hi =B

NAME CATALOG AGE
3scale-operator Red Hat Operators  91m
advanced-cluster-management Red Hat Operators  91m
amq7-cert-manager Red Hat Operators  91m
#...
couchbase-enterprise-certified  Certified Operators 91m
crunchy-postgres-operator Certified Operators 91m
mongodb-enterprise Certified Operators 91m
#...
etc Community Operators 91m
jaeger Community Operators 91m
kubefed Community Operators 91m
#...

03¢ FAEE Operator BB %,

2. 10EPRF Operator, DUIGIFEZHFHREENFI 0T BE :

I $ oc describe packagemanifests <operator_name> -n openshift-marketplace

Bl 4.2. it Bl

#...
Kind: PackageManifest
#..

Install Modes: ﬂ

Supported: true

Type: OwnNamespace
Supported: true

Type: SingleNamespace
Supported: false

Type: MultiNamespace
Supported: true

Type: AlINamespaces
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e}
&
=)
R

#...
Entries:
Name: example-operator.v3.7.11
Version: 3.7.11
Name: example-operator.v3.7.10
Version: 3.7.10

Name: stable-3.7 9

#...
Entries:
Name: example-operator.v3.8.5
Version:  3.8.5
Name: example-operator.v3.8.4
Version:  3.8.4
Name: stable-3.8 6

Default Channel: stable-3.8 ﬂ
QO e rRE,

(27 2 3 ZEEELTiN

Q ERAEEIER B EFERITE,

R=
BRI LLZ T AT a5 3R L YAML #& X FTEN Operator IR AFIFHE S B

I $ oc get packagemanifests <operator_name> -n <catalog_namespace> -o yaml

3 MREGBEEPRESNBER, HZITUU TN MEE B RPE Operator BRI R AFIH

B

$ oc get packagemanifest \
--selector=catalog=<catalogsource_name>\
--field-selector metadata.name=<operator_name> \
-n <catalog_namespace> -0 yaml

BF

INREFIETE Operator B K, 21T oc get packagemanifest #1 oc describe
packagemanifest &5 % AT BER T B LA T R4 M— PN ERA BB kiR E—1
uHa

o ERE—MBREAFRESINER.

o HRXBEEAHERAKAMMIIER Operator % Operator,

4. INRELREM Operator 2 AlINamespaces ZEER, MKEFFERXMER, HRTX—
4%, [~ openshift-operators & 22 [A|BAIA A —NE LM Operator 4H, #7°4 global-
operators,
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IR BERIZB Operator X #F SingleNamespace Z&RIEXN, MiEFFEALER, T xE
Ken 28 A R FTEIE XM Operator H, MARAFE, EAILURRUTHZRAUE—1 -

H5E
BB HREEE — Operator H, MNFEFZER, 1HS A "Operator 4",

a. 7 SingleNamespace Z#:1&E |3 —> OperatorGroup X% YAML X4, 0
operatorgroup.yaml :

SingleNamespace ZZ = 1 OperatorGroup X R~

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: <operatorgroup_name>

namespace: <namespace>
spec:

targetNamespaces:

- <namespace> 9

wﬁﬂz SingleNamespace R4, *IF metadata.namespace F1
spec.targetNamespaces F &R <namespace> (£

b. | OperatorGroup % £ :
I $ oc apply -f operatorgroup.yaml

5. i — Subscription X §RiT % — 4 6n & 227 F Operator :

a. 7y Subscription Xf R/ —1 YAML X4, %0 subscription.yaml :

INREIT R Operator FIRFERRA, 151F startCSV FEX X B NATRHIAR A,

F# ¥ installPlanApproval FE& % &N Manual, LARALE Operator EERH A
BIRIARAN BEh AR 1#EIFESH LT "Example Subscription object with
a specific starting Operator version",

metadata:
name: <subscription_name>

namespace: <namespace_per_install_mode> ﬂ
spec:

channel: <channel_name> g

name: <operator_name>
source: <catalog_name>

sourceNamespace: <catalog_source_namespace> e

1l 4.3. Subscription X} R=Hl
apiVersion: operators.coreos.com/vialphai
kind: Subscription
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R

- name: ARGS
value: "-v=10"

envFrom: a

- secretRef:
name: license-secret

volumes: 6

- name: <volume_name>
configMap:
name: <configmap_name>

volumeMounts: Q
- mountPath: <directory_name>
name: <volume_name>

tolerations: @
- operator: "Exists"

resources: m

requests:
memory: "64Mi"
cpu: "250m"
limits:
memory: "128Mi"
cpu: "500m"

nodeSelector: @
foo: bar

*F FEIAR) AllNamespaces REIEX A%, 1518 E openshift-operators @p %2
H, 74, MROBTBENELBRAZENR, BAUEE-—TEELLEREZEH,
*fF SingleNamespace Z&EENFEMA, 1HIEEMRRI A —&A 2,

ZT R E 89 & R,

E{T 5 # Operator FI&FR,

=1 Operator BB FIRHIA TR,

BXRERZEE, & openshift-marketplace Fi T2 i\# OperatorHub B kiR,
env SEE L FETH OLM /8 pod HATE R FHIMNEEEIIR,
envFrom S E L BEERHFPERINE L ERIRIIR,

volumes ¥ E L 7 B OLM GI&8, 1E pod LRIFENBIIR,

volumeMounts S#E L B OLM 328 pod F L FEENBERIIR, NFR
volumeMount 5| HARZEH &, OLM FiEEBZE Operator,

tolerations 25y OLM /&M pod E XL BRFIXK,
resources S/ OLM 328 pod FFTE B2 E L HRRH,

nodeSelector Z#°/ OLM | ## pod E . NodeSelector,
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B 4.4. AR ER B Operator ik A&# Subscription X} &Rl

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: example-operator
namespace: example-operator
spec:
channel: stable-3.7
installPlanApproval: Manual 0
name: example-operator
source: custom-operators
sourceNamespace: openshift-marketplace

startingCSV: example-operator.v3.7.10 g

INRIEIEE IR A S B KPRV EHTARAE, TSRS IZE Y Manual, it
BRI BENFAREIEHBIRA, BREEREED CSV AILISERRERF oIt .,

9 8 Operator CSV BIRFE AR A,

b. X FEMT FEEMIEM ISR, 0 Amazon Web Services (AWS) B2 h#ERSS
(STS). Microsoft Entra Workload ID 2% Google Cloud Platform Workload Identity, 32B&LL
THIEBCE R Subscription X4 :

i. 3R Subscription X R#IZE N F I FEHHLAE
Bl 4.5. FEFshEHHER Subscription X &R fl

kind: Subscription
#...
spec:
installPlanApproval: Manual 0

ﬂ FAERUERERFHUEERNIE, RNVEEFIIIRESATIRESR. BF
Foitt BRI AT RAREE ABNKBIEESMRANNIR, JUTEMBER
TR, REHTEHR.

ii. 7£ Subscription %58 config 9 SIFEKRMN RN EEXFE ¢
MREHLT AWSSTS B, HBEUTFE

conﬂg

- name: ROLEARN

value: "<role_arn>"

Bl 4.6. HFH AWS STS ZZ2MSubscription %f &Rl
klnd Subscription
spec
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@ :zareArNiE

INRERENT Workload ID B, 1EEEUTFE :
#il 4.7. %48 Workload ID ZZ£MSubscription %} &~

kind: Subscription
#...
spec:
config:
env:
- name: CLIENTID

value: "<client_id>" ﬂ
- name: TENANTID

value: "<tenant_id>" g
- name: SUBSCRIPTIONID

value: "<subscription_id>" 6
© =a=rED.
@ camE/D.

SIEITH 1D,

INREELILTF GCP Workload Identity #E=, H&FEUTFE :

- name: AUDIENCE

value: "<audience urI>"ﬂ
- name: SERVICE_ACCOUNT_EMAIL

5l 4.8. %75 GCP Workload Identity Z2MSubscription % & fl
klnd Subscription
spec
conﬂg

value: "<service_account_email>"

He:

<audience>

L EIEIXE GCP Workload Identity i, £ Google Cloud #fl/#, AUDIENCE 1E
WATRLA & URL :

/liam.googleapis.com/projects/<project_number>/locations/global/workloadldentityP
ools/<pool_id>/providers/<provider_id>
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<service_account_email>

SERVICE_ACCOUNT_EMAIL {52 7f Operator #&/FiI 2 &89 Google Cloud AR
S5 P L F R, 5030

I <service_account_name>@-<project_id>.iam.gserviceaccount.com

TLL T en 43k ] Subscription X £ :

™

C.

I $ oc apply -f subscription.yaml

6. INRF installPlanApproval F&%E N Manual, & F L ERFLEBEIRE T RIS
Operator 4%, MEFEELZER, BFSH"Fohilt ERFLIER Operator BH',

bR, OLM B 7 fi#Rmiki Operator, Operator BISREFRRSSARA (CSV) N HIIEB A ZEAIAR, H
Operator 12489 API 1] A F 0/,

1. 21T T RS, REBREH Operator B9 Subscription X IR :
I $ oc describe subscription <subscription_name> -n <namespace>
2. WNR1E) SingleNamespace Z&EEX O T Operator A, HZTUATwHRE
OperatorGroup X REJIRE :
I $ oc describe operatorgroup <operatorgroup_name> -n <namespace>
Hith BTIR

® XTF Operator 22
o THTENMAZEEAPLESLF Operator

o FIHLEFIIEM Operator B#T

41.4. WP ERBHES LD Operator L4

ENEREIEA, EALURIME A Operator EHILIATF LM £, X2FEAIIE Allnamespaces &
EEANERRALR, TRINER RSN, 3 Multinamespace 3 CXAHIZRA) .
IMBESER, 5" SH /" BB Operator',

TEUTEES, #H2h—HEBENTENERZRBA VNN AIE, #/ Operator &
Operator =45, X FATFHEIZE - EA,

FoRFM
o [RERIM Operator BIFT A L HIER L EREFHIERL

IIII o
XX REFERHANESIER, #5065 K2R MOperator',
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iy =

1. %%k Operator 8, AT Operator AIEE— N en & ZE([E], % Operator 5B & 22 7] 9
Fro g0, WMRBAMWHLENZ team1, ERTLLEIER—1 team1-operator &4 Z2[H] :

a. & X Namespace 7RFR7F YAML X4, #0 team1-operator.yaml :
apiVersion: vi
kind: Namespace

metadata:
name: team1-operator

b. ZITUL T LI e R ZEH :
I $ oc create -f team1-operator.yaml

2. ~FEF Operator il Operator #H, SEFEEIFAF#Ia&2Z2E, HE spec.targetNamespaces 7l
KPBE - BZERRE :
a. X OperatorGroup FRFH{R7F YAML X4F, 40 team1-operatorgroup.yaml :
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: team1-operatorgroup
namespace: team1-operator
spec:
targetNamespaces:
- team1

wXE spec.targetNamespaces 53k # & Y FH - #9684 22 [H],

b. iZfTLL R ep SR A& Operator 4 :

$ oc create -f team1-operatorgroup.yami

BESR

e JEFHF Operator ap 22 [A|HF R % Operator, BiT{E Web 12H& /A {# A OperatorHub A2
CLI SRERAMIHITIESS ; BXRIFHARE, SH"ER Web #26]& M OperatorHub Z24%",

SERX Operator &4%f5, Operator 5B 1EFAF Operator fpfZ2 (A, FUEHLFEF
22 [A], {B Operator B9 pod R EARSS MK # T E#FE - = Wk Al A,

Hith BHR
o ZiHFEEHH Operator

415. B E L fn A ZE AP RELF Operator

TEf# 3 OpenShift Container Platform Web 12l & %24 Operator I, BRIANTHRFEZHF Al
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namespaces ZEEE R B Operator ZEEEIEK1AHY openshift-operators £FEMEAE A, XAHESHES
R ZE (AR Operator £ EZE R K FEH RIS R FI, BRXLRHEINIFIE, 1HSH

"Multitenancy # Operator colocation”,
ERNERERER, LR AEEE LB 2R A FHE A Z A2 A & ANHSEE Operator R E
KAk F shaiad L BRIAIT .

FeREH
o ATLUFAEA cluster-admin B&IAE iR EEE,

ff

L=

1. 7E%%& Operator Bi, NPT Operator REQ|E— N mB R [H, REMBEEFGERNEELE
B ZEH -

a. & X Namespace ¥RF{#7F YAML X4, #0 global-operators.yaml :

S

apiVersion: vi
kind: Namespace
metadata:

name: global-operators

b. BITUA T e mAlEp&RZEM :
I $ oc create -f global-operators.yaml

2. BIBEE L £/F Operator 44, X2 FTA o84 Z2 (A Operator 4 :

a. i OperatorGroup TR {RTF YAML {4, #0 global-operatorgroup.yaml, &g
spec.selector # spec.targetNamespaces FE&, HE N —1 £/5 Operator 21, 1%Hi%

FRrE R RZEN

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: global-operatorgroup
namespace: global-operators

BRI LB OperatorGroup B status.namespace 2 &2 F/FE ("), MiX
FHBERMEEEAM Operator KHIES, BEREMATAMAZEIH,

b. IZfTLA TS KA Operator A :

I $ oc create -f global-operatorgroup.yami

BRESR

o EHENLRBMABLEEIFREFEM Operator, E Web $H& % B 7E Operator I 2 {E
FABEE L LBEHEZEAIET Installed Namespace 3£ ¥, FRLULLESS REEER OpenShift CLI
(oc) HiT., MBIHFMMLETIE, 1ESH"[FEH CLI 2% OperatorHub",
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p= Y=
25 Operator REHRT, NR Operator HRFHW, KTt 2B REIBE L
LRMEZEE R, Eit, XK Operator B3, FHEHGHEREMEH RIS
HELREI,

HAth TR

o ZFAF#0 Operator $£4b

4.1.6. Operator TEf1 %8 Pod IE

ZKINE R T, Operator Lifecycle Manager (OLM) £%% Operator 5E8& Operand TIEH#F, &
pod MEBEMER worker Tk, EAEER, MAILUERT sEFSR. 15 mARRAEESFERTE RiZH
% Operator #1 Operands BB EI4RFE 17 mo

215 Operator #1 Operand TE i #iH pod IREBE B LL TR &M -

1 RIBPEMNER, BE pod BT RK—AH TR, RATH, EEIEIERZE, 1 node-
role.kubernetes.io/app, FAFIRAT R, &N, FEATTEVISRENERERET RRBNMFE, 10
myoperator, TS TR E R LIRS AE I E _EB9TY kTSR,

2. MREHEREEBRFENEN pod FREET R L1217, RNEREXBIITIEAEMEE E M
=, BT EA-MIENSIERERFMET SN RIENER. BRI RRKBRETRFT
BLA9ET pod REEVAE R T = £, 5130, myoperator:NoSchedule i5 mi1R 515 R A ICE BT
pod FEEFEENZ T m L, BT R LIAM pod ATLURE,
3. QIRERABIAT mEFEREENTE, MRERNTIFR, NEBR— N TRENAR.
LERS, EEIEMTIE IEUTER TR TN pod EMEFEET & :

%} F Operator pod

EIE G A LAE U B |2 Subscription X5, ML TERSFmd, ELt, Operator pod EBEIEIEER
ﬂﬁﬁﬁ\\ic

%} F Operand pod

Wi 2R Operator, AP RILETIE R AIE— N AR, XA Operator HIEMBE
Y BHR (CR) MEBRWB A, Fik, Operand pod MEBRIEE T L, BRIE Operator EE M4 2ZE
[ R ERBRESERE N KRB TR, EXFHERT, FRNAXNEE LK pod KiE,

Hith 5w
o FrguEil i ELEEAT RANINTT RAER
o QIRINBSEH T RILFSS

o R RIEFHRMAROIEITE

4.1.7. #2542 % Operator HAIE

RINERT, % Operator B, OpenShift Container Platform &E#¥F Operator pod R F| Hh—
A worker TR, AW, EXRLEHERT, BIEFEZ pod AERRET RI—AH T RL,

LUTFRfBIHER 7 R A se B LT Operator pod WE B E T mzi—HT RAYER :
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e IR Operator ERRFENFHE, 41amd64 = arm64

o N Operator BERFEMIRIERSE, 0 Linux X Windows

o MNREFE Operator ERI—NEHLFAFR—HRHEN LETE

o MMRIRFHEE Operator EENEMBRIIR DR, LUE R R F R4S SAE M4 ] mm =N

& el LU £ Operator B9 Subscription X AN mmKBE M. pod KEXMESK pod X K EX M BRI SR 4%
il Operator pod IR AE, TV RXEMERBAERFARMAE pod WAIREM B —HMN, pod K
B ARV IEARNEXE pod AEEIE—T . Bid Pod RXHEME, ERTLABGLE pod AEEIT = £,

LURRBER 7 a0l {5 17 s KB ME SR pod RKEX MR B % X Metrics Autoscaler Operator S5l 245 E
EERRMEE T R ¢

$f Operator pod BEBIRFE 17 s 977 s KB R B

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: openshift-custom-metrics-autoscaler-operator
namespace: openshift-keda
spec:
name: my-package
source: my-operators
sourceNamespace: operator-registries
config:
affinity:
nodeAffinity: @)
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- ip-10-0-163-94.us-west-2.compute.internal
#...

Q 3R Operator B pod A 4 # ip-10-0-163-94.us-west-2.compute.internal #9777 s KB,

% Operator pod BMEEIF AR EF ST KB R G

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: openshift-custom-metrics-autoscaler-operator
namespace: openshift-keda
spec:
name: my-package
source: my-operators
sourceNamespace: operator-registries
config:
affinity:

nodeAffinity: @)
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requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/arch
operator: In
values:
- armé4
- key: kubernetes.io/os
operator: In
values:
- linux

3K Operator B pod A E E|E A kubernetes.io/arch=arm64 1 kubernetes.io/os=linux /7% 89
Tk,

5 Operator pod HBEI— N5 MEE 17 i Pod XIKHETA

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: openshift-custom-metrics-autoscaler-operator
namespace: openshift-keda
spec:
name: my-package
source: my-operators
sourceNamespace: operator-registries
config:
affinity:
podAffinity: @)
requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
matchExpressions:
- key: app
operator: In
values:
- test
topologyKey: kubernetes.io/hostname
#..

ﬂ ¥ Operator B pod IME I EH app=test 1159 pod BI7T s EHY pod KEL I,

BhiE Operator pod KB — 1L MFE T R Pod R KEXMERAI

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: openshift-custom-metrics-autoscaler-operator
namespace: openshift-keda
spec:
name: my-package
source: my-operators
sourceNamespace: operator-registries

B
g
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config:
affinity:
podAntiAffinity: @)
requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
matchExpressions:

- key: cpu

operator: In

values:

- high

topologyKey: kubernetes.io/hostname
#...
ﬂ — pod RXEkME, ©AFHIE Operator B pod AEEIE A cpu=high /7% pod B9 77 m L,
AR

B Operator pod BB, 1HTRIUA TSR :
1. RERE Operator,
2. MRFE, FHHREHT KERC N ERIEN XM,

3. Y@%E Operator Subscription X R LRI K E 4 -

apiVersion: operators.coreos.com/vialphai
kind: Subscription

metadata:
name: openshift-custom-metrics-autoscaler-operator
namespace: openshift-keda
spec:
name: my-package
source: my-operators
sourceNamespace: operator-registries
config:
affinity: @)
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- ip-10-0-185-229.ec2.internal

7500 nodeAffinity. podAffinity  podAntiAffinity, A x0IBXEMEIERE, H8ETE
BB AN BT IR ER 9

o EMffR pod MBIFEMNTRLE, HETUTHRS :

I $ oc get pods -0 wide
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=1
NAME READY STATUS RESTARTS AGE IP
NODE NOMINATED NODE READINESS GATES
custom-metrics-autoscaler-operator-5dcc45d656-bhshg 1/1 Running 0 50s
10.131.0.20 ip-10-0-185-229.ec2.internal <none> <none>
Hith BTR

o T pod KELME
o THEYI KB

o TRINMEIERHT R EBIIRE

4.2. B S OPERATOR

ENEREIE R, B LUFHLET#E R OpenShift Container Platform §2% L # Operator Lifecycle
Manager (OLM) %%&#) Operator,

P2 Y=
NFEAB X OLM NI 4hIB7E R —dp 4 22 [H] R H B R4RH) Operator BUE#HT, URERBE L
£/ Operator %%k Operator WEN AL, HFSHZFE 7 H] Operator 4k,

4.2.1. #% Operator B

B %458 Operator BT WIS —NEFE, FFIRERFZEW Operator WEFHT, EHLUEREBEHFIE,
PAFFRERBR F M B FTIE I E#.

1T R EF BRI B A BER R Operator MR, {ENESFLTE Operator FHIBHIAIE, a0, #iELFR
Al BERIETE Operator IRMHHIN ARRFIURAITHRAEHR (1.2, 1.3) HATHNIEK (stable. fast) .

% o
BB B R %R Operator B elM b 2 RIAINE |HBSIE,

LTI T MG Labs LU TN AER, AIEBNEE S EHH Operator :
® Red Hat OpenShift Container Platform Operator Update Information Checker
IEA LUE N 2R 3R E T Operator Lifecycle Manager By Operator, FHEAERAH OpenShift

Container Platform R4S IEE N BHFALERI ] B Operator fRA, FAEEETF Cluster Version Operator HJ
Operator,

4.2.2. Et{ Operator BB /&

& BT LUEF OpenShift Container Platform Web 24 B Operator IR HHHE,
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R

NSRRI [ AR RO SRBRARIZ B N Automatic, NI T2 RTEFTIESHE A IREHTHY Operator MR A 2B

A5, SNSRBLERERIZ T Manual, T Fahit AR IBBIE T,

FRFM

e 2 HIf# M Operator Lifecycle Manager (OLM) %#2HJ Operator.

it =

1. 7£ web ##I 5 # Administrator Tl H, S#1El Operators = Installed Operators,
2. R EEBRREHFIER Operator FFR,

3. & Subscription FrZ T,

4. = Update channel R #5138 & 5,

5. mERWMMEHIE, A5 Save,

6. XFiHE Bt ERIE IR, BEHBIFE. REE Operators - Installed Operators I

m, UREEHNHAE, TlE, KRERZH Succeeded 1 Up to date,
S FREFSHEARBRAIT [, EALLM Subscription 1% £ R F oIt £ B H#,
4.2.3. FittE/F AN IER) Operator BT

IR B L% Operator BT M #XE ~ Manual, I E YFiEHILE R L T B,
FETHHLEEHT,

FeRFMH

e 2 HIf#F Operator Lifecycle Manager (OLM) %#2H Operator,

ik
1. 1£ OpenShift Container Platform Web %5 #) Administrator Y&/, # A Operators »
Installed Operators,
2. WFHEEFEHM Operator & 7~ Upgrade available )X 5., SIZEE#H B Operator BIA TR,

3. 5= Subscription 1% 71, FRFEEHEMNEHESTE Upgrade status 3510 7R, 540 :
£ 27N 1requires approval,

4. = 1requires approval, A5 Preview Install Plan,
5 RENHATATFEHFRNTERE, EHEE, = Approve,

6. 3R[O1E| Operators = Installed Operators T, LUMGIREHMAE, TG, REKXD
Succeeded #1 Up to date,

4.2.4. HBIR
o TEEFFFEREMIINE R Operator Lifecycle Manager,
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4.3. M\EE iR OPERATOR

TENEanmE Rk ENE LA RTE A OpenShift Container Platform $£8%_EBY Operator Lifecycle
Manager (OLM) %%&#) Operator,

BF

EEREHZLER— Operator 5, BUITEMINFTEEE T Operator, %A IEHHhST
2% Operator JRESRE FT—L IR, MIBHKMHZZEFE, F Terminating"RE, H5
BE I EF R Operator I MERE! "error resolving resource” JH R,

MBESER, WHHEH LIS EHERE Operator,

4.3.1. 5 Web 5] & MEEE IR Operator
SSRFEIE G AT LA Web #2851 & MPTZE 6n 4 22 (7] Fr it bR 2 R %89 Operator,

SERFEH
o EAEILMERAEA cluster-admin FREII 7 /i [7] OpenShift Container Platform 5£&f Web #2214l
AN
Ho
ik =

1. 7 AZ| Operators - Installed Operators T H.
2. 7E Filter by name FE IR D) A R FLAE KM ENMPREI Operator, ARERE.

3. 7£ Operator Details TTE AT, M Actions 53 H%# Uninstall Operator,
It £ i 7R Uninstall Operator? X1E1E,

4. %% Uninstall /IR Operator. Operator Z3ZE# pod, RIBILIEVE, Operator f=1Ei21T,
THRERER,

IR VER2MIBR Operator EEEMTTE, SIEBE LKIRE X (CRD) M1BE LR
(CR) . Web #ZHI &AL ITHER IR AN UERRIN SRR EFIE
18, EIEEIE Operator EfIERIXLE, EAIEHEEFEhMIER Operator CRD,

4.3.2. A CLI MEEF IR Operator
SRTIE N A LUMER CLI MPATEa 4 22 5] A iffR B 2 %80 Operator,

SERFEH
o TLUEAESA cluster-admin FRHIIK F i/ [7] OpenShift Container Platform &2&%,

e OpenShift CLI (0c)ZEE1E/RH TEk L.,

AR

1. MB{RTE currentCSV FEXFFRIN T 1115 Operator ISR #THRA (40 serverless-operator) .
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$ oc get subscription.operators.coreos.com serverless-operator -n openshift-serverless -o
yaml | grep currentCSV

it Bl
I currentCSV: serverless-operator.v1.28.0

2. BRI (40 serverless-operator)

I $ oc delete subscription.operators.coreos.com serverless-operator -n openshift-serverless
it Bl
I subscription.operators.coreos.com "serverless-operator" deleted

3. A E—%H# currentCSV (A &M bk B ¥rép & 22 A 4B K. Operator B9 CSV :

I $ oc delete clusterserviceversion serverless-operator.v1.28.0 -n openshift-serverless

it Bl

I clusterserviceversion.operators.coreos.com "serverless-operator.v1.28.0" deleted

4.3.3. R RIB9T

£ Operator Lifecycle Manager (OLM) #h, #NRMEITHBES| ML ITEV R BI5E &I Operator,
& 5] LATE openshift-marketplace #p 4 22 [A] R B B LU R EEHRBVE L -

i th 7 Bl

ImagePullBackOff for
Back-off pulling image "example.com/openshift4/ose-elasticsearch-operator-
bundle@sha256:6d2587129c846ec28d384540322b40b05833e7e00b25cca584e004af9a1d292e"

it Bl

rpc error: code = Unknown desc = error pinging docker registry example.com: Get
"https://example.com/v2/": dial tcp: lookup example.com on 10.0.0.1:53: no such host

AL, ITHSAEFIINKRBORTS, Operator TTiEZREZSH TN,

e LGRS HBRIT R, SREFARSSARA (CSV) REAMAE XN RERIFTRWBT R, EFHURIHE, OLM
KB FHRE Operator WIEFAARA,

FeRFM
o BE—DRWEITH, FTEHERTRED]RIBHA R ER.
o CHINT LAY A IERRR S 2Bk,

Y=
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BAEEERES

1. MZRZ% Operator M6 £ 22 (5] 13K EX Subscription #1 ClusterServiceVersion X R ZFF

I $ oc get sub,csv -n <namespace>

tonfs Nl
NAME PACKAGE SOURCE CHANNEL
subscription.operators.coreos.com/elasticsearch-operator elasticsearch-operator redhat-
operators 5.0
NAME DISPLAY VERSION
REPLACES PHASE

clusterserviceversion.operators.coreos.com/elasticsearch-operator.5.0.0-65 OpenShift
Elasticsearch Operator 5.0.0-65 Succeeded

2. MHIBRITH

I $ oc delete subscription <subscription_name> -n <namespace>

3. MHFREREFAR S hRA

I $ oc delete csv <csv_name> -n <namespace>

4. 7£ openshift-marketplace @54 22 [f] IR BX A A SR IAS V1 B9 & FRFNAE K EC B PR &Y

I $ oc get job,configmap -n openshift-marketplace

LN

NAME COMPLETIONS DURATION AGE
job.batch/1de9443b6324e629ddf31fed0a853a121275806170e34¢c926d69e53a7fcbcch  1/1
26s 9m30s
NAME DATA AGE
configmap/1de9443b6324e629ddf31fed0a853a121275806170e34¢c926d69e53a7fcbcch 3
9m30s

5. MIBRVENY :

I $ oc delete job <job_name> -n openshift-marketplace

SORE AT HBR S SRR TS O BHR Y Pod TR B #7132,
6. MBEEMS

I $ oc delete configmap <configmap_name> -n openshift-marketplace
7. 7E Web #2%I& F{F  OperatorHub E# %% Operator,

o MAERBEMINEHFRE Operator:

o
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I $ oc get sub,csv,installplan -n <namespace>

4.4. i2i& OPERATOR LIFECYCLE MANAGER IhgE

Operator Lifecycle Manager(OLM)#E# 2554 cluster By OLMConfig B & Y FTIE(CR)HTERE. &
BEIE O A LME T RS AR AR L INEE,

A T B OLMConfig FHRECER OLM HAETSTRFAIZhEE,

4.41. ZHE%8 CSV

%4 Operator Lifecycle Manager (OLM) %%k Operator i, BRINER FRTE Operator ECE N MBI EAN
22 (A A B EEBEARShRA (CSV) MITEERIAR, XL CSV #ih E#JF9CSV, FEMMAFEHIgsEs
TE n % 22 A op E Shh A RS

4 Operator EZi& {& A AlINamespaces ZEE R, SFANHIEEDREEEN BN, SEER
REEAN M E 2 A iR Operator IE I CSV, TERBIER A, HHEMAEHFREN Operator A
BEEETEE NS TFH CSY 1, EFIN CSVERERENR, 1N OLMMAEFERE. 58 etcd FRIEF
P B8

T ZEIXE KRR, SSRGS TLUNER AllNamespaces iR £ F %M Operator ZHE
BJ CSV,

INRIEEHEHB CSV, NITE AlINamespaces B L2 EE M) Operator RIFHE CSV £l
2l openshift e & 22 [F], MASERFEPNENPLZEFE, EEAEHN CSVERF, Web
PEIBF CLI BT A BEMAR :

o 1 web #EHEH, MIMTARWER N EREN MR ZEFFE openshift 65822
A EHIE CSV, BIfE CSVARKPREHRBIB N RERF, XRFEMNRAMD
AR H B ZE B R EFIXLE Operator BYIFIE, FOIBREXRMEE LHIR (CR).

e 7E OpenShift CLI (oc) A, &EHLA - aILUEF oc get csvs B EFBEIZEREAE
Heép&2Ze A H Operator, {H openshift iy & 22 B R EHIE CSV TETEHS S
Ze(a A I, FZULFREIFAMAY Operator AR A, FARLLWMJEF F R 22 (A Ry
=i,

EBREREMNELR Operator WEEFIR, RLUF Web ZHIB1TH, FIEETS
PEER AR AR R LLZ T TR a4

I $ oc get csvs -n openshift

o JWiE4 N cluster # OLMConfig ¥f %, ¥ spec.features.disableCopiedCSVs FE&i% & true

$ oc apply -f - <<EOF
apiVersion: operators.coreos.com/v1
kind: OLMConfig
metadata:
name: cluster
spec:
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features:
disableCopiedCSVs: true )
EOF

Q 5 AlINamespaces R Operator Z2AE #I89 CSV

o YUEBSHIM CSVHE, OLM &71E Operator €38 22 A hf X LEER -
I $ oc get events
i Bl

LAST SEEN TYPE REASON OBJECT MESSAGE
85s Warning DisabledCopiedCSVs clusterserviceversion/my-csv.vi.0.0 CSV
copying disabled for operators/my-csv.v1.0.0

% spec.features.disableCopiedCSVs F ik kKX E /) false If, OLM & HfEMH
AlINamespaces B REHFTH Operator EFHIBEHIM CSV, HMIFRRIEIREINEH,

Hth

=

P

o LZREREA

4.5. 7 OPERATOR LIFECYCLE MANAGER Hfd BB

IR TE OpenShift Container Platform &8 EZE 7 £FXHE, Operator Lifecycle Manager (OLM) &
BB B REESEHEREEEM Operator, BE, EEE D RLEH Operator EBEELRBRER
FERBEABE L CAIEH,

HAth B
o MESIEHNE

e MEBEELPKI (BEXCAIES)

4.5.1. &% Operator W IBIZE

INREE T ERESEREHE ORI, A Operator Lifecycle Manager (OLM) iZ21THJ Operator &4fE&H
HELNEERNRIERE. SHEE LA LLEITEE Operator BT H RBH X LRIBIXE,

5
BAIE T NEAZE Operands 202 pod MR X BIMEL &,

SEREH
o FHEA cluster-admin FFRAUNK 717 OpenShift Container Platform &2%,

AR
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/configuring_network_settings/#enable-cluster-wide-proxy
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/configuring_network_settings/#configuring-a-custom-pki

OpenShift Container Platform 4.19 Operator

1. 7 Web #4I& A 31 ZE Operators = OperatorHub T,
2. 1%# Operator 3+ 5 Install,

3. 7E Install Operator TIE A, {524 Subscription X%, FHE spec OHTE—IPHEMNUTF
NEZE -

e HTTP_PROXY
e HTTPS_PROXY
e NO_PROXY
4N -
WA IXERSubscription X REB=

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: etcd-config-test
namespace: openshift-operators
spec:
config:
env:
- name: HTTP_PROXY
value: test_http
- name: HTTPS_PROXY
value: test_https
- name: NO_PROXY
value: test
channel: clusterwide-alpha
installPlanApproval: Automatic
name: etcd
source: community-operators
sourceNamespace: openshift-marketplace
startingCSV: etcdoperator.v0.9.4-clusterwide

XEINME L EM A LMERZERUERE, LUMRAME AR ENEESEEIBE X
KREXE,

OLM X LB EBE N —NHTA IR, MRED BT —NMELE, NFAE=NEEEHFEH
nER, FEEESCRMERIMETSBFITHM Operator &,

4. mili Install @ Operator AIHtATE Ay & 22 [A]{E A,

7

5. 2 Operator B CSV HINEMRX L ERAE, EAURIEMERREIXE T BE UCEIMNEE
£, fign, =R CL:

$ oc get deployment -n openshift-operators \
etcd-operator -0 yaml \
| grep -i "PROXY" -A 2
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it Bl

- name: HTTP_PROXY
value: test_http
- name: HTTPS_PROXY
value: test_https
- name: NO_PROXY
value: test
image: quay.io/coreos/etcd-
operator@sha256:66a37fd61a06a43969854ee6d3e21088a98b93838e284a6086b13917f96b0

d9c

452 F ABE X CAILH

LERTEAFRAREMSTMERRINEE L CAUETE, Cluster Network Operator &% F 3t IIIE
FHRYG CAIUEBEFN—NEFE (bundle) . ERILUHXNEFIMIEEA Operator Lifecycle
Manager (OLM) Ei21TH8) Operator A, #IREBF—1HEA (man-in-the-middle) HTTPS 38, XiF
%Eﬁo

SeRFH

o HAHEZA cluster-admin BRI 7 177 (7] OpenShift Container Platform 52%,
o (FRAREMSRMEE L CAIETEEE,

e £ OLM E&REZFHZ1TATERM Operator,

it
1. TE%F7E Operator 1] MBI R ZE A P A —DERERS, FHEEUTIRE :

apiVersion: vi
kind: ConfigMap
metadata:
name: trusted-ca ﬂ
labels:
config.openshift.io/inject-trusted-cabundle: "true"

@ mEmHAT.

9 7&K Cluster Network Operator ¥ A& FHHA .

OZLEERSNE, ERIEERSHINHASHILEBRFTIET,

2. BEHIRA Subscription X, FHEE spec.config 284, 1ZER0 A trusted-ca o B S /E
HWEBEHEBFEBE L CAH pod FHENEER :

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: my-operator
spec:
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package: etcd
channel: alpha

config: ﬂ
selector:
matchLabels:

<labels_for_pods> 9

volumes:
- name: trusted-ca
configMap:
name: trusted-ca
items:

- key: ca-bundle.crt ﬂ
path: tls-ca-bundle.pem 6

volumeMounts:

- name: trusted-ca
mountPath: /etc/pki/ca-trust/extracted/pem
readOnly: true

NRAFFE, HRM config R4,

B EIRE LAPCER Operator I M pod.

Bl —" trusted-ca %,

ca-bundle.crt FZ/F H S B BRSTHE,
tls-ca-bundle.pem FEEF N EC BRI EE .

A — trusted-ca BHE#,

Q90009

pa Y=
Operator BIERB RIRET/EIR LML HA, F IR x509 certificate signed by
unknown authority 1%, BME7EFEF Operator 1T FFEABE X CA, thak

EXNEEIR, EXTERT, EALUER Operator BT [#% mountPath IZEH
trusted-ca B4 /etc/ssl/certs,

4.5.3. HFFIR
o RIIP
o EBHBUADILED
o EI CANHE

4.6. 5 E OPERATOR Ik A

T f# Operator Lifecycle Manager (OLM) FBIRZURE, X FREFMIA KB REE Operator BRI 1HIE
BEZE, OLM miLE T 1T R % B RRR SR IUTHERE. XHFEETH - Birthiefg
Operator BIIZ1THR5,

4.6.1. operator 1] [R5 R EY
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/security_and_compliance/#cert-types-proxy-certificates
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/security_and_compliance/#replacing-default-ingress
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/security_and_compliance/#updating-ca-bundle

T AR S LT IROR KR
F AL T FRR KR
Wi gk

CatalogSourcesUnhealthy AFRETHN—INHE B FHRRE.,

InstallPlanMissing ER DT IR R E TR,
InstallPlanPending RN REIT X IEEREH,
InstallPlanFailed TR & 1T X R
ResolutionFailed T 5] ARG L AR AT SR T

ZKIN OpenShift Container Platform & 2% Operator H Cluster Version Operator (CVO)
B, ©fi%% Subscription X%, 2R Operator H Operator Lifecycle
Manager (OLM) &I, ©1 &% Subscription X%,

Hih 5w
o Rl RIBYIT

4.6.2. A CLI & & Operator 1T IR E

IREI LUER CLI &%& Operator IR

FeREH
o TATLUFEAEA cluster-admin A& 5N EEE,

o B% %k OpenShift CLI(0c).

1. FJH Operator ][5 :
I $ oc get subs -n <operator_namespace>
2. {#F oc describe fp 5% Subscription HR :

I $ oc describe sub <subscription_name> -n <operator_namespace>

3. IEmSHIHA, $HE Operator 1T KRN K EH Conditions #84. 7ELLTRAI
#, CatalogSourcesUnhealthy {4 XEVEH false R, R NFTAER HBRIREEER :

i th o Bl

m
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Name: cluster-logging

Namespace: openshift-logging

Labels: operators.coreos.com/cluster-logging.openshift-logging=
Annotations: <none>

API Version: operators.coreos.com/vialphat

Kind: Subscription

#...
Conditions:
Last Transition Time: 2019-07-29T13:42:57Z
Message: all available catalogsources are healthy
Reason: AllCatalogSourcesHealthy
Status: False
Type: CatalogSourcesUnhealthy
#...

EKIL OpenShift Container Platform £2% Operator HH Cluster Version Operator (CVO)
&, ©fi%%F Subscription X%, 2R Operator H Operator Lifecycle
Manager (OLM) &I, ©1 &% Subscription X%,

4.6.3. {§ M CLI && Operator BERIAS
IRETLUER CLI & %& Operator BSRIRAPIRA.

FeREH
o RETLUFEAEZR cluster-admin A& i A& EE,

o B% %k OpenShift CLI(0C).

ff

L=

1. FIHGREEPEFIE, B, KLk openshift-marketplace #3422 (6], 1%n 422 (A
FERESCRMBXIR :

S

I $ oc get catalogsources -n openshift-marketplace

i tH 7 B

NAME DISPLAY TYPE PUBLISHER AGE
certified-operators Certified Operators grpc Red Hat  55m
community-operators Community Operators grpc Red Hat 55m
example-catalog Example Catalog grpc  Example Org 2m25s
redhat-operators ~ Red Hat Operators grpc Red Hat 55m

2. ¥ oc describe TSR ENA * B RIBEHFEBFIAS ¢

I $ oc describe catalogsource example-catalog -n openshift-marketplace

it Bl
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Name: example-catalog
Namespace: openshift-marketplace
Labels: <none>
Annotations: operatorframework.io/managed-by: marketplace-operator
target.workload.openshift.io/management: {"effect": "PreferredDuringScheduling"}
APl Version: operators.coreos.com/vialphat
Kind: CatalogSource
#...
Status:
Connection State:
Address: example-catalog.openshift-marketplace.svc:50051
Last Connect: 2021-09-09T17:07:35Z
Last Observed State: TRANSIENT_FAILURE
Registry Service:
Created At: 2021-09-09T17:05:45Z
Port: 50051
Protocol: grpc
Service Name: example-catalog
Service Namespace: openshift-marketplace

ELEAIRE YD, KEMRIBIASE TRANSIENT FAILURE, IHiRASRT B FBREIERER
H R A] R,

3. B OIR B SRR & 22 R R Y pod :

I $ oc get pods -n openshift-marketplace

=1
NAME READY STATUS RESTARTS AGE
certified-operators-cvonn 1/1° Running 0 36m
community-operators-6v8Ip 1/1 Running 0 36m
marketplace-operator-86bfc75f9b-jkgbc 1/1  Running 0 42m
example-catalog-bwt8z 0/1  ImagePullBackOff 0 3m55s
redhat-operators-smxx8 1/1° Running 0 36m

EaRZEF PR E RN, fEIZemAZEFGHBFKIRUE— pod. ERIEAIRAGI
&, example-catalog-bwt8z pod FIRZ 2 ImagePullBackOff, LHIRASRRHIE B RIRIZES|
B FE R,

4. f£F oc describe S E pod LUKERE L EHER -

I $ oc describe pod example-catalog-bwt8z -n openshift-marketplace

=1
Name: example-catalog-bwt8z
Namespace: openshift-marketplace
Priority: 0
Node: ci-In-jyryyg2-f76d1-ggdbg-worker-b-vsxjd/10.0.128.2
Events:
Type Reason Age From Message

13
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Normal Scheduled 48s default-scheduler Successfully assigned openshift-
marketplace/example-catalog-bwt8z to ci-In-jyryyf2-f76d1-fgdbg-worker-b-vsxjd

Normal AddedInterface 47s multus Add eth0 [10.131.0.40/23] from
openshift-sdn

Normal BackOff 20s (x2 over 46s) kubelet Back-off pulling image
"quay.io/example-org/example-catalog:v1"

Warning Failed 20s (x2 over 46s) kubelet Error: ImagePullBackOff

Normal Pulling 8s (x3 over 47s) kubelet Pulling image "quay.io/example-
org/example-catalog:v1"

Warning Failed 8s (x3 over 47s) kubelet Failed to pull image

"quay.io/example-org/example-catalog:v1": rpc error: code = Unknown desc = reading
manifest v1 in quay.io/example-org/example-catalog: unauthorized: access to the requested
resource is not authorized

Warning Failed 8s (x3 over 47s) kubelet Error: ErrlmagePull

FERTEBRAE A, R R RT B RIRIFRS I BHRE IR M AR AL A, Hl0, 3R
BIBHR I REF M ER EE K E UL registry H,

HhbrR
® Operator Lifecycle Manager #:&#1 5B — Catalog J&
o gRPC X#Y : EERE

o JMFAE registry Vi[A] Operator B {5

4.7. 512 OPERATOR &1

ENEREIE N, A LUER Operator Lifecycle Manager (OLM) & Operator K5,

4.7.1. B Operator 514

ENEREER, EAEEEZIRE Operator fiEH). X #BY Operator &, HFTE
i, Spec.Overrides [£7s#) Operator k4= %&E = Spec.Conditions (55 iy, LUEEEHEER
A LU Operator [ Operator Lifecycle Manager (OLM) & T A IEMRRSHIE R,

==

FINER T, OperatorCondition %R {F1E Spec.Overrides #4H, BEIIREHFEEA
INA1E, Spec.Conditions LA REFE, BEE#AFRINSKE B E L Operator i#
BRI Lk,

g0, — Operator WERIIRA, BHRASSMERFAALN, EXMBERLT, REMEEFAATHH
B, EABSRFEEFH Operator, X ATLLELT7E OperatorCondition %1 5B Spec.Overrides %51 #3710
type 0 status k& Operator 43R EH,

FeREH
o ATLUFAEA cluster-admin A& iR EEE,

e B4 OperatorCondition X[ H) Operator, {#F OLM &%,

14


https://grpc.github.io/grpc/core/md_doc_connectivity-semantics-and-api.html

iy =

1. %% Operator ¥ OperatorCondition %% :

I $ oc edit operatorcondition <name>

2. TEXTRAZRIN Spec.Overrides #14H :

Operator FHEZRHI

apiVersion: operators.coreos.com/v2
kind: OperatorCondition
metadata:
name: my-operator
namespace: operators
spec:
overrides:
- type: Upgradeable ﬂ
status: "True"
reason: "upgradelsSafe"
message: "This is a known issue with the Operator where it always reports that it cannot
be upgraded.”
conditions:
- type: Upgradeable
status: "False"
reason: "migration”
message: "The operator is performing a migration."
lastTransitionTime: "2020-08-24T23:15:552"

ﬂ RFEHEEAFABREREERD True.

4.7.2. B3 Operator LAf#FH Operator &4

Operator Lifecycle Manager (OLM) =Bz hENEAFER ClusterServiceVersion %R EIE—1
OperatorCondition 7R, CSV MFTARRSS K- #2# % F RBAC, LUES Operator AR
OperatorCondition X E,

Operator {fEE AT 71 4 H B 28 Operator 3 {# [ operator-lib =, LUEFEH OLM EE Operator 7, ©
AT LUK B EH ORISR, BRI Operator % BN Operator fEEMEZE R, 1S M5 A Operator &
T,

4721 FEBRINME

NTREFARFESR, OLM I NIERE OperatorCondition I AR HEAS M., HFit, E# A Operator
5489 Operator, 7EF pod BIFHLEIRIILE N true BIN X B ERINSE ., XN Operator 124 7 — N5 R
H, ATFEERGEHNERRE,

4.7.3. Hth ¥R

® Operator &4

4.8. RIFIEEHEIE N LLE OPERATOR
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https://docs.openshift.com/container-platform/4.12/operators/operator_sdk/osdk-generating-csvs.html#osdk-operatorconditions_osdk-generating-csvs
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SREE O A LUMER Operator A E M P &% Operator,

Hith BHR

® operator 4

4.8.1. T fi# Operator & K&

Operator AIREBE ZARF 21T, BARRRAZEMNRtBAIEERRE, Operator Lifecycle Manager
(OLM) & Z cluster-admin f{[RF 71217, BRINERT, Operator FEREEERSRA (CSV) Hi5
EEENRE, OLM ZERFMEEF Operator,

1R Operator TR SEESEHEMACR, FEB - IEEER OLM AR, S£EEEIE G o725
Operator /RINEIEBFRIF 5 H % Operator, £HBE ML ARE— LT ERREMPRHIIEFERRS K
LIS Operator B A S IFHIIRE,
ST AT LU Operator HEIKF 7 —HIRHIAR S MK - KL, ARSI 7 7E Operator X BRI, &
ERETF A GRSl (RBAC) #LNERBR S IIETSCHERN R NIZTT, Eik, Operator Bik
PUTiX LR R BR#E S 1 RO (T34
Bt {F A Operator 4H, BB RBWIRHIE Pl ARE BB HRSEE B Operator, Kk, 8% Operator
Framework TER IR LMIRMHLAE LA, NEMA Operator MEN ARRFIRHEEESHEL.
AE
Subscription X REF B BB 2H (RBAC) RENIIRTMARFAIFESR edit =X
admin AGMAS, B2, OperatorGroup *f RF7FE RBAC ; ZEMH L IER AR IEE
FA &% Operator, Tli%&2%& Operator 20 5L E RIRERENR,
1249 Operator ZHG AR5 F REAFSIHFRLLT /LA ¢

e APIService #1 CustomResourceDefinition % R&EH OLM {#A cluster-admin & &3 0E,
RRiME Operator ZHAEREXBIAR 55K 1% F B A X L BRI PR

e 5i% Operator AIEXEBIATAE Operator M 2R HITEIE ERSS MK PRSI BRSEEIA, N8
Operator iR T HBHRS K FSEEMAGR, RESKN, HETEYUNES, UEEHSERE
5 HERR HR RS AR 1],
4.8.1.1. REY =

ERERT LR EREHFHY Operator 5], Operator Lifecycle Manager (OLM) &£Z&ELTIE
DI

o KHETWOIET — Operator HHIEE TIRSMK . BRE51% Operator HXEKHIFTH
Operator, FRIFELRSS M KGRI PRIZIT,

o EHMTIEOIET —A Operator 4, BFREEMEMARSI T, OpenShift Container Platform {#
FREEAME, RLESREBKINITH, HRTREMHAN Operator,

o WFFRIBEMRSIK T BIINAE Operator 4, RERBBINTH, FRIFLEMFAY Operator,
o SMEIEMAEH TIA Operator HFIEE TIRSSMKT. OLM XHFIA Operator KEARYE HHl

WRRIZ1T. IHE Operator #4ija, ©REFREFHIREENRSIK P KGSHAIRIZTT, 55
Operator —¥#,
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BAEEERES

e [ Operator g ERIBR S5 B ANk M BRINFR SR BB eX, kB INA RS M #53  #TAR 551K
F. BB Operator A% G, EREFLEHIBEFHEMIRSIE A KESHINRIZIT, 55
Operator —F#,

o ST M Operator AFMIFRARS M 7. BRINTHIRE, FHATREMAL Operator,

4812 RETER

4 Operator HERSMK 4 E, FHFRRESFAN T Operator B, Operator Lifecycle Manager (OLM)
SKFEAUTIER

1. OLM RIREVAE TN R,
2. OLM REXR5 1% 1] [ 48 X BX B Operator 2H,
3. OLM % Operator HR B E T RS,

4. OLM 7RSS A SE B RO —N B Fin, FEAIZEHE AR P imkRE Operator, iXIF AR
Operator i K BEIF PR IAZ FRFITE Operator AR AR S5 K P B9V BRSE A,

5 OLM#E—MIRSM T, £ CSV HRIEERMIRE, FHNEDEE Operator, Operator f1R1E
AT EeRIBR 55K 92 4T,
4.8.2. [RE Operator Z35E#]

ZJy Operator Lifecycle Manager (OLM) _EBYJ Operator ZEMFAFIRMSERE AN, HRRS K5
Operator 0% B,

SRHEEAAEEARD, —4H Operator REIEIFEE 6B 2[R H,

FREH
o ATLUFAEA cluster-admin B&IAE iR EEE,

o B%%k OpenShift CLI(oc).

AR

| SRA R
| Bl 4.9. BIE Namespace % &SR bl

apiVersion: v1
kind: Namespace
metadata:

name: scoped

$ cat <<EOF | oc create -f -
EOF

2. 9fEg Operator BIRPRSEH, XTIFEHOIERN. IBEEMRAERIFOUEFRSKS. HXAENA
BYE :

IZAT AT e SR QBRI -

a. i&
I 5l 4.10. 6l ServiceAccount X R 5 <Pl
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$ cat <<EOF | oc create -f -
apiVersion: v1
kind: ServiceAccount

metadata:
name: scoped
namespace: scoped
EOF

b. T TS E A& secret :
Bl 4. B KHA API 514 Secret X R H R Gl

$ cat <<EOF | oc create -f -
apiVersion: v1
kind: Secret
type: kubernetes.io/service-account-token ﬂ
metadata:

name: scoped

namespace: scoped

annotations:

kubernetes.io/service-account.name: scoped

EOF

ﬂ secret W KHIM API S5, HARSSIK A&,

c. BITUTHGRIRAR,

DIk

H
(==}

HEXRHIH, AEERTTERENSEZERPIHTHRBRERRSSIK A
R, XINAFERB, HEFIMER, BRNIZEIBEHEIETR
. MEEZER, ESH"WERENR",

kind: Role

metadata:
name: scoped
namespace: scoped

rules:

- apiGroups: ["™"]
resources: ["*"]
verbs: ["*"]

| # 4.12. 62 Role 1 RoleBinding X KM &5l

$ cat <<EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/v1

18



metadata:
name: scoped-bindings
namespace: scoped
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: scoped
subjects:
- kind: ServiceAccount
name: scoped
namespace: scoped

apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
EOF

3. ETUUT S, TEREMM AL EF 63 OperatorGroup MR, 1% Operator ZHLUIE E M6y & 22
|8 Btr, UMEHEMBEBANR T Zm&ZEE, H54, Operator HAVFEFIEERSIK .

5l 4.13. fllE OperatorGroup X KI5 2l

$ cat <<EOF | oc create -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: scoped
namespace: scoped
spec:
serviceAccountName: scoped ﬂ
targetNamespaces:
- scoped
EOF

BEL—ShOIBMIRSIK T, 1EI8E M A2 A R LEEME Operator IR KELE I
Operator 2, HLth&KBEEIEERRSIK .

4. TEFRE ML LA OIE Subscription X R L% % Operator:
# 4.14. BIEE Subscription X RS =B

$ cat <<EOF | oc create -f -
apiVersion: operators.coreos.com/vialphat
kind: Subscription
metadata:
name: openshift-cert-manager-operator
namespace: scoped
spec:
channel: stable-v1
name: openshift-cert-manager-operator
source: <catalog_source_name>

sourceNamespace: <catalog_source_namespace> 9
EOF
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ﬂ EEEFETHEENGEMAPIUTER/E RMGRERPHEFR, 0 redhat-
operators,

Q BEELEBFRNGZZE, 0 redhat-operators B openshift-marketplace.

51% Operator AR EXBIFTAE Operator E{XRF HIEERS MK A B FRIFPR, #03R Operator
TERPRBH AR S M SEE, RERKWFF B RERER,

4.8.2.1. MR E AR

Operator Lifecycle Manager (OLM) & Operator 218 EMIIRSS K KO B EH S EEREN
Operator f8XHILLFHIR -

e ClusterServiceVersion
® Subscription

® Secret

e ServiceAccount

® Service

e ClusterRole 7 ClusterRoleBinding

Role #1 RoleBinding

E4F Operator FRHZIEE ML, KHEEATUEEARSIK A RTLUTHR

@ .
/ DTABRE—MNEATRA, E{f Operator AJEEEEHIAFNI,

kind: Role
rules:
- apiGroups: ["operators.coreos.com”]
resources: ["subscriptions"”, "clusterserviceversions"]
verbs: ["get", "create”, "
- apiGroups: [""]
resources: ["services", "serviceaccounts"]
verbs: ["get", "create”, "update”, "patch"]
- apiGroups: ["rbac.authorization.k8s.i0"]

resources: ["roles", "rolebindings"]

verbs: ["get", "create”, "update", "patch"]
- apiGroups: ["apps"] ﬂ

resources: ["deployments"]

update", "patch"]

verbs: ["list", "watch", "get", "create", "update", "patch", "delete"]
- apiGroups: [""] 9

resources: ["pods"]

verbs: ["list", "watch", "get", "create", "update", "patch", "delete"]

QO el BITRITIR, WMLt BREEE pod,
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A4, SNRAE{T Operator $8E T pull secret, AR ANLL TR :

kind: ClusterRole ﬂ

rules:

- apiGroups: [""]
resources: ["secrets"]
verbs: ["get"]

kind: Role

rules:

- apiGroups: [""]
resources: ["secrets"]

verbs: ["create”, "update”, "patch"]

ﬂ ZFEM OLM #p 4 22 8] HFREX secret,

4.8.3. Operator B %1/ [n]{2

L2 BB %% A openshift-marketplace # | Operator B3&Ff, HB3XH Operator RIZH4AFT
B ZEE], EHMHRZERPAURIERUEH Operator £ B xMIE—n & ZE[A A A,

TEIEEREIE OB RIET Operator REMBHER L, SHEEAAMRESEN —SHISRFITFR
24 Operator &6, XA LUE N LA IR VE RSN -

1. ZAMERIALEE R,
2. EMMREAEX Operator HME—MEZEFRFEABE L. RENER.

HibFR
o EEMHZXIAB OperatorHub BEIR

o HEREPRMEFIR

4.8.4. tFEHERRTN R 22K
IR A ERD IR S 2 Operator ZREEKRN, HIRBLTREH HE R,

AR

1. &% Subscription &, HERREHHE—1EME InstallPlan X7 RBXT KR35 A installPlanRef, %
% i EH Operator Al 2% ZEH [Cluster]Role[Binding] :

apiVersion: operators.coreos.com/v1
kind: Subscription
metadata:
name: etcd
namespace: scoped
status:
installPlanRef:
apiVersion: operators.coreos.com/v1
kind: InstallPlan
name: install-4plp8
namespace: scoped

3R
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resourceVersion: "117359"
uid: 2c1df80e-afea-11e9-bce3-5254009¢c9¢c23

2. & InstallPlan ¥ RBR SR BEREE R ¢

apiVersion: operators.coreos.com/v1
kind: InstallPlan
status:
conditions:
- lastTransitionTime: "2019-07-26T21:13:10Z"
lastUpdateTime: "2019-07-26T21:13:10Z"
message: 'error creating clusterrole etcdoperator.v0.9.4-clusterwide-dsfx4:
clusterroles.rbac.authorization.k8s.io
is forbidden: User "system:serviceaccount:scoped:scoped" cannot create resource
"clusterroles" in API group "rbac.authorization.k8s.io" at the cluster scope'
reason: InstallComponentFailed
status: "False"
type: Installed
phase: Failed

HERERPRER !

o GIEKMHTTREARE, TIFTHREMN API4H, A4 rbac.authorization.k8s.io 2HHHY
clusterroles,

o HRBM.
o GHIRKE : is forbidden REFHELN A %A B IREHITIX—#IF.
o KEGIBRKEHIREIA 7R, ABIFIEHIZ Operator HFIEEIRFSIK,
o BRFEH : KESEHAECEREN.
A A TERR S AR ANRTER IR, SATEIEACHR1F,

Operator Lifecycle Manager (OLM) BRIFRIZHE —RZ XM STEH IRT
Ko

-

49. BEBE X BX

SEELEIE 51 H Operator B R4E A S AT LU A OpenShift Container Platform B Operator Lifecycle
Manager (OLM) ERIRZT SR X QB ERBITEMEE LB X,

BF

Kubernetes EEIF AR AP HIBREOELE AP, EL, M{FEAMIER API B9 Kubernetes
kR A B9 OpenShift Container Platform MR A FFiR, Operator FTiEE MR API B9 AP,

Hth B

o TSR MHA Operator B3
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4.9.1. FRFEM

o B%&%& opmCLI,

4.9.2. £ FXHHB R

B FX#HH9H 72 Operator Lifecycle Manager (OLM) B R AMNRFTIER, E2ETLXA (USON
= YAML) FIBRHI SQLite HIBRERANEAREEERY, HFETLAERS,

BF

M OpenShift Container Platform 4.11 718, BRIARIZLIEIR 8 Operator BRAEF X4
BB FEX A, @it LT SQLite BB FER R LM 4.0, AT OpenShift
Container Platform 4.6 FIZRIAZLIBIR A Operator B 3%,

5 SQLite BIEEMXERD opm Faoh, IREHZIEEEHRFR, FHRELUGHIRE M
PR, ThEED#ZFF, BW/ATEAEFAMN SQLite BIEZEBINE X,

7% opm Fean S HIIREER AT SQLite #HIEZFEHE, 40 opm index prune, ©11TEFEA
EFHHBERIER. BXEAETXHHNERMNELZER, ES M Operator Framework
TR A LLRMER oc-mirror i BT FFE R mirror R .

4.9.2.1 Q2 EFXHRBXE&

BT LUER opm CLI QIE— 1M BRE&, ©ERgxE (EFXHLIER) B (USON YAML) ,
EHEF M SQLite $IEEE R,

FERFH
o B%&%& opmCLl,
e &7 podman kR4 1.9.3+,

o CIBRINF AR HEZTITRF Docker v2-2 BY registry,

1. s B %
BT TS, NEFRAUE—ITEX:
I $ mkdir <catalog_dir>
T opm generate dockerfile 34 4 B A 148 B SRR 1R A Dockerfile :

b. 5%
$ opm generate dockerfile <catalog_dir> \
-i registry.redhat.io/openshift4/ose-operator-registry-rhel9:v4.19 ﬂ

ﬂ A -i RRIEEE ALMEEMBGR, BN Dockerfile 5 ARIAR _EIFER.

Dockerfile il 518 L — S P EIRM B X B XU THRANRBXH :
SRRz RN
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0
—— <catalog_dir> 9

L <catalog_dir>.Dockerfile 6

@ xEx
9 Catalog B3¢

9 opm generate dockerfile fp % 4 E I Dockerfile

c. 1217 opm init ip4, {#f Operator W E VIEFHE X :

$ opm init <operator_name> \
--default-channel=preview \

—-description=/README.md \ @)
--icon=./operator-icon.svg \ ﬂ
--output yaml '\

> <catalog_dir/index.yaml

operator B package, name
TERIEE R ZIT BRI BB SHE

Operator #J README.md =& H & SRS K=&
F| Operator KIFRHYEE R

A& : JSON 2% YAML

DI B SRECE SRR R

QD00

thp S TEIE E I B RELEB X 4 X olm.package FERMECE blob,

2. i217 opm render x5 [E B SRRMNIAL S
$ opm render <registry>/<namespace>/<bundle_image_name>:<tag> \ ﬂ
--output=yaml \

>> <catalog_dir>/index.yam| g

ﬂ IR SR spec
@ EREEXHHEE

S
A=
ﬁ B E DB E— M,

3. NIMFDRMIEREB, B0, RIBERHISERLLITRE, FRERME
<catalog_dir>/index.yaml 3Z{4 b :

N

>\_<_:Il1j-{

yia s Erpl
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schema: olm.channel
package: <operator_name>
name: preview

entries:

- name: <operator_name>.v0.1.0 ﬂ

MWEE <operator names 2 5. A vAAEEESR (). &Ml, &ZEBXLELE opm
validate 45,

4. BUFEFXHHEF
a. ¥4 B3k BXiZ1T opm validate 6%

I $ opm validate <catalog_dir>
b. A RHZES N O
I $ echo $?
=1
| o
5. iZ1T podman build #5198 B SR -

$ podman build . \
-f <catalog_dir>.Dockerfile \
-t <registry>/<namespace>/<catalog_image_name>:<tag>

6. FFERHEERHEEXER registry :
a. MNRFE, 1217 podman login 345 5 B¥5 registry H 1T B R RILE :

I $ podman login <registry>
b. iZ21T podman push 5 E#E% B R -
I $ podman push <registry>/<namespace>/<catalog_image_name>:<tag>

HithBR

® opm CLlI reference

4.9.2.2. EHHFTIEE T XHH B KER

R LAMER opm CLI gt IEEAE T XA E RARAN B FE&. @i RIIA B XERERNAS,
BRLREFTEEHRE R, Fim :

° /d\\ 7.][] i—?)\ #F@

p=li
o)
3R
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o HERE S

o EHIIBYMERE

o AU YM4E. JBMAATNFRER
RE, ERILRREERVEBRHEFRRA,

HE, MREBIEHR registry LBEB B FHE, ERILUER oc-mirror CLIHEHENEE
& EIB 1 registry B B3I MiZ B FHREEHBURR A P ESE MM R &,

. BX oc-mirror EHFLLBAAIMELER, ESH"BHERHRE registry AR"ERD, HF7l
n Z"#E A oc-mirror M R FEBRN TR IGR TR BB D

SeRFMH
o HEEMIFULLEBLUTAHE :
o opmCLI,
o podman kA 1.9.3+,
o EFXHHBRH K,

o BREESIEFEXM I ERRLr B L1,
INRIEZRBBRIER catalog B, EQIRERFHEMK Dockerfile, MNEE
" QI R T ST B SRR AR R 1D BR L B SR IR,

W
il
il
T
%

i =
1 LA YAML #8350 B R RGN FIRERE catalog B XA H index.yaml ST :

$ opm render <registry>/<namespace>/<catalog_image_name>:<tag> \
-0 yaml > <catalog_dir>/index.yaml

p= )1
&, EALUERA -0 json FR&Ll JSON &R,

2. FMEMH index.yaml X4 R BB N RIS

BF

EBFHAGMACRE, RAERETEF—ITAF, BRZAAGEXHRE
MADEHEA T SR EFIE L EHRRE, UBRERZREANA,

e NN Operator, IHRR"CIBETXHMBRHER TRFLUBRYMGE. WASFIERE
B PRI AT HRAF,
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BAEEERES

LR Operator, 1EMIBRSE 4 X olm.package. olm.channel #1 olm.bundle blob
&S, UTFREAZRT —NEEMRIES, FTHEMB X PR example-operator {4

9 :

Bl 4.15. MHERF B =H

defaultChannel: release-2.7

icon:
base64data: <base64_string>
mediatype: image/svg+xml

name: example-operator

schema: olm.package

entries:

- name: example-operator.v2.7.0
skipRange: '>=2.6.0 <2.7.0'

- name: example-operator.v2.7.1
replaces: example-operator.v2.7.0
skipRange: '>=2.6.0 <2.7.1'

- name: example-operator.v2.7.2
replaces: example-operator.v2.7.1
skipRange: '>=2.6.0 <2.7.2'

- name: example-operator.v2.7.3
replaces: example-operator.v2.7.2
skipRange: '>=2.6.0 <2.7.3'

- name: example-operator.v2.7.4
replaces: example-operator.v2.7.3
skipRange: '>=2.6.0 <2.7.4"

name: release-2.7

package: example-operator

schema: olm.channel

image: example.com/example-inc/example-operator-bundle@sha256:<digest>

name: example-operator.v2.7.0
package: example-operator
properties:
- type: olm.gvk
value:
group: example-group.example.io
kind: MyObiject
version: vialphal
- type: olm.gvk
value:
group: example-group.example.io
kind: MyOtherObject
version: vibetal
- type: olm.package
value:
packageName: example-operator
version: 2.7.0
- type: olm.bundle.object
value:
data: <baseb4_string>
- type: olm.bundle.object
value:
data: <baseb4_string>
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name: example-related-image

relatedlmages:
- image: example.com/example-inc/example-related-image@sha256:<digest>
schema: olm.bundle

e T Operator RMHEBHFHFAG R, FREESHHEHEH index.yaml XHERBEBXKHE
—/ deprecations.yaml X1, &% deprecations.yaml X4 ERHIEIE, 1HSE
"olm.deprecations schema”,

3. RIFEME,
4. BUEBEX :

I $ opm validate <catalog_dir>

5. BEEBR®:
$ podman build . \

-f <catalog_dir>.Dockerfile \
-t <registry>/<namespace>/<catalog_image_name>:<tag>

6. FHEHFHBREEHEIEE registry :

I $ podman push <registry>/<namespace>/<catalog_image_name>:<tag>

1. 7 Web #Z=%]&7, # A Administration » Cluster Settings — Configuration Tl H]
OperatorHub 2 & F iR,

2. RINBREXEHINEBRIE, LUER pull spec BFEHHE %%ﬁ{%
auﬁ'ﬁﬁ%{nu_m %%[Fﬂzi‘l? E’J"//J\\j_][] /J?"qﬂﬂﬁ"T%ﬁqJ//J\\DUE?:kL/ )

3. EBXRATF READY SR &SJE, # A Operators » OperatorHub T, REEMEHWENRES
R BRTE Operator FZRA,

Hith BHR
® Packaging format = Schemas — olm.deprecations schema
o {#FH oc-mirror M T FFIE ML EE mirror itk — Keeping your mirror registry RS B E

o E%ﬁqﬂmﬂﬂ E %/)?

4.9.3. £F SQLite WEx
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BE
Operator BB SQLite BIREMXZ—NFAKIIE. FRNMBENAESEHE
iR, BEARRIVIERBIEREHEA,

& % OpenShift Container Platform 2 F A SR EEIHBENRFIIKR, S
OpenShift Container Platform & 1T3E1CH 2 F AR ZIEER 5

4.9.3.1. BJEETF SQLite MR35k
R BT LAE S opm CLI #R4% SQLite HiRER R OIRRE 5%,

FoRFM

o B2%&%& opmCLl,
e &7 podman kR4 1.9.3+,

o CIBRINF AR HEZTITRF Docker v2-2 BY registry,

1 BE— P HRRAE|

$ opm index add \
--bundles <registry>/<namespace>/<bundle_image_name>:<tag> \0
--tag <registry>/<namespace>/<index_image_name>:<tag> \9
[--binary-image <registry_base_image>]

ﬂ ERMEIZRS PR HRELLES 2RINTIR,
9 2RI REEENHEBRIFE.
9 Ak - TN BERIREAR S I EIL registry BRI,
2. [FREIFRHEEE registry,
a. MMREFE, 587 registry FHTEQEILE :
I $ podman login <registry>
b. #EXFRBIHE :

I $ podman push <registry>/<namespace>/<index_image_name>:<tag>

4.9.3.2. B ET SQLite KRB Hitgk

OpenShift Container Platform A1, FE4ELE R, (B2, XPNRERKELUEMAITHRA

TE¥F OperatorHub BEEHERASIABE LRBI GG B XRE, SEEEA TR LERAME

REIHEFFRIFEER EMT A Operator &RFTIRE,

& A LUEF opm index add @4 X EHEFEENFRSIHK.
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S RFEMH
o B2%&%& opmCLl,
e &7 podman kA 1.9.3+,
o EFHEZEE registry BIFRBI &,
o 5|ARBIHRIIAE BXIR.

L BEERIAA LB REHRINE RS

$ opm index add \
--bundles <registry>/<namespace>/<new_bundle_image>@sha256:<digest> \ﬂ
--from-index <registry>/<namespace>/<existing_index_image>:<existing_tag> \
--tag <registry>/<namespace>/<existing_index_image>:<updated_tag> \6
--pull-tool podman

--bundles tIEEEERMEIFREIHH. LUES 2 REVISMIH SRR,
--from-index /1&H8 E  BIHEIZHIFRE ],

--tag PR HEE BN AR EHTRIRE | B REV B ITE,

-

--pull-tool FREHEER FHENARHEHN IR,

Her:

<registry>

187 registry B9EHNLE, #0 quay.io =X mirror.example.com,
<namespace>

{8 7E registry FIap 4422 [F], 40 ocs-dev =% abc,
<new_bundle_image>

IBEZERME registry BIFTHZSS 5K, 40 ocs-operator,
<digest>

e EINS SR SHA 5% 1D SHEE,
c7f11097a628f092d8bad148406aa0e0951094a03445fd4bc0775431e1683a41,

<existing_index_image>

18 E Z BIHEIXMIEEIR, 40 abc-redhat-operator-index.
<existing_tag>

BT Z RIHEERI RIS, 1 4.19,
<updated_tag>

EEEN ARIEMRSIHREMEEINE, 1M 4.19.1,

~Bleem

I $ opm index add \
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--bundles quay.io/ocs-dev/ocs-
operator@sha256:c7f11097a628f092d8bad148406aa0e0951094a03445fd4bc0775431ef683a
41\

--from-index mirror.example.com/abc/abc-redhat-operator-index:4.19 \

--tag mirror.example.com/abc/abe-redhat-operator-index:4.19.1 \

--pull-tool podman

2. HEXFEHTHOSREIBifk

I $ podman push <registry>/<namespace>/<existing_index_image>:<updated_tag>

3. Operator Lifecycle Manager (OLM) R7EEIHERNBERIEBRRFPSI ANRSIHE, &
FREERRMF TGS

I $ oc get packagemanifests -n openshift-marketplace

4.9.3.3. 1T J8ETF SQLite HIZRB| iR

EF Operator Bundle Format B3R B| 542 Operator B RMIARSLIRE, EALUTIESK prune (5
) MRIEEMFESIRUNNFIERS], QIBRSEEEERN Operator BRZRSI &R,

SoRFEH
e &7 podman kR4 1.9.3+,
e grpcurl (B=FmHITIE)
o B2%&%& opmCLl,

o JjlAl3z#F Docker v2-2 B registry

1. &5 B¥5 registry #H 1T E QAL -
I $ podman login <target_registry>

2. BECECRAECESRIhIRGaIIR,
ST BB ASRTRZRS | Hk. B0 :

iz
$ podman run -p50051:50051 \
-it registry.redhat.io/redhat/redhat-operator-index:v4.19

i tH o Bl

Trying to pull registry.redhat.io/redhat/redhat-operator-index:v4.19...
Getting image source signatures
Copying blob ae8a0c23f5b1 done

INFO[0000] serving registry database=/database/index.db port=50051

b. E—MNHEMMLIREIEH, FH grpeurl S IKENHZRSIRENTEGETIE -
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3. TR e skiE

I $ grpcurl -plaintext localhost:50051 api.Registry/ListPackages > packages.out

c. 1% package.out X1, FAEZRBELIIFRAMNP NG LT F0 :
RHa5k FErapl

"name": "advanced-cluster-management”

}

"name": "jaeger-product”

}

{

"name": "quay-operator"

}

d. E&HIT podman run e THAIRERTEH, & Ctrl fl C (F LB HE,

R

EEYHIUSNNREIRRE

$ opm index prune \
-f registry.redhat.io/redhat/redhat-operator-index:v4.19 \ﬂ
-p advanced-cluster-management,jaeger-product,quay-operator \9
[-i registry.redhat.io/openshift4/ose-operator-registry-rhel9:v4.19] \G
-t <target_registry>:<port>/<namespace>/redhat-operator-index:v4.19 ﬂ

FETEHRAL
ERBNYHARESRER.

HSEAT IBM Power® #1 IBM Z° £if& : Operator Registry £l & #15 BH: OpenShift
Container Platform 5 &f £ R AR AR A L ER IR

-

Q BT EEMRIHTREIHRIE E URE,

4. BT SR RE | AR HEXEI B FF registry:

I $ podman push <target_registry>:<port>/<namespace>/redhat-operator-index:v4.19

Heh <namespaces> 2 registry _EREMIIA R ZEA,

4.9.4. BXIRH pod REHEA

OpenShift Container Platform 4.11 5| AT Pod Z£/#A, LR pod Zebrf, HEHAET SQLite B
B #& XM B IR R IE OpenShift Container Platform 4.11 To3%i217 2R pod 2 &I X 89
opm CLI TEMARA,
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BAEEERES

1£ OpenShift Container Platform 4.19 AR, #pZZ2RIBRIAER B ZIR pod Z&iidl, BIAMBE RKREREEN
KEH legacy.

T RIFELLE#I OpenShift Container Platform Z{ThR AR S IEFT A R F IR E S, HLEZR
s, BRIR pod HIHIRE LTI 5 %R pod Z&iERE, MNREME KREEGEERRMN
pod B2, NATBAMEILEMAZRFIM pod & AHEAIRE,

MREFABUZR A RIZTETF SQLite WBRIE pod, NIARFEETE OpenShift Container
Platform 4.19 A E %7 B KR,

B2, BUUERBUEERBRBFXFEEZIR pod 22 Ti21T, MNREAFINE LM
REFBEZR pod Z2iEH Ti21T, EHMETETERARELUEH OpenShift
Container Platform fRAH1217,

-

ENBXMEE, BALLBETTRUTE—RIEREASZIR pod ZEimHIHIFRAM
o [EMBE TR ENE T XHMEFE,

e {#FH OpenShift Container Platform 411 kB & ARA 4 i HJ opm CLI TERAEFHE B KR
%o

SQLite #IEFEBEXEABCFR, BMAWAERRF., EUBMNATIRAS, FXHF
SQLite BIEFEKR, BRNFEIBEETXHMERIZER. M OpenShift Container
Platform 4.11 7118, ERIABIZLIEIRMLAY Operator B RUE T XHHMBEHR XL, ETX
HHB XRS5 ZR pod Z2H &R,

RGN B TR SQLite BHEFEB X HR, HFERIBIETXHHBEFREK, ETLUGEREEE
RALREINRIZIT,

Lth

=

P
o THMRHEE podLZE2HEA

\

4.9.4.1. ¥ SQLite HIEE B R IR B EF UEHB KB R
IMAT LS EF A SQLite BIBERR B REH I EF X HBE FER,

FeREH
e SQLite BUEEBXIR
o RETLUFEAEZR cluster-admin A& i A& EE,

o T {Fih EBEH OpenShift Container Platform 4.19 4 MR #ThR4A& opm CLI T &,

it
1 JZTAR S, F SQLite BiEEB IR EETXHEXR

$ opm migrate <registry_image> <foc_directory>
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2. TS, NENETFXEHEHBREK Dockerfile :

$ opm generate dockerfile <fbc_directory> \
--binary-image \
registry.redhat.io/openshift4/ose-operator-registry-rhel9:v4.19
RS R
e 4B Dockerfile ATLAMYEE, FRICHHEEE! registry.

HinBR
o HEEEPRMEFIR

4.9.4.2. E¥ SQLite BUREB XK

&\ LU#E A OpenShift Container Platform hRA %4 %589 opm CLI TEMRHTIRAERE SQLite #IEEB &
Bifko

FeREH
e SQLite BUEEBXIR
o RETLUFEAEZR cluster-admin A& i A& EE,

o T {Fih EBEH OpenShift Container Platform 4.19 4 #MIRFThR4A opm CLI TE

i =3
o ZITLUTH%E, FH opmCLI TEMNRFRAZTEB R :

$ opm index add --binary-image \
registry.redhat.io/openshift4/ose-operator-registry-rhel9:v4.19 \
--from- mdex <your_registry_image> \
--bundles " -t \<your_registry_image>

4.9.4.3. Fg & B < AFERARBINRIZIT

INRIEAFIRERT SQLite BIEEBFEHR, FHEKIBIETXHMBEFBN, ERILUPITUUTEREU
AR B RIRERIA pod RGN RRAIZT

o HEXRENFFNFERLEEAKEN legacy, IRFATRRENE XERIBNRZ1T, Bl
FEIANE KL EELEHRN restricted,

o NEAEFHFIN pod RE 5 HIRC B RIRE & ZE (A,

SQLite BIEZEB FRAEFA, BMHARWIIETF, AURNLITHREAR, T
SQLite BIEZERRN, BREFEIRIETXHMEFBN, EFXHHNBEFRESZIR pod
LEEHRE,

FRFH
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e SQLite BUEEBXIR
o ATLUFAEA cluster-admin BA&IAE iR EEE,

o IIZITHAEFN pod BL M AR baseline = privileged B pod B9 B Frés & 22 6]

1. &1 ¥ spec.grpcPodConfig.securityContextConfig /7% % & legacy 45
CatalogSource & ¥, #1TFHIFTR :

CatalogSource & X<l

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:

name: my-catsrc

namespace: my-ns
spec:

sourceType: grpc

grpcPodConfig:

securityContextConfig: legacy
image: my-image:latest

R’
1£ OpenShift Container Platform 4.19 A1, spec.grpcPodConfig.securityContextConfig = %

N E N legacy. TELAEHILITHRAR, TXIBINZERN BB restricted, MNREERT
EEZREETZT, BUEFIIFEFEEEN legacy.

2. Ym%E <namespaces.yaml X4, FHKE pod T EAIERINEIE RRMAZEEF, WA

i
<namespace>.yaml X#R 1

apiVersion: vi
kind: Namespace
metadata:

labels:
security.openshift.io/scc.podSecurityLabelSync: "false"
openshift.io/cluster-monitoring: "true"

pod-security.kubernetes.io/enforce: baseline 9
name: "<namespace_name>"

ﬂ Wi 15 4r & 22 (5] R NN security.openshift.io/scc.podSecurityLabelSync=false 7% 3 %
] pod Z2Ir%ERE T,

Q N pod £ A pod-security.kubernetes.io/enforce /1%, J$Hr% X & baseline 5
privileged. f#F baseline pod R EL, MRIEGAEFPFHEMITIENHEER
privileged EZE .
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4.9.5. EREHRMB KR

5 B KRR I0E OpenShift Container Platform &B¥0I N 7 4TI %% Operator, &EEFEIE 51 A LA
#E—1 CatalogSource %/ §K5|FA%R5|%&. OperatorHub B XIRFRIEF A R@E.

Rx

HE, EALUER Web #HIAEE BRI, £ Administration » Cluster Settings —» Configuration —»
OperatorHub TTEA, = Sources LHi&, EAILMEREAOIE. FiH. MR, ZEMNEBERBRMIR,

FeRE M
o (EBRFHEETRBIEIRE registry,
o REILIMEAER cluster-admin A& 1 n&EE,

1. fllEE— CatalogSource *f RF35| HFRB|H &K,
a. RIBEHHRELRLULTRE, FHEEHEFN catalogSource.yaml 34 :

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:
name: my-operator-catalog
namespace: openshift-marketplace ﬂ
annotations:
olm.cataloglmageTemplate: g
"<registry>/<namespace>/<index_image_name>:v{kube_major_version}.
{kube_minor_version}.{kube_patch_version}"
spec:
sourceType: grpc
grpcPodConfig:
securityContextConfig: <security_mode> 6
image: <registry>/<namespace>/<index_image_name>:<tag> ﬂ
displayName: My Operator Catalog
publisher: <publisher_name>
updateStrategy:
registryPoll: G
interval: 30m

Q MREHEEERFENFIAEMAEEFNAF£BAA, F18%E openshift-marketplace
Rz E, BN, EEILUEE— DN ARG G R R RN B RIFTEREH R Z a8 %
[F] =T

Q A% : ¥ olm.cataloglmageTemplate ;X f# % & HFRBIH KB, HER—IHZEHD
Kubernetes SEBFIR AL E, I NRIRIFEN BAENR I Ao

g 157 legacy =X restricted HI(EH, MREBFLXELZFE, WEINED legacy., ELLEH
OpenShift Container Platform ZThRAA, it XIEKIAE N restricted,
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INRIEH B SR TTEE M restricted HRZ1T, BIUEFIIRLFRINE

77 legacy,

p=li

B
g

Q EERBIHR, MREAHEKBMGEEETIHIRE, 10 :v4.19, NBFIR Pod RfEMAHK

pull 5% Always, XFEIKE pod IAEE SN BSRBTHNEE K. MREEETHE, 40

@sha256:<id>, NHEEEHIERES ) IfNotPresent, XEKEIE T R ERFENHER

BEELG N
© EELHERMATRIILATR,
© ERRTUBDEIARALURIS BHT

b. fHRIZ {4 {E CatalogSource XK :
I $ oc apply -f catalogSource.yaml
2. WERNEIELITHTR,
a. 1% pod:

I $ oc get pods -n openshift-marketplace

i th o Bl
NAME READY STATUS RESTARTS AGE
my-operator-catalog-6njx6 1/1 Running 0 28s

marketplace-operator-d9f549946-96sgr 1/1  Running 0 26h

b. IMEBXIR :

I $ oc get catalogsource -n openshift-marketplace

it Bl
NAME DISPLAY TYPE PUBLISHER AGE
my-operator-catalog My Operator Catalog grpc 5s

c. leERHEFH

I $ oc get packagemanifest -n openshift-marketplace

i Bl
NAME CATALOG AGE
jaeger-product My Operator Catalog 93s

ITE, &R LATE OpenShift Container Platform Web 24 fif 1T OperatorHub %22 Operator,

Hth BHR
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e Operator Lifecycle Manager #:2#1 58 — Catalog IR
o MFLH registry 1/j17] Operator B

o RRHIEAN (pull) ZRE&

4.9.6. MFh7E registry 1/j7] Operator BI%5: {5

R 5 Operator Lifecycle Manager (OLM) B Operator XN E L HRITEEEZTES L HHREIUE
HIREREIR registry (BFFAFLAE registry) HF, EEINERT, OLM # OperatorHub & TT/ARI AR
&, EEAIHRIIER, TULE—NEE registry BIEEIEH pull secret, BIFBIA—NHENBFIRM
pull secret, OLM aJ LA ERYF secret IE R Operator #1 B kMR LA AR AT HITRE,

Operator 3 Operands AR EMIFIR AT BER T E 11 N FAB registry, X FiXFENR, OLM RAIRF
secret BRI B IR &2 E &, (BEOBIEEIEATLURINE L BSEE%EERE pull secret A1, KA IHAMH
A pR SR R, LUE FRR S RO [RIANBR.

TEREH OLM BEIBH Operator @A A & HBYRIER I RIABRET, NiZE R T RBRFRGR

#EI5 &
CatalogSource X R AT LAS|FAFRB|5REK, ZHRIRER Operator AR, HIENEEERE
registry AR SRERME TRITE, MNRRSIFFITLEEFLE registry A1, AILUEF secret /5 FHI
BRiA 1A,

W a5k

Operator 4 ARERBITHIEMB L, HHITT NHBSREELR, KK Operator W—NMEFEIMRA, MR
BxBEHRS|HNEMRBSFEBRITEE— "L A registry 1, ATLUER— secret /5 AHIEY
(pull) A,

Operator #1 Operand £if&

INRME FKIRELLEH Operator ERAFAE R, X F Operator R AGHE W IHY Operand iR~z
—, Operator JiERE, RNBBLEVNFEDN registry Bp551E, B KIEFSIH secret A%
8 OLM ¥ secret B FIZ& % Operands BB FrfH 7 € & 22 A,

MR, BREIEFIERAINE openshift-config #p# 22 A YL FHEEES pull secret B, 1% secret 124t
SR EFRAMARENIN, B, MRALFSIENEERE, A pull secret FxANEI B HrFE
& 22 A f default BRSSIK 7 .

IREI LLB ) registry EUEGIE secret FRMMA FHEXE KB secret, M Operator ¥i[A5R%K,

SeRFMH
o MEDE-—NREEEIA registry FRILLTZ— :
o —MERBIBHRIE FER,
o — Operator i @5 &,
o — Operator 8% Operand {4,

o ATLUFAEA cluster-admin A& iR EEE,

Az
1. NENNHEHIFLAE registry BJE secret,
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a. EREIFLAE reqgistry LABIE S EHT registry FUESH -

I $ podman login <registry>:<port>

registry FIEM XA B RATRERBIBRA T E X E registry WA LENARM
AFFARE, *TF podman CLI, BRIAGIE N
${XDG_RUNTIME_DIR}/containers/auth.json, %/F docker CLI, EKI\(IE
1 Iroot/.docker/config.json.

b. BIUENEA secret REE— registry BIEIE, FHEFLIMB secret HHZ A registry B
ZEik, BZ4 % F R CatalogSource Al B3EZ ™ secret, OpenShift Container Platform &
X e secret BF N — NP EIEIE S, UMEEFRIGREUT P ER,

EINERT, registry EUESXH AT LATE— registry RFEZ 1 registry 3% NG ERFEA
=R, BIAEHNSTHNLTIRS., i :

HNEA registry FEEEUERISCH

{

"auths": {
"registry.redhat.io": {
"auth": "FrNHNydQXdzcINgdg=="
}

"quay.io": {

"auth": "fegdsRib21iMQ=="
2
"https://quay.io/my-namespace/my-user/my-image": {

"auth": "eWfjwsDdfsa221=="
2
"https://quay.io/my-namespace/my-user": {
"auth": "feFweDdscw34rR=="

2
"https://quay.io/my-namespace": {
"auth": "frvkEewsdfescyq=="

}

}

}

BT R TFRETERAE secret, HBRANENXXHRFHE— registry BIIFE, X
AEAUTAEZ —5MK :

e {#fH podman logout <registry> &35 &I registry HFREILE, BEEREEZE -
registry,

o Uik reqgistry UL, I registry FEIED FFUEFEHES AN XEH, a0 :
H—A registry FEEEUERISCH

{

"auths": {
"registry.redhat.io": {
"auth": "FrNHNydQXdzcINgdg=="

139



OpenShift Container Platform 4.19 Operator

FE—A registry FiEEIERISTH

{

"auths": {
"quay.io": {
"auth": "Xd2lhdsbnRib21iMQ=="
}

c. 1E openshift-marketplace 54 Z2 [A] R |3 secret, HHPEEFA registry BIEFHBIIEE
ik -

$ oc create secret generic <secret_name> \
-n openshift-marketplace \
--from-file=.dockerconfigjson=<path/to/registry/credentials> \
--type=kubernetes.io/dockerconfigjson

BEENS T, NEAHMBEEMAE registry QIBZINE secret, B --from-file Fr&LLiE
TE A — registry FEIEXHEEE,

2. DI E#H A CatalogSource X RUBIH—NHKZ /) secret :

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:
name: my-operator-catalog
namespace: openshift-marketplace
spec:
sourceType: grpc
secrets: ﬂ
- "<secret_name_1>"
- "<secret_name_2>"
grpcPodConfig:
securityContextConfig: <security_mode> 9
image: <registry>:<port>/<namespace>/<image>:<tag>
displayName: My Operator Catalog
publisher: <publisher_name>
updateStrategy:
registryPoll:
interval: 30m

ﬂ 75hN spec.secrets B F g E AT secret,

157 legacy =k restricted FI{E, MR EBFIXEIZFER, NBIMES legacy, TELLEHY
OpenShift Container Platform Z{ThiiAd, TXIBRIMEH restricted.
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AE
KRB E K TTEFE A restricted FRZ1T, BIUEFIINLFERXEN
Y legacy,
3. HNRITH B Operator 5| BRI Operator 2% Operand fRIRFE T MIFAHE registry, EaT IR M

KRB FRBOFR A A 45 22 A 3K LR A B AR A Z2 R B9 U7 )

o ENEEPMFRAMAZEN, HEHEIEIFERINE openshift-config #7422 B gL
[E%E# pull secret H,

gk

H
[=]

i

BETURMIIAEE NI LRE pull secret, XA EE R ISR B

o

&

a. MZF pull secret H12EX .dockerconfigjson {4 :

I $ oc extract secret/pull-secret -n openshift-config --confirm

b. ERAFFEFAE registry = registry &3 5IEEIEE#T .dockerconfigjson XX, HiFE
RENF -

$ cat .dockerconfigjson |\

ja --compact-output ".auths["<registry>:<port>/<namespace>/"] |= . + {"auth™"
<token>"}' \0

> new_dockerconfigjson
1§ <registry>:<port> /<namespace> &#: /FrH registry B, IF <token> &
R B B AR SR IE,

c. ERHFXHEHFLRE pull secret :

$ oc set data secret/pull-secret -n openshift-config \
--from-file=.dockerconfigjson=new_dockerconfigjson

o EEIHANMALENE, 1M Operator BIARSS M 7 AR II— 4 pull secret, LUMEEBE A4
Ze|a] fRijj[A]i% Operator,

a. £ E&ZeA & openshift-marketplace EH {1/ secret :

$ oc create secret generic <secret_name> \
-n <tenant_namespace> \

--from-file=.dockerconfigjson=<path/to/registry/credentials> \
--type=kubernetes.io/dockerconfigjson

b. @it L3R 7 6 & 22 A K IE Operator BIARSSIK ' & #K -
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I $oc get sa -n <tenant_namespace> ﬂ

ﬂ INR Operator RELFE LRI A A, FIEFRIZM A, WR Operator BN
FrEf A2 &L, 15125 openshift-operators & 22 H],

it Bl

NAME SECRETS AGE
builder 2 6mis
default 2 6mis
deployer 2 6mis

etcd-operator 2 Sm18s ﬂ

ﬂ B2 etcd Operator BIARSS K 1,

c. J¥ secret #5#F Operator BIRRSSIKF -

$ oc secrets link <operator_sa> \
-n <tenant_namespace> \
<secret_name> \

--for=pull
Heth BTR
o METMEALE secret HXMER, SIFAT registry EiEM secret REIMER, ESHtLE
secret?,

o METMAXRELULL secret WHIMME L HFAER, FSREHEBEE pull secret,

o METMEALHE RN pull secret BEZRIFAN A ZAIMIRSIK - B9ENE, BB T Pod 51HE
fth &£ registry FEVEE R,

4.9.7. ZHEAB OperatorHub B %R

£ OpenShift Container Platform &4 2/, EXIAN OperatorHub Bt & BZLIE A4t X107 B 1R RIIR A
BB operator B%, FNEMHETER, EuUZRKINBRE,

AR

e @jJ7E OperatorHub X R H 71N disableAllDefaultSources: true 3 ZFH 201\ B RHR :

$ oc patch OperatorHub cluster --type json \
-p '[{"op": "add", "path": "/spec/disableAllDefaultSources", "value": true}]'

R
HE, EALUER Web #HIAEEE R, £ Administration — Cluster Settings —» Configuration —»
OperatorHub TTEA, = Sources W&, EWAILMEREAOEE. FiHh. MR, ZEMNEHBEBRIR,

4.9.8. HFREE XL B>
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BAEEERES

ENEREENA, ERUMBRZANIRINEISEFFIIEE L Operator B3, HEEMREXIE KR,

FeREH
o ATLUFAEA cluster-admin B&IAE iR EEE,

it

1. 1£ Web #5158 Administrator flfas, S:#iZEl Administration - Cluster Settings,
2. = Configuration %7+, A5 = OperatorHub,

3. = Sources &£,

4. EFEEEMFREIE B Options 3 &# , $R/G = Delete CatalogSource,

4.10. TE#r FFE R EAE S # F OPERATOR LIFECYCLE MANAGER,

X FTE M FFE IR AR B OpenShift Container Platform $88%, Operator Lifecycle Manager (OLM) 2k
INTEE VS A E B TEILHE registry _EHIZTIEIR A OperatorHub I8, R XL ii2REE B E B ME
%

BR, FHERESER, MREE—INETEETMIRNIELR, AL SR T EEREAEH
/A OLM, THEMEETLVINEIKMEHEULIE OperatorHub AR, AT EFSZIZRMAMMER, FF
A B HEE B ERAR registrys,

Btk registry T MU FEZ TN £, SRFEEEIENTFHLMAFFERENER, HE -T2 ik
B airgapped EHl, XHBEABNN SRR EGRABHS B EZBEIMER,

AIEE R T FERT TR IME S A OLM PR RYIRAR ¢
e Jj OLM EAEINILFZ OperatorHub iR,
o HAASTEEIKMUIFNTIFLLROIZEHHE OperatorHub BRI AR IR EIBIR registry,
o ¥ OLM BR& 1 MIEEIR registry LHIARMEMA 2 RIARZIZIR R EZFERE Operator,

EMrFEEBIMEHRE R OLM &, e LAARELE AR ZBREI8Y TVEIATE 4 R BCThRAHY Operator B &
R A& OperatorHub JRE#T.

MBELER, HESHMFEEIMEER 9 PRE FHEERIMEFREER Operator Lifecycle Manager,

4.11. BxJR POD i E

YRR A grpe B Operator Lifecycle Manager (OLM) B3kIRE X spec.image If, Catalog Operator &
BIE—MREE LHEEAREN pode KINERT, It pod EMEHEXUTHE :

e 1A kubernetes.io/os=linux 17 mi%E#¥ 25,
o BRALEJ LT : system-cluster-critical.,

o ZHBERMR,
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ENERA, EALLRAITIE CatalogSource X RBIAIE spec.grpcPodConfig &85 I FEX SR B 351X
L1,

BF

Marketplace Operator openshift-marketplace 1 51 E X221\ 8 OperatorHub B E Y

& (CR), Lt CR & CatalogSource #f%R, MR i{E/EHN CatalogSource X K H
spec.grpcPodConfig 28 HHIFER, Marketplace Operator & HEIRE X LEIEH, BRiL
BRT, NREIEW CatalogSource X & H spec.grpcPodConfig &4 HHIF

E%, Marketplace Operator R Bk E X LH K,

EFAMENL AT CatalogSource X, EAELREA—NEKIAB
CatalogSource X,

Hi 5w

e OLM BEZFFTIR - Catalog source

AN FEARMY | Z RN CatalogSource X &

f&a LLEid 2 A 210 CatalogSource X5, *f CatalogSource xR (f01E %R pod) [N AEIA#L
A, HBRIA CatalogSource X RHEEATAEHNMEERE, HFEERNEE, RANBERT, MRE
&4 CatalogSource % §# spec.grpcPodConfig 4 BIFER, Marketplace Operator & BBk & ixX

%EE&O

Marketplace Operator openshift-marketplace 7 5i &2 OperatorHub FIEX1I\ B E L HR
(CR), OperatorHub =¥ CatalogSource %,

ZHFAMEBS AE CatalogSource %, ElELZEA—1 1A CatalogSource X%,

¥ =
o ETEAHIHIZMATAZIA CatalogSource MR, HHALUTHS :

I $ oc patch operatorhub cluster -p '{"spec": {"disableAllDefaultSources": true}}' --type=merge

Gk

A BT LA BRI OperatorHub CR EZi&E HZEFFTA CatalogSource *f R\
X\ %O

flt &3

® OperatorHub BE XL HR

o EEHBRIAH OperatorHub B3R
4.1.2. & BRIE pod BITT k2R
SeRFZ M

o RJEIN CatalogSource %, &L T spec.image
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AR

o g% CatalogSource X R RN IEK spec.grpcPodConfig 4, FHIASLUITHEA :

grpcPodConfig:
nodeSelector:
custom_label: <label>

Hrh <label> 22 FEH R pod AT BT RS IRE,

Hith 5w
o [FAT RIEFERN pod MEERET =

4.1.3. EEBFIE pod ISR K AT

FRFH

e RJKEVH CatalogSource X5, E X 7T spec.image

o % CatalogSource X R RN IE spec.grpcPodConfig 4, FHISLITHEA :

grpcPodConfig:
priorityClassName: <priority_class>

Hrh <priority_class> 2Tz —:

o Kubernetes 1RHBIEKINL L K Z — : system-cluster-critical = system-node-critical

o ATFHEIMANLEIHNEERS (")
o TSR BE LIMFEIR

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:
name: example-catalog
namespace: openshift-marketplace
annotations:

#NR CatalogSource I REFTE X T 3EARHN

operatorframework.io/priorityclass: system-cluster-critical

spec.grpcPodConfig.priorityClassName, Ef# (L& TEBESH.

FELARIBRR AR, ME—AI LB SN pod HESEE priorityClassName, X7 LUETT ¥
operatorframework.io/priorityclass ;¥ f#7xN % CatalogSource *f KL, Fl40 -
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e Pod fLAEHE
41.4. ZEBXR pod AR

FRFH

e REVH CatalogSource X5, TE X 7T spec.image

o %k CatalogSource * R FFHMNKIEN spec.grpcPodConfig £, FEHESUTHEA :

grpcPodConfig:
tolerations:

- key: "<key_name>"
operator: "<operator_type>"
value: "<value>"
effect: "<effect>"

Hth

=

i

o TRSRMAR

4.12. TROUBLESHOOTING OPERATOR HY/r] i

NRiBE Operator [, EISIE Operator 1T HRE, EEBFHM Operator pod BEKR, FHKE
Operator BELLFHITIZ B,

4.12.1. operator 1] iR SR EY
TR AT s AR RO 2R 8
R 42T HRRRE

KR fed

CatalogSourcesUnhealthy BFETH—D SN BFKIRT R,

InstallPlanMissing ER DT IR RE TR,
InstallPlanPending RN REIT X IEERES,
InstallPlanFailed 1T R B R BT K1 R
ResolutionFailed T B BRI R AT SR L
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il
&
R

EKIL OpenShift Container Platform £2% Operator HH Cluster Version Operator (CVO)

&, ©fi%% Subscription X%, 2R Operator H Operator Lifecycle
Manager (OLM) &I, ©1 &% Subscription X%,

HinHR
o BEREREX

4.12.2. £ CLI &%& Operator 1] A

I&A LUER CLI &F& Operator 1T K,
FeREH
o ATLUFEAEA cluster-admin B&IAE iR EEE,

o B% %k OpenShift CLI(oc).

it

1. FJH Operator ][5 :

I $ oc get subs -n <operator_namespace>

2. {¥F oc describe fp 5% Subscription HR :

I $ oc describe sub <subscription_name> -n <operator_namespace>

3. IEMSHIHA, $HE Operator TR KEH Conditions #84. 7ELLTRAI
#, CatalogSourcesUnhealthy 54XV EH false K&, R NFTAE R FHBRIFEEER :

i tH 7 B

Name: cluster-logging

Namespace: openshift-logging

Labels: operators.coreos.com/cluster-logging.openshift-logging=
Annotations: <none>

API Version: operators.coreos.com/vialphat

Kind: Subscription

#...
Conditions:
Last Transition Time: 2019-07-29T13:42:57Z
Message: all available catalogsources are healthy
Reason: AllCatalogSourcesHealthy
Status: False
Type: CatalogSourcesUnhealthy
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EKIL OpenShift Container Platform £2% Operator HH Cluster Version Operator (CVO)
&, ©fi%% Subscription X%, 2R Operator H Operator Lifecycle
Manager (OLM) &I, ©1 &% Subscription X%,

4.12.3. {Ff CLI &%& Operator B KRIAS
KRBT LUER CLI & %& Operator B SRIRAPIRA.

FeREH
o RETLUFEAEZS cluster-admin A& i A& EE,

o B% %k OpenShift CLI(0C).

ff

L=

1. SIS REEPEFIE, B0, KLk openshift-marketplace #3422 (6], 1% n 422 (A
FERESCRMBXIR :

S

I $ oc get catalogsources -n openshift-marketplace

i th 7 Bl

NAME DISPLAY TYPE PUBLISHER AGE
certified-operators Certified Operators grpc Red Hat  55m
community-operators Community Operators grpc Red Hat 55m
example-catalog Example Catalog grpc  Example Org 2m25s
redhat-operators ~ Red Hat Operators grpc Red Hat 55m

2. {8 oc describe M5 RENE * B RIBEHFEBHIAS ¢

I $ oc describe catalogsource example-catalog -n openshift-marketplace

it Bl

Name: example-catalog
Namespace: openshift-marketplace
Labels: <none>
Annotations: operatorframework.io/managed-by: marketplace-operator
target.workload.openshift.io/management: {"effect": "PreferredDuringScheduling"}
API Version: operators.coreos.com/vialphat
Kind: CatalogSource
#...
Status:
Connection State:
Address: example-catalog.openshift-marketplace.svc:50051
Last Connect: 2021-09-09T17:07:35Z
Last Observed State: TRANSIENT_FAILURE
Registry Service:
Created At: 2021-09-09T17:05:45Z
Port: 50051
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Protocol: grpc

Service Name: example-catalog

Service Namespace: openshift-marketplace
#...

ELEAIE YD, REMRIBIASE TRANSIENT FAILURE, IHiRASRT B BREILERER
H R A] R,

3. B OIR B SRR & 22 R BN pod :

I $ oc get pods -n openshift-marketplace

=1
NAME READY STATUS RESTARTS AGE
certified-operators-cvonn 1/1 Running 0 36m
community-operators-6v8Ip 1/1 Running 0 36m
marketplace-operator-86bfc75f9b-jkgbc 1/1  Running 0 42m
example-catalog-bwt8z 0/1  ImagePullBackOff 0 3m55s
redhat-operators-smxx8 1/1 Running 0 36m

Ea R ZEF PO E RN, REiZemAZERGHBFKRUE— pod, ERIEAIRAI
&, example-catalog-bwt8z pod FIRZ 2 ImagePullBackOff, LHIRASRRIIEE RIRIZES|
BRFERH,

4. {#F3 oc describe S E pod LUKENE Z1F4E R -

I $ oc describe pod example-catalog-bwt8z -n openshift-marketplace

=1

Name: example-catalog-bwt8z

Namespace: openshift-marketplace

Priority: 0

Node: ci-In-jyryyg2-f76d1-ggdbg-worker-b-vsxjd/10.0.128.2

Events:

Type Reason Age From Message

Normal Scheduled 48s default-scheduler Successfully assigned openshift-
marketplace/example-catalog-bwt8z to ci-In-jyryyf2-f76d1-fgdbqg-worker-b-vsxjd

Normal AddedInterface 47s multus Add eth0 [10.131.0.40/23] from
openshift-sdn

Normal BackOff 20s (x2 over 46s) kubelet Back-off pulling image
"quay.io/example-org/example-catalog:v1"

Warning Failed 20s (x2 over 46s) kubelet Error: ImagePullBackOff
Normal Pulling 8s (x3 over 47s) kubelet Pulling image "quay.io/example-
org/example-catalog:v1"

Warning Failed 8s (x3 over 47s) kubelet Failed to pull image

"quay.io/example-org/example-catalog:v1": rpc error: code = Unknown desc = reading
manifest v1 in quay.io/example-org/example-catalog: unauthorized: access to the requested
resource is not authorized

Warning Failed 8s (x3 over 47s) kubelet Error: ErrlmagePull
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FERTEBRAIEIE A, R R RT B RIRIFRS | BHRE R M AR AL A, Hla0, 3R
BIEHR T REF I ER EE K E UL registry H,

Heth BT
® Operator Lifecycle Manager B2 #175E — Catalog iR
e gRPC X#5 : E#HHRS
o JMFAE registry 1i[7] Operator B {5

4.12.4. %14 Operator pod A7
&R LA HEE B PR Operator pod R ERE, B4 LUKEE 148 Operator pod Bk,

FeREH
o ATLUFAEA cluster-admin A& iR EEE,

o AP|I RS MATLUIESR TE,

o B% %k OpenShift CLI(oc).

1. B EREFIZ1TH Operator, it &3& Operator frA., ATRMFZTHEMER :
I $ oc get clusteroperators

2. HIHTE Operator #p & 22 8] FRZ1THY Operator pod, LK% pod K75, ERFER :
I $ oc get pod -n <operator_namespace>

3. K i#4E Operator pod At :

I $ oc describe pod <operator_pod_name> -n <operator_namespace>

4. H0R Operator [AIFRFEFENTT &=, NIEIZT 2 LEIH Operator BaIK S

a. T RA3) debug pod :

I $ oc debug node/my-node

b. ¥F /host 1%/ debug shell IR B, debugpod 7E pod 4 /host FRIEE EHLA root X
HRYE, FHREFUH /host, ERILLZTENATHITIRRPSEH ZFHHISTH -

I # chroot /host
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1247 Red Hat Enterprise Linux CoreOS (RHCOS) #J OpenShift Container
Platform 4.19 &8 TT AR 2, T©KHIiF Operator KN AL RN, FEIL
5/ SSH ViR 1T m. B2, #1R OpenShift Container Platform API R a]
F, = kubelet BT RETEER I, oc BIENKZRIRN, EXFHE
RF, AILAMEA ssh core@<nodes.<cluster_names>.<base_domain> 3 1ijj
IREP-=W

c. MHT RBESFNIFAMER, SIEKEMKELH pod ID:
I # crictl ps

d. FIHT R _ERFTE Operator B2sMIE R. LA TRAIFIH T network-operator F2RHIER :

I # crictl ps --name network-operator

e. 1B debug shell,

4.12.5. & Operator HE

INRBE Operator 7], EALIM Operator pod BEFRE ML EER.

FoRFM

°
°
°
it
2.
3.

e LAMEREA cluster-admin & &I i 0] £,
API BRSS MR AT LLIE & T1E,
B&% OpenShift CLI(oc).

&% control plane B control plane #2355 £ R E &,

HIHHTE Operator 34 22 [A]FF24TH Operator pod, B % pod R, EESMER :
I $ oc get pods -n <operator_namespace>

¥ 7 Operator pod A :

I $ oc logs pod/<pod_name> -n <operator_namespace>

402R Operator pod BEZ M Ras, N LS FE~E—1MiR, HPaasg/ S anEh. M
MUBRHFENAE :

I $ oc logs pod/<operator_pod_names -c <container_name> -n <operator_namespace>

IR API TEEETE, EEA SSH REFE control plane 77 s £ Operator pod 182 H
Ho 1} <master-nodes.<cluster_names.<base_domain> &i7y3& 4 HY1E,

a. BIHEA control plane 7 s £ pod :
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I $ ssh core@<master-node>.<cluster_name>.<base_domain> sudo crictl pods

b. ¥ F{EMK L~ Ready KREH Operator pod, HHKE Pod BPRE.
<operator_pod_id> &t E—an S Hid A5 HEH Operator pod ID:

$ ssh core@<master-node>.<cluster_name>.<base_domain> sudo crictl inspectp
<operator_pod_id>

c. JJH 5 Operator pod HHXHIA LS :

$ ssh core@<master-node>.<cluster_name>.<base_domain> sudo crictl ps --pod=
<operator_pod_id>

d. X FAEMIK LR Ready SRS Operator B8, 1HIFMGERRIIRT. ¥ <container_id>
BHh E—ofiHPyHIASR ID:

$ ssh core@<master-node>.<cluster_name>.<base_domain> sudo crictl inspect
<container_id>

e. MAEE{IXR LT Ready KM Operator 2R HE, & <container_id> &5 £ — &5
H AR5 A SR 1D

$ ssh core@<master-node>.<cluster_name>.<base_domain> sudo crictl logs -f
<container_id>

k

= -

1247 Red Hat Enterprise Linux CoreOS (RHCOS) #J OpenShift Container
Platform 4.19 &8 T AR 2, ©KIIF Operator KN AL E®R, FEIL
6/ SSH VIR ERE 1T m. EZEOEN SSH I 2 IEIERT, 151217 oc adm
must gather f1 &AMt oc S HEEREATURHMEBHEIE, B2, MR
OpenShift Container Platform API "R, = kubelet £ BH5T7 m EFIEIE
EIE, oc BRENRZEIRM, EXMIERT, AILLER ssh core@<nodes.
<cluster_name>.<base_domain> 3 ijj[7]77 &,

4.12.6. 2 Machine Config Operator BZhE#HE| 5

% Machine Config Operator (MCO) #{TECERE AN, Red Hat Enterprise Linux CoreOS (RHCOS)
WNERTRERREN. TREERERNEEINLEFIIN, RHCOS TVRERBINER, RIEFCEHEY

1=
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G

e 4 MCO RMEBILTEMERN, EREAHFERER T RBVER TN AR

o 7EHZRELEM spec.config.passwd.users.sshAuthorizedKeys 2+ &l
SSH B,

o 7t openshift-config fn % Z2[A| A B L /F pull secret % pull secret,

o Kubernetes API Server Operator B 152 %% /etc/kubernetes/kubelet-ca.crt
WEBIMANK (CA)

e I MCO KilIZI% /etc/containers/registries.conf X {-BIERET, N4
ImageDigestMirrorSet. ImageTagMirrorSet =% ImageContentSourcePolicy
MR, BRPEENNMTR, NMARRHFIUHILRT R, N FUTER, TRz
REREE :

o IBINT— registry, TWEANEBNEBE (mirror) KET pull-from-mirror =
"digest-only" ¥,

o IINT—E& (mirror) , HWHE—1 registry FiZER pull-from-mirror =
"digest-only" X,

o 7 unqualified-search-registries FI&RFRINTIH,
T EBABHER R, EaLUENEREEM (MCP) LIS LIETE Operator EedHl2REc B BEIE/S,

4.12.6.1. {FE 452 A Machine Config Operator B E#H 5|5

77 BEFEXT Machine Config Operator (MCO) FRMBIEBUEMR NS EBIFRMT, EEILUERA OpenShift
Container Platform Web $E#I BB 2B E ! (MCP) , LABALE MCO TEAB Nt A 17 s (TR
W, XEFFIEEMEERET MCO BEfdia—HoMER,

pa -3
BB EZ/NEX 2 Machine Config Operator BZ1E$#3| 5 M8,

FREH
o ATLUFEAEA cluster-admin B&MAE iR EEE,

e
ZYEHECHEEEE) MCO BHEHBIS -

o HERDEIFIIIE :
1. LLEA cluster-admin A &M A 7 519 &KX E| OpenShift Container Platform web $#£I&,
2. = Compute —» MachineConfigPools,

3. 7£ MachineConfigPools T{E®, =i master 5 worker, EFERTEEL(EEHEISH
TR

4. 7£ master 5 worker TUE T, = YAML,
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5. 7 YAML &, ¥ spec.paused FEXFEHH true,
MachineConfigPool ¥} &Rl

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfigPool
#...
spec:
#...
paused: true ﬂ
#...

ﬂ ¥ spec.paused FEXEHH true LLEEEFHE| T,

6. BXIE MCP 2B E2HE, 15REIE MachineConfigPools 11,
£ MachineConfigPools TITEH, S MCP k&5 T Paused 5If ) True,

IR MCP EE = A FL M b, Updated 5174 False, Updating 4y False, %
Updated &y True B Updating & False i, RF&ZERFLEMENL,

BE

MRBHAHTHER (Updated 1 Updating FEXERE False) BIER

RAE— M EORTER. FRUTSRICEEFAEISEE, HUNA
E—REFEHARIEL,

o EUHE{EEZIEIFTEE
1. LLEHA cluster-admin & &8 AP 515K E OpenShift Container Platform web ##l&,
2. = Compute —» MachineConfigPools,

3. 7£ MachineConfigPools T{E®, =i master 5 worker, EFERTFEEL{EEHEISH
TR

4. 7 master = worker TUEH, m= YAML,
5. 7 YAML &, ¥ spec.paused FEXFE#/ false,

MachineConfigPool ¥} &Rl

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfigPool

#...

spec:

#

paused: false ﬂ
#...

ﬂ ¥ spec.paused FEXEHH false LLRITESS,
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BT BUHEE MCP, MCO NAMBEEMNEN, RI\EFEES Red Hat
Enterprise Linux CoreOS (RHCOS) .

6. BXIE MCP 2B E2HE, 15iREEI MachineConfigPools 11,
1£ MachineConfigPools TIEA, RIEXH MCP k& Paused 7/ False,

SNR MCP IE7EN R{EMFL B ED, Updated 74 False, Updating 74 True,
Updated 7y True B Updating & False i, RAaBE#ITEMEN.

4.12.6.2. {# [ CLI 2/ Machine Config Operator BZ1E#H 5|5

77 BEFBXT Machine Config Operator (MCO) FRMHIEBUE R N A BRI FRMT, EEILUERA OpenShift
CLI (oc) FkiEtaMzsBcE M (MCP) , LABSIE MCO TEBRN A 17 s T EM BN, X5 IEE{TE
BET MCO BT Z—HamnES:,

pa -3
, B2 A% Z1NE % 2 Machine Config Operator BZIE#H5| 5 M E.

FeREH
o ATLUFEAEA cluster-admin BE&MA iR EE,

e B% %k OpenShift CLI(0c).

i
ZEEHECHEEBEE MCO BHEHBIS -

o HERDEIFIILIE :
1. %7 MachineConfigPool B7E L 7R, f§ spec.paused FEIXE true,

Control plane (master) Tim

I $ oc patch --type=merge --patch="{"spec":{"paused":true}}' machineconfigpool/master
Worker 7 s,
I $ oc patch --type=merge --patch="{"spec":{"paused":true}}' machineconfigpool/worker

2. ik MCP 288 H1E :
Control plane (master) Tim

I $ oc get machineconfigpool/master --template="{{.spec.paused}}'

Worker 175

I $ oc get machineconfigpool/worker --template="{{.spec.paused}}'
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i th o Bl

I true

spec.paused F& 7/ true, MCP 1%,
3. fAE MCP BREBEHFAIEMEN :

I # oc get machineconfigpool

it Bl

NAME CONFIG UPDATED UPDATING
master rendered-master-33cf0a1254318755d7b48002¢c597bf91 True False
worker rendered-worker-e405a5bdb0db1295aceal8bcca33fab0 False False

N3 UPDATED 7%l2 False, UPDATING J False, NE#FLEHNEN, % UPDATED H
True H UPDATING /y False i, AR IBHEN, £ B4, worker T mA RIS
{t. control plane 77 sUR B EAFLEREN,

BF

MRBERHATHEN (Updated 1 Updating FEXERE False) EIUER
RAE—NMETFBORTER. FRAUTSRICEE a5 501, UNA
E—REFEHAHER,

o EUHE =B85 :
1. BEE#T MachineConfigPool B7E X %R, ¥ spec.paused FEXIXZE N false,

Control plane (master) Tim

I $ oc patch --type=merge --patch="{"spec":{"paused":false}}' machineconfigpool/master
Worker 7 s

I $ oc patch --type=merge --patch="{"spec":{"paused":false}}' machineconfigpool/worker

BT BUHEE MCP, MCO NAMBEEMEN, RIFEFEES Red Hat
Enterprise Linux CoreOS (RHCOS)

2. Bk MCP BREEECHE (= -
Control plane (master) Tim

I $ oc get machineconfigpool/master --template="{{.spec.paused}}'

Worker 1758
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I $ oc get machineconfigpool/worker --template="{{.spec.paused}}'

R~
I false

spec.paused FE& 7 false, MCP #EUHE =,
3. fAE MCP BREBEHFNIEMEN :

I $ oc get machineconfigpool

it Bl

NAME CONFIG UPDATED UPDATING
master rendered-master-546383f80705bd5aeaba93 True False
worker rendered-worker-b4c51bb33ccaaebfc4abas False True

IR MCP IEfE N R4 IERE, UPDATED %% False, UPDATING 577 True, ¥4
UPDATED § True B UPDATING 5y False [}, &BH—4$mMEN, £ LHIA, MCO IEHE
B3 worker 77 8,

4.12.7. RIFT R BYTT [

£ Operator Lifecycle Manager (OLM) #h, #NRMEITHBZS| ML ITEV M BIEE &I Operator,
& 5] LATE openshift-marketplace fp# 22 [A] R B B LU R EEHRBVE L -

i th o Bl

ImagePullBackOff for
Back-off pulling image "example.com/openshift4/ose-elasticsearch-operator-
bundle@sha256:6d2587129¢c846ec28d384540322b40b05833e7e00b25cca584e004af9a1d292e"

it Bl

rpc error: code = Unknown desc = error pinging docker registry example.com: Get
"https://example.com/v2/": dial tcp: lookup example.com on 10.0.0.1:53: no such host

At, ITHSAEFIINKRBORTS, Operator TTiEZRESH TN,

IRET LOB HBRIT . SEEFARSHRA (CSV) KREMME XX RERIFTRMBITH, EEFHOEITHE, OLM
SEHFRE Operator BIEFRRA,

FoRFEMH
o BHE—DRMEITHE, FTEHERTRED]RIBHA R ER.
o CEINT LAY F IEFAR S 2 Bk,

Y

1. MZZk Operator B9y % 22 (5] X EX Subscription #1 ClusterServiceVersion X REI & :
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I $ oc get sub,csv -n <namespace>

i Bl
NAME PACKAGE SOURCE CHANNEL
subscription.operators.coreos.com/elasticsearch-operator elasticsearch-operator redhat-
operators 5.0
NAME DISPLAY VERSION
REPLACES PHASE

clusterserviceversion.operators.coreos.com/elasticsearch-operator.5.0.0-65 OpenShift
Elasticsearch Operator 5.0.0-65 Succeeded

2. MHBRITH

I $ oc delete subscription <subscription_name> -n <namespace>

3. MHFREREFAR S hRA

I $ oc delete csv <csv_name> -n <namespace>

4. 7£ openshift-marketplace &5+ 22 [f] IR EX AR A SR IAS V1 B9 B FRANAE K EC B PR &Y

I $ oc get job,configmap -n openshift-marketplace

i~

NAME COMPLETIONS DURATION AGE
job.batch/1de9443b6324e629ddf31fed0a853a121275806170e34¢c926d69e53a7fcbcch  1/1
26s 9m30s
NAME DATA AGE
configmap/1de9443b6324e629ddf31fed0a853a121275806170e34¢c926d69e53a7fcbcch 3
9m30s

5. MIBRVENY :

I $ oc delete job <job_name> -n openshift-marketplace

XA AR 2 B TD A VT R B AR B Pod R B0,
6. MPRECERRSY :

I $ oc delete configmap <configmap_name> -n openshift-marketplace
7. 1E Web % & & B OperatorHub E#r& % Operator,

o MEREBEKINEHFRE Operator:

I $ oc get sub,csv,installplan -n <namespace>
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4.12.8. EE KW [ E# L% Operator

EZREFHLLRE— Operator &, EUIMBHINFTLENZE T Operator, FTiEIEFAEIZE; Operator AJLL
EMthRE R, MBS RZEE, F Terminating" IR, HEWHEIZETTRER, B0 :

Project B iRk 2~

message: 'Failed to delete all resource types, 1 remaining: Internal error occurred:
error resolving resource'

IX L2 RU g 0] # AT BE S BE IE Operator AN E L,

Digk

H
{ o |
SRR 422 ] BT BETESEARSR "Terminating” ASTEL, 3ATAE D BREER TR

FTEBVRERH T, Rb&REFZ X ER RS I 6r & 2 ERMREEX R, MEE
ZER, WSNABMIAERRAL R #4165791, IHLTETEBNESH S,

LI RIEETR T MRIE TR EH R Operator B FHTERMEBERR, R N2 BIZRE Operator HBIBETE X HTR
7E X (CRD) = PFH 1E48 X B9 6n 4 22 [A] BN A R

AR

1. MEREES Operator KB EZE AR BT "Terminating" KA :
I $ oc get namespaces
=1
I operator-ns-1 Terminating

2. REHERWEREFEES Operator XM CRD :

I $ oc get crds

CRD BR£REHE L ; 5 CRD HBXRHLFFEE LHIR (CR) KR REA T H than
Z[A R, WA ERERLA,

3. WIRBE M CRD H Operator IRt EE, FEENESMER CRD :

I $ oc delete crd <crd_name>

4. MEHHEREMARFES Operator IBXBIFR CREH, MREFE, EMERCR:
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a. BH#RM CR RE T REMEEE G, TE T Operator XML CRD, fAlt0, #NRIE
E X424t EtcdCluster CRD B etcd Operator ElEF1THERERR, &R LATEAp 4 22 (A A8 3R
FI4H EtcdCluster CR :
I $ oc get EtcdCluster -n <namespace_name>
F4, LA LIERA B ZE A PR
I $ oc get EtcdCluster --all-namespaces

b. MMRBEEMFIRAI CR BOAZMMIBR, HMBREA -
I $ oc delete <cr_name> <cr_instance_name> -n <namespace_name>

5. A AZEFMRES EKRNERAR

I $ oc get namespace <namespace_name>
H5E
IR R LA EH A Operator FHRIMAR B TEENE, EIRIAEBXIEF,
6. £ Web #H& FE A OperatorHub E#r %% Operator,

o MERTDKINEFHRE Operator:

I $ oc get sub,csv,installplan -n <namespace>

HbBR
o MEEEHER Operator
o TEEEFH NN Operator
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% 5% A OPERATOR

8 5% % OPERATOR
5.1. S E Rk

5.1.1. AL B LB Operator IG5 EE & D50 E

TS IRHEEAT LB FRIREER. BRNRERZEERNIKS SRS R &5 %Ik,

OpenShift Container Platform & & Cloud Credential Operator (CCO), AT =HNEEILENBEE XL
BHRE X (CRD)I#F{TE, CredentialsRequest B E Y ¥R(CR)H CCO @4, FiF OpenShift
Container Platform B {4{8 FA R B9 4 EANBRIE K = S s ik

TELARIMRA A, £ CCO A F Fz/#E =l FIEEEH, H Operator Lifecycle Manager (OLM)EIEH
Operator @H & 1E OperatorHub IR Ht1E4NEBE, #AB A FHBEERRAENTEIL

M OpenShift Container Platform 4.14 738, CCO aJLfE/5 AEEHRIE, UEAFRLEHENMEH

FREEIE., AR, EAUEEBESEELEEIE, RE Operator ¥E& /2 A T H Operator X IFEFTH
CCO,

Hith BTR
® X7 Cloud Credential Operator
e fEMH AWS STS 89 OLM EHH Operator £F CCO I {ER
e & Microsoft Entra Workload ID 7 OLM E 2/ Operator &£F CCO HMIIT{ER

e {3 GCP Workload Identity #J OLM &) Operator &£F CCO I {EH

5.1.2. {3 AWS STS #J OLM &2 Operator ZF CCO HWITER

LY7E AWS 21789 OpenShift Container Platform £2£40F Security Token Service (STS) =R A, X
BEREEESFIH AWS # OpenShift Container Platform BIZhEETER. AR FE IAM A, STSfF
N FATEFRE IR AR E IAM A/ JSON Web Token (JWT),

JWT @& H T sts:AssumeRoleWithWebldentity IAM $#2/E8) Amazon FR&F (ARN), LR IFARSS K
FIEEREBIR, JWT 8& AWS IAM JI4ER ProjectedServiceAccountToken 9% £ B4, ARSS MK
FoBAE (B%54%) BIERE AWS AEER JWT,

Cloud Credential Operator (CCO) @7 =t/ LiZ1TH#I OpenShift Container Platform &R BI R
BEMEEREE Operator, XfF STS, CCO RHLLITINAE :

o RINEREEEMAT STS WERHIZITH

e &7 CredentialsRequest W REZEEFEL, TIRMEIRT Operator X AWS BREY T AN BRART

BHES

BN FFehER, CCO BTN, EMEER, CCO N FEMFZVINIERH Secret X RIE
F| Operator & 22 [0 H,

M OpenShift Container Platform 4.14 FF#8, CCO ®JLLE T K {E M CredentialsRequest X RFE Bz

AREBILAESS, ZANRANEKRGIBE S STS TIERFTHRRE B/ Secret, @i Web 12H &5k CLI &%
Operator i, FFALUREAE ARN,
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Tt

FAERUEREFEHUEERNI T, RNEERITURSIETIRESR. EEFILHE
BRI AREREREABNKEIERESMRANNIR, JITERLENS R, REIHTE
%ﬁo

YE/ Operator Y& # & — Operator LLAF OpenShift Container Platform 4.14 {8 & ik A B T Y
CCO, BNIZIETANFRMRIEREIAEZ BT CCO RAMLLLEE, BT AE STS SEEMIIEHA (IR
&I Operator iM% BEA STS) . HEMAEE ) CredentialsRequest X RIZHIEFAIETH STS #H%
FE&, Fik CCO MR Secret | Secret.

BF

INRIEITRZHRTFARA 4.14 B9 OpenShift Container Platform 52%, 15ZE WA PR HE
BXRMMEER CCO ELARFE (ccoct)F Al A STS ZisE B secret BIULER, FHH
CCO MRATHIBERFHH STS X, BTENEAIE secret,

BHRBENREK TSI secret, HEER A LLERTRENDRES. MEES
88, H5{"Alternative method" FEB 43,

HbBER
e OLM EIEH Operator X fF A AWS STS i#1T7 F R 1E
o fHFH Web & M OperatorHub &%

e {HF CLI M OperatorHub &%

5.1.2.1. J5 F Operator LA # {8 AWS STS HIEF CCO T {EHR

YE/ Operator ¥E& %11 7E Operator Lifecycle Manager (OLM) Lz {789 E, A LLRE B & I B 3k
¥ # Cloud Credential Operator (CCO), {# Operator BEWEXTEA T STS BY OpenShift Container
Platform 8% LY AWS #1T B35 IE,

fHERLLAE, Operator Tl CredentialsRequest # RF LAV AE MM Secret X%, FHFEE RBAC I
R

v =

FKINERT, 5 Operator E3BHXH pod 2%l serviceAccountToken &, LUEE4E
EH9 Secret X &/ 5| AR SSIK 7 S hE.

FRFH

® OpenShift Container Platform 4.14 X E & hR A&
o F STSHEABEERE

o ETF OLM B Operator I H

AR

1. BE#T Operator Tl B # ClusterServiceVersion (CSV)%f & :
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8% 5% JF&Z OPERATOR

a. fafR Operator H RBAC Y[R3k |# CredentialsRequests £ :

f5l 5.1. clusterPermissions FlIZR = fl
mstall
spec:
clusterPermissions:
- rules:
- apiGroups:

- "cloudcredential.openshift.io"
resources:
- credentialsrequests
verbs:
- create
- delete
- get
- list
- patch
- update
- watch

b. AL EAERFRXEH AWS STS WETF CCO TIERMIA A :

#...

metadata:

annotations:
features.operators.openshift.io/token-auth-aws: "true"

2. B Operator B :
a. M pod t£H Subscription X RIXEBERIMEL 2 RENAE ARN, 140 :

// Get ENV var

roleARN := 0s.Getenv("ROLEARN")

setuplLog.Info("getting role ARN", "role ARN =", roleARN)
webldentityTokenPath := "/var/run/secrets/openshift/serviceaccount/token”

b. #{%E %A CredentialsRequest I R 2 S IFENFN A, FII0 :
| I 5.2. CredentialsRequest X1 R /& R HI

operator/pkg/apis/cloudcredential/v1"
corev1 "k8s.io/api/core/v1"
metav1 "k8s.io/apimachinery/pkg/apis/meta/v1"

var in = mintervl.AWSProviderSpec{
StatementEntnes [Iminterv1.StatementEntry{

Actlon [Istring{

import (
minterv1 "github.com/openshift/cloud-credential-
" 3-*"’
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Effect: "Allow",
Resource: "arn:aws:s3:*:*:*",
13
|3
STSIAMRoleARN: "<role_arn>",
}
var codec = mintervi.Codec
var ProviderSpec, _ = codec.EncodeProviderSpec(in.DeepCopyObiject())
const (
name = "<credential_request_name>"
var CredentialsRequestTemplate = &minterv1.CredentialsRequest{

namespace = "<namespace_name>"
)
ObjectMeta: metav1.0ObjectMetaf
Name: name,
Namespace: "openshift-cloud-credential-operator”,
|3
Spec: mintervi.CredentialsRequestSpec{
ProviderSpec: ProviderSpec,
SecretRef: corev1.0bjectReference{
Name: "<secret name>",
Namespace: namespace,
13
ServiceAccountNames: []string{
"<service_account_name>",
13
CloudTokenPath: ™,
|3
}

FH, IRIEM YAML R HH CredentialsRequest SR FF A (Fla0, 44 Operator HiEA
EH—Ea) , ETUURENARGEES !

// CredentialsRequest is a struct that represents a request for credentials
type CredentialsRequest struct {
APIVersion string “yaml:"apiVersion™
Kind string “yaml:"kind™
Metadata struct {
Name  string 'yaml:"name™
Namespace string "yaml:"namespace™
} 'yaml:"metadata™
Spec struct {
SecretRef struct {
Name  string 'yaml:"name™
Namespace string "yaml:"namespace™
} “yaml:"secretRef"”
ProviderSpec struct {
APIVersion  string 'yaml:"apiVersion™

# 5.3. LL YAML #& = 82 CredentialsRequest X &= Hl
Kind string “yaml:"kind™
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StatementEntries []struct {
Effect string “yaml:"effect™
Action [Jstring "'yaml:"action™
Resource string “yaml:"resource™
} 'yaml:"statementEntries™
STSIAMRoleARN string “yaml:"stslAMRoleARN™
} “yaml:"providerSpec™

// added new field
CloudTokenPath string "yaml:"cloudTokenPath™
} “yaml:"spec™

}

// ConsumeCredsRequestAddingTokenlnfo is a function that takes a YAML filename
and two strings as arguments
// It unmarshals the YAML file to a CredentialsRequest object and adds the token
information.
func ConsumeCredsRequestAddingTokenInfo(fileName, tokenString, tokenPath
string) (*CredentialsRequest, error) {

// open a file containing YAML form of a CredentialsRequest

file, err := 0s.0Open(fileName)

if err 1= nil {

return nil, err

}

defer file.Close()

// create a new CredentialsRequest object
cr := &CredentialsRequest{}

// decode the yaml file to the object
decoder := yaml.NewDecoder(file)
err = decoder.Decode(cr)
if err 1= nil {

return nil, err

}

// assign the string to the existing field in the object
cr.Spec.CloudTokenPath = tokenPath

// return the modified object
return cr, nil

—

BRI 1E Operator #l4F & A0 CredentialsRequest 1 £,

c. & RRINA® ARN 1 Web B P S HEREE, F1E Operator #1ta{bid 2N AE
| #l 5.4. 11": Operator #MiA{bid 2+ K CredentialsRequest X &= fl

credReq := credreq.CredentialsRequestTemplate

// apply CredentialsRequest on install
credReq.Spec.CloudTokenPath = webldentityTokenPath
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¢ := mgr.GetClient()
if err := c.Create(context. TODO(), credReq); err != nil {

if lerrors.IsAlreadyExists(err) {
setupLog.Error(err, "unable to create CredRequest")
os.Exit(1)

d. F{R Operator AT LA #F Secret X RM CCO Bx, fATFHIFAR, LURIEIE Operator
HEAMTE :

il 5.5. 5 Secret X R fi
// WaitForSecret is a function that takes a Kubernetes client, a namespace, and a v1
"k8s.io/api/core/v1" name as arguments
// It waits until the secret object with the given name exists in the given namespace
// It returns the secret object or an error if the timeout is exceeded

func WaitForSecret(client kubernetes.Interface, namespace, name string)
(*v1.Secret, error) {
// set a timeout of 10 minutes

timeout := time.After(10 * time.Minute) 0

// set a polling interval of 10 seconds
ticker := time.NewTicker(10 * time.Second)

// loop until the timeout or the secret is found
for {
select {
case <-timeout:
// timeout is exceeded, return an error
return nil, fmt.Errorf("timed out waiting for secret %s in namespace %s", name,
namespace)
// add to this error with a pointer to instructions for following a manual path to a
Secret that will work on STS
case <-ticker.C:
// polling interval is reached, try to get the secret
secret, err := client.CoreV1().Secrets(namespace).Get(context.Background(),
name, metav1.GetOptions{})
if err 1= nil {
if errors.IsNotFound(err) {
// secret does not exist yet, continue waiting
continue
}else {
// some other error occurred, return it
return nil, err
}
} else {
// secret is found, return it
return secret, nil

}
}
}
}
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ﬂ timeout [HE T CCO K& INA CredentialsRequest TR 4 Secret TR
RE, BRI ERENFSCHEHEEDUBRE KRG, XAERSFE

e. BIFMEUFHERAIEZE CCO BIIEM secret FXE AWS BRE, FAIEEE1Z secret HIEN
AWS EE%XC# :

%l 5.6. AWS Bei& fil| &~
func SharedCredentialsFileFromSecret(secret *corevi.Secret) (string, error) {
var data [Jbyte
switch {
case len(secret.Data["credentials"]) > 0:

data = secret.Data["credentials”]
default:
return "", errors.New("invalid secret for aws credentials")
}
f, err := ioutil. TempFile("", "aws-shared-credentials")
if err 1= nil {

return "", errors.Wrap(err, "failed to create file for shared credentials")
}
defer f.Close()
if _, err := f.Write(data); err != nil {

return "", errors.Wrapf(err, "failed to write credentials to %s", f.Name())

}

return f.Name(), nil

BF

secret #IBRE NTFIE, BEMFBL secret iy, & Operator KGN FFHE
i, LURME CCO I secret BIHT A,

7, EERBMRARNIZEN, FESHBAF OpenShift Container Platform £
BhRAN, HU CCO AEERR—MNKBHIRRA, BAXFFHER STS RllK
CredentialsRequest X[ R TEk, EXMIERT, BTA-RIERHEME
/fm“ﬂl] secret,

f. ic® AWS SDK &1%, 40 :
‘ 5 5.7. AWS SDK &iE5EdE =Pl

if err 1= nil {
// handle error
}
options := session.Options{
SharedConfigState: session.SharedConfigEnable,

sharedCredentialsFile, err := SharedCredentialsFileFromSecret(secret)
SharedConfigFiles: [Jstring{sharedCredentialsFile},

}
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5.1.2.2. AEIE
Operator i N B SERZEFUENABGHNERKER, RFEEEAMLLUZTHHIANT R, Fl0 :

B 5.8. fa A RA

#!/bin/bash
set -X

AWS_ACCOUNT_ID=$(aws sts get-caller-identity --query "Account" --output text)
OIDC_PROVIDER=$(oc get authentication cluster -ojson | jq -r .spec.serviceAccountlssuer | sed -
e "s/"https:\\W///")

NAMESPACE=my-namespace

SERVICE_ACCOUNT_NAME="my-service-account"
POLICY_ARN_STRINGS="arn:aws:iam::aws:policy/AmazonS3FullAccess"

read -r -d " TRUST_RELATIONSHIP <<EOF
{
"Version": "2012-10-17",
"Statement™: [
{
"Effect": "Allow",
"Principal": {
"Federated": "arn:aws:iam::${AWS_ACCOUNT _ID}:oidc-provider/${OIDC_PROVIDER}"
|3
"Action": "sts:AssumeRoleWithWebldentity",
"Condition": {
"StringEquals™: {
"${OIDC_PROVIDER}:sub":
"system:serviceaccount:${NAMESPACE}:${SERVICE_ACCOUNT_NAME}"

}
}
}
]

}
EOF

echo "${TRUST_RELATIONSHIP}" > trust.json

aws iam create-role --role-name "$SERVICE_ACCOUNT_NAME" --assume-role-policy-document
file://trust.json --description "role for demo"

while IFS= read -r POLICY_ARN; do
echo -n "Attaching $POLICY_ARN ... "
aws iam attach-role-policy \
--role-name "$SERVICE_ACCOUNT_NAME" \
--policy-arn "${POLICY_ARN}"
echo "ok."
done <<< "$POLICY_ARN_STRINGS"

5.1.2.3. #EHERR
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5.1.2.3.1. HREIERIL
IR FPEIETRETN, EBEREATLUERRHL Operator WHHERIXER Web H13HIAE,

it =3
1. M pod HIRER S :

$ oc exec operator-pod -n <namespace_name> \
-- cat /var/run/secrets/openshift/serviceaccount/token

2. M pod HIZEXAE ARN :

$ oc exec operator-pod -n <namespace_name> \
-- cat /<path>/<to>/<secret_name> ﬂ

ﬂ AER root AFEEZE.

3. ZifER Web S THEBEASR :
$ aws sts assume-role-with-web-identity \
--role-arn SROLEARN \

--role-session-name <session_name> \
--web-identity-token $TOKEN

5.1.2.3.2. Secret TT;E IEffHE#;

LAIE root AP B221T7H Pod ToEB ABIAETE AWS HEEIF R /root B E, NR secret SR HIE
HBEEE AWS EIEXXHERE, HEEN secret EHBITNBMALE, FHE AWSSDK A ZEILXH
j‘ilﬁo

51.24. HEe A%

YE7 Operator fEEMER AL, ERILMEE A T %% Operator Fifi 5 7 Cloud Credential Operator
(CCO) i CredentialsRequest X,

Operator iR JIEAFIERUTHRE :

o BEINTEUIPAFRINELIRMH YAML S P iEm T EAIE, 1R CredentialsRequest X &R YAML
hiw A<

o 5RASIE CredentialsRequest ©f %

£ OpenShift Container Platform 4.14 RE&ERAH, % CredentialsRequest X & HIIERIN T 5EH
STSERMERE LS, Operator ATLLIZEY CCO £ K HI Secret SiiEiie, HAELBRSRA(CSV)FE
SEEE

Xt F R EA AR ABY OpenShift Container Platform, Operator f85 A A IERUTRE :
e {#F CCO LFHF2F (ccoctl) M CredentialsRequest %f R4 K Secret YAML X &

o [ Secret XN FAESE LM AL A By EERE
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Operator {A W /RENS (3 I A EY secret 5= APL@IE, FENEXMERT, BIRERE Operator
BUQIE secret, FTLL Operator T AHUTLA TIREZ — -

e £ CSV ffy Deployment R E X F R EH

o M API RS 2:LARTE A VLAY Secret XIR, MRS Operator LR FFERA AWS STS B

F CCO ITIER"HIERR

5.1.3. {8/ Microsoft Entra Workload ID 75 OLM EI2H) Operator £F CCO BIIT{ER
L 7E Azure E£i29THY OpenShift Container Platform 5£8#40F Workload Identity / Federated Identity
B, XEKREEESFIA Azure # OpenShift Container Platform BIZhBETE N FAFE B2 A N B A -7 4
FRGEFEHI B 17 3 Microsoft Entra Workload ID 8 app SZ#
Cloud Credential Operator (CCO) @7 =t/ LiZ1THI OpenShift Container Platform &R BI R
B EE Operator, M OpenShift Container Platform 4.14.8 F1#8, CCO X #{#F Workload ID #J OLM
&M Operator TYE,
XfF Workload ID, CCO 12 LLFIhEE :

o IFEE AT Workload ID BYSEEEFIZ 1THIHT [A]

e &7 CredentialsRequest W RE2EEFER, TI1IREIZF Operator Xf Azure BHRBIVIFIFNBRFRT

EHER
CCO HILL@iTY & CredentialsRequest X Rk B/ IEIX NI FE, %X RAT LUK AR S E Workload
ID TYERPATFRIE S HY Secret,
pa Y=
FEWUFEAEE B AR, RANEEFEIIREIFTHNRENR. EEFIHE

BB AREREREABNKNIERESMRANIIR, JUTERLENS R, REIHTE
%ﬁo

YE5 Operator #E& # % — Operator LLFlF OpenShift Container Platform 4.14 R JGBIRR A R A9 B #7
B CCO, ERZIETAFHARIMKRIERANERLE CCO A2, BRT A Workload ID token &85
ik (WRIEH Operator INEBE) . HEMNFAEZMERIEMB Workload ID X FERIR#
CredentialsRequest X%, Fik CCO NIEGIE Secret XK,

BF

IMRIE TR ZFETHRA 4.14 B9 OpenShift Container Platform $2%, & E A iR4t
BRUAIfEA CCO LATERE (ccoctl) Frh & A Workload ID f5 FE B secret BYUL
BH., BHA CCO RATHIEEEEFH Workload ID &R, BHIiENIELIEE secret,

BHRBENREK TSI secret, HEER A LLERTRHENEERES,

&/ Workload ID T BB BIEFEELUTER
® azure_client_id
® azure_tenant_id

® azure_region
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® azure_subscription_id
o azure_federated_token_file

Web #%& F# Install Operator TIE A TEMEIE AT REMNIRBIER., RE, WEEXEN
Operator pod _£HIME 2 % #EE Subscription X &,
HbBER

o OLM EEH Operator ZFHFF Microsoft Entra Workload ID #4T &2 5 1iE

o f&HF Web #%& M OperatorHub %%

e f#fH CLI M OperatorHub Z%&

5.1.3.1. /5 A Operator L Sz #{# F Microsoft Entra Workload ID #9EF CCO T /ER
YE/ Operator ¥E& %11 7E Operator Lifecycle Manager (OLM) Liz{TR9TEH, ERILLET B E LI E sk
¥ # Cloud Credential Operator (CCO), {# Operator B X/EF T Microsoft Entra Workload 1D B9
OpenShift Container Platform 5217 &2 301,
FERALL AL, Operator fii i f)/# CredentialsRequest ¥ R FFILER4E M Secret &R, FFEZE RBAC Y
FRo
==
FKINERT, 5 Operator E3BHXB pod 2%k serviceAccountToken &, LUEE4E
FH) Secret X R 5| RS IK -~ S,
SERFEH
® OpenShift Container Platform 4.14 S E & hk A&
e 4bF Workload ID R HI5EEE

o ET OLM B Operator I H

i =
1. BE#T Operator Tl B # ClusterServiceVersion (CSV)%| & :

a. fafR Operator & RBAC Y[R3 |# CredentialsRequests X :
‘ 1l 5.9. clusterPermissions FIF&K Al

#...
install:
spec:
clusterPermissions:
- rules:

- apiGroups:
- "cloudcredential.openshift.io"
resources:
- credentialsrequests
verbs:
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- create
- delete
- get

- list

- patch
- update
- watch

b. IR FAER 7= BAX 8 A Workload ID B9EF CCO TR A AR, ¢

#...

metadata:

annotations:
features.operators.openshift.io/token-auth-azure: "true"

2. B# Operator B R :
a. MH Subscription % Ri%BRIME L EFIRENE S im ID. F85 1D #0765 1D, B0

// Get ENV var

clientlD := 0s.Getenv("CLIENTID")

tenantID := 0s.Getenv("TENANTID")

subscriptionID := 0s.Getenv("SUBSCRIPTIONID")

azureFederatedTokenFile := "/var/run/secrets/openshift/serviceaccount/token”

b. #{%E %A CredentialsRequest X R 2 & &S IFEN TN A,

BRI X 1T Operator 4P & F 71N CredentialsRequest X £,

c. FEEIUEERABRI Azure FIUEE 2] Web B3 B HEER1R, F1E Operator #lta{bid F2H N
]

B .

1l 5.10. £ Operator #1#4{tiE 2+ S CredentialsRequest X &R fl

// apply CredentialsRequest on install
credReqgTemplate.Spec.AzureProviderSpec.AzureClientID = clientID
credReqgTemplate.Spec.AzureProviderSpec.AzureTenantID = tenantID
credReqTemplate.Spec.AzureProviderSpec.AzureRegion = "centralus”
credReqgTemplate.Spec.AzureProviderSpec.AzureSubscriptionID = subscriptionlD
credReqgTemplate.CloudTokenPath = azureFederatedTokenFile

¢ := mgr.GetClient()
if err := c.Create(context. TODO(), credReq); err != nil {
if lerrors.IsAlreadyExists(err) {
setupLog.Error(err, "unable to create CredRequest")
os.Exit(1)
}
}
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d. #afx Operator AT LAZEF Secret ¥R M CCO 7R, W NAIFAR, LAKIETE Operator R
HEMITE :

Bl 5.11. %% Secret X R pi
// WaitForSecret is a function that takes a Kubernetes client, a namespace, and a v1
"k8s.io/api/core/v1" name as arguments
// It waits until the secret object with the given name exists in the given namespace
// It returns the secret object or an error if the timeout is exceeded

func WaitForSecret(client kubernetes.Interface, namespace, name string)
(*v1.Secret, error) {
// set a timeout of 10 minutes

timeout := time.After(10 * time.Minute) 0

// set a polling interval of 10 seconds
ticker := time.NewTicker(10 * time.Second)

// loop until the timeout or the secret is found
for {
select {
case <-timeout:
// timeout is exceeded, return an error
return nil, fmt.Errorf("timed out waiting for secret %s in namespace %s", name,
namespace)
// add to this error with a pointer to instructions for following a manual path to a
Secret that will work on STS
case <-ticker.C:
// polling interval is reached, try to get the secret
secret, err := client.CoreV1().Secrets(namespace).Get(context.Background(),
name, metav1.GetOptions{})
if err 1= nil {
if errors.IsNotFound(err) {
// secret does not exist yet, continue waiting
continue
}else {
// some other error occurred, return it
return nil, err
}
} else {
// secret is found, return it
return secret, nil

}
}
}
}

timeout [EEF CCO IR INA CredentialsRequest XT%#&EEB?. Secret &f R
RE, BRI ERENASCHEHEEDUBERE KRG, XAERSE
Operator &R Vi 7 = BHRMIE R,

e. M CredentlaIsRequest XIERIZEL CCO AR secret, LAG Azure T H B EIEFIERMSE
HE
5.1.4. {1} GCP Workload Identity B OLM &E2# Operator £F CCO BT i
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% Google Cloud £jZ1THJ OpenShift Container Platform &I F GCP Workload Identity /
Federated Identity IR\ s, XEBREEEEA Google Cloud #1 OpenShift Container Platform FJLf
gE, LUMETEN FARRRF |89 GCP Workload Identity Hr R FRFURR,

Cloud Credential Operator (CCO) BfE =it F_EiZ1T89 OpenShift Container Platform &R IR
B EE Operator, M OpenShift Container Platform 4.17 7748, CCO #{#MH GCP Workload
Identity B9 OLM E 2 Operator B LTEiR,
X F GCP Workload Identity, CCO 1R#tLLTFIhEE :

o WIIEEERT GCP Workload Identity By EF F 2 1THT

o [ CredentialsRequest X/ R 2 S B IRHIEF Operator X Google Cloud R AT RFTER R
{I:III_.\E’J%EX

CCO A LL@t Y B fE A CredentialsRequest X R34 BEbiXNMIFE, XA LUEKRAIBESE GCP
Workload Identity TYERFTZEHI{E 21 Secret,
p= Y=

FARUEREFEHUEERNI T, RNEERITURERSIETIRESR. EEFItHE
BT AREREREABNKRNIEESMRANIIR, JITERLENS R, REIHTE
#o

YE/ Operator fE& 4 & — Operator LA F OpenShift Container Platform 4.17 & FHIAR A A I B #r
B CCO, MERAZIBETRAFHRMAERAERLE CCO AR, BRT4E GCP Workload Identity
token HR4IE (WRIEH Operator B EA) . HEMNHEZIRE— CredentialsRequest *f

R, WAIEMWEZRM GCP Workload Identity FE&, Fik CCO WIEDGIEE Secret XK,

BF

INREITRZ R T 4.17 B OpenShift Container Platform 5£8%, H&ENHAFREEX
NI CCO L2 (ccoct)F Al A GCP Workload Identity-enabling {5 2
secret BB, BHi CCO M AARHEEEEHH GCP Workload Identity #£3, BTENE
B secret,

RIS RIS A K IE A = HIIE secret, SR LGB EEIRENERIES.

F3@17J Google Cloud Platform Workload Identity ff i 52 $ 5 Google Cloud #1T&134%
ik, Operator IR TER -

AUDIENCE
LEE H1IZE GCP Workload Identity B, £ Google Cloud # |, AUDIENCE {E /2 T
B URL :

/liam.googleapis.com/projects/<project_number>/locations/global/workloadldentityPools/<pool_id>/pi
oviders/<provider_id>

SERVICE_ACCOUNT_EMAIL

SERVICE_ACCOUNT_EMAIL {f 27 Operator & {/Fidf2FhEHIH Google Cloud AR5 /- HLFHIl
%, a0 -

I <service_account_name>@-<project_id>.iam.gserviceaccount.com
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Web 2| & H# Install Operator TIE A VFEMHEE NEREMNRELER., RE, WEEKEN
Operator pod EHIME L 2% #E Subscription X &,

Heth BHR
o OLM EHEH Operator ZHfEF GCP Workload Identity # 1T & {351
o fBF Web ##l& M OperatorHub &%

e & CLI M OperatorHub &%

5.1.4.1. J5 F Operator L3z %8 8 GCP Workload Identity B9EF CCO BT 457

YE/ Operator ¥E& %11 7E Operator Lifecycle Manager (OLM) Liz{TR9TH, ER LB B E L IE K
¥ #F Cloud Credential Operator (CCO), {# Operator 8Ef$ % /5F T Google Cloud Platform Workload
Identity-enabled OpenShift Container Platform &4 1T B D5 1E,

HERALLAE, Operator fil T f)|# CredentialsRequest ¥ R FFI1LER4E R Secret X%, FFEZE RBAC Y
PR

ZKINBER T, 5 Operator 8B X pod &% serviceAccountToken &, LUEELE
FX B Secret % A 5| AR SSK SR,

FRFH

® OpenShift Container Platform 4.17 S8 & kA
e 7£ GCP Workload Identity / Federated Identityt® =\ B9 5 2%

o ET OLM B Operator i H

ff

L=

S

1. BE#T Operator Tl B # ClusterServiceVersion (CSV)%f & :

a. HA{R CSV i Operator 8 A LLF volumeMounts #1 volumes FE&, LUE Operator A
UBEABER Web 517 :

‘ $ 5.12. volumeMounts 1 volumes FE&RHI

volumes:
# This service account token can be used to provide identity outside the cluster.
- name: bound-sa-token
projected:

#...
volumeMounts:
- name: bound-sa-token
mountPath: /var/run/secrets/openshift/serviceaccount
readOnly: true
sources:
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path: token

- serviceAccountToken:
audience: openshift

b. ¥R Operator & RBAC R3] CredentialsRequests %I £ :
Il 5.13. clusterPermissions I fl
- apiGroups:
- "cloudcredential.openshift.io"
- credentialsrequests
verbs:
- create

- delete
- get
- list
- patch

- update

#...

install:

spec:

clusterPermissions:

- rules:

resources:
- watch

c. WINLLTEAREFEBANEA GCP Workload Identity B9EF CCO TIERMIA RN ¢
#..
metadata:

annotations:
features.operators.openshift.io/token-auth-gcp: "true”

2. B Operator B :
a. MBI HEETE pod LIXEMIME L ZH7KEX audience # serviceAccountEmail 5 :

// Get ENV var
audience = 0s.Getenv("AUDIENCE")
serviceAccountEmail := 0s.Getenv("SERVICE_ACCOUNT_EMAIL")
gepldentityTokenFile := "/var/run/secrets/openshift/serviceaccount/token”

b. #{%E %A CredentialsRequest X R 2 & &S IFENFN A,

BRI X HF1E Operator #l4F & 71N CredentialsRequest X £,

c. J¥ GCP Workload Identity B2 RINENEIEIFE KA, FHTE Operator #ta{bd FZANAE :
$ll 5.14. 7£ Operator #1#a{bid 2 s M CredentialsRequest X &R~ fl
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// apply CredentialsRequest on install
credReqTemplate.Spec.GCPProviderSpec.Audience = audience
credReqTemplate.Spec.GCPProviderSpec.ServiceAccountEmail =

serviceAccountEmail
credReqTemplate.CloudTokenPath = gcpldentityTokenFile

¢ := mgr.GetClient()
if err := c.Create(context. TODO(), credReq); err != nil {
if lerrors.IsAlreadyExists(err) {
setupLog.Error(err, "unable to create CredRequest")
os.Exit(1)

d. #fR Operator ATLAE#F Secret X RM CCO 7, MITHIFTR, LURIETE Operator AT
HEMIE -

5l 5.15. Z#F Secret X R=Hl

// WaitForSecret is a function that takes a Kubernetes client, a namespace, and a v1
"k8s.io/api/core/v1" name as arguments
// It waits until the secret object with the given name exists in the given namespace
// It returns the secret object or an error if the timeout is exceeded
func WaitForSecret(client kubernetes.Interface, namespace, name string)
(*v1.Secret, error) {

// set a timeout of 10 minutes

timeout := time.After(10 * time.Minute) 0

// set a polling interval of 10 seconds
ticker := time.NewTicker(10 * time.Second)

// loop until the timeout or the secret is found
for {
select {
case <-timeout:
// timeout is exceeded, return an error
return nil, fmt.Errorf("timed out waiting for secret %s in namespace %s", name,
namespace)
// add to this error with a pointer to instructions for following a manual path to a Secret
that will work
case <-ticker.C:
// polling interval is reached, try to get the secret
secret, err := client.CoreV1().Secrets(namespace).Get(context.Background(),
name, metav1.GetOptions{})
if err 1= nil {
if errors.IsNotFound(err) {
// secret does not exist yet, continue waiting
continue
}else {
// some other error occurred, return it
return nil, err
}
} else {
// secret is found, return it
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BE, EARSEFERENFHNVKFEEAVRBEURG, XTERSE

| return secret, nil
timeout [EEF CCO IR INA CredentialsRequest XT%#EEEY. Secret % R
Operator R = HRHEREA,

e. M secret H1EY service_account.json FE%, F{# AT REIEER Google Cloud & /i -

I service_account_json := secret.StringData["service_account.json"]
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25 6 =& &3 OPERATOR 5%
AISFNT LG IR RE Operator #1177 %8I, % Operator 3£24 OpenShift Container Platform BIZR 14
Eiith, BIANSR TRREER Operator (FRIEFHHFHEA) , FH Cluster Version Operator (CVO) &
B, fNFEA X control plane B EZER, 1ES M OpenShift Container Platform H#) Operator,

LREE AT LUET Administration - Cluster Settings T1EE OpenShift Container Platform Web
il & A EFEEE Operator,

Cluster Operator /A Operator Lifecycle Manager (OLM) #1 OperatorHub &, OLM

#0 OperatorHub & OpenShift Container Platform m FAF & 2 #0152 17 AT 15k 1n2H 4
Operator B Operator Framework B9—&B843,

TR UZEREL T — LR Operator, MMERZER A=) R
6.1. CLUSTER BAREMETAL OPERATOR

Cluster Baremetal Operator @ —MNA[IERER TR, A EREIEPHEHEENEZR,
BXAESEHNENESER, B3RP SRR,

Cluster Baremetal Operator (CBO) KB EFERNARS /KN — NI TR ER TN RLLBTT
OpenShift Container Platform i+ 877 mAf MR EH . CBO R metal3 F8E (H Bare Metal
Operator (BMO) # Ironic F2340M) 1E OpenShift Container Platform SEEERBI— control plane 7 s
L3217, CBO A&/l OpenShift Container Platform X BRI EHT, B IFREUE L BRE,

6.1.1. M H

cluster-baremetal-operator

HiBR
o HRHLTIEE

6.2. CLOUD CREDENTIAL OPERATOR

Cloud Credential Operator(CCO)¥ =# N EIUEE N Kubernetes B E X FIRE X (CRD)#HITE
1, CredentialsRequest B & Y %R (CR) B CCO A%, FiF OpenShift Container Platform ZH{4
AEBE T BN ENRIE K 4N E

Wit 7E install-config.yaml XX {471}y credentialsMode Z#XBRRMI(E, A& CCO BB HLULFHR
BAERIRE, MEEXEREER, =T credentialsMode S IF B HZEEFR (") .

6.2.1. Wi §

openshift-cloud-credential-operator

6.2.2. CRD
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e credentialsrequests.cloudcredential.openshift.io
o Scope: Namespaced
o CR : CredentialsRequest

o Validation: Yes

6.2.3. Configuration objects
TEERE,

6.2.4. &t HIR
e XTF Cloud Credential Operator

e CredentialsRequest B E X iR

6.3. CLUSTER AUTHENTICATION OPERATOR

Cluster Authentication Operator TE5RBf R 245 F 41 Authentication B E R, FHaILLET AT AR
aE:

I $ oc get clusteroperator authentication -o yaml

6.3.1. project

cluster-authentication-operator

6.4. CLUSTER AUTOSCALER OPERATOR

Cluster Autoscaler Operator {# A cluster-api /&I OpenShift Cluster Autoscaler BJERE,

6.4.1. project

cluster-autoscaler-operator

6.4.2. CRD

e ClusterAutoscaler : ;X2—MNE—MFR, AFEHEES DT BELHIMESE, Operator RN
N2 E 22 E &N default By ClusterAutoscaler %8, Bl WATCH_NAMESPACE 115745
EME.,

e MachineAutoscaler : L ERET— N 4, FEEFHEENBNMAEBNEREB BT B,
min 1 max B9/, BEaTR B MachineSet 3T R4EH BFr,

6.5. CLOUD CONTROLLER MANAGER OPERATOR
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XF Amazon Web Services (AWS), Google Cloud, IBM Cloud®, global Microsoft Azure,
Microsoft Azure Stack Hub, Nutanix, Red Hat OpenStack Platform (RHOSP), 1 VMware
vSphere, X4 Operator BPRERER L% (GA) .

X F IBM Power® Virtual Server, Operator {E- AT i 1R 4

Cloud Controller Manager Operator BEEFH B #H7E OpenShift Container Platform LE BRI E 2
23, Operator &7F Kubebuilder ¥£Z2#0 controller-runtime /%, &8 LU#EF Cluster Version Operator
(CVO) &% Cloud Controller Manager Operator,

Cloud Controller Manager Operator @3E LA F4H4 -
® Operator
o LEEIER

BB R T, Operator @it metrics RS A FF Prometheus $8FREUE,

6.5.1. 7 5

cluster-cloud-controller-manager-operator

6.6. CLUSTER CAPI OPERATOR

Cluster CAPI Operator #£4/" Cluster API BTIREY4E S EHE, Lt Operator i 5i7E OpenShift Container
Platform $£2¥HERE Cluster AP Wi BB A BIEES,

XFF Amazon Web Services (AWS). Google Cloud. Microsoft Azure, Red Hat

OpenStack Platform (RHOSP) #1 VMware vSphere 52, X4 Operator #F A 7l i 12
fit,

6.6.1. 1185

cluster-capi-operator

6.6.2. CRD
e awsmachines.infrastructure.cluster.x-k8s.io
o Scope: Namespaced
o CR:awsmachine
o gcpmachines.infrastructure.cluster.x-k8s.io
o Scope: Namespaced
o CR:gcpmachine

e azuremachines.infrastructure.cluster.x-k8s.io
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o Scope: Namespaced

o CR:azuremachine
openstackmachines.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR: openstackmachine
vspheremachines.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR:vspheremachine
metal3machines.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR: metal3machine
awsmachinetemplates.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR:awsmachinetemplate
gcpmachinetemplates.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR: gcpmachinetemplate
azuremachinetemplates.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR:azuremachinetemplate
openstackmachinetemplates.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR: openstackmachinetemplate
vspheremachinetemplates.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR:vspheremachinetemplate
metal3machinetemplates.infrastructure.cluster.x-k8s.io

o Scope: Namespaced

o CR: metal3machinetemplate
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6.7. CLUSTER CONFIG OPERATOR

Cluster Config Operator #1475 config.openshift.io fHXHILLTFES :
e {3 CRD,
o ZEIMAMAEE LHIR.

6.7.1. 1 H

cluster-config-operator

6.8. CLUSTER CSI SNAPSHOT CONTROLLER OPERATOR

Cluster CSI Snapshot Controller Operator & —MNeI A 5EEEINAE, SEEE A ELRE T
A, BXAEEHIENESER, HSHLEFN SEINEE"

Cluster CSI Snapshot Controller Operator & #1441 CSI Snapshot Controller, CSI Snapshot
Controller 157 %71 VolumeSnapshot CRD %R, FEIE&IRIBAIOIZFNMBRE S EH,

6.8.1. M8

cluster-csi-snapshot-controller-operator

HinBR

o CSIRER{EHI2ZThEE

6.9. CLUSTER IMAGE REGISTRY OPERATOR

Cluster Image Registry Operator B2 OpenShift & registry FIEANLF], SEIE registry BIFF AR
B, SECEEHE.

HEADIRIEEIRS, Operator REFEE PO FIMECE O/ 2R INB image-registry FHREA], XRKRTR
EoHNAEERNSEHRE,

IR %A RWHIME BRE LEM image-registry 55IR, NRE XL — PN FRZEMNFIR, Operator fFEHT
FRIKS LR R RN B,

Cluster Image Registry OperatorfE openshift-image-registry s & 22 6] iz 1T, FHEBIZAE K
registry S5, registryPORRAE ER & A TE 1 5 0TRER AL T 1% on & 22 5] R,

6.9.1. project

cluster-image-registry-operator

6.10. CLUSTER MACHINE APPROVER OPERATOR
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Cluster Machine Approver Operator {E5E&¥ %2 4% jg B it~ #T worker "7 siEKBY CSR,

%I F control plane 775, bootstrap T7 LB approve-csr fRSS R IEEEES | SN ER B oL
KFFA CSR,

6.10.1. W H

cluster-machine-approver-operator

6.11. CLUSTER MONITORING OPERATOR

Cluster Monitoring Operator (CMO) B H B #7 OpenShift Container Platform LERZERETF
Prometheus BISEEF T 1R HERE,

=]
openshift-monitoring

CRD

e alertmanagers.monitoring.coreos.com
o Scope: Namespaced
o CR:alertmanager
o Validation: Yes

e prometheuses.monitoring.coreos.com
o Scope: Namespaced
o CR: prometheus
o Validation: Yes

e prometheusrules.monitoring.coreos.com
o Scope: Namespaced
o CR: prometheusrule
o Validation: Yes

® servicemonitors.monitoring.coreos.com
o Scope: Namespaced
o CR: servicemonitor
o Validation: Yes

Configuration objects

I $ oc -n openshift-monitoring edit cm cluster-monitoring-config
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6.12. CLUSTER NETWORK OPERATOR

Cluster Network Operator £ OpenShift Container Platform 5£8% %23 F FH 2 I L& 4H 44,

6.13. CLUSTER SAMPLES OPERATOR

Cluster Samples Operator — M AIIEEEAFThRE, KHBEANAREIREPER, BX
AERBIRENESER, HS0 R SR ThEE",

Cluster Samples Operator EIR1Z{7E openshift &4 22 ] A B R B R TR FDER

ERIBEBIN, Operator ROIBRBINEARERE FIRRE N FRGRIERN R, BEENRE—1NEREIEE
EIRMXT R, B E— cluster M52 configs.samples,

B R RET Red Hat Enterprise Linux CoreOS (RHCOS) B OpenShift Container Platform £3 &5, 38
[ registry.redhat.io ERR, FEFE, HEiRtEH#EITES OpenShift Container Platform 4R,

Cluster Samples Operator & & & 7E openshift-cluster-samples-operator 3% 22|51, FFiA

B, OpenShift #i& registry RS T B HEF API RSB RFEARE pull secret 5
registry.redhat.io 1T P%IE, MNREE TR T AFROREARD registry, NIEE G B{E
openshift 63 & Z2[A] R A REMA B secret, INROIEE, XL secret BEATFHLTUR S AFTER docker
B config.json BIRA,

Cluster Samples Operator BUEi{& 8 & X EHY OpenShift Container Platform & 1ThR ARG & FIENR E
Y, Cluster Samples Operator A8 flfE, BRARM—NERE, RREFEIH OpenShift Container
Platform A, Operator R LLERRRIBREBN RO SRELITIRALE, FH (inventory) AR
=5 Bkt BB — FE4% R RE
RERRAEREZEIERSMIBR, NREFN Operator EERIMEMAEARSTIESR, BR, EFALP, HiRA
FERRTULR, XUEWATRREE R, EANEARXERAERIRAIITEN. Jenkins HilkEREFHE
BRAEN—ED, FHFEEIMCEREERRH.
Samples Operator BB FIRB & — M 4EER (finalizer) , BREMRFIERUTAA :

® Operator BEEMFRIERR

® Operator BEIEMENR

e Operator £RRMIBLE TR

o KRREHIR

MHPREEAR SRS, Samples Operator &ERAERINE B EH O KR,

6.13.1. project

cluster-samples-operator

HinBR

® OpenShift RBIZHEE
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6.14. CLUSTER STORAGE OPERATOR

Cluster Storage Operator & — MR IEEERFTHEE, KHBEANAREIREPER, AXA
EEMINENESER, 1550 LLEhM SRR,

Cluster Storage Operator % i& OpenShift Container Platform £2£5EENMEEEINLE. SHRERT
OpenShift Container Platform 5REFEBIAGFHER, ©iL%E Container Storage Interface (CSI) JX 5

12rF, EEMEVHERSMHEWEER.

6.14.1. 1§

cluster-storage-operator

6.14.2. Configuration
T RELE.

6.14.3. &%

e Operator BEBIFMER AT LUE T S T AR SLINIEROAIXE, ERE Operator i21T, XNE
{2 A TTIEAR M PR

HithBR
o TFHETHAE

6.15. CLUSTER VERSION OPERATOR

55 B¥ Operator BEIEEEINREMIFEX ., Cluster Version Operator (CVO) BEIE &2 Operator WEMAE
H, BERTFZBIALETE OpenShift Container Platform |,

CVO i#e# OpenShift Update Service, LURIEE B L RIAHGRATIE RREEBE NN EHFEHEE
&, FERWEEEMAKREEER Operator IR, HLREEEFMEHRE, ©EME OpenShift
Container Platform S8 HIRR RIS YRR E,

MBEREBHMANRRKENESER, HSH"THREFRFRRRKE,

6.15.1. W H

cluster-version-operator

Hitb

=

i
o THRERRANRRKE

6.16. CONSOLE OPERATOR
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p= Y=
Console Operator @ — M rESEEFIHEE, KHBEANAREIREPER, NREERE

22 T Console Operator, HIERB MM IFH AL, BXRIEERBINEMNESE
B, 55 £&Hp EREINEE",

Console Operator TEEBER R EEF4ES OpenShift Container Platform web &, Console Operator
K[FEINRE, FENETERIE,

6.16.1. I H

console-operator

HinBR

® Web 2 &5ThEE

6.17. CONTROL PLANE MACHINE SET OPERATOR

Control Plane Machine Set Operator HE& ¥ OpenShift Container Platform SE£&£# 8 control plane #l,

=N
g

Itt Operator AT FF Amazon Web Services (AWS). Google Cloud. Microsoft Azure,
Nutanix #1 VMware vSphere,

6.17.1. i B

cluster-control-plane-machine-set-operator

6.17.2. CRD
e controlplanemachineset.machine.openshift.io
o Scope: Namespaced

o CR: ControlPlaneMachineSet

o Validation: Yes

6.17.3. Eftt IR
® X TF control plane Hl25%

e ControlPlaneMachineSet B & X %R

6.18. DNS OPERATOR

DNS Operator ZREFHEIE CoreDNS, LN pod 1IRERAFENTARSS. ©1E OpenShift Container Platform
H/E A T ETF DNS # Kubernetes BRS5 & FH,

Operator ARIBEFHECE O 7 IEE TERIRINERE,
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o FINEEHHZ cluster.local,
o HMAZHAEE CoreDNS Corefile 8 Kubernetes &4,

DNS Operator & CoreDNS 75y — 4 Kubernetes SHF#H & H#ITEE, ©RER—NMFEHS IP AR
FENAFRRFXNINEE, CoreDNS EEBEHHIFNA T M LiZ1T,

6.18.1. project

cluster-dns-operator

6.19. ETCD %% OPERATOR

etcd 8 Operator BEIHT etcd BV B, /A M eted WAIEFIIENS, FEEIER S R,

6.19.1. project

cluster-etcd-operator

6.19.2. CRD
e etcds.operator.openshift.io
o Scope: Cluster

o CR:etcd

o Validation: Yes

6.19.3. Configuration objects

I $ oc edit etcd cluster

6.20. INGRESS OPERATOR

Ingress Operator Eg&H B OpenShift Container Platform B&H,

6.20.1. T B

openshift-ingress-operator

6.20.2.CRD
® clusteringresses.ingress.openshift.io
o Scope: Namespaced

o CR:clusteringresses

o Validation: No

6.20.3. Configuration objects
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e Cluster config

o ZRAEF : clusteringresses.ingress.openshift.io

o SI&FR : default

o
[t

WS

$ oc get clusteringresses.ingress.openshift.io -n openshift-ingress-operator default -o
yam|

6.20.4. &%

Ingress Operator 7E openshift-ingress Tl B X BIRH, FHNBHCIERE

I $ oc get deployment -n openshift-ingress

Ingress Operator {# Fi3k B network/cluster 1X5H clusterNetwork[].cidr 3R ESE A OZHIZE (BBH

28) NIZIEHAPIREER(IPv4, IPv6 SiIUHERR) o a0, R clusterNetwork RE2E v6 cidr,
Ingress Controller fE R4l IPv6 & 21T,

TELLTRBIA, Ingress Operator BIEH ingress IEHIRIFLL IPv4 21T, ENREBE—NERERNEE
1E, MZ%2Z IPv4cidr :

I $ oc get network/cluster -o jsonpath='{.status.clusterNetwork[*]}'

i th o Bl

I map|cidr:10.128.0.0/14 hostPrefix:23]

6.21. INSIGHTS OPERATOR

Insights Operator @ — M AIELEIRE, SHEENAAREIRTER. BXALER
WRENESER, FEHLEhH RETN6E"

Insights Operator Y& OpenShift Container Platform BECEB#IEHHFH L EEILIIE, BIEATEXREXRE
BETTRE R BB E N E S DRI, XL insights 837 console.redhat.com £ Insights AR5
EREEUATRN.

6.21.1. 71 5

insights-operator

6.21.2. it &
FEERE,

6.21.3. &3F
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Insights Operator #h 38 OpenShift Container Platform Telemetry,
HbBR
® |Insights ZhEE

o RTimiRf@RmR i

6.22. KUBERNETES API SERVER OPERATOR

Kubernetes API Server Operator EXH B H1E OpenShift Container Platform EERZE /) Kubernetes API
fR%52%, Operator ZF OpenShift Container Platform library-go #2242, '©5 Cluster Version Operator
(CVO) —R R,

6.22.1. 18

openshift-kube-apiserver-operator

6.22.2. CRD
e kubeapiservers.operator.openshift.io
o Scope: Cluster

o CR: kubeapiserver

o Validation: Yes

6.22.3. Configuration objects

I $ oc edit kubeapiserver

6.23. KUBERNETES CONTROLLER MANAGER OPERATOR

Kubernetes Controller Manager Operator EIEFHE#1E OpenShift Container Platform L EBER]
Kubernetes Controller Manager, Operator ZF OpenShift Container Platform library-go 122, @it
Cluster Version Operator (CVO) &%,

BEEUTAHHE
® Operator
® Bootstrap ;& A fETEs
o HETF#HE pod WRERRF
o FEWE

ZIAER T, Operator i@id metrics AR5 /A FF Prometheus 8RR,

6.23.1. 1 H

cluster-kube-controller-manager-operator
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6.24. KUBERNETES SCHEDULER OPERATOR

Kubernetes Scheduler Operator BXH E#1E OpenShift Container Platform LEBEH) Kubernetes i
2/, Operator ZF OpenShift Container Platform library-go #£%2, &5 Cluster Version Operator
(CVO) —fR&%E,

Kubernetes Scheduler Operator @& LA 44 -
® Operator
® Bootstrap ;& T2
o EHTF&HE pod WRERRF
o MEMER

ZKIAER T, Operator i@id metrics BRS5AFF Prometheus $EH78#E.

6.24.1. project

cluster-kube-scheduler-operator

6.24.2. Configuration
Kubernetes JiERFHEER L T & FHHILE
o HIAECE,
e M spec schedulers.config.openshift.io X 1SHIEL &,

TAIX L ZRERECE, TMEY JSON FITRAELRIIITEHR, UEMRAENNEKE.

6.25. KUBERNETES STORAGE VERSION MIGRATOR OPERATOR

Kubernetes Storage Version Migrator Operator Tl EIBRINFHEMRARI TR, TE1F MR AT ki b HHR
REQEIRIER, FHALEIBIEK,

6.25.1. 18

cluster-kube-storage-version-migrator-operator

6.26. MACHINE API OPERATOR

Machine API Operator BT B Kubernetes API BU4F E BB E L ERE X (CRD) . 12412370
RBAC MR EMEHR. ©RPAEHHPIENAMTRE,

6.26.1. project

machine-api-operator

6.26.2. CRD

e MachineSet
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o HlEs

e MachineHealthCheck

6.27. MACHINE CONFIG OPERATOR

Machine Congig Operator B2 H N AERRERANBRZTHNNEENEH, SIEARH kubelet 2
[H B9 B BC B A FE .

BN EA
e machine-config-server : J N ALEEBIFTH251R 44 Ignition EEE.

e machine-config-controller : /#2572 Z] MachineConfig X RE Y HIECE, 124t RiEH
B Y — ZH W 2% FH B35 T

e machine-config-daemon : BTN AFVREE, LUEFHIUENZRARSEITE KAV
&,

e machine-config : IRft%E, EREHEH — VRN TENRERER,

8%

B, AZFFEIESRHINGEERS 23mm, VEsEBEIRS SN FFEAMLS, LUEST
EFMNSRXENARESRE, FEANEEE, FXMEEMA, EEMRRIETESR
3K (CSR) ifim, BN kubelet X FHIEPEZIER UM AEMAER, AL, HREERN
BFHLXBREER, W secret FEF,

FIBIEN R BIRSG RIRS, O 22623 1 22624 TN SR ERLSHN, B WIRE
NS A

6.27.1. 18

openshift-machine-config-operator

6.28. MARKETPLACE OPERATOR

Marketplace Operator @ —MNA[LEETHEE, MRAFE, SHEEAITUERE, X
AAERIRENESER, HSH LR SRR,

Marketplace Operator x@id A5 & H B9 —2H BRI\ Operator Lifecycle Manager (OLM) B3k fEi{E T i53E
55 B¥ Operator 5| ASEEERIT T2, L2 Marketplace Operator ff, ©2 1/ openshift-marketplace %%
Z2[A], OLM H{R7E openshift-marketplace #p 4 22 A R &5 B SRR o] B FREF PR A n R 2,

6.28.1. project

operator-marketplace

Hih 5w

® Marketplace Zh8E
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6.29. NODE TUNING OPERATOR

Node Tuning Operator B LAEE B @ T JmdE TuneD SHP 2SR BB 5Bt RE (AL, FHEFA
Performance Profile #2HI83IRSEIERHRE, KEBE RN AREFBEE —ERENRZA MR,
Node Tuning Operator WA R T — M —M. TR—% 8 sysctl EIEEO, HAILURBEEGRAH
FEREMARMBE LML E,

Operator ¥} OpenShift Container Platform &2st TuneD SFFHR2/E - —4> Kubernetes SFi ¥ 25
FHTEE, BRIET BE LR EB UK AR R R ERE P THAMER RN
TuneD P ¥ 2R, MBNHFIFHRSESHENME T RLIZ1T, BN TREZT—,

HEREMAZEEREANEMGR, SHBTERMLELILESREX LRI TuneD SFIRH, B
& TuneD P PERE AT N FABY 1T R B EIR,

Node Tuning Operator {#f Performance Profile 2425 5L 81 B 54 REML AL, MTMSEEE OpenShift
Container Platform [ A2 R IER M RE,

SEHEEARE 7 MR BERLUE LT RGN E, Fa0 :
o [HARKEIE kernel-rt,
o NRZFIESE CPU,
o JyizfT TR EESE CPU,
TERRA 4.1 RE@mhRAH, OpenShift Container Platform fi & &R & & T Node Tuning Operator,
pa -3
ERHARRAB) OpenShift Container Platform A1, Performance Addon Operator FA3&SEEH

BEtEREILIE, LUEDH OpenShift B FATEFLIMEIERERE. 1E OpenShift Container
Platform 411 R EHBIIRAH, XDIIEER Node Tuning Operator BI—EF 43,

6.29.1. T B

cluster-node-tuning-operator

6.29.2. Hth FFiR
o EFEIER

6.30. OPENSHIFT API SERVER OPERATOR

OpenShift API Server Operator TE5R B &4 F14E4 openshift-apiserver .

6.30.1. project

openshift-apiserver-operator

6.30.2. CRD
e openshiftapiservers.operator.openshift.io

o Scope: Cluster
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o CR: openshiftapiserver

o Validation: Yes

6.31. OPENSHIFT CONTROLLER MANAGER OPERATOR

OpenShift Controller Manager Operator TESER R R &M 4ET OpenShiftControllerManager B 7 Y ¥t
R, HEFERUTAHEES

I $ oc get clusteroperator openshift-controller-manager -o yaml

HE X HIR (CRD) openshiftcontrollermanagers.operator.openshift.io AT EE B U TR KSR
HEE:

I $ oc get crd openshiftcontrollermanagers.operator.openshift.io -o yaml

6.31.1. Wi 8B

cluster-openshift-controller-manager-operator

6.32. OPERATOR LIFECYCLE MANAGER (OLM) CLASSIC OPERATORS

LUFEY 5 OpenShift Container Platform 4 A& &R Operator Lifecycle Manager
(OLM) Classic #8%, BHEAA AL TIRAER 2IETE OpenShift Container Platform 4 i,
XFF OLM v, 1EZ# Operator Lifecycle Manager (OLM) vl Operator,

Operator Lifecycle Manager (OLM) Classic AIE3 B &24&. BHFEIE Kubernetes [R4E N FATERF
(Operator) LA 7E OpenShift Container Platform £z THIXIFIRSHE R AR, ©~ Operator
Framework W—& 49, BER—NHEIES, BTFUEXN. B BETY B ARERE Operator,

6.1. OLM (Classic) T

Operators Lifecycle Manager

Install and update across clusters
Namespace A Namespace B

Operator manifest Cluster catalog Apps Apps

OLM EKIATE OpenShift Container Platform 4.19 Hi217, HHBISEEFEIE OIN 8% L2 1THY Operator #47
L8 FEFTF ML, OpenShift Container Platform Web #Ef &Rt — BB R mE, HEMREENR
L%k Operator, LUK WEFEUB BN LEEFHERE EHIAT A Operator B3,

F& NGB BEIIRSS ALY, TR ANEXAENERETEHESNEEREZE. WIEMAXHIERSH
524, BM Operator B HEXAIRBAE S,
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6.32.1. OLM Operator
EBPEE CSVARIBEEFTEMNTURE, OLM Operator ¥ 5B E R CSV FHRE X BN RARRF,
OLM Operator AT QIR FR ; B ALAEEMER CLI Fohfl XL RRE, WBatEERA Catalog
Operator S AIEIXLE TR, XX E RO BRINEI A LUERS B Z g m i AR FREYBREFS
OLM {EZRE,
OLM Operator R T IIER :

1 MR AR ERNERRSHRA (CSV) , HRERTHEEX,

2. MRHRBER, HI1zIT CSV HWRERKS,

= ==
CSV W /iii& Operator HRERR 51, FRHZITIZRE RS,

6.32.2. Catalog Operator

Catalog Operator 1 5 RIT A LR B RS AR A (CSV) LR EIIEEMRRE R, AL M T m g
FHERRREEEYGI R, FEEAN (LEFEED) ERIARRA,

BREIEREHEE, Ea LA — Subscription & REERBAIFNTHEE. HERM
CatalogSource %%, LAMEHEXEH. EHREEHE, ERKKXAA NG —1EHH InstallPlan SR E A

R ZE[A,
Catalog Operator fEFHLL T T/ENR -
1 ERBEEPNENB TR,
2. WIREERFUEMREIREITR, MRE :
a. BHEEKRGFELTER CSV, FIEFLL CSC RN S MTe 5iR,
b. X FENZENFFE CRD, HERIHEBFTHHTR,
c. NFENAFH CRD, HEIEEMLN CRD # CSV,
3 KRS AEHITNEEITF NESBELMNRERTR (RAtEKBD)) .
4. MEEFRMITHHREBEI 0/ BZE T,

6.32.3. Catalog Registry

Catalog Registry #2fif CSV #1 CRD LMEEELEEFAIE, FHEMAE X G S INEMTTEIE,
package manifest 7& Catalog Registry FHI—NEEH, ATRUHSINAS CSV £MEXHK, EHHE

R, FUEIBMREE CSV. EN CSVBAMEIA TREHR CSV, MHaE M Catalog Operator 12 T
& CSV EMEIEBERRIMARMBNER, BLREMBHLENPAIRA,

6.32.4.CRD
OLM #1 Catalog Operator f1 i BN OLM {EZREMM B E L FIRE X (CRD) :

5 6.1. 4 OLM #l Catalog Operator EH2f] CRD
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ClusterServic csv OLM RN AREFEITHIE : &, A&, Bir. FrEHR. RES%,
eVersion
(CSV)

InstallPlan ip Catal  NENRESKFAL CSV MBLIRM RN ITETIR,
og

CatalogSour  cats Catal EXNARFB CSV. CRD M HSEFME,
ce rc og

Subscription  sub  Catal FAFEIRERY S RBSERREF CSV &,
og

OperatorGro  og OLM  [EREBER—MRZEHFBFTA Operator &~ OperatorGroup Xf
up R, MEE—RIGEZEEHEECEALEMNEBE LHIR (CR).

B Operator ;L TT IR LA T R

% 6.2. 1 OLM I Catalog Operator SIEH ¥R
BiR maE
HE OLM
ServiceAccounts
(Cluster)Roles
(Cluster)RoleBindings
CustomResourceDefinitions (CRD) Catalog

ClusterServiceVersions

6.32.5. Cluster Operators
1£ OpenShift Container Platform A1, OLM IhEEfE—4HEEEf Operator A4t :

operator-lifecycle-manager

24t OLM Operator, H4, MMRIMBELREN Operator RFRIEEEEAY, HBMERSIES, RIE
H olm.maxOpenShiftVersion B, MEFEEZER, ESMH"2H5 OpenShift Container Platform

FRAE9 Operator EAM",
operator-lifecycle-manager-catalog

Rt Catalog Operator,
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operator-lifecycle-manager-packageserver

RER—D AP RERS %3, MTMERFHBIRE B RRETHE HFRHEEEAAN
PackageManifest API,

6.32.6. HAth BTIR

e T & Operator Lifecycle Manager (OLM)

6.33. OPERATOR LIFECYCLE MANAGER (OLM) V1 OPERATOR

M OpenShift Container Platform 4.18 7748, OLM vl 5 OLM (Classic) —EEINER, XN T—HRER
BT —PNEIHELR, BRZT TiH% OLM (Classic) #a, FEMEEAREW HERT B

OLM v1 EI2#7 ClusterExtension X/ R4 EHI, HHTIEET registry+vi A TEAH
Operator, FIEFIERFHT BHURE. ALNETABBHZHE(RBAC),

1£ OpenShift Container Platform A1, OLM v1 B olm cluster Operator 2,

==
olm cluster Operator RBAEHEE A, MREMNRENT BRRMEIEEEAY, RIEH
olm.maxOpenShiftVersion El%. MFELER, HE "5 OpenShift Container
Platform iR A RF—",

6.33.1. i

Operator Lifecycle Manager (OLM) vl EBEL T AT E AR :

Operator #2HI2%

OLM VI BIDveA 4, £ API 9 Kubernetes, FAFRILAZRZEZEFEIE Operator MY BRI EMEHA,
CIHFER B catalogd BIfE &,

Catalogd

— Kubernetes §'/&, ©REBEFTXHMER(FBCONE, HEAHRIRTIRME, HEREinE
. fF79 OLM VI RS IRIGEVA Y, BT HI BIFEIT 88 Kubernetes " BRIV B X ENTHEE, RH
LRTER B A A BT REHA R,

6.33.2.CRD
e clusterextension.olm.operatorframework.io
o Scope: Cluster
o CR: ClusterExtension
e clustercatalog.olm.operatorframework.io
o Scope: Cluster

o CR: ClusterCatalog

6.33.3. 7 H
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® operator-framework/operator-controller

® operator-framework/catalogd

6.33.4. Hth ¥5R
o B

® 5 OpenShift Container Platform iR ABIFER M

6.34. OPENSHIFT SERVICE CA OPERATOR

OpenShift Service CA Operator mint F &2 Kubernetes IR$SBIBRSSIE T,

6.34.1. T 8B

openshift-service-ca-operator

6.35. VSPHERE [r]Fi#&2% (VSPHERE PROBLEM DETECTOR)
OPERATOR

vSphere [A/1aI2% Operator &1 & 7E vSphere EERERIEREF, LURINSFMHEXHE L LEMERES
& (7],

pa =y
SN

KA Cluster Storage Operator 1M EIELEFEREE vSphere LFf, Cluster Storage
Operator F &35 vSphere [F] k&1 25 Operator.

6.35.1. Bd &
FHRELE,

6.35.2. &iF

® Operator ¥ FF vSphere _£BJ OpenShift Container Platform &%,
e Operator {8 vsphere-cloud-credentials 5 vSphere 1&15,

e Operator RHITS E BRI E,

Hith 5w

e {#HF vSphere [AAIKNI2F Operator
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B 7FEOLMVI
E7EZOLMVI

7.1. < F OPERATOR LIFECYCLE MANAGER V1

B OpenShift Container Platform 4 #1584 1TLA3E, Operator Lifecycle Manager (OLM) E2&1E
OpenShift Container Platform 4 A1, OpenShift Container Platform 4.18 @3 T — 1M ERB T — OLM #
EBYZE M, FNERKIT (GA)TIEE, TELP MR OLM vi, HWEHRIMEIRIE TR S B FLARIARAR
OLM ISR, HIRINT FThee,

M OpenShift Container Platform 4.17 FF#&, OLM v1 I EBELITHIER :

o I EB(OLMVI)
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