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CHAPTER 1. BACKUP AND RESTORE

1.1. OVERVIEW OF BACKUP AND RESTORE OPERATIONS IN
OPENSHIFT CONTAINER PLATFORM

As a cluster administrator, you might need to stop an OpenShift Container Platform cluster for a period
and restart it later. Some reasons for restarting a cluster are that you need to perform maintenance on a
cluster or want to reduce resource costs. In OpenShift Container Platform, you can perform a graceful
shutdown of a cluster so that you can easily restart the cluster later.

You must back up etcd data before shutting down a cluster; etcd is the key-value store for OpenShift
Container Platform, which persists the state of all resource objects. An etcd backup plays a crucial role in

disaster recovery. In OpenShift Container Platform, you can also replace an unhealthy etcd member.

When you want to get your cluster running again, restart the cluster gracefully.

NOTE
A cluster's certificates expire one year after the installation date. You can shut down a
cluster and expect it to restart gracefully while the certificates are still valid. Although the

cluster automatically retrieves the expired control plane certificates, you must still
approve the certificate signing requests (CSRs).

You might run into several situations where OpenShift Container Platform does not work as expected,
such as:

® You have a cluster that is not functional after the restart because of unexpected conditions,
such as node failure, or network connectivity issues.

® You have deleted something critical in the cluster by mistake.
® You have lost the majority of your control plane hosts, leading to etcd quorum loss.

You can always recover from a disaster situation by restoring your cluster to its previous state using the
saved etcd snapshots.

1.2. APPLICATION BACKUP AND RESTORE OPERATIONS

As a cluster administrator, you can back up and restore applications running on OpenShift Container
Platform by using the OpenShift API for Data Protection (OADP).

OADP backs up and restores Kubernetes resources and internal images, at the granularity of a

namespace, by using Velero 1.7. OADP backs up and restores persistent volumes (PVs) by using
snapshots or Restic. For details, see OADP features.

1.2.1. OADP requirements

OADP has the following requirements:
® You must be logged in as a user with a cluster-admin role.

® You must have object storage for storing backups, such as one of the following storage types:

o  Amazon Web Services


https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#graceful-shutdown-cluster
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#backup-etcd
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#replacing-unhealthy-etcd-member
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#graceful-restart-cluster
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#dr-recovering-expired-certs
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#dr-restoring-cluster-state
https://velero.io/docs/v1.7/
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-features_oadp-features-plugins
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o Microsoft Azure
o Google Cloud Platform
o Multicloud Object Gateway

o S3-compatible object storage, such as Noobaa or Minio

IMPORTANT

The CloudStorage API for S3 storage is a Technology Preview feature only. Technology
Preview features are not supported with Red Hat production service level agreements
(SLAs) and might not be functionally complete. Red Hat does not recommend using
them in production. These features provide early access to upcoming product features,
enabling customers to test functionality and provide feedback during the development
process.

For more information about the support scope of Red Hat Technology Preview features,
see https://access.redhat.com/support/offerings/techpreview/.

® To back up PVs with snapshots, you must have cloud storage that has a native snapshot API or
supports Container Storage Interface (CSl) snapshots, such as the following providers:

o  Amazon Web Services
o  Microsoft Azure
o Google Cloud Platform

o CSlsnapshot-enabled cloud storage, such as Ceph RBD or Ceph FS

NOTE

If you do not want to back up PVs by using snapshots, you can use Restic, which is
installed by the OADP Operator by default.

1.2.2. Backing up and restoring applications

You back up applications by creating a Backup custom resource (CR). You can configure the following
backup options:

® Backup hooks to run commands before or after the backup operation
® Scheduled backups
® Restic backups

You restore applications by creating a Restore CR. You can configure restore hooks to run commands in
init containers or in the application container during the restore operation.


https://access.redhat.com/support/offerings/techpreview/
https://restic.net/
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-creating-backup-cr_backing-up-applications
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-creating-backup-hooks_backing-up-applications
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-scheduling-backups_backing-up-applications
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-backing-up-applications-restic_backing-up-applications
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-creating-restore-cr_restoring-applications
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#oadp-creating-restore-hooks_restoring-applications
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CHAPTER 2. SHUTTING DOWN THE CLUSTER GRACEFULLY

This document describes the process to gracefully shut down your cluster. You might need to
temporarily shut down your cluster for maintenance reasons, or to save on resource costs.

2.1. PREREQUISITES

® Take an etcd backup prior to shutting down the cluster.

2.2. SHUTTING DOWN THE CLUSTER

You can shut down your cluster in a graceful manner so that it can be restarted at a later date.

NOTE

You can shut down a cluster until a year from the installation date and expect it to restart
gracefully. After a year from the installation date, the cluster certificates expire.

Prerequisites
® You have access to the cluster as a user with the cluster-admin role.

® You have taken an etcd backup.

IMPORTANT

Itis important to take an etcd backup before performing this procedure so that
your cluster can be restored if you encounter any issues when restarting the
cluster.

Procedure

1. If you are shutting the cluster down for an extended period, determine the date on which
certificates expire.

$ oc -n openshift-kube-apiserver-operator get secret kube-apiserver-to-kubelet-signer -o
jsonpath='{.metadata.annotations.auth\.openshift\.io/certificate-not-after}'

Example output
I 2022-08-05T14:37:50Zuser@user:~ $ @)

To ensure that the cluster can restart gracefully, plan to restart it on or before the
specified date. As the cluster restarts, the process might require you to manually approve
the pending certificate signing requests (CSRs) to recover kubelet certificates.

2. Shut down all of the nodes in the cluster. You can do this from your cloud provider's web
console, or run the following loop:

$ for node in $(oc get nodes -0 jsonpath='{.items[*].metadata.name}'); do oc debug
node/${node} -- chroot /host shutdown -h 1; done ﬂ


https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#backing-up-etcd-data_backup-etcd
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-h 1 indicates how long, in minutes, this process lasts before the control-plane nodes are
shut down. For large-scale clusters with 10 nodes or more, set to 10 minutes or longer to
make sure all the compute nodes have time to shut down first.

Example output

Starting pod/ip-10-0-130-169us-east-2computeinternal-debug ...
To use host binaries, run “chroot /host
Shutdown scheduled for Mon 2021-09-13 09:36:17 UTC, use 'shutdown -c' to cancel.

Removing debug pod ...

Starting pod/ip-10-0-150-116us-east-2computeinternal-debug ...

To use host binaries, run “chroot /host

Shutdown scheduled for Mon 2021-09-13 09:36:29 UTC, use 'shutdown -c' to cancel.

Shutting down the nodes using one of these methods allows pods to terminate gracefully, which
reduces the chance for data corruption.

NOTE

Adjust the shut down time to be longer for large-scale clusters:

$ for node in $(oc get nodes -0 jsonpath='{.items[*]. metadata.name}'); do oc
debug node/${node} -- chroot /host shutdown -h 10; done

NOTE

It is not necessary to drain control plane nodes (also known as the master nodes)
of the standard pods that ship with OpenShift Container Platform prior to
shutdown.

Cluster administrators are responsible for ensuring a clean restart of their own
workloads after the cluster is restarted. If you drained control plane nodes prior
to shutdown because of custom workloads, you must mark the control plane
nodes as schedulable before the cluster will be functional again after restart.

3. Shut off any cluster dependencies that are no longer needed, such as external storage or an
LDAP server. Be sure to consult your vendor’s documentation before doing so.

Additional resources

® Restarting the cluster gracefully


https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#graceful-restart-cluster
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CHAPTER 3. RESTARTING THE CLUSTER GRACEFULLY

This document describes the process to restart your cluster after a graceful shutdown.

Even though the cluster is expected to be functional after the restart, the cluster might not recover due
to unexpected conditions, for example:

® etcd data corruption during shutdown
® Node failure due to hardware
® Network connectivity issues

If your cluster fails to recover, follow the steps to restore to a previous cluster state .

3.1. PREREQUISITES

® You have gracefully shut down your cluster.

3.2. RESTARTING THE CLUSTER

You can restart your cluster after it has been shut down gracefully.

Prerequisites

® You have access to the cluster as a user with the cluster-admin role.

® This procedure assumes that you gracefully shut down the cluster.

Procedure

1. Power on any cluster dependencies, such as external storage or an LDAP server.

2. Start all cluster machines.
Use the appropriate method for your cloud environment to start the machines, for example,
from your cloud provider’s web console.

Wait approximately 10 minutes before continuing to check the status of control plane nodes
(also known as the master nodes).

3. Verify that all control plane nodes are ready.
I $ oc get nodes - node-role.kubernetes.io/master

The control plane nodes are ready if the status is Ready, as shown in the following output:

NAME STATUS ROLES AGE VERSION
ip-10-0-168-251.ec2.internal Ready master 75m v1.20.0
ip-10-0-170-223.ec2.internal Ready master 75m v1.20.0
ip-10-0-211-16.ec2.internal Ready master 75m v1.20.0

4. If the control plane nodes are not ready, then check whether there are any pending certificate
signing requests (CSRs) that must be approved.


https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#dr-restoring-cluster-state
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#graceful-shutdown-cluster
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a. Getthelist of current CSRs:
I $ oc get csr

b. Review the details of a CSR to verify that it is valid:
I $ oc describe csr <csr_name> ﬂ

ﬂ <csr_names is the name of a CSR from the list of current CSRs.

c. Approve each valid CSR:
I $ oc adm certificate approve <csr_name>
5. After the control plane nodes are ready, verify that all worker nodes are ready.
I $ oc get nodes - node-role.kubernetes.io/worker

The worker nodes are ready if the status is Ready, as shown in the following output:

NAME STATUS ROLES AGE VERSION
ip-10-0-179-95.ec2.internal Ready worker 64m v1.20.0
ip-10-0-182-134.ec2.internal Ready worker 64m v1.20.0
ip-10-0-250-100.ec2.internal Ready worker 64m v1.20.0

6. If the worker nodes are not ready, then check whether there are any pending certificate signing
requests (CSRs) that must be approved.

a. Getthe list of current CSRs:
I $ oc get csr

b. Review the details of a CSR to verify that it is valid:
I $ oc describe csr <csr_name> ﬂ

ﬂ <csr_names is the name of a CSR from the list of current CSRs.

c. Approve each valid CSR:
I $ oc adm certificate approve <csr_name>

7. Verify that the cluster started properly.

a. Check that there are no degraded cluster Operators.
I $ oc get clusteroperators

Check that there are no cluster Operators with the DEGRADED condition set to True.

I NAME VERSION AVAILABLE PROGRESSING DEGRADED

10



SINCE

authentication
cloud-credential
cluster-autoscaler
config-operator
console
csi-snapshot-controller
dns

etcd
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4.7.0 True False False  59m
4.7.0 True False False  85m
4.7.0 True False False 73m
4.7.0 True False False  73m
4.7.0 True False False 62m
4.7.0 True False False  66m
4.7.0 True False False 76m
4.7.0 True False False 76m

b. Check that all nodes are in the Ready state:

I $ oc get nodes

Check that the status for all nodes is Ready.

NAME

STATUS ROLES AGE VERSION
ip-10-0-168-251.ec2.internal
ip-10-0-170-223.ec2.internal
ip-10-0-179-95.ec2.internal
ip-10-0-182-134.ec2.internal
ip-10-0-211-16.ec2.internal
ip-10-0-250-100.ec2.internal

Ready master 82m v1.20.0
Ready master 82m v1.20.0
Ready worker 70m v1.20.0
Ready worker 70m v1.20.0
Ready master 82m v1.20.0
Ready worker 69m v1.20.0

If the cluster did not start properly, you might need to restore your cluster using an etcd backup.

Additional resources

® See Restoring to a previous cluster state for how to use an etcd backup to restore if your cluster

failed to recover after restarting.

1


https://access.redhat.com/documentation/en-us/openshift_container_platform/4.7/html-single/backup_and_restore/#dr-restoring-cluster-state
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CHAPTER 4. APPLICATION BACKUP AND RESTORE

4.1. OADP FEATURES AND PLUG-INS

OpenShift API for Data Protection (OADP) features provide options for backing up and restoring
applications.

The default plug-ins enable Velero to integrate with certain cloud providers and to back up and restore
OpenShift Container Platform resources.

4.1.1. OADP features

OpenShift API for Data Protection (OADP) supports the following features:

Backup

You can back up all resources in your cluster or you can filter the resources by type, namespace, or
label.

OADP backs up Kubernetes objects and internal images by saving them as an archive file on object
storage. OADP backs up persistent volumes (PVs) by creating snapshots with the native cloud
snapshot API or with the Container Storage Interface (CSI). For cloud providers that do not support
snapshots, OADP backs up resources and PV data with Restic.

Restore

You can restore resources and PVs from a backup. You can restore all objects in a backup or filter
the restored objects by namespace, PV, or label.

Schedule
You can schedule backups at specified intervals.
Hooks

You can use hooks to run commands in a container on a pod, for example, fsfreeze to freeze a file
system. You can configure a hook to run before or after a backup or restore. Restore hooks can run
in an init container or in the application container.

4.1.2. OADP plug-ins

The OpenShift API for Data Protection (OADP) provides default Velero plug-ins that are integrated
with storage providers to support backup and snapshot operations. You can create custom plug-ins
based on the Velero plug-ins.

OADP also provides plug-ins for OpenShift Container Platform resource backups and Container
Storage Interface (CSI) snapshots.

Table 4.1. OADP plug-ins

OADP plug-in Function Storage location

aws Backs up and restores Kubernetes ~ AWS S3
objects by using object store.

Backs up and restores volumes by ~ AWS EBS
using snapshots.

12


https://velero.io/docs/v1.7/custom-plugins/
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OADP plug-in Function Storage location

azure Backs up and restores Kubernetes
objects by using object store.

Backs up and restores volumes by
using snapshots.

gcp Backs up and restores Kubernetes
objects by using object store.

Backs up and restores volumes by
using snapshots.

openshift Backs up and restores OpenShift
Container Platform resources by

using object store. []

csi Backs up and restores volumes by

using CSl snapshots. [%]

1. Mandatory.

2. The csi plug-in uses the Velero CSl beta snapshot API.

4.1.3. About OADP Velero plug-ins

You can configure two types of plug-ins when you install Velero:
® Default cloud provider plug-ins

® Custom plug-ins

Microsoft Azure Blob storage

Microsoft Azure Managed Disks

Google Cloud Storage

Google Compute Engine Disks

Object store

Cloud storage that supports CSI
snapshots

Both types of plug-in are optional, but most users configure at least one cloud provider plug-in.

4.1.3.1. Default Velero cloud provider plug-ins

You can install any of the following default Velero cloud provider plug-ins when you configure the

oadp_vialpha1_dpa.yaml file during deployment:
® aws (Amazon Web Services)
e gcp (Google Cloud Platform)
® azure (Microsoft Azure)
e openshift (OpenShift Velero plug-in)
e csi(Container Storage Interface)

e kubevirt (KubeVirt)

13
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You specify the desired default plug-ins in the oadp_v1alpha1_dpa.yaml file during deployment.

Example file

The following .yaml file installs the openshift, aws, azure, and gcp plug-ins:

apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:
name: dpa-sample
spec:
configuration:
velero:
defaultPlugins:
- openshift
- aws
- azure

-9gcep

4.1.3.2. Custom Velero plug-ins

You can install a custom Velero plug-in by specifying the plug-in image and hame when you configure
the oadp_v1alpha1_dpa.yaml file during deployment.

You specify the desired custom plug-ins in the oadp_v1alpha1_dpa.yaml file during deployment.

Example file

The following .yaml file installs the default openshift, azure, and gep plug-ins and a custom plug-in
that has the name custom-plugin-example and the image quay.io/example-repo/custom-velero-
plugin:

apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:
name: dpa-sample
spec:
configuration:
velero:

defaultPlugins:

- openshift

- azure

-gcp

customPlugins:

- name: custom-plugin-example

image: quay.io/example-repo/custom-velero-plugin

4.2. INSTALLING AND CONFIGURING OADP
4.2.1. About installing OADP

As a cluster administrator, you install the OpenShift API for Data Protection (OADP) by installing the
OADP Operator. The OADP Operator installs Velero 1.7.
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To back up Kubernetes resources and internal images, you must have object storage as a backup
location, such as one of the following storage types:

® Amazon Web Services

® Microsoft Azure

® Google Cloud Platform

® Multicloud Object Gateway

® S3-compatible object storage, such as Noobaa or Minio

IMPORTANT

The CloudStorage API for S3 storage is a Technology Preview feature only. Technology
Preview features are not supported with Red Hat production service level agreements
(SLAs) and might not be functionally complete. Red Hat does not recommend using
them in production. These features provide early access to upcoming product features,
enabling customers to test functionality and provide feedback during the development
process.

For more information about the support scope of Red Hat Technology Preview features,
see https://access.redhat.com/support/offerings/techpreview/.

You can back up persistent volumes (PVs) by using snapshots or Restic.

To back up PVs with snapshots, you must have a cloud provider that supports either a native snapshot
API or Container Storage Interface (CSl) snapshots, such as one of the following cloud providers:

® Amazon Web Services

® Microsoft Azure

® Google Cloud Platform

® CSlsnapshot-enabled cloud provider, such as OpenShift Container Storage

If your cloud provider does not support snapshots or if your storage is NFS, you can back up applications
with Restic.

You create a Secret object for your storage provider credentials and then you install the Data
Protection Application.

Additional resources

® Overview of backup locations and snapshot locations in the Velero documentation.

4.2.2. Installing and configuring the OpenShift API for Data Protection with Amazon
Web Services

You install the OpenShift API for Data Protection (OADP) with Amazon Web Services (AWS) by
installing the OADP Operator, configuring AWS for Velero, and then installing the Data Protection
Application.
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IMPORTANT

The CloudStorage API for S3 storage is a Technology Preview feature only. Technology
Preview features are not supported with Red Hat production service level agreements
(SLAs) and might not be functionally complete. Red Hat does not recommend using
them in production. These features provide early access to upcoming product features,
enabling customers to test functionality and provide feedback during the development
process.

For more information about the support scope of Red Hat Technology Preview features,
see https://access.redhat.com/support/offerings/techpreview/.

To install the OADP Operator in a restricted network environment, you must first disable the default
OperatorHub sources and mirror the Operator catalog. See Using Operator Lifecycle Manager on
restricted networks for details.

4.2.2.1. Installing the OADP Operator

You install the OpenShift API for Data Protection (OADP) Operator on OpenShift Container Platform
4.7 by using Operator Lifecycle Manager (OLM).

The OADP Operator installs Velero 1.7.

Prerequisites

® You must be logged in as a user with cluster-admin privileges.

Procedure

1. In the OpenShift Container Platform web console, click Operators - OperatorHub.
2. Use the Filter by keyword field to find the OADP Operator.

3. Select the OADP Operator and click Install.

4. Click Install to install the Operator in the openshift-adp project.

5. Click Operators = Installed Operators to verify the installation.

4.2.2.2. Configuring Amazon Web Services

You configure Amazon Web Services (AWS) for the OpenShift API for Data Protection (OADP).

Prerequisites

® You must have the AWS CLI installed.

Procedure

1. Set the BUCKET variable:

I $ BUCKET=<your_bucket>

2. Set the REGION variable:
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I $ REGION=<your_region>

3. Create an AWS S3 bucket:

$ aws s3api create-bucket \
--bucket $BUCKET \
--region $REGION \
--create-bucket-configuration LocationConstraint=$REGION ﬂ
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us-east-1 does not support a LocationConstraint. If your region is us-east-1, omit --
create-bucket-configuration LocationConstraint=$REGION.

4. Create an |AM user:

I $ aws iam create-user --user-name velero ﬂ

ﬂ If you want to use Velero to back up multiple clusters with multiple S3 buckets, create a
unique user name for each cluster.

5. Create a velero-policy.json file:

$ cat > velero-policy.json <<EOF

{

"Version": "2012-10-17",
"Statement”: |

{

"Effect": "Allow",
"Action": [

]

"ec2:DescribeVolumes",
"ec2:DescribeSnapshots”,
"ec2:CreateTags",
"ec2:CreateVolume",
"ec2:CreateSnapshot",
"ec2:DeleteSnapshot”

L]

"Resource": "*"

"Effect": "Allow",
"Action": [

]

]

"s3:GetObject",
"s3:DeleteObject",
"s3:PutObject",
"s3:AbortMultipartUpload”,
"s3:ListMultipartUploadParts"

Resource": [
"arn:aws:s3:::${BUCKET}/*"

"Effect": "Allow",
"Action": [
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"s3:ListBucket",
"s3:GetBucketLocation",
"s3:ListBucketMultipartUploads"
8
"Resource": [
"arn:aws:s3::${BUCKET}"
]
}
]

}
EOF

6. Attach the policies to give the velero user the necessary permissions:

$ aws iam put-user-policy \
--user-name velero \
--policy-name velero \
--policy-document file://velero-policy.json

7. Create an access key for the velero user:

I $ aws iam create-access-key --user-name velero
Example output

{

"AccessKey": {
"UserName": "velero",
"Status": "Active",
"CreateDate": "2017-07-31T722:24:41.576Z",
"SecretAccessKey": <AWS_SECRET_ACCESS_KEY>,
"AccessKeyld": <AWS_ACCESS_KEY_ID>

8. Create a credentials-velero file:

$ cat << EOF > ./credentials-velero

[default]

aws_access_key_id=<AWS_ACCESS_KEY_ID>
aws_secret_access_key=<AWS_SECRET_ACCESS_KEY>
EOF

You use the credentials-velero file to create a Secret object for AWS before you install the
Data Protection Application.

4.2.2.3. Creating a secret for backup and snapshot locations

You create a Secret object for the backup and snapshot locations if they use the same credentials.

The default name of the Secret is cloud-credentials.

Prerequisites
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® Your object storage and cloud storage must use the same credentials.
® You must configure object storage for Velero.

® You must create a credentials-velero file for the object storage in the appropriate format.

NOTE

The DataProtectionApplication custom resource (CR) requires a Secret for
installation. If no spec.backupLocations.credential.name value is specified, the
default name is used.

If you do not want to specify the backup locations or the snapshot locations, you
must create a Secret with the default name by using an empty credentials-
velero file.

Procedure

® Create a Secret with the default name:

I $ oc create secret generic cloud-credentials -n openshift-adp --from-file cloud=credentials-
velero

The Secret is referenced in the spec.backupLocations.credential block of the
DataProtectionApplication CR when you install the Data Protection Application.

4.2.2.3.1. Configuring secrets for different backup and snapshot location credentials

If your backup and snapshot locations use different credentials, you create separate profiles in the
credentials-velero file.

Then, you create a Secret object and specify the profiles in the DataProtectionApplication custom
resource (CR).

Procedure

1. Create a credentials-velero file with separate profiles for the backup and snapshot locations, as
in the following example:

[backupStorage]
aws_access_key_id=<AWS_ACCESS_KEY_ID>
aws_secret_access_key=<AWS_SECRET_ACCESS_KEY>
[volumeSnapshot]

aws_access_key_id=<AWS_ACCESS_KEY_ID>
aws_secret_access_key=<AWS_SECRET_ACCESS_KEY>

2. Create a Secret object with the credentials-velero file:

$ oc create secret generic cloud-credentials -n openshift-adp --from-file cloud=credentials-
velero

3. Add the profiles to the DataProtectionApplication CR, as in the following example:

19



OpenShift Container Platform 4.7 Backup and restore

apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:

name: <dpa_sample>

namespace: openshift-adp
spec:

backupLocations:
- name: default
velero:

provider: aws

default: true

objectStorage:
bucket: <bucket_name>
prefix: <prefix>

config:
region: us-east-1
profile: "backupStorage"

credential:
key: cloud
name: cloud-credentials

snapshotLocations:
- name: default
velero:

provider: aws

config:
region: us-west-2
profile: "volumeSnapshot"

4.2.2.4. Configuring the Data Protection Application

You can configure Velero resource allocations and enable self-signed CA certificates.

4.2.2.4.1. Setting Velero CPU and memory resource allocations

You set the CPU and memory resource allocations for the Velero pod by editing the
DataProtectionApplication custom resource (CR) manifest.

Prerequisites

® You must have the OpenShift API for Data Protection (OADP) Operator installed.

Procedure

e Edit the values in the spec.configuration.velero.podConfig.ResourceAllocations block of
the DataProtectionApplication CR manifest, as in the following example:

apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:

name: <dpa_sample>
spec:

configuration:
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velero:
podConfig:
resourceAllocations:

limits:
cpu: "1" ﬂ
memory: 512Mi g

requests:
cpu: 500m 6
memory: 256Mi ﬂ

mSpecify the value in millicpus or CPU units. Default value is 500m or 1 CPU unit.
9 Default value is 512Mi.
9 Default value is 500m or 1 CPU unit.

Q Default value is 256Mi.

4.2.2.4.2. Enabling self-signed CA certificates

You must enable a self-signed CA certificate for object storage by editing the
DataProtectionApplication custom resource (CR) manifest to prevent a certificate signed by
unknown authority error.

Prerequisites

® You must have the OpenShift API for Data Protection (OADP) Operator installed.

Procedure

e Edit the spec.backuplLocations.velero.objectStorage.caCert parameter and
spec.backupLocations.velero.config parameters of the DataProtectionApplication CR
manifest:

apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:

name: <dpa_sample>
spec:

backupLocations:
- name: default
velero:
provider: aws
default: true
objectStorage:
bucket: <bucket>
prefix: <prefix>
caCert: <base64_encoded_cert_string> ﬂ
config:
insecureSkipTLSVerify: "false"
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ﬂ Specify the Base46-encoded CA certificate string.

9 Must be false to disable SSL/TLS security.

4.2.2.5. Installing the Data Protection Application

You install the Data Protection Application (DPA) by creating an instance of the
DataProtectionApplication API.

Prerequisites

® You must install the OADP Operator.
® You must configure object storage as a backup location.

e |f you use snapshots to back up PVs, your cloud provider must support either a native snapshot
API or Container Storage Interface (CSIl) snapshots.

e |f the backup and snapshot locations use the same credentials, you must create a Secret with
the default name, cloud-credentials.

e |f the backup and snapshot locations use different credentials, you must create a Secret with
the default name, cloud-credentials, which contains separate profiles for the backup and
snapshot location credentials.

NOTE

If you do not want to specify backup or snapshot locations during the installation,
you can create a default Secret with an empty credentials-velero file. If there is
no default Secret, the installation will fail.

Procedure
1. Click Operators — Installed Operators and select the OADP Operator.
2. Under Provided APIs, click Create instancein the DataProtectionApplication box.

3. Click YAML View and update the parameters of the DataProtectionApplication manifest:

apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:
name: <dpa_sample>
namespace: openshift-adp
spec:
configuration:
velero:
defaultPlugins:
- openshift <.>
- aws
restic:
enable: true <.>
backupLocations:
- name: default
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velero:
provider: aws
default: true
objectStorage:
bucket: <bucket_name> <.>
prefix: <prefix> <.>
config:
region: <region>
profile: "default”
credential:
key: cloud
name: cloud-credentials <.>
snapshotLocations: <.>
- name: default
velero:
provider: aws
config:
region: <region> <.>
profile: "default”

<.> The openshift plug-in is mandatory in order to back up and restore namespaces on an
OpenShift Container Platform cluster. <.> Set to false if you want to disable the Restic
installation. Restic deploys a daemon set, which means that each worker node has Restic pods
running. You configure Restic for backups by adding spec.defaultVolumesToRestic: true to
the Backup CR. <.> Specify a bucket as the backup storage location. If the bucket is not a
dedicated bucket for Velero backups, you must specify a prefix. <.> Specify a prefix for Velero
backups, for example, velero, if the bucket is used for multiple purposes.