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Abstract

Get started using the Cockpit system administration tool for your servers
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CHAPTER 1. OVERVIEW

CHAPTER 1. OVERVIEW

Cockpit is a system administration tool that provides a user interface for monitoring and administering
servers through a web browser. It allows you to monitor current values and adjust limits on system
resources, control life cycle on container instances, and manipulate container images. Here are a few
important facts about Cockpit:

e Cockpit does not add a layer of other functionalities that are not present on your systems. It
exposes user interface elements that enable you to interact with the system.

e Cockpit does not take control over your servers, in a way that when you configure something
from Cockpit, you can only manage it from there. You can effectively move away from Cockpit
to the command-line and come back to it at any point.

e Cockpit does not require configuration or infrastructure, and once you install it, it is ready for
use. You could, however, configure it to make use of the authentication infrastructure that is
available to you, for example a single sign-on system like Kerberos.

e Cockpit has zero memory and process footprint on the server when not in use.

e Cockpit does not store data or policy. This also means it does not have its own users. The users
from the systems can authenticate in Cockpit using their system credentials and they keep the
same permissions.

e Cockpit dynamically updates itself to reflect the current state of the server, within a time frame of
a few seconds.

e Cockpit is not intended for configuration management. This means that Cockpit itself does not
have a predefined template or state for the server that it then imposes on the server. Cockpit
can interact with other configuration management systems or custom tools that are manipulating
server configuration.

This document provides instructions on how to install and enable Cockpit so you can monitor your
servers, describes basic configuration, and walks you through the interface.

Both Red Hat Enterprise Linux and Red Hat Enterprise Linux Atomic Host can be used for the role of a
Cockpit server and that of a secondary server. In this document, all monitored systems are Atomic, but
the instructions also cover how to set up Red Hat Enterprise Linux as a primary server.

NOTE

Cockpit does not yet have support for Kubernetes on Red Hat Enterprise Linux or Red
Hat Enterprise Linux Atomic Host servers.
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CHAPTER 2. INSTALLING AND ENABLING COCKPIT

2.1. SETTING UP A COCKPIT SERVER

A Cockpit server is the machine that is running the cockpit service and exposes the user interface.
Depending on the operating system, you need to install the cockpit packages or the cockpit-ws container.
You can then open the interface in a browser by typing localhost:9090, or use any other machine and
type in the IP address of the Cockpit server. Through Cockpit, you can also add more secondary hosts to
this primary server. They need to have the cockpit packages installed on them. This document refers to
the Cockpit server as the primary server and the added hosts as secondary.

2.1.1. Installing Cockpit

A. On Red Hat Enterprise Linux Atomic Host

1. Run the cockpit-ws image. Use this command:

I -bash-4.2# atomic run rhel7/cockpit-ws

Afterwards, you can log into Cockpit. Go to Opening The Interface
B. On Red Hat Enterprise Linux

1. Once you have Red Hat Enterprise Linux installed and with enabled networking, you need to
register the system and enable the Extras and Optional repositories:

# subscription-manager register --auto-attach --username=<rhnuser> -
-password=<rhnpasswd>

# subscription-manager repos --enable=rhel-7-server-extras-rpms

# subscription-manager repos --enable=rhel-7-server-optional-rpms

2. Allow external connections to port 9090 through the firewall:

# firewall-cmd --add-port=9090/tcp
# firewall-cmd --permanent --add-port=9090/tcp

3. Install the cockpit packages:

I $ sudo yum install cockpit

4. Enable and start the cockpit.socket service:

$ sudo systemctl enable cockpit.socket
$ sudo systemctl start cockpit.socket

2.1.2. Opening The Interface

1. Open a web browser and enter the server’s IP address with port 9090 in the address bar. If the
web browser is on the Cockpit server, open localhost:9090 or hostname:9090. If you get a
security warning by the browser, you will need to add this connection to the security exceptions.
Click Advanced — Add Exception — Confirm Security Exception. After that, you will see the
login screen:
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2. Log into the Cockpit interface with the same user name and password that you would use to log
into the Atomic system.

2.1.3. Changing Expired Passwords

If there is an account on your Atomic system that has an expired password, you can change it from
Cockpit. For example, if you have provisioned your system using cloud-init to set up an expired
password, you will be prompted to change it the first time you log into the system. It can also be used by
system administrators who want to make sure the user changes his password on the first login.

When you try to log in with the usual password and that password has expired, Cockpit will prompt you
to enter the current password again. Enter your current password and click Login.

RED HAT ENTERPRISE LINUX ATOMIC HOST

You are required to change your password immediately (root enforced) Changing password for atomic. Server: atomic
(current) UNIX password:

Choose a new password and click Login.
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New password: Server: atomic

NOTE

If you can'’t log into Cockpit and you are not redirected to the changing password screen,
check the /etc/ssh/sshd_config file on the Cockpit Server and make sure the
ChallengeResponseAuthentication line is set to yes. After that, restart sshd with
the systemctl restart sshd command.

2.1.4. SSH two-factor authentication with Cockpit

Cockpit now supports two-factor authentication so if you have protected your SSH server with such
configuration, the Cockpit login screen will prompt you to enter your password and PIN pair. To set up
SSH for two-factor authentication you need two components:

e Your company’s authenticator application that provides one-time passwords or PIN numbers. An
example application is the Google Authenticator, which also has its own PAM (Pluggable
Authentication Module).

e A server that validates the PINs from your dongle.

These two components can be built in many different ways depending on the infrastructure of your
particular company. When you have these two set up, you will need to do the following things:

1. Enter the following line in the /etc/pam.d/sshd file as the last auth line:

I auth required <your_PAM_module>

2. Editthe /etc/ssh/sshd_config file so that the ChallengeResponseAuthentication
line is set to yes.

3. Restart the sshd service with the systemctl restart shhd command.

When you open Cockpit’s interface, and enter your password, you will then be prompted to enter your
Verification code:



CHAPTER 3. USING COCKPIT

CHAPTER 3. USING COCKPIT

3.1. GETTING TO KNOW THE COCKPIT INTERFACE

Once you have logged in, you will see the tabs for the Dashboard and the individual machines added to
Cockpit.

Dashboard: Shows a list of all systems added to the Cockpit server with graphs for CPU usage, memory
usage, disk I/0O, and network traffic.

RED HAT ENTERPRISE LINUX ATOMIC HOST

E Machines Dashboard

CPU Memaory Network Disk I/0

[=]

Servers

rhel atomic 7.2.2

I rhel atomic 7.2.3

You can then select a system name, in this case "rhel atomic 7.2.3", and have a look at the side menu:

System: Shows information about the system that Cockpit is running on. This includes CPU usage,
memory usage, disk I/O, and network traffic, as well as hardware and operating system details.
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RED HAT ENTERPRISE LINUX ATOMIC HOST

E rhel atomic 7.23 ~

% CPU

{zrdware QEMU Standard PC (i440F...

Services 100
Containers A
Logs Operating Systern Red Hat Enterprise Linux ... 50
Metworking Version 7.2.3
0 —r—r —
> Tools me | rhel atomic 7.2.3 (rhel-... 21:30 2131

ME Memory
m Time | 2016-03-24 16:33 €}

21 Optior Restart | ~

erformance Profile | atomic-guest | €} 256

KB/s Disk /O

Services: Shows the systemd services running on the Cockpit server. You can see which are
active/enabled or inactive. You can also see other systemd features: Targets, sockets, timers, and paths.

Targets | SystemServices | Sockets | Timers | Paths

Enabled

NTP client/server chronyd.service active (running)
Command Scheduler crand.service active (running)
Docker Storage Setup docker-storage-setup.service inactive (dead)
Docker Application Container Engine docker.service active (running)
getty®@ service Template getty@ service

irgbalance daemon irgbalance.service inactive (dead)
Login and scanning of iSCSI devices Iscsiservice inactive (dead)
Monitoring of LVM2 mirrors, snapshots etc. using dmeventd or progress polling Ivm2-monitor.service active (exited)
Software RAID monitoring and management mdmonitor service inactive (dead)
Device-Mapper Multipath Device Controller multipathd.service inactive (dead)

Select a service to view its details:
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MNetwork Manager

active (running)
Since 24/03/2016, 14:39:36

loaded {fusrilib/systemd/system/MetworkManager.service; enabled)

Service Logs

March 24, 2016
22:43 bound to 192.168.122.100 -- renewal in 1456 seconds.
22:43 <info=> (eth@): DHCPv4 state changed bound -> bound
22:43 <info= nameserver '192 168.122.1'
22:43 <info= lease time 3600
22:43 <info= server identifier 152,168 122.1
22:43 <info= gateway 192.168.122.1
22:43 <info= plen 24 (255.255,255.0)
22:43 <info> address 192.168.122.100
22:43 DHCPACK from 192.168.122.1 (xid=0xle2ff80)
22:43 DHCPREQUEST on ethd to 192.168,122.1 port &7 (x1d=0xle2ff80)

Containers: Lists all images available on the system, all running and non-running containers, combined
CPU & memory usage graphs, and a storage usage bar.

RED HAT ENTERPRISE LINUX ATOMIC HOST

[B rhelatomic723 v Dashboard
System
% Combined CPU usage 16 Combined memory usage
Services 0
Storage space [N 1 503 GB /35 GB
.
Logs 50
s =
Networking Images
Tool: ’ 8:40 B 8 8:43 18: ‘ 8:40 8: ;3 8:43 8:
o * “ Tags Created Size
Containers All~ registry.access.redhat.com...  01/02/2016 19338... >
f dhat 0110372016 2098.. >
Name Image Command CPU Memory v registry.access.redhat.com.
rhel tools C28fabd46C7457b4d20afdS6r...  Sosreport ~sysroot . Stoppe > registry.accessrednat.com... 01/03/2016 1.1GB L2
tr dhat. 01/03/2016 205.7 .. »>
serene_bhaskara 906aBe56b96a06719f6114c...  fcontainer/atomic-ru 3 226 M8 ] regityaccess radhar.com !
tr dhat. 01/03/2016 205.1 .. »
sharp_mclean 6aBC6b9GTa0671916114c..  /c topped > registny accessredhatcom
silly_ride 996a8c56b96fa06719f6114c... fcontainer/atomic-ru Stoppec »

Logs: See messages produced by the systemd journal. These are errors, warnings, and notices that are
generated by systemd services and gathered by the journal (like the output of the journalctl command).
Errors are listed by the date they occurred. You can also view warnings, notices, or all messages.
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RED HAT ENTERPRISE LINUX ATOMIC HOST

B 192168122.

System
Services
Containers
Logs

Networking

> Tools

rd

November 9, 2016 ~ Errors  Warnings = Notices = All

17:45 Help! I'm trapped inside a container!
17:44 Started Hostname Service
17:44 Isysten] Successfully activated service 'org.freedesktop.hostnanel’

17:44 Starting Hostname Service.

17:44 [systen] Activating via systemd: service name='org.freedesktop.hostnanel' unit='dbus-org, freedesktop hostnanel.service’

A 17:44 INFO: cockpit-ws: New connection from 182.168.122.1 for root

A 17:44 INFO: cockpit-ws: WebSocket from 192.168.122.1 for roet closed

17:44 ¥FS (dn-6): Unmounting Filesystem
17:44 <info» [1478709855.6977] device (vetnS2aaSab): driver 'veth' does not support carrier detection.

17:44 <info» [1478700855.6076] device (vethodf7c3b): driver 'veth' does not support carrier detection

17:44 dockerd: port 2(veth92saga6) entered disabled state

17:44 device veth92aadad left promiscusus mode

17:44 dockerd: port 2(vethg2saga6) entered disabled state

17:44 <info» [1478709855.6658] manager: (veth9df7c2b): new Veth device (/org/freedesktop/NetworkManager/Devices/25)
17:44 dockerd: port 2(vethg2saga6) entered disabled state

17:44 systendhook <debug>: Skipping as container command is /bin/uninstall.sh, not init or systemd
bagzbbetfagh7esoe3e.

b462bbc FF20h7eB063e .

17:44 Stopping docker container 9723h3g4eac 44161c54¢ 35!

17:44 Stopped docker container 9723b394eac 4416154354
17:44 <info» [1478709855.6221] device (vetho2aaga6): link connected
17:44 <info» [1478709855.6219] device (veth9df7c2b): driver 'veth' does not support carrier detection,
17:44 dockero: port 2(vethg2zagas) entered forwarding state

17:44 IPv6: ADDRCONF(NETDEV_CHANGE): veth2aada6: Llink becomes ready

17:44 systendhook <debug>: Skipping as container command is /bin/uninstall.sh, not init or systend
bagzbbeff2gb7e8063e .

17:44 starting docker container 9723b3g4eac 44161c54¢ 35!
b4s2bbcff2eb7e8063e

17:44 started docker container 9723h394eac 44161 c54c35d:
17:44 <info> [1478709855.5291] manager: (veth92aaga6): new Veth device (/org/freedesktop/NetworkManager/Devices/24)
17:44 <info> [1478709855.5244] manager: (vethgdf7c2b): new Veth device (/org/freedesktop/NetworkManager/Devices/23)
17:44 dockerd: port 2(vetho2aa9as) entered disabled state

17:44 docker0: port 2(vethg2aagaé) entered forwarding state

17:44 IPv6: ADDRCONF(NETDEV_UP): veth92aagaé: link is not ready

17:44 device vethg2aaga6 entered proniscuous mode

17:44 ¥FS (dn-6): Ending clean mount

root

systend
dbus
systend
dbus
docker-current
docker-current
kernel
NetvorkManager
NetworkManager
kernel
kernel
kernel
NetvorkManager
kernel
oci-systend-hook
systend
systend
NetworkManager
NetvorkManager
kernel
kernel
oci-systend-hook
systend
systend
NetworkManager
NetworkManager
kernel
kernel
kernel
kernel

kernel

2 root

Networking: See networking interfaces (ethO, docker0, etc.) as well as the amount of data being sent
and received.

RED HAT ENTERPRISE LINUX ATOMIC HOST

B rhelatomic7.:

System
Services
Containers
Logs

Networking

» Tools

[

[

“2331 23z 2333 2334 2335

Interfaces
Name 1P Address
dockerd 172170116

etho 102.168.122.100/24

veth89213c7

2333

2334 2335

Add Bond || Add Bridge

Receiving
0bps

5.7 Kbps

Add VLAN

March 24,2016
23:30 bound to 192.168.122.100 -- renewal in 1534 seconds

23:30 <info> (eth0): DHCPv4 state changed bound -> bound
23:30 <info> nameserver '192,168.122.1'

23:30 <info> lease time 3660

23:30 <info> server identifier 192,168.122,1

23:30 <info> gateway 192.168.122.1

23:30 <info> plen 24 (255.255.255.0)

23:30 <info> address 192,168,122,100

23:30 DHCPACK from 192.168.122.1 (xid=0xle2ff80)

23:30 DHCPREQUEST on ethO to 192.168.122.1 port 67 (xid=Ox1e2ff80)

Tools: View other system information:

dhclient
NetwerkManager
NetworkManager
Ne two rkManage
Ne twarkManage
NetworkManager
He two rkManage
Ne twarkManage
dhclient

dhclient

e Subscriptions: Displays what Red Hat products are installed and subscribed.

10
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RED HAT ENTERPRISE LINUX ATOMIC HOST

E rhel atomic 7.23 ~

System Installed Product {(Red Hat Enterprise Linux Atomic Host)
Services
Containers roduct name  Red Hat Enterprise Linux Atomic Host
Logs
roduct ID 271
Metworking
Version 7
v Tools
Architecture xB6_64

Subscriptions 3 tatus Subscribed
Accounts

tarts 04/24/13
Diagnostic report

nds 12431421

Terminal

Software Updates

Installed Product {Red Hat Enterprise Linux Server)

roduct name  Red Hat Enterprise Linux Server
roduct IO 69
Jersion 7.1
Architecture xB6_64
tus Subscribed
tarts 04/24/13

nds 12/31/21

e Accounts: Shows which administrative (root) and other users (atomic_user1, atomic_user2)
have accounts on the system.

RED HAT ENTERPRISE LINUX ATOMIC HOST

El rhel atomic7.2.3 ~

System
i Create New Account
Services
Containers
root

Logs ) ;

atomic_userl atomic_user2 root
Metworking

~ Tools

Subscriptions

Accounts ¥

Diagnostic report
Terminal

Software Updates

11



Red Hat Enterprise Linux Atomic Host 7 Getting Started with Cockpit

e Diagnostic report: Collects system configuration and diagnostics information and prepares a
report in an XZ format.

RED HAT ENTERPRISE LINUX ATOMIC HOST

E rhelatomic7.23 ~

System
Services
Containers
Logs

Metworking

~ Tools

Subscriptions This tool will collect system configuration and diagnostic infermation from this system for use with diagnesing problems with the system.
Accounts The collected information will be stored locally on the system.
Diagnostic report >

e

Terminal

Software Updates

You can then download the report locally on your system:

Create diagnostic report

(D The generated archive contains data considered sensitive and its content should be
reviewed by the originating organization before being passed to any third party.

Conel

Close

e Terminal: Opens a Terminal (command line) session to the Cockpit system. From there, you
can run any commands available to the user you are logged in as. For example, as root, you
could run docker or kubectl commands.

RED HAT ENTERPRISE LINUX ATOMIC HOST

E rhel atomic7.2.3 v

System

: Terminal Reset
Services

Containers

REFSPE

Logs

Networking
~ Tools

Subscriptions
Accounts
Diagnostic report

Terminal >

Software Updates

e Software Updates: Shows the available OSTrees on the system. You can also check for a
newer tree, or rollback to a previous version.

12
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RED HAT ENTERPRISE LINUX ATOMIC HOST

|EI rhel atomic7.23 ~

System O .
erating System Updates
Services P g -y P
Containers
Check for updates
Logs
Networking
~ Tools @ rhel-atomic-host 7.2.3

Tree Packages @ Runnin
Subscriptions i

Accounts
rhel-atomic-host
Diagnostic report
E 2 n 7.23
Terminal

Released 13 days ago
Software Updates 3

rhel-atomic-host 7.2.2-2 Roll back and reboot
Tree Packages Available
rhel-atomic-host Removals 2 packages
n 7.2.2-2 Downgrades 26 packages
24 days ago

3.1.1. Adding another system to monitor

Once you log in to the primary server, you will be able to connect to additional servers. These secondary
systems need to have:

e The Cockpit packages installed.

e An SSH server running and available on port 22 that supports password or key-based
authentication.

The cockpit-ws component is not necessary on these additional systems.

From the "Dashboard" tab next to the system name, choose the "plus" button to add a new host. You
can then add the IP of the secondary machine and choose which color will represent it in the user
interface.

Add Machine to Dashboard ®

crc | D

Select the user name and type in the password:

13
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Login to rhel atomic 7.2.2 X

Cockpit was unable to log into rhel atomic 7.2.2 you can change your authentication credentials
below. You may prefer to synchronize users.

User name | root [ ]
Authentication | Type a password ~
Password (1 ]

Configuring Key-Based Authentication

If you have keys generated on the primary server, you need to add them to the target server, in the
~/.ssh/authorized_keys file. If you do not have keys, use the following command:

I $ ssh-keygen

Next, copy the contents of the ~/.ssh/id_rsa.pub file to the ~/.ssh/authorized_keys file on the target
server. Then, return to the user interface on the primary server, click the top right corner menu with the
user name on it, choose Authentication, and enable the preloaded key.

Authentication

Use my password for privileged tasks and to connect to other machines

Use the following keys to authenticate against other systems

id_rsa B or

Details Public Key Password

Comment root@rhel-atomic-723.localdomain
Type RS5A
Fingerprint 42:25:f6:36:8f.3d:32:83:77:11:33:c0:da:5b:Bb:e7

Close

14
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After you type in the IP when adding the new system to the Dashboard, change the Authentication type
to Use available credentials.

3.1.2. Logging to other systems through Cockpit

On the login screen, you can also choose an alternate host to connect to. Type in your username and
password from that alternate host, then click Other Options, in the entry field type the IP address of the
new host, and click Log In. You will be prompted for the SSH fingerprint, click Log In again, and you will
be able to browse the new system. Cockpit uses SSH to authenticate you against that host, and you do
not need to configure anything additionally on the new system. As a prerequisite, it will need to have SSH
listening on port 443, and the cockpit-bridge package installed and the same version as in the
Cockpit server.

NOTE

As a prerequisite, it will need to have SSH listening on port 443, and the cockpit -
bridge package installed and the same version as in the Cockpit server. If the new
machine is not known to Cockpit, and you get the Refusing to connect. Host is
unknown use the following command to allow connections from unknown hosts:

I ssh-keyscan -H [ip_address] >> /var/lib/cockpit/known_hosts

3.2. LOGGING INTO A SYSTEM VIA A BASTION HOST

On the Cockpit login screen you can now choose an alternate host to connect to. Cockpit with use SSH
to authenticate you against that host, and display the admin interface for that host.

Although browsers cannot use SSH directly to connect to machines or authenticate against them,
Cockpit can make this happen. Only one host needs to have Cockpit listen on port 9090 available to
browsers over TLS, and other hosts can only have SSH accessible on the usual port 22.

3.2.1. Working with containers

The Containers tab presents you with a Ul to interact with your images and containers. Apart from the
system resources graphs, there are lists of all images you have locally on the system as well as all
running and non-running containers.

e Download an image. Click the "Get new image" button from the images list to the right and
enter an image name or a keyword. Choose an image and click "Download".

15
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Image Search

Q rhel6

rhelé This platform image provides a minimal runtime to build, run
and deploy Red Hat Enterprise Linux 6 applications as a
container on a Red Hat Enterprise Linux 7 and Red Hat
Enterprise Linux 7 Atomic host. I

rhelg.5 This platform image provides a minimal runtime to build, run
and deploy Red Hat Enterprise Linux 6.5 applications as a
container on a Red Hat Enterprise Linux 7 and Red Hat
Enterprise Linux 7 Atomic host.

rhel6.6 This platform image provides a minimal runtime to build, run
and deploy Red Hat Enterprise Linux 6.6 applications as a
container on a Red Hat Enterprise Linux 7 and Red Hat

Enterprise Linwe 7 Atomic host,
L |

latest Cancel Download

e Starting and stopping containers. From the "Containers" list, you can start and stop
containers using the buttons on the right-hand side. Use the drop-down menu to see all or filter
out the non-running containers.

Containers All ~

Name Image Command CPU  Memory v
angry_bardeen 996a8c56b96fa06719f6114c..  Jcontainer/atomic-ru. Stopped >
gloomy_saha 996aBc56b96fa06719f6114c...  Jcontainer/atomic-ru... 0% - 22.2 MB |
rhel-tools £28fabd46c7457b4d20afdS6f..  sosreport —sysroot /... g7 [N 34.6 MB [ ]
romantic_lumiere 3fag9512d5bdec?331e743e0...  J/bin/rsyslog.sh Stopped >
serene_bhaskara 996aBc56b96fa06719f6114c...  Jcontainer/atomic-ru... Stopped >
sharp_mclean 096a8c56b96fa06719f6114c..  Jcontainer/atomic-ru... Stopped »
silly_ride 996aBc56b96fa06719f6114c...  Jcontainer/atomic-ru.., Stopped >

e Click on a container to inspect it. Shows the state, the command executed, the container’s
and image’s IDs, a timestamp, as well as the container’s own terminal:



Container: rhel-tools

start Commit

759ca03240570964d631a3375e064848462d73a5e846712487090014161b0616
2016-03-24T22:44:04,944939785Z
c28fabd46c7457b4d20afds6fc756089e6db5076cce72e9f2a1426743b046667
sosreport -sysroot /host —-tmp-dir /hostivar/tmp --batch

Exited

Click on an image to inspect it. Shows the image’s ID, entrypoint and command, and a list of

containers based on that image. You can also delete the image from here or run a container
from it.

Image; registry.access.redhat.com/rhel7/rhel-tools:latest

©28fabd46c7457b4d20afd56fc756089e6db5076cce72e0f2a14e6743b046667

Jusr/bin/bash
1456808807

Red Hat, Inc.

Containers

Name Image Command CPU  Memory

e Run a container. To run a container from an image, either click the triangle button from the
right-hand side of the list or choose the image first and then click "Run" from the top right corner.
A dialog is displayed where you can enter the required data for the new container:
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Run Image

Image registry.access.redhat.com/rhel7/rhel-tools:latest
Container Name | pensive_wozniak

Command | man ostree

Memory limit (v _. 512 MB
CPU priority (v _. 1024 shares

With terminal [»]

Links ™ Link to another container

romantic_lumiere ~ |alas | my_app x|+

Ports [ Expose container ports

9898 TCP ~ | tohostport | fone x ||+

=

You can select which command the container should run, and you can also link that container to other
containers, which will allow them to interact. In addition, you can expose a port when you want a specific
service to be visible from the host.

3.2.2. Changing the port
A. On Red Hat Enterprise Linux Atomic Host:

I atomic run rhel7/cockpit-ws --port 9898

B: On Red Hat Enterprise Linux:

Create the /etc/systemd/system/websocket.cockpit.d/listen.conf file and, if needed, the preceding
directories.

$ mkdir /etc/systemd/system/websocket.cockpit.d/
$ touch /etc/systemd/system/websocket.cockpit.d/listen.conf

The file should have the following content:

[Socket]
ListenStream=9898

Next, allow the new port through the firewall:
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$ sudo firewall-cmd --add-port=9898/tcp
$ sudo firewall-cmd --permanent --add-port=9898/tcp

If you have SELinux enabled, change the default SELinux policy to allow the websm_port_t domain to
listen on the TCP 9898 port:

I $ sudo semanage port -a -t websm_port_t -p tcp 9898

If the port is already defined by some other part of the SELinux policy, use the -m argument instead of -a
to modify the definition:

I $ sudo semanage port -m -t websm_port_t -p tcp 9898
In order for the changes to take effect, run the following commands:

$ sudo systemctl daemon-reload
$ sudo systemctl restart cockpit.socket

You can now use the address with the newly assigned port in the web browser.

3.3. ENABLING MORE FEATURES ON COCKPIT

You can add more features to Cockpit that are not in Atomic by default using package layering.
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