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Abstract

This document contains product notes, brief descriptions of new features, and known issues for Red
Hat Satellite.
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PROVIDING FEEDBACK ON RED HAT DOCUMENTATION

PROVIDING FEEDBACK ON RED HAT DOCUMENTATION

We appreciate your input on our documentation. Please let us know how we could make it better.
You can submit feedback by filing a ticket in Bugzilla:

1. Navigate to the Bugzilla website.

2. Inthe Component field, use Documentation.

3. In the Description field, enter your suggestion for improvement. Include a link to the relevant
parts of the documentation.

4. Click Submit Bug.


https://bugzilla.redhat.com/enter_bug.cgi?product=Red Hat Satellite
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CHAPTER 1. INTRODUCING RED HAT SATELLITE 6.12

These release notes highlight major changes, enhancements, technology preview items, known issues,
deprecated functionality, and removed functionality you must take into consideration when deploying
this release of Red Hat Satellite 6. Notes for updates released during the support lifecycle of this Red
Hat Satellite 6 release will appear in the advisory text associated with each update.

1.1. MAJOR CHANGES
The 6.12 release of Red Hat Satellite features the following major changes:

Satellite installation on Red Hat Enterprise Linux 7 is no longer supported

Support for Red Hat Enterprise Linux 7 based Satellite installation is discontinued with this release.
Satellite Server now supports installation on Red Hat Enterprise Linux 8. However, Satellite Clients
remain unaffected.

Satellite supports pull mode for remote job execution

Previously, you used Katello Agent on hosts for pull-based transport in infrastructures that prohibit
connections from Capsule to the hosts. With this release, Red Hat Satellite introduces Message
Queueing Telemetry Transport (MQTT), and bundles a MQTT broker with Capsule and a MQTT
client for hosts with Red Hat Client. As a result, pull-based transport of remote jobs is supported in
Satellite natively and you can enable it on Capsule and on hosts.

1.2. ENHANCEMENTS

The 6.12 release of Red Hat Satellite features the following enhancements:

Improvements to Hosts Page

Red Hat Satellite now loads the new Ul for host details by default. The functionality previously
available under Hosts > Content Hosts is now available on the new Hosts page. To reach the page,
navigate to Hosts > All Hosts and select the host you want to see in more detail.

Additions:

® Overview tab

© You can now change the content source by clicking the vertical ellipsis next to the Edit
button, then clicking on Change content source.

© You can now change the content view and the lifecycle environment by clicking the
vertical ellipsis on the Content view details card, then clicking Edit content view

assignments.

© You can now set system purpose attributes like role, service-level agreement, usage
(SLA), release version, and add-ons for the host by editing the System purpose card.

© You can now assign the host to a host collection by clicking the Add to a host collection
button on the Host collections card.

e Contenttab
o Packages tab, Repository setstab, and Module streams tab are no longer view-only.
© You can now install, upgrade, or remove packages in the Packages tab.

o The Repository setstab is now located under the Content tab.
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© You can now disable and enable the repositories in bulk.

© You can now display repositories specific to your content view and environment in the
Repository sets tab.

© You can now manage modules by remotely executing jobs on your host in the Module
streams tab.

o You now get a notification when a remote execution job is complete.

® Tracestab

o You can now enable traces on the host.
© You can now restart applications on the host.

® Insights tab

o You can now see the recommendations for the host.

© You can now apply remediations to the host.

The ID field is now searchable for all resources

Previously, the ID column was not searchable for certain entities. With this release, you can sort and
order all entities by ID. For example:

I hammer ansible roles list --order 'id DESC'

You can now use API to import Ansible playbooks
You can now import Ansible playbooks from collections installed on Capsule using the API.
Satellite Server now performs better withmpm_event module

The default Apache multiprocessing module has been changed from mpm_prefork to mpm_event,
which performs better at scale.

Satellite installer parameter changes

Satellite installer parameter --foreman-proxy-plugin-remote-execution-ssh has been replaced with
--foreman-proxy-plugin-remote-execution-script.

Satellite installer now installs a minimal set of Apache httpd modules

Previously, the satellite-installer command installed the default set of Apache httpd modules, some
of which were not required for most Satellite deployments. With this release, the set of Apache
modules is reduced to include only required modules. You can check the currently enabled Apache
modules by running the httpd -M command. You can enable additional modules by adding the
apache::default_mods: parameter to the /etc/foreman-installer/custom-hiera.yaml file. For
example:

apache::default_mods:
- additional_module_1
- additional_module 2

After editing the custom-hiera.yaml file, run satellite-installer to install the additional modules.

Satellite supports pull mode for remote job execution

Previously, you used Katello Agent on hosts for pull-based transport in infrastructures that disallow
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connections from Capsule to the hosts. With this release, Red Hat Satellite introduces Message
Queueing Telemetry Transport (MQTT), and bundles a MQTT broker with Capsule and a MQTT
client for hosts with Red Hat Client. As a result, pull-based transport of remote jobs is supported in
Satellite natively and you can enable it on Capsule and on hosts.

Email notifications about completed jobs

When a remote execution job completes, Satellite can send an email notification with a summary to
the user who scheduled the job. This can be configured per user. Each user can set their preference
in Administer > Users > USER > Email Preferences > Remote execution job to receive either no
email notifications, email notifications about failed jobs, email notifications about succeeded jobs, or
email notifications about all jobs.

Show and hide Satellite version on the login page

Previously, the Satellite version displayed in the login page footer could not be changed. With this
release, the default value of the general setting Login page footer text has been changed to
Version $VERSION. The $VERSION keyword is converted to the version of your Satellite instance.
You can hide the Satellite version in the login page footer by setting the value of the Login page
footer text variable to empty string. To make the text visible again, reset the variable to the default
value. You can display additional text in the login page footer by adding the text to the variable.

Satellite ignores configured HTTP proxies

When Satellite internally makes requests to Capsules, it assumes it has direct visibility to Capsule and
ignores any configured HTTP proxies. Satellite previously honored the configured proxy, which
caused issues if the Capsules were not reachable through the proxy. However, the connection to Red
Hat Content Delivery Network (CDN) or any other content sources remains unaffected and will
continue to pass through HTTP proxies.

API docs generate dynamically and stop generating cache

API docs (/apidoc) now generate dynamically at the time of a request. This ensures accurate API
documentation based on the current installation and options. There is no appreciable change in load
time of documentation.

Puma now restarts upon plugin installation or upgrade

Previously, when a plugin was installed or upgraded directly from RPM, the installer did not always
restart Puma. With this release, plugins inform the installer and it restarts Puma if necessary.

Automatic configuration of Pulp-cli on Satellite through Installer

With this release, Pulp-cliis configured on Satellite automatically through Installer with the proper
client certificates for authentication. Additionally, the Pulp cliis configured in a dry run mode to
prevent accidental writing.

Truthy and Falsy template macros

Two new template macros, truthy and falsy, are introduced with this release. With these macros, you
can declare if the value passed is true or false, regardless of whether the value is an integer or
boolean, or string.

Simplified changing of host content source

This release includes further enhancements in the host content source workflow. You can change the
content source of hosts from the Hosts > All Hostspage. After selecting the hosts, click Select
Action > Change Content Source. You can also change the content source of a host on the host's
detail page. Click the vertical ellipsis and select Change content source. You can change the
content source using remote execution or using the command generated by the Change content
source wizard.

1.3. BUG FIXES

The 6.12 release of Red Hat Satellite features the following bug fixes:
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Local boot in UEFI provisioning on virtual machines defaults to booting from disk

Previously, booting from disk was temporarily suspended as the default boot entry for UEFI
provisioning when using the PXEGrub2 default local boottemplate. Consequently, you had to force
the local boot from disk using a global setting. With this release, the local boot from disk is restored as
the default boot entry. As a result, you do not have to force the workflow.

After the upgrade to 6.12, reset the global setting to its default value. In the Satellite web U],

navigate to Administer > Settings > Provisioning and clear the value of Default PXE local template
entry.

Provisioning a RHEL 9 host does not result in booting into the emergency mode

Previously, when you provisioned the RHEL 9 host, the operating system could go into the
emergency mode when attempting to boot the new kernel. This is resolved with an update in the
RHEL 9 Kickstart repository. Synchronize your repository with the updated Kickstart repository.

Disabled repository types no longer appear in the APl documentation

Previously, disabled repository types were listed in the APl documentation. This was happening
because the APl documentation did not take data from your Satellite instance. With this release, the
API documentation does not contain enabled repository types directly but instead has an endpoint
which lists the content types that are enabled on your Satellite instance. As a result, disabled
repository types no longer appear in the APl documentation.

1.4. TECHNOLOGY PREVIEWS

IMPORTANT

Technology Preview features are not supported with Red Hat production service-level
agreements (SLAs) and might not be functionally complete. Red Hat does not
recommend using them for production. These features provide early access to upcoming
product features, enabling customers to test functionality and provide feedback during
the development process. For more information, see Red Hat Technology Preview
Features Support Scope.

The following features are available as Technology Previews in Red Hat Satellite 6.12:

OVAL / CVE Reporting Support

Satellite now includes the ability to scan systems for vulnerabilities using the OVAL standard data
feed provided by Red Hat.

foreman_openscap contains the API to upload the OVAL content used to trigger the OVAL oscap
scans. The results are parsed for CVEs and sent to Satellite which then generates reports of
managed hosts and the CVEs that effect them.

OpensShift Virtualization plugin

You can provision virtual machines using the OpenShift Virtualization compute resource as a
Technology Preview.

Kernel execution (kexec) template
Kernel execution template for PXE-less boot methods.
Job invocation wizard

This release introduces a job invocation wizard in the Lab Features menu as a Technology Preview.
Options from the previous job invocation form remain the same in the job invocation wizard, and
there are also new search options.


https://access.redhat.com/support/offerings/techpreview/
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Note that the wizard is not enabled by default. You can enable it in settings by going to Administer >
Settings > Show Experimental Lab.

Alternate Content Sources

This release introduces the Alternate Content Sources feature as a Technology Preview. Using the
alternate content sources feature, you can populate a repository with content that is locally stored or
geographically closer to you. This can be used to speed up repository synchronization, as only the
metadata will be pulled in from the repository server, while the content itself will be synchronized
from the alternate content source.

The alternate content source can be set up for a Satellite server, as well as for Capsule servers.

To create alternate content sources, navigate to Lab Features > Alternate Content Sources > Add
Source.

For more information, see Using Alternate Content Sources With Satellite 6.12 (Tech Preview) .

1.5. KNOWN ISSUES
The following known issues exist in Red Hat Satellite 6.12 at this time:

Disabled Puppet with all data removed cannot be re-enabled

If the Puppet plug-in was disabled with the -f, --remove-all-data argument and you attempt to
enable it again, Satellite maintain fails.
BZ#(2087067)

Job invocation details show incorrect results of execution on multiple hosts

When you run an Ansible job against multiple hosts and the execution fails on some hosts, the results
of the execution on all hosts are marked as failed in the job invocation details. As a result, partial
failure of jobs is not respected and you can see the failed result status even for hosts on which
execution succeeded.

BZ#(2167396)

This is fixed in the 6.12.4 update.

Information from host group is not completely inherited when provisioning a discovered host in the
Satellite web Ul

When you provision a discovered host, after selecting a host group and trying to customize the host
entry, many critical pieces of information are missing. This results in a failed deployment attempt.
As a workaround, perform one of the following actions:

® Provision the host using hammer:

# hammer discovery provision --name discovered_host_name \
--hostgroup-id your_hostgroup _id\

--organization-id your_organization_id\

--location-id your_location _id\

--new-name new_host_name\

--build true

For more information, see hammer discovery provision in Hammer CLI Guide.


https://access.redhat.com/articles/6972161
https://bugzilla.redhat.com/show_bug.cgi?id=2087067
https://bugzilla.redhat.com/show_bug.cgi?id=2167396
https://access.redhat.com/documentation/en-us/red_hat_satellite/6.12/html/hammer_cli_guide/reference#hammer-discovery-provision
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e Configure discovery rules and enable auto-provisioning so that no manual intervention is
required to provision a discovered host. For more information, see Creating Discovery Rules
in Provisioning Hosts.

BZ#(2069324)

Upgrade to version 6.12 fails with "Nothing to update, can’t find new version of satellite-maintain."
Due to a modularity issue, the dnf tool currently cannot detect the relevant version of the rubygem-
foreman_maintain package.

Consequently, the satellite-maintain upgrade list-versions command does not list Red Hat
Satellite version 6.12 for running an upgrade after enabling the satellite-maintenance-6.12-for-rhel-

8-x86_64-rpms repository, therefore Satellite Servers and Capsule Servers cannot be upgraded to
the version 6.12.

To work around this problem, use the below commands to enable the satellite 6.12 repositories after
enabling the satellite-maintenance-6.12-for-rhel-8-x86_64-rpms repository.

For Satellite Server: # subscription-manager repos --enable satellite-6.12-for-rhel-8-x86_64-
rpms

For Capsule Server: # subscription-manager repos --enable satellite-capsule-6.12-for-rhel-8-
x86_64-rpms

For more information, see the Knowledgebase Solution.

BZ#(2143451)

Logging error during the host registration with Red Hat Insights

During host provisioning, the host is registered with Red Hat Insights by running the command
insights-client —register —verbose. It ended up with a logging error after package installation.
However, it requires no workaround as this error occurs only once and it does not repeat after the
initial output. More details for the same can be found in the provisioning log.

BZ#(2129254)

Insights tab does not show the correct recommendations after switching to a new host

When you switch to a new host using the breadcrumb switcher, the Insights tab continues to show
data from the previous host.

To work around this issue, refresh the page in your web browser to view the recommendations for the
newly selected host.

BZ#(2120640)

Job is dropped in pull mode when MQTT client was not running at invocation time

When you invoke a remote job execution on a host in pull mode and the yggdrasild service is not
running at that time, then after yggdrasild restarts, the service drops the job instead of executing it.
You must invoke the job again with yggdrasild running on the host.

BZ#(2124419)

qpidd or katello_agent fails during database restore

qpidd or katello_agent from hammer ping fails during the database restore process.
As a workaround, restart the foreman by systemctl restart foreman and repeat the process.


https://access.redhat.com/documentation/en-us/red_hat_satellite/6.12/html-single/provisioning_hosts/index#Creating_Discovery_Rules_provisioning
https://bugzilla.redhat.com/show_bug.cgi?id=2069324
https://access.redhat.com/solutions/6986053
https://bugzilla.redhat.com/show_bug.cgi?id=2143451
https://bugzilla.redhat.com/show_bug.cgi?id=2129254
https://bugzilla.redhat.com/show_bug.cgi?id=2120640
https://bugzilla.redhat.com/show_bug.cgi?id=2124419
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BZ#(2124215)

1.6. DEPRECATED FUNCTIONALITY
This part provides an overview of functionalities that have been deprecated in Red Hat Satellite 6.12.

Deprecated functionality will likely not be supported in a future release of this product and is not
recommended for new deployments.

Package group actions
Package group actions in the Satellite web Ul is deprecated and will be removed in a future release.
Append domain names to the host

The Append domain names to the host setting is deprecated and will be removed in a future
release. Use FQDN (Fully Qualified Domain Name) to identify the hosts.

Foreman Hooks

Foreman Hooks functionality has been deprecated and will be removed in a future release. The
functionality will be replaced by the new Foreman Webhooks feature that will be documented with its
release.

Provisioning on Red Hat Virtualization

The integration of Red Hat Virtualization (RHV) with Satellite is deprecated and will be removed in a
future release. All the existing compute resources of RHV type will be removed and the hosts
associated with RHV will be disconnected.

Bootstrap.py

The bootstrap.py script used to register a host to Satellite or Capsule Server has been replaced with
the curl command created with the global registration template.

Entitlements

Entitlement-based Subscription Management is deprecated and will be removed in a future release.
It is recommended to use Simple Content Access, which simplifies the entitlement experience for
administrators in regards to subscriptions as a substitute.

Katello Agent

Katello Agent is deprecated and will be removed in a future release. Transition your workloads to use
the Remote Execution feature.

Katello-ca-consumer package

The katello-ca-consumer package is deprecated and will be removed in a future release. Use the
global registration template for registering a host to Red Hat Satellite.

1.7. REMOVED FUNCTIONALITY
This part provides an overview of functionalities that have been removed in Red Hat Satellite 6.12.

Satellite installation on Red Hat Enterprise Linux 7 is no longer supported

Support for Red Hat Enterprise Linux 7 based Satellite installation is discontinued from Satellite 6.12.
Satellite Server now supports installation on Red Hat Enterprise Linux 8. However, Satellite Clients
remain unaffected.

:unattended: Setting

The :unattended: setting has been removed from the settings.yaml file. Satellite defaults to true.

10
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2.1. WHAT IS RED HAT SATELLITE

Red Hat Satellite is a system management solution that enables you to deploy, configure, and maintain
your systems across physical, virtual, and cloud environments. Satellite provides provisioning, remote
management and monitoring of multiple Red Hat Enterprise Linux deployments with a single, centralized
tool.

Red Hat Satellite Server synchronizes content from the Red Hat Customer Portal and other sources, and
provides functionality including fine-grained life cycle management, user and group role-based access
control, integrated subscription management, as well as advanced GUI, CLI, or APl access.

Red Hat Satellite Capsule Server mirrors content from Red Hat Satellite Server to share the content
across various geographical locations. Host systems can pull content and configuration from the
Capsule Server in their location instead of from the central Satellite Server. The Capsule Server also

provides localized services such as Puppet server, DHCP, DNS, or TFTP. Capsule Servers assist you in
scaling Red Hat Satellite as the number of managed systems increases in your environment.

2.2. SUPPORTED ARCHITECTURES

For an overview of supported architectures in Satellite, see Supported Client Architectures.

2.3. CONTENT DELIVERY NETWORK REPOSITORIES AND TOOLS

This section describes the repositories required to install Red Hat Satellite.

You can install Red Hat Satellite through the Content Delivery Network (CDN). To do so, configure
subscription-manager to use the correct repository for your operating system version and variant.

Run the following command to enable a CDN repository:
I # subscription-manager repos --enable=reponame
Run the following command to disable a CDN repository:

I # subscription-manager repos --disable=reponame

The following table lists the repositories for Satellite Server, Capsule Server, and Satellite Maintenance.

Table 2.1. Red Hat Satellite Base, Capsule, Maintenance, and Utils for RHEL 8

Repository Name Repository Label

Red Hat Satellite 6.12 for RHEL 8 x86_64 (ISOs, satellite-6.12-for-rhel-8-x86_64-{isos, rpms, debug-
RPMS, Debug RPMS, Source RPMS) rpms, source-rpms}

Red Hat Satellite Capsule 6.12 for RHEL 8 x86_64 satellite-capsule-6.12-for-rhel-8-x86_64-{rpms,
(RPMS, Debug RPMS, Source RPMS) debug-rpms, source-rpms}

1
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Repository Name Repository Label

Red Hat Satellite Maintenance 6.12 for RHEL 8
x86_64 (RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Utils 6.12 for RHEL 8 x86_64
(RPMS, Debug RPMS, Source RPMS)

satellite-maintenance-6.12-for-rhel-8-x86_64-
{rpms, debug-rpms, source-rpms}

satellite-utils-6.12-for-rhel-8-x86_64-{rpms, debug-
rpms, source-rpms}

The following tables list the repositories for Red Hat Satellite Clients.

Table 2.2. Red Hat Satellite Client for Red Hat Enterprise Linux 6

Repository Name

Repository Label

Red Hat Satellite Client 6 (for RHEL 6 Server - ELS)
(RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 6 for System Z -
ELS) (RPMS, Debug RPMS, Source RPMS)

rhel-6-server-els-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-6-for-system-z-els-satellite-client-6-{rpms,
debug-rpms, source-rpms}

Table 2.3. Red Hat Satellite Client for Red Hat Enterprise Linux 7

Repository Name

Repository Label

12

Red Hat Satellite Client 6 (for RHEL 7 Desktop)
(RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 Server)
(RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 Workstation)
(RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 for Scientific
Computing) (RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 for IBM
Power) (RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 for IBM Power
LE) (RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 for System Z)
(RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 Server -
Update Services SAP Solutions) (RPMS, Debug
RPMS, Source RPMS)

rhel-7-desktop-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-7-server-satellite-client-6-{rpms, debug-rpms,
source-rpms}

rhel-7-workstation-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-7-for-hpc-node-satellite-tools-7-{rpms, debug-
rpms, source-rpms}

rhel-7-for-power-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-7-for-power-le-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-7-for-system-z-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-7-server-e4s-satellite-client-6-{rpms, debug-
rpms, source-rpms}
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Repository Label

Red Hat Satellite Client 6 (for RHEL 7 for IBM Power
LE - Update Services SAP Solutions) (RPMS, Debug
RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 Server - TUS)
(RPMS, Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 (for RHEL 7 Server - AUS)
(RPMS, Debug RPMS, Source RPMS)

rhel-7-for-power-le-e4s-satellite-client-6-{rpms,
debug-rpms, source-rpms}

rhel-7-server-tus-satellite-client-6-{rpms, debug-
rpms, source-rpms}

rhel-7-server-aus-satellite-client-6-{rpms, debug-
rpms, source-rpms}

Table 2.4. Red Hat Satellite Client for Red Hat Enterprise Linux 8

Repository Name

Repository Label

Red Hat Satellite Client 6 for RHEL 8 <arch> (RPMS,
Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 x86_64 -
Extended Update Support (RPMS, Debug RPMS,
Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 IBM z Systems
- Extended Update Support (RPMS, Debug RPMS,
Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 Power, little
endian - Extended Update Support (RPMS, Debug
RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 ARM 64 -
Extended Update Support (RPMS, Debug RPMS,
Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 x86_64 -
Update Services SAP Solutions (RPMS, Debug
RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 Power, little
endian - Update Services SAP Solutions (RPMS,
Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 8 x86_64 -
Telecommunications Update Service (RPMS, Debug
RPMS, Source RPMS)

satellite-client-6-for-rhel-8-<arch>-{rpms, debug-
rpms, source-rpms}

satellite-client-6-for-rhel-8-x86_64-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-8-s390x-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-8-ppc64le-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-8-aarch64-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-8-x86_64-e4s-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-8-ppc64le-e4s-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-8-x86_64-tus-{rpms,
debug-rpms, source-rpms}
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Repository Name

Repository Label

Red Hat Satellite Client 6 for RHEL 8 x86_64 -
Advanced Mission Critical Update Support (RPMS,
Debug RPMS, Source RPMS)

satellite-client-6-for-rhel-8-x86_64-aus-{rpms,
debug-rpms, source-rpms}

Table 2.5. Red Hat Satellite Client for Red Hat Enterprise Linux 9

Repository Name

Repository Label

Red Hat Satellite Client 6 for RHEL 9 <arch> (RPMS,
Debug RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 9 x86_64 -
Extended Update Support (RPMS, Debug RPMS,
Source RPMS)

Red Hat Satellite Client 6 for RHEL 9 IBM z Systems
- Extended Update Support (RPMS, Debug RPMS,
Source RPMS)

Red Hat Satellite Client 6 for RHEL 9 Power, little
endian - Extended Update Support (RPMS, Debug
RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 9 ARM 64 -
Extended Update Support (RPMS, Debug RPMS,
Source RPMS)

Red Hat Satellite Client 6 for RHEL 9 x86_64 -
Update Services SAP Solutions (RPMS, Debug
RPMS, Source RPMS)

Red Hat Satellite Client 6 for RHEL 9 Power, little
endian - Update Services SAP Solutions (RPMS,
Debug RPMS, Source RPMS)

satellite-client-6-for-rhel-9-<arch>-{rpms, debug-
rpms, source-rpms}

satellite-client-6-for-rhel-9-x86_64-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-9-s390x-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-9-ppc64le-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-9-aarch64-eus-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-9-x86_64-e4s-{rpms,
debug-rpms, source-rpms}

satellite-client-6-for-rhel-9-ppc64le-e4s-{rpms,
debug-rpms, source-rpms}

2.4. DEPLOYMENT WORKFLOW AND REFERENTIAL PRODUCT
DOCUMENTATION

For documentation regarding Satellite deployment and the necessary deployment workflow, see
Satellite Overview, Concepts, and Deployment Considerations .

2.5. PRODUCT LIFE CYCLE

For an overview of the life cycle phases for Red Hat Network Satellite and Red Hat Satellite and the
status of support for these products, see Red Hat Satellite Product Life Cycle .
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https://access.redhat.com/documentation/en-us/red_hat_satellite/6.12/html-single/satellite_overview_concepts_and_deployment_considerations/index#
https://access.redhat.com/support/policy/updates/satellite?extIdCarryOver=true&sc_cid=7013a000002q6eLAAQ

CHAPTER 2. KEY REFERENCES

2.6. COMPONENT VERSIONS

Red Hat Satellite is a combination of several upstream projects. For details of the major projects
included, and the version of those projects included in each major and minor release of Red Hat
Satellite, see Satellite 6 Component Versions.
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