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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#loading-custom-scripts-and-stylesheets

BIE HE

AERT ) r—>avEEEERNRE L TH Y, OpenShift Container Platform 7 57 RIRIETT 7
Vo—2avEREL, 7704 2HDICT—VRT—>avEatEy b7y L, BRETIHEICD
WTERBAL 9, INICIFFHORIAS LVFINESEN. ARENUTZRITTHDICHKIEET,

1.

2.

FRT7 TV —2 3 v OER

OVIVMNDEZSI—BLUVRE

LTI — M EFER LR EDERM

EIWRRA KNS TFY—F T 3B LU Webhook #EL EIL RDOERE

CTTOAXAYRMNARNSTFY—2E0T O A Y NOES

.= b DR S L OEE

=Ly NOERS LVERE
F—IR—2AB LV SaaS TV RRA v N EDONEY—ERDIEKES

TO—TJEFERLAET TV avDANILRF VY
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FRE 7T =3 v A 7ML EE
21. AR 7O ADETE

21.1. &

OpenShift Container Platform (7 ) r—> 3 v EI KL, T7O4TEBLIICKREINTULE
¥, OpenShift Container Platform #B% 7O A ICEDREMIFATMIG LT, UTFHSRIRTE
7,

e OpenShift Container Platform 7O =7 NNTORARICT+—HRAL T, 7TV sr—ravk
TAaNrLEINRL, ZOROBMKHRERE ZM4 71 VILOEE%1TD 728 OpenShift
Container Platform % {EfE ¥ %,

o JNBEBTITICHER LA r—yay Bl:N4FY—, AVFF—A*A=I, Y—2R
31— K) % OpenShift Container Platform IZ7 704 9 3,

2.1.2. FRIRE & L TD OpenShift Container Platform D&

Initial Access :
Planning —> o to OpenShift —> o Develop —p o Generate —p o Manage —p o Verify

OpenShift Container Platform # B FERA L T7 7Y r—>a VOREAEONSLTI I ENTEFE
¥, COBBORKETOERAFETY 255K, UTOFIEEERL T LI,

HHAGHE

o 7)—a v DMEEIR?

o EDTOVSIVIEREEMFEALTHRET 27
OpenShift Container Platform ~D7 7 X

o ZODFFAT., TEFFLIFHEBADERSED OpenShift Container Platform #4 Y X h—JLE %
MHENHY FT,

BAFE
o ZEMERIZITAY—FLIEIDEAFEALT, 77V I5—YavOERNRITILEN V%
ERLET., DRIV K VIE OpenShift Container Platform A% [ 7 71 r—< 3~ DfE$E |
IKDWTERETEZ LD ICENITERINTVWBRELNHY 7,

e I—KRAGItYVRIMN)—IZTvyalLFET,

e oc new-app IV REMALT [EAMART 7Y 45— 3 V&I LET. OpenShift
Container Platform I EIL REL VT TOAM XV MREEERLE T,

e 7Y —avI—RORARERKBRLET,

16



F2EF IV r—a3avSAIY47IILER

o 7NV —YaUhERBICEINRINDZEAHRLET,
o BlE/mMII—RN2O—HILTHEL, I—FEZRELZET,
e I—KRAGitYVRIMN)—IZTvyalLFET,

o EBMDBEENMVENE DN EHALEFT, BMOA T avIldoWT THEFEEAA NI THR
LTSI,

o 7N r—avIiEEL DAETRIITEEY, EEAT7 TV r—>avoGit YRY ~
I)—IZ 7w > a2 L. OpenShift Container Platform Z#FHE L TC7 ) r—>a v DBEILRE L
VUCBT 704 %75 2ENTEZEY, TAIE, rsync THRY MTF7O4%ETL T, O— KD
ZTEAEFEITHOD Pod CRPETEZT,

2.1.3. 7 7') ¥ —< 3 > @ OpenShift Container Platform ~D7 7 0 4

Initial Access .
Planning —> o Develop —p e to OpenShift —> o Generate —> o Verify —» o Manage

TI)r—2avAERANS T —0RIOREEMES LT, O—HILTHEFE L TH S OpenShift
Container Platform 2 L CREICHAEINALT Y r—2a v a7 704§ HEFHYET, 7
TUr—2aryad—ReHICERBLTHLEI KL, 58T #IC OpenShift Container Platform 4 > X
N—=IZTF 704 256k UTOFIEEZFRALET,
At

o 7T — 3 DHREIR?

o COTOVSIVIEREEMERL THREKT N7
B3

o FBEDITAH—F/LWEIDEAFERALTTZ Y r—>avI1—REARLET,

o 7= 3 vd—REO—AITEILRLTTRAMNLET,

e I—RAEGtYRYMN)—IZTTy>alET,
OpenShift Container Platform ~D7 7 X

o ZODFFRAT., TEFFLIFHEBARDERSED OpenShift Container Platform #4 Y X h—JLE %
MHENHY FT,

35

e oc new-app IV REMALT [EAMART 7Y 45— 3 V& ER] LET. OpenShift
Container Platform I EIL REL VT FOAM XV MREEERLE T,

o FIRDERDEIBICEWVWTELRELVTTOA L7 7Y & — 3~ OpenShift Container
Platform TIEEICETINTWSR I EA2HRLF T,
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o MBDITLHERIBOLNDZET, 7FVr—YavI1—NOREFEERITZET,

o Il Ty aXnid—RKEZIFANSICIE. 77— 3% OpenShift Container
Platform TEBEI KL%,

o EBMDBEENMVENE DN EHALIFT, BMOA T avIildoWT THEEEAA NI THER
LTSI,

22. BT TV r—a v DIERK

2.21. &

OpenShift CLI F7zid web A >V —ILOWITNHEFERAL T, V—RFLE N4 F)—O— K, 4 X—
VELUVTTUTL—N (HBVIEEA) EEL IV R—R Y KO SFIED OpenShift Container Platform
TV —avEERTEEY,

222.CLI AR LE7Z Yy —a vy DER

2221.Y—ZROA— K SD7 ) 5r—a>vDVER

new-app I¥ Y RTid, O—HILFLEEIVE-—PDGtVRI M) —DY—RA—RHAST7TYr—
YavEERTEET,

A—AILTFALIMN)—DGtYRI N —AFRALTTZ V=23 v aERTBICIE. UWTAEET
L/i-a—o

I $ oc new-app /path/to/source/code
y 13!
A—A)LD Gt YIRY M) —%FAT 55HEICIE. OpenShift Container Platform 27 5 2
&Y —hm7 U XAAEEA URL #8889 % origin WY ZEID Y E— MHRETY, 3B

INTWVWBYE—IDRWIHEEIL new-app I&Y T4 FU—EILK] BMERINZE
-a—o

DE—NGtVRISN)—%FRALTCT7 ) r—>avaERT2ICE. UTERTLET,
I $ oc new-app https://github.com/sclorg/cakephp-ex

TI2AR— D) E—NGtYRIN)—%FALTTZ ) r—2avaERT 2IC1E LTFEETL
i’a—o

$ oc new-app https://github.com/youruser/yourprivaterepo --source-
secret=yoursecret
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pa )

TSAR—MDYE—FGit YRY N —%FERHT 3HEICIE. --source-secret 7
SUTRFALT, BEDO V—20—>Dy—s Ly b 2ETEFET, Th
&, BuildConfig ICEAIN, VURI N —IZTIERATESZLIICRYVET,

--context-dir 7S AIEET BRI ET, V—ROA—RYRIN) =D TT4 LI N —%FAT
XFET, VE—RMGtVRIMN)=BLPAVYFFRAMNDODYTFTaL I N)—BFBLTTZ ) —
vavEERTIBEIK. LTEETLET,

$ oc new-app https://github.com/sclorg/s2i-ruby-container.git \
--context-dir=2.0/test/puma-test-app

F/z. VE—MDURL 2 BET ZHBEICIE. LLTD &L D IC URL D&% #<branch_name> %3&/N9
52T, FRHIDGtTSVFEIBETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world.git#beta4

new-app < Ni&, TEJL RERE (BuildConfig)l 24K L. IhiEY—Xa—RKbho, HFHROT S
Jor—ay 4 A=) #ERLET, new-app XV NIZBE, (7704 42 MERE
(DeploymentConfig)] Z/ERR L THBRDA X —T & F7O4921F0,. [H—ER] ZERL TS A—
VEERFTIDZTTOAAAY MADOARIBLIET IV ERERHELET,

OpenShift Container Platform (& Docker. Pipeline X7zl Source [EJIL KA FSTY—] DWIN
HEAITREINEZEEHNIC BHE] LEJ, 7. Source EJL RDIFEIK, [HEULASEOEILY —
AA=—VZRHELET ],

EIW KRR NS 7T —DKRH

$IRT 77— 3 ¥ OIEREFIC Jenkinsfile 77V —2 ) KY kU —D root FIFHEED IV TR b
T4 LU N)—IZHEET BHEIC. OpenShift Container Platform (& Pipeline EJL K2 K57
U—] ZEKRLZET, /X, Dockerfile 1'% %1% E&(1C. OpenShift Container Platform (& Docker
EILRZA NS TY—] &KL ZE T, Dockerfile B2V HEICIE. [Source EIVRA NS TY—] %
ERLET,

EIWRARNSTFY—% EEXTBICIE. --strategy 777 % docker. pipeline F 7|4 source
DVWTNDITEEL TLEIW,

I $ oc new-app /home/user/code/myapp --strategy=docker

pa 3

oc AX Y RAEFEATBICIE. EIWROY—REZELT 74D YE—bDgit YRI b
) —CHEATZIZVLE HYET, V—RADLEIL NIZIE, git remote -v 2FRT
ZRENHYET,

il

B

[l

Source EILRRANSTFYV—%FAT ZHEIC. new-app i) RY MY —Droot £/zlEfEEL/ZO Y
THFAMNTALI N —ICRED 7 7AIVDEFET EMNEINT, HRHITZEELEILSY—ZHELELD
ELEY,

#*2.1 new-app 'R 9 5555
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#image-streams
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#deployments-and-deployment-configurations
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#services
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#builds
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#pipeline-build
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#docker-build
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#source-build
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EE S 774l

dotnet project.json. *.csproj

jee pom.xml

nodejs app.json. package.json
perl cpanfile. index.pl

php composer.json. index.php
python requirements.txt. setup.py
ruby Gemfile, Rakefile. config.ru
scala build.sbt

golang Godeps. main.go

EEDHREE. new-app 1. MHESEIC—HT S supports 7/ T7—2aVHEEINL T4 X =Y
AR =L] HTD, FLIEREBESEDERIC—BT 24 A=Y R MY —LDBVDE DD,
OpenShift Container Platform 4 —/X\—%Z &R L ET, —HIT2EDHROHNSRWVHEICIE. new-
app | Docker Hub L Y 2 b 1) — THEIER—RICLIMHESEE BT 21 XA —VDBREBEITVE
ER

~HEENRL—=9 = LTEAL, AX=—Y A A=VYRAN)—LFLEFaAVTF—OEK) EVRI
J)—%EBEL T, ENY—DEFEDY—RAVKRIN)—%FHATILIIICAA—VELEEXTEIEN
TEEY, COFEEFERATZE ELWRANSTY—0MH BLU EZORE IFRTINBVAIC
BELTLEIWL,

ez, YE—NMY)RY M) —DY—R%EA L T myproject/my-ruby 1 X —Y 2 b)) — L &ERK
T5HEIF. UTEEITLET,

$ oc new-app myproject/my-ruby~https://github.com/openshift/ruby-hello-
world.git

O—AILYRI MY —DY—R%FA L T openshift/ruby-20-centos7:latest 1> 7+ —DA A —T R
MY —LZERTZICIE. UTEETLET,

I $ oc new-app openshift/ruby-20-centos7:latest~/home/user/code/my-ruby-app

2222 A XA—IDST ) r—2avaklid35%

BEDA A=Y T TV r—2avo7r 704 BNagETd, 4 X —Ik. OpenShift Container
Platform #—/N—RD A X =Y A MY =LA, $8ELELL YA MY —RHZE7IEDocker Hub LY Z k1) —
ADA =Y, F7ldO—hA)LD Docker Y —/N—RHDA A —IHMSRBTEET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#image-streams
https://registry.hub.docker.com
https://registry.hub.docker.com

F2EF IV r—a3avSAIY47IILER

new-app A<V KiE, BINLBIBUICIEEIN A A—VDOEEZHMLELOELFTA, 41 A=
A Docker 4 X —< (--docker-image D5z E ) Db, FlFA X =Y AR —L (-i]--
image DB % FEMH) 2D H. new-app ICBARTEE T,

p=

O—7#J)L Docker VRY M) =D oA A= %IBELEFE. B LA X —H OpenShift
Container Platform @9 S A4 — /) — R THHATESZ L 2HRETIRELIHY ET,

fce& z2 &, DockerHub MySQL 1 X =YW T7 T r—>a v aEMRT 5I1IC1E. UTFERITLET,
I $ oc new-app mysql

TSAR—MNDLIRAN)—DAX—=VHFRALTCT TV r—>a v aEl 3 3581213, Docker 4
A=V DHEREARELTDLDICEELE T,

I $ oc new-app myregistry:5000/example/myimage

R

AA=—TVEEBOLIAPMN) =N [SSLTEF2 )71 —I(RE] INTLRWEEICIE.
OpenShift Container Platform / — KR Z kD Docker 7—E VB, {HERDL VA MY —
“ZBRY % --insecure-registry 75 7 ZBEL TEITINTWSE I &%, VTR
Y —EREIHR T I2LENHY FJ, £/, --insecure-registry 7S T EIEL
T, EFa2a7THRVWLIARN)—DEHAXA—=—VEMBLTWVWSIE%, new-app IR
WHEIHY FT,

UTFDEIIC, BEFED M X—YZN)—L] BLVERD (A A=V ZAN)—LE5T] DTS
T—2aVveFRT 5 ENTEET,

I $ oc new-app my-stream:vi

2223. FVTL— " DSDTTY) r— a3 v DVER

FUTL—MNEEBIHE LTIELT, EaiIciRELE 77— FREFVFL—MN7 7400
DoOTTYVr—2avalfERTD2IENTEXZET, ExE YV TPV r—vavysy7L—b
HREFEL. ChEMBALTTZ Y r—>a valERTEEY,

RELETYTIL— DT ) r—ya v iKY 258, WTFERTLET,

$ oc create -f examples/sample-app/application-template-stibuild. json
$ oc new-app ruby-helloworld-sample

ER1IC OpenShift Container Platform ICIRFET 2 Z &M<, A=A T 7AINIRATLTTY FL—b
HEEFERATZICE. UTO -f|--file 5|82 FEALE T,

I $ oc new-app -f examples/sample-app/application-template-stibuild. json

TUVTU— MRS A—H—
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#securing-the-registry
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#image-streams
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#image-stream-tag
https://github.com/openshift/origin/tree/master/examples/sample-app
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[FTL—h] BER=2ETBT7TIVS—2 a3V EFERT 25EICIE. LUTO -p| --param 518(%
FALTTYTL—PFCEBLERSA—Y—EEEZRELET,
$ oc new-app ruby-helloworld-sample \
-p ADMIN_USERNAME=admin -p ADMIN_PASSWORD=mypassword
IRGA=H =T 74 IIRELTEWVWT, --param-file 2 ELT. TV L—b ES VRS Y

ZIETBEICIDTI 7AIVEFERTEZIENTEET, BEANDLNIA =S —%EHmAAUHEIL,
LFD&SIC--param-file=- #FRAL X7,

$ cat helloworld.params

ADMIN_USERNAME=admin

ADMIN_PASSWORD=mypassword

$ oc new-app ruby-helloworld-sample --param-file=helloworld.params

$ cat helloworld.params | oc new-app ruby-helloworld-sample --param-file=-

2224. 77V 5r—a ERICE T DEINMEIE

new-app 1< ¥ K&, OpenShift Container Platform # 72 =V MEEMLET, TDA TP U bIC
SYU. ERINZ TV =2 avAEL RSN, 770430, ETIhET, B, choo47
VI MIAVTYRNY=RANEKRI N —FLIFAVTY NI A—=VICHETZ2RB12FRALT
BEOTOV Y MIERINETH, new-app ICEY CDEMEABIET DI ENATEET,

new-app CHER LA TV hDEY ME, V—RYRI KN — A A=V FRIFTVTL— A
EDAVTYy MELTEINZT—T14 777 MIEoTERYFET,

#F2.2new-app HAA T b

v /7 8 B4

BuildConfig BuildConfig (&, AYY RSA Y THREINAEZY —RAVRI M) —ITERI N
¥, BuildConfig IfEAT 2R NS TFY— V—220O7—> a3y, 8LVEILR
oA —>avEERELET,

ImageStreams BuildConfig Tid. &% 2 D® ImageStreams NMERINE T, 1 DBEIE. 1
VT MM A=UBEKRLET, Source EJL KT, ThIFELY—A A—TT
¥, Docker EJLRTIE, ZHIEFROM A X —2TY, 2 DB, 7O Ty b
A—=V%BRLET, AVFF—aMX=YD new-appic1 v 7Ty hELTEEINEL
BEIS. DA A=IJITFLTEA A=Y AN —LIERINFE T,

DeploymentCo DeploymentConfig (&, EJL ROHAFALIFEBEINZAA—DOWThbhiETT

nfig O4 3 57DICERINET, new-app I¥ > R, BRELTERIND
DeploymentConfig ICEEn 22V 7+ —ICIEEINS L Docker R 12— AIZ
emptyDir R 2 —L ZERLET,

Service new-app AX Y RiE, 1 V7Y MM A=Y TRRAR—MNERBLED ERHAFT, 2
AINAR— N TCHEIPREBEVEDOZFERALT. ZOR—MN2R2HATEZH—ER%
EHRLET, new-app T TEICBIDR— M ERBT 5ICIE. BIC oc expose O
VREGAL, BMOY—ERELERT BT TT,

Z Dt FUTL—b DA VRV REERT BRIC, ATV b FYTL—RMCE
DWTERINBAREMELHY T,
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2.2.2.41. RIEZHOIEE

TUTL—b V=R FREAA=I DTV r—ara5EmT 55458, -e|--env B|8%FH
L. SV LICEBEBEERAT7 ) r—2avays+—IlET 2 ENTEET,

$ oc new-app openshift/postgresql-92-centos7 \
-e POSTGRESQL_USER=user \
-e POSTGRESQL_DATABASE=db \
-e POSTGRESQL_PASSWORD=password

THIZ, --env-file BB A FHLTCI7 7ML OHmANB I EETEET,

$ cat postgresgl.env

POSTGRESQL_USER=user

POSTGRESQL_DATABASE=db

POSTGRESQL_PASSWORD=password

$ oc new-app openshift/postgresql-92-centos7 --env-file=postgresqgl.env

I5IC --env-file=- ZFAI B & T, REANTREERNZIBEIDIEHTEIT,

I $ cat postgresqgl.env | oc new-app openshift/postgresgl-92-centos7 --env-
file=-

BMICOWTIR, TBEEROER] ABRLTRIL

pa )

-e|--env £72F --env-file 5|IHTEINDIREZHTIE. new-app LED—IRE
LTI N2 BuildConfig 7 7YV MEEHFINFHA,

2.2.2.4.2. B FERIRZEBODIEE

FUTL—h V=R FRIFAA=IDOLTTVr—2a v aEKT 558, --build-env Bl#%
FRHL. SV ALICEBELZTHAEI RO VYT F—ICETIENTIET,

$ oc new-app openshift/ruby-23-centos7 \
--build-env HTTP_PROXY=http://myproxy.net:1337/ \
--build-env GEM_HOME=~/.gem

EHUX, --build-env-file BIAFARALTCI7 7M1 IO SHEAMBDIEETEET,

$ cat ruby.env

HTTP_PROXY=http://myproxy.net:1337/

GEM_HOME=~/.gem

$ oc new-app openshift/ruby-23-centos7 --build-env-file=ruby.env

I 5T --build-env-file=- ZEA L T. RELHEZREANTEETSIEHTEIT,

I $ cat ruby.env | oc new-app openshift/ruby-23-centos7 --build-env-file=-

2.2.2.4.3. FRNIVDFEE
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V=2 AA=V FE TV TL— s DOT TV =2 a v EERT 256, -1|--1label 5| % f&
AL, FERINA TV MRV EBITEEY, INIVEFERTDZE, 77U r—vavICH
BIBATVY M e—RETRERR RE. HIRT2IEFRICAVIET,

I $ oc new-app https://github.com/openshift/ruby-hello-world -1 name=hello-
world

2.2.2.4.4. fERAIDH D DI

new-app MEMT HDHRBICDWVWTD R A V%R T 2ICIE. yaml 72 json DfEE HIC -0] -
-output S| AFATEEYT, RICCOENEFRALT, ERINZA TV MDD T LE2—F L
IIREMRER T 7ANMAD) ALY NEERITTEET, BEISRITNIE oc create ZERAL T
OpenShift Container Platform # 72 =V N {ElRTE £,

new-app 7—7 A 777 b a7 74 IIICHEATZICIE. IhozimEL. ERLET,

$ oc new-app https://github.com/openshift/ruby-hello-world \
-0 yaml > myapp.yaml

$ vi myapp.yaml

$ oc create -f myapp.yaml

22245 BETDATI U bDEBK

BE new-app CTERINZ ATV MDEFIEY —AVKRY MY —FLITERIERI N A —
VILEDWTHHIFLbNEYT, IV RNIZ --name 757 %BMT 2T ET, ERINA TV D
BEIEERETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world --name=myapp

22246.307 O FTODFXTI T FOYERK

BE new-app FIREDO 7OV I MIA TV U MEEKRLETH. -n|--namespace 518 % FH
LTT7 2 RAAEARND IO Y MIA TV N eERT B ENTETET,

I $ oc new-app https://github.com/openshift/ruby-hello-world -n myproject

22247 BBDOA T b DR

new-app J~¥ Y RiE, EHD/ASX—4—% new-app IIEEL TERDT7 Y r—> a v EFERTE
F9., AVYRFAVTHEET I INVE, TOE—ITY RTERINDZITARTOF TV ) MIE
AIh, BIRERIEY —RAFLEAAXA—IDSERINZTARTOAVR—F Y MIBERINET,

Y—RYKRIMN)—BLU DockerHub 1 X—I ST Y r—yavaEld 3iCid. UTEETL
i’a—o

I $ oc new-app https://github.com/openshift/ruby-hello-world mysqgl
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p= o)
Y—ROA—RYRI M) =BELUVENYT—A A=IUDFEDEIEE LTIEEINATWS
%A, new-app IEY—RO—KYRI M) —DENIT—ELTEDEILST—A A= %
FALEYT, ChaBRLTVWAVWSEEIE, ~ 2R L—49—%2FHALTY —RIIBHER
BT —A X—V%BELET,

22248 8— Pod TOA A—J&Y—RDTN—Tt

new-app A< Y RICL Y, BE—Pod ICEBDAA—V%FEHTTTAMTEET, 1 A—=VDY
W—TeEBETRICE+ 2L —9—%FHALET, --group XY RS 1 VEIEEVTIL—TtT
IZREOHZAA—VERETIHRIERTZIEETEEY, V—RYRI N —DS5EILRINE
AX=VBRDA XA —=IEHIZTIV—TFITBITE. TOENYT —A XA =V TV —TTEELE T,

I $ oc new-app ruby+mysql
Y—2ZADBLEI RINEA AT ENABDA A=V EFEDTTTOA4TBITIE. UTFERITLET,

$ oc new-app \
ruby~https://github.com/openshift/ruby-hello-world \
mysqgl \
--group=ruby+mysql
22249. 41 A=Y, TV TL—b BLUTHROADDHRTE

A X=U, FvTL—hk, LW oc new-app AY Y ROMDANHRNBERET BICIE. --search
7S576&LV --1ist 757 %BMLET, LE&ZIE PHP2EL TR TDA A=V FLIET VT
L—MERRTBICIE. LTFEERITLET,

I $ oc new-app --search php

223.Web OV —)Va@ERALALT T r— a3y DFEK
1. WER 7OV T Addto Project#21) v 7 LE T,
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® v ; ij"u"El'DDE[' v

Add to Project v

Browse Catalog
Deploy Image
Import YAML / JSON

Select from Project

2. 7OV MNAILHBZAA—VD—EFLF Y —ERAIQITNSEILYT —A XA —VU%RIRL
ij_o

OPENSHIFT @v & developer v

: = My Projects + Create Project

Browse Catalog Deploylmage  Import YAML /JSON  Select from Project y o 8 Bty

Languages  Databases  Middleware  CI/CD  Other

Filter 36 Items
h Initial developer project

PostgreSaL
- I @D % Getting Started

Amazon RDS - Apache HTTP Server CakePHP + MysSQL Dancer + MySQL O Take Home Page Tour

PostgreSQL (APB) (httpd) (Persistent) (Persistent)

e ) O DO

Django + PostgreSQL Etherpad (APB) Hastebin (APB) Hello World (APB)
(Gersistent) Recently Viewed

o & 0O ©

Hello World Database Jenkins (APB) Jenkins (Ephemeral) Jenkins (Persistent) MongoD8 (Perststent)
(APB})

5

LLFICRT LIS, builder 9 707/ F—avic—BRRIINTWS 4
A=UZAN)—=LH8T] OAIAD—EBICRRINET,
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kind: "ImageStream"
apivVersion: "vi1"
metadata:
name: "ruby"
creationTimestamp: null
spec:
dockerImageRepository:
"registry.access.redhat.com/openshift3/ruby-20-rhel7"
tags:
name: "2.0"
annotations:
description: "Build and run Ruby 2.0 applications"
iconClass: "icon-ruby"
tags: "builder, ruby" g
supports: "ruby:2.0, ruby"
version: "2.0"

Z ZIC builder ¥ V=& 3 &, D ImageStreamTag N*EIL Y —& LT Web O
V—ILIZKRR™INET,

. M7 TV r—Ya VvEETEELEEL. A7V a7 ) r—2avayR—be D
FOICRELEY,

OPENSHIFT ORIGIN

My Projects + Create Project

BFOWSG Cata|og Deploy Image  Import YAML/|SON  Select from Project 10f1 Projects

Languages  Databases  Middleware  CI/CD

Filter ~ | 19 Items Initial developer project

i @ Getting Started

Apache HTTP Server CakePHP + MySQL Dancer + MySQL Django + @ Take Home Page Tour

(httpd) (Persistent) (Persistent) PostgreSQL
(Persistent)

Jenkins (Ephemeral)  Jenkins (Persistent) MariaDB MongoDB
(Persistent) (Persistent)

nede nede ‘m

MySQL (Persistent) Node.js Node.js + MongoDB
(Persistent)

23. BESAKICBIIBAT7 Y r—aryo7O08— K

2.3.1. &

IV r—vavpr7OoE—ravelR IFEIFRIVIMLBRETOT I r—2a v oBBER
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KLET, BEE. BEUCLIYBRAEI N BLELTWEEY, L2 277V r—2 a3 Vv BERR
BHNLRI—KL, RT—VYVITREBALEHAR, ILARZTIMITbh, REBICERERE~S O
E—RINBHBEIC. 7A=Y aVICEEIMALNZ ., EEARARREICMALON, RT7—Y
VIRES LS UERBRE~NE TOE—NINET,

(77U —>av] (& BT Java, Perl. & U Python R ETRRiINcBERZY —RO0—K%EE
K9 2RTE, B Web IV TVYPHERY ) T, FET7T)r—>av0EBEEDZ VY
1 LICEETIREICEBFEIRTEDY EFEA, REDOT T r—2avid, ThoDEEBEEDOS YV
SA4ALTHERAINDZT7 ) r—2avBEEDT7—HA4TULEDEDEIBLET,

OpenShift Container Platform & & U° Kubernetes & Docker ##i& LB B & WO RIETIX, BINDT
TNVr—2avD7—T4 777 NELTUTAEEFNET,

o AAT—HEEAEY—-IDODEELRtEY NS Docker AV TF—A A=,
o 77U —2av THERINDEHICOAYTF—IdEAIND BETHL

e LU ® OpenShift Container Platform @ APIA 7/ b (VY —REEELTEHAONTWE
T, A7 &R 28R LTLEIV),

o PN r—avTHEAINZAOHDICOVYTHF—IEBAIND APIA TV b,

o OpenShift Container Platform (C& 23> 7+ —8 & U Pod OEBFE%ERY 5 APl 7
A A7

OpenShift Container Platform TO7 7Y —> 3O 7OE— MAEERFT T 5O, AREY ST
BUTFTZ/RNET,

o TNV aVERICBAINBHIRT—T1 777 MO,
o 7NV — 3T OE—aviiM TS5 vDREBIEAXRT 35,
o M7 —FT414 770 VEEERBITBZAHEBLTY—ILIZDWT,

o RIEOWE. B, FEBLCY—IETTYr—>a v 7O0E— MIERT 226,
232. 7Y b= 3yavik—xv N

2321.APIA T/ b

OpenShift Container Platform & & Uf Kubernetes Y YV —RE&E (7 TN r—>av A RV N) —ITH
FICEBAINAER) ICEELT, 77V 5r—Ya v 7OF—MIDWTHRETZERICAPI A TV
P MDERETRA Y MIODWTEBELTBEKRZ2DDFELRADHY £,

1 DHDORELT, IXRTDAPI AT M, OpenShift Container Platform K¥F 2 X > KT
BEAINTWAELDITJISON £7IE YAML ODWITNMNTRIZT B ENATEEY, TDREH, b
DYY—REREFUEEOY—RAV MO—IBLVRV) TN EFERLTERZICEETEEY,

2DOEHDEELT, APIA TV T NI YRATFLADNEESINBIREAIEETEZA TV NOZSH
EVRTLDAT—H RAFLIFREOKREE KT 2WATERIND LD ICKREFT I TWET, INn
WA YTy NBLOTIONTY NELTIRADZZEDNTEET, 17Ty MEBDIL JSON ZF /& YAML
TREIN, V—RIAY hO—LEBEEB (SCM)D7—FT1 777 &L TEALET,
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R

APl ATz hDA YTy NEDDFYLKRED I, 1V RAY VY RIEDERIC TV T
L — MLIBIC L 2EHEHRAERIT TS0, RRICHEN T IEHMICHEET 2 HICE
BELTLIEIW,

API A7y MIEAYT 2 LEEDORICELY. JSON F7d YAML 7 7 A LOKRBRAFE>TT7 T o —
YaVOREEZDA-RELTURETZIENTEET,

FIEITARTOAPI ATV MIDOWT, BN DET TV r—>avDT7—FT4 779 NeHR
FTZENTEZET, UTR. 77V r—avor704 8L V0BBICRLEET S ATV MT
_a—o

BuildConfigs
77V r—2av7O0E—YavyaAvFFAMIBITBEHR)Y—RT
¥, BuildConfig & & K ICRHAREBDERETIET I r—2 3 v0—8TEHY £
A, BuildConfig ILBE /M T4 Y TTAOE— M INF A, THEERATS4 VT DT A
TLEHRID) 7TOE—RNIND A A=Y ZEKLZET,

Templates (7>~ 7L — k)

TTYr—2arvn7OF—Y 3 vOBEATIE, Templates (& IR A —4 —{biEAF> T
)Y —REFREDRAT—IVIBRIETEY N7y 7927000 RA Y M LTOEREIZREL
F9, LELT7FUr—2arvd7aE—yavonrS IS4 VERBRETBRIC. 1V RIVRIE
DERIEMOEENELCSARMENE < QY XT, FHICOVWTE, YTV AELTEN Z25RL
TLEIW,

Routes (JL— k)
Route (Jb— M) IFRZREHABWRY Y —RT, 7)) r—>ary7O0F—>avR 1 T34 VDR
T—IZEIERYES, PTVT—2aVDEBERAT—VICRHTE2TRANDEIC, 7Y 75—
2 avADT Y EZAH Route BATITHONZLHTY, £ "R MKZLEITFTH < Route D
HTTP LRILDEFa )74 —ICEALTH., FEREPBHERDA T2 arvhHdRICERLT
<X,

Services (—EX)

(PR F—VTOEY DEEEDEEEEET 2HARE)FEDT I r—v 3y 7O0E—v 3
v 27— T Routers $ & U Routes %l 2EBEAN’HZHE. 77— 3 Vid Cluster D
IP7RLRABLUVR—MEATT7VERATEEY, IhoaERALAEBE R7—HEDO7RLR
BFLUVR—NDBEEO—BIVEL LD AREELIHY X,

Endpoints (L~ KiR4A > 1)
BEDT7 TV Tr—a v RILOY—ER (F2& Z I, y<®¢¥uawé? HR—ZADA YV RH
v 272 &) I& OpenShift Container Platform TEEINABWEGENHY F T, TDLIRFEIC. M
BIZ Endpoints Z{Em L T. BE&EY % Service (Service @t L% —7 14— RIZBRA) I
BABEAMADE. BEEEDLICTSVVITENMLYBRYETH) 7T 4 E
TA—DRAT—VETERFILBIHBINZT,

=Ly b
Secrets TH LI NHBERIZ. TOBEBREAEORBT DIV T 1T 1 — (OpenShift
Container Platform W& 9 % Service  7zI& OpenShift Container Platform 4 TE¥E 3 % 48
P—EQ)DPHEINDE, AT —VREBTHEINIE T, TOIVTAT1—DERDZ/N— 3
IR T TN =2 a v TOE— ML TSAVDERT—IJILHZHBEICIE. M T4 VDE
AT—YTEABD Secret T M, Tha/NA T4 VOBEBRKFICERET 2MHENHZBE
Y Fd, £/ Secret % SCM IC JSON F72id YAML & L TIRET 2156, MEBERERE 3‘
2DDBBILT A —LDRBERDIEDNHDIDTERLTLLLEIV,

DeploymentConfigs
IDATIY ME FREDTZ TV —>arvD7AE—2avR1TSA VATV DRESE
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HZL, ZORO—TA2RETIHRORLEERY) Y —RAIRYET, ThiF77Vr—avoie
FAHEEEELEY, SBAT—VBTHETZHIP’HY FIHN, 7V r—raryrO0E—
aVIRATSAVOBENEN, TOF TV MIZZTEAMAONET, TOTHEICIK, &
AT—VDRIEDEVERMIETZLZODEBEY, 7TV 5r—ya by R— NI 20EOHZE
BT IVADTANEBRGICTB-OD AT LEHEEZERSEFNET,

ImageStreams, ImageStreamTags. & & Uf ImageStreamimage
(AA=T] BEP A A=V ZAN)—L] OREIVZaVTHBAINTWSE LI, IThbdA
Tz ME AVTF—4 A= DEEICEE L T OpenShift Container Platform DEMNESRDH
BaEmMLTWET,

ServiceAccounts & & T RoleBindings

77— 3 EBIZE VLT, OpenShift Container Platform A4t —E X TDfhd APl # 7
Tz MIFTEIN—Iv I a VEBIINERTRTY, Secrets &[FA#EkIC. ServiceAccounts
H LU RoleBindingscan 7 7z NDT7 ) r—a v OE—2avnN\1 TSAVDRT—
VEITOHRAEAEIL. ERBOELIBEAHETZD). DETINREDOEBED=—XICL>TE
By FE9,

PersistentVolumeClaims
F—IR—ZADEIRRAT— KNI BY—ERICEELT, ThoIEARBZTTUyr—rar 7O
E—YavAT—VETHAEINIREEIX, @r7 SV r—>avyrF—y0a—s2HEF1E
(BBt g 2 AEICEEEELE T,

ConfigMap

Pod X ED Pod BAN S DR RIBEZEHA I M IIDFRERE) ICEAEL T, INh5E Pod DEIE
IK—EBMZ3 5B ICRBORT -V VIRETHETSIENTEEYT, FInbzR
T—IUZEWEELTCPod MEAEETZIEHLHETY (BET7Z SV r—yavo&EOA@EIE
AT—V T EIREEINET),

2322 A A=

BRDEHIC, AVFF—AXA=—J@F 7T IVr—23vD7—5T4 779 hThHY., EEIC. 77
T—2arv7OT—2avIilBVWT, AXA=—VBLPAXA—=—VDBREBIIHFLWT IV yr—2a v
T—F4 77 NORTEEERILNTY, BEICEL2TE, A A=V 7TV r—>arvekah”
TIMET BBEEHY. 7TV r—2avo70F—2avyI0—E3AX—VDBEEOATHRYIIDT
WEd,

BEAA—VIESCM Y RTFATREBINEFEA (TN T—>avonNA+ ) —DLEIOY 2T A
TEEINTULWAL DO ERKRTTY), ELNAMFT)—EEKRIC, 1 VA MN—LARERT —T 1
779 bBLUHIETZB VR MY— (RPM. RPM JRY K —, Nexus 7 &) I& SCM EE#HDE~<
VFAYVATERINDDT, SCM Iz A —VBEDERS LUFEMEEIEAINF L,

e Image registry == SCM server

e Image repository == SCM repository
AAX=VRLIZAN)—ILFEETZDT, 77V r—oary7OE—r a3 v TR, BURSAA—IDL
VAMN)—IZBEHEL., ZEDA A=Y TRINZ TSV 5r—2aVvaRTT20EOHIBRENST I
ATEBLDICLET,
A A=V EEESRTLZLIVE, PTTVS5—YaVDERITEEAA—VIAN) —LICBRBERRILEL
F9, ChE. AA=VRANY—=LHBT7T)r—o3vaAVR—3 Y NEBRTBHDAPI ATV

NMIRBZEBEETKRLET, 1 X—JRAMN)—LICDVWTOFMIZ. ezl 28BLTL
YR AW

23.23. 8I&
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INET/—h AXA=Y, BLVAPIA TV NDT TV =3 0DT7—FT4 779 MIDOWT
OpenShift Container Platform RO 7 7 r—> 3 v F7OE—Ya vV FHFAMNTHEALF L.
Rig, PN Tr—2ava7OE—2avnRM 754 VDRBERAT VD ETTETIBZONERT
W9,
233. 7704 X NEE
CHDAVTHERARNTOTTOA4 XY NEBIEEIX, CIICD /8 TS5A VDB ERT—V TP T r—vay
NETINBZEEDRAR—RERLFIFT, BFOEEICIE. BRI . [FRAM . RF—YY
J1 &0 IRBERE] AEPrEFNTET, REDODERIIDOWVWTIE, UTFTOLIICTIEFIFEFRAET
EHETEFT,

e H—7OVI I NHNDSNILBLCHREDLRIAFERT 2

e VSRA—HNOBEBEDIOYV IV NAERT 3

e EEDYV SR —%FHTS

ERDOIDFEITARTCEZMATEZ I EMEBEINIT,

2.3.3.1. B=5F=1\

BETIO4AY NREOBRERNT 2K, LTFTOE1—) X714 v VRAIEICDOWVWTHRETL F
-a—o

e JOE—YavIO—DEBRT—IYTHATS )V —AHBFOEEW
e JOE—Yarv7O0—0DRBRAT—IYTRELIHOESW

e JOE—arv7O—0DEBERAT—YOHRONLDME (FLFEDREHBHMICHMLTWVDS
)

& 5|C OpenShift Container Platform D7 S 24 —H LV 7OV I MM A=IL IR M) —IZED
EDICEARTEIMCOVWTUTOEZLRRICERE LTI,

o A—V529—HOBERDTAV LY NEA—DA X—VZANY—LIKT I EATE B,
o HWHODISRY—HRA—OHBLIZANY—IKF I ERATE 3,

e OpenShift Container Platform DHEA X —J LY A M) =D)L — MERTRRAIN 354,
FRI—BFLIRAN)—DHEHETE 2,

2.3.3.2. &

FTOAXAY NBENEZINEE. M TS4AVRODRAT—Y0RERA28070FE—Yary70—%
EETEFET, UTTIE, Thos07O0F—rav70—0REAEBHRTI2AEELTY—ILICIDWVWT
HEALE Y.

234. A EBLTY—IL

BERNICT U r—Yaryo7OE—beld, g7 7)) r—oavoaryR—xy NaH3RED
SRDBREBICRE TS OADIETY, 77U r—>a v 70T— MNOBEMEICEET 322474

Va—2avaREYAEIc. ESBAVE-—XY N eFHTRH I 2G5EICHEATE Y —ILOBE
IKDWTUTOH T2 a vy TRTVWEEL & D,
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R

ELRBLVTTOMXAY NOBADTOCRICEVWTEHOEARS Y MEFIBETE
¥9., Ih ik BuildCconfig & & U DeploymentConfig APl 7Y Y N TEEX
nE9d, INS5Dhook ITLY, T=IR=—RABLEDT IO INAVR—FV hEL
T* OpenShift Container Platform 7 5 249 —B&ARERETEDHRI LRV ) T NOBEY
HUMNTREERY £,

LD 2T, hook DS A A=V JIREAREITTBRE, DL D% hook Z=fFA L
T, 770 5— a3 v A BREBTHRMICKEITZ2 2V R—3 2 NEBREARTTE
F9., L. INHD hook KA~ hDFEAIE, REETTZF Y r—>3avyaVvR—%
VNEBETEEAELYE. AEDRETCTZ IV S—23avDSA4 7914 7 IVEEB AT
IBEICBELTWET (P T—2avOHNA—=UarypT a4 IhzBOT—%
R—ZAZF—TDOBTICFERTZRE),

2341.APIA TV bOER

1 DDBBTERIND Y Y —RIF, FTILWEREADA VR— MIHATJISON F741F YAML 7 71 )b
OHRBELTITIVAR—bINFET, LA D>TISON FAIEYAML ELTDOAPI ATV DX
Bk, 77)5—2avRATSAVTAPIA TV MAaTOE— NI BEDOEESER & L THEE
g9, COAVFTVYDIYVRAR—FIPA VER—MTIEocCLI ZFERALET,

)

OpenShift Container Platform @ 7OE€—> 3 > 70— IJIEHERWVWTT A, JSON F7/id YAML I
T77AINHEEINSDT, SCMY AT LZFERALZAYT VY OREFEPERBICOVTIRE TSI L
NTEFET, ThITLY., TSVFOEMR. N—YaVICEAETEZEEINILLYTDEIYETPIT
) =72 &, SCM D/N—Y 3 VEEDKEZFEHATESLDICRYET,

23411.APIA TSI PRAT—hDIT Y RAKR—b

APl A7/ NDE#kIE. oc export TRYRALHENHY I, CDBREIF. 77V MNERE
MOREBICEEDT—4% ZEBYKRE (RED namespace £/ dEY U TSN IP 7 RLRARY), ER

ZREBECHBERNTEDLIICLET (A TV IV MDT ALY —INTVWRVWAT—MNEHHT S oc
get IREEIZEAQRVET),

oc label AT 2 &. APIA 7YV MIFTESNILODEM, ZTE, H/ZIEHIBRNATEEICARY .
SR)LBHNIE, #BIE1ETPod DYTIL—TORIRPEENATEZDT, 7OE—>ary7O0—HIC
IWEINLA TV NaBEBIZDICERATHZZENDHNY ET, oclabel ZERAT &, #EHA
FTOT VNIV RR— NS ZDH’BEICR/RYET, Fh, 7797 MBPFLVWRIETERIN:
BEICTRIUDIERINDZDT, EREOT7 ) r—r3avavR—3x Y NOBBEBERIEINET,

R

APl A 7Y/ MCZIE, Secret #5889 % DeploymentConfig 72 E DSBAEF N
2ZENELLBYET, APIATITY NahH2RENSHDRIEANEBET I,
NOoDSREFLVWREANEBE T 2L A2HRTIMENHYET,

E#kIC DeploymentConfig R ED API A TV ¥ MIIE, AEL VRN —%5 SR
% ImageStreams DEWHIEFENDZ I ENF <K HYET., APIF TPV MNaH2RIE
DORDIRIEANEBREIT IR, COLDIBRBRE/MHLWRIEN THRRAETHD I %

RYTIBIMELIHYET, DFY. SRIFERTETHY. ImageStream (F# L WER
BTV EAAMERLI AN —42SRBTX2HENHY T, FMHICOVWTIE, T4
A—=VDH%E] LV TT7OE-FDFEFIE] 28RBLTEIL,




F2EF IV r—a3avSAIY47IILER
2341.2.API AT NAT—bFDA VR— I

2.3.4.1.2.1. fHAYERR

TFVr—2a3VvaEHFLLWVREICHOD TEAT 25EE. APIA T ) NOAEHKAERIEY % JSON £
7i& YAML Z{#H L. oc create #E1T L TEUIAQIRIETIEXRT 2717 THHTY, oc create =
FAYT2HBA. --save-config 7 7 a VICBELTKEIW, 7/ 7—>Yav—8IlAT7Y s b
DEREBEREREFELTELLIET, BDoc apply 2FHALAA TV POEENBRZICKY X
-a—o
2.3.4.1.2.2. REEIE
BEORAT—VVIBENRIICHEIINE E, 7OF— M A JUDEHBL, 7TV 5r—avhR
F=IUNSLRT—INEBELET, 7TV Ir—YavOEHRICIE. 7TV 5r—avo—8THD
API A7) NDEBEAEHZIENTEET, APl 472 =¥ bIEOpenShift Container Platform <
ATLDEBREERT IENDL, TNOHLDEENIBEINET, ThOHDEEFEDOEME LTUTOI—R
PEEINZET,

o AT —YVIUREBICEITIRIEDEWVIDOWVWTERET %,

o 7N = a VY R— b NTEZEEY ) S ERIT B,

ocCLI 2#FHT22&T, APIA TV MDRDAT—VBREBEANDBITHEITINE T, APIA T
VIV MNELTETBHo0oc ATV REY NEREELTWETHA, AMNEY I TRA TV NEDED %
SE L. BEY % oc apply ICEREZHTET,

EYbitoc apply FEEIFEOA TV NEREHICT 74 IV FIFEEANA (stdin) Z A E L TH
23HAX—VERBZIENTEEYT, UTOBTI ARAY—VERTLET,

1. A Y RADAA

2. A7 MDIRITN—=V 3y

3 IRFTATIVIMIT/T—2aveE LTREINARHDOAI—F—BEA TV MERE
TORIIBEEDA TV MIBEREHICEFRINE T,
TV MDY —RBREEY—FT Y NREBBITR—THZ I ENFHINTLWAWGERE, APl A
TV NODBIMDARYITA AHNRERIZFEIC. oc set WEDoc ATV RIF, Py AN —LA
BENASERHEOA TV IV NEFABRA LRI, ATV N2 LTETHOICERATEZXY,

FERAEICODVWTOFMIE. [T UFELIVEF] Z25RL TSI,

2342 A A—VBLTA A=A MN)—LDERE

OpenShift Container Platform D4 X —J £ —&E®D API # 7Y 9 N TEEINFE T, 7KL, 14—
COBBET IV 5 —2a v T7OE—MIBFZEBICHOHLREATHZEH, 1 A—JILREE
ENICERTZY—IBLIVAPIZ T MIOWTIERRIEWET, 1 A—YD7O0FE—MDERE
IiE, FRBLVCABOSELFERTIET (N1 T34 VILEB M X =Y DEHR) .

2.3.421. 41 A—JO¥BH
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R

AA=VDERICEATIZERBHINTOEMICOVWTIE, 1 XA—=VDEE] Db
S Ev o aSRBLTLEIL,

234211. AT —JVIBRENLIAN)—HFT BI5E

27—V JIRENR L OpenShift Container Platform L Y X b)) —2HE T 2HE (TRTHAEL
OpenShift Container Platform 7 5 24 — EICH 2 HBERE). 7TV r—ravo7aE— b4 73
AVDRAT—VETAA—V% BEIT 2 BEAMNRAEE LT, UTD2 DREEEITTEET,

1. 1 DB, docker tag LU git tag &%l % oc tag I~ RIZL Y, OpenShift
Container Platform 4 X =Y A N —LEZRKFEDA A —IANDSRTEHTEET, k. H
BARX—IZRN)—LDLRDA A=V RN —LAEA A=V DRFED/N—Y 3 V~DSR
ZFAE—92ZELHMET, VR —HNOERORELRZ 7OV ) M2AFRTEIE—D T#E
T9,

2. 2 DB& LT, oc import-image [FAEML VA MY =& X =T RN —LRBDIEE L D1
BERLET, LYRAN)—DOFEDAA—TVDAYT—9%4VR— L, ThE 4
A—=TV2AN) =L T] ELTAA—=—VRAMN)—LIRELEYT, 7OV bORED
BuildConfigs # & U DeploymentConfigs "IN L DHEDA X —J A BRBTEET,

234212 AT =YV IBREBIRRBLIAN) —%FHT 2156

2ATF—I v TREHMNREL S OpenShift Container Platform LY X MY —%FHA L TW3I5E. JYEE
RERAENRONE T, AL IVZAN) —~DT7 722 T, FIBEHMHBALTVWETH, &6
DEUTOELIICHRYET,

1. OpenShift Container Platform @7 2 X k—7 > DE4G EFEE L T docker v K& f&F
L. docker login A<V NIZIEELZET,

2. OpenShift Container Platform L ¥ Z M) —iCO % 4 >~ L7=%. docker pull. docker tag
B LV docker push ZFRALTA A —YEBITLET,

3. A A=A TSA Y DROBEDL IR b ) —THBAREICA>TAHS, BEICKLT oc
tag AEALTAX—UR N —LEBELET,

234.22. 7704

EERRIEBERDZT TNV 5—2a VA X—ITHBD, PV r—>a Va8 T2 APIA T
JRNTHZNEBMDT. TOFE—PINAERERHBT2ICET IO XY MO BESEICRY FT,
TIVT—23 VDA A=W EEINZHZE (TYTRARN)—LDILDA XA—VDTOE— MD—IR
& LTDoc tag #EEZF/IF docker push OETICL 35B 57 E). DeploymentConfig ®
ImageChangeTriggers B'#iT 704 X & N H—TEX ¥, FAHIC DeploymentConfig
API A7V NEBHIEEINTVWSIES. APIA 7V M TOTE—Ya VFIBICE > TEHI
13 & (Bl: oc apply). ConfigChangeTrigger B'F 704 XV N2FBTEET,

ThUADIZEIL, FEHOTTOMA Y MNEBRFHICT S 0c ATV FITIRUTHAESENE T,

e oc rollout: 7704 AV NEEBEOHF LW FO—FTT(FLEEBROEYY T4V RB &
VEREEICET2RELLEEEZZD),

e oc rollback: LEIOTF7AA AV MIRT ZENTEEY, 7OATE—2a v+ VAT

. FHLWA=Ua3 VDT A NTERBENMNRELLBEICIE. LRIO/N—Y 3 v TRED &L D
EDDEHRT IRENHZHBENHYIT,
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F2EF IV r—a3avSAIY47IILER

2.3.4.2.3. Jenkins TOOE—> 3 v 70—0ASHL

TIVG—2avaE7OE— N 2RICREBTORENIVELRT Y r—2avDavR—x v &
BEL, AVR—XV P NeBBTI2RIVELFIRZERLALRIC, 7—070—0F—4T AL —

vavELUBEHEERATE Y, OpenShift Container Platform (&, Z® 7’0+ X2 T%&ILD Jenkins
AA=IBLVTSTAVERBLTVET,

OpenShift Container Platform Jenkins @4 X —JIZDWTIE, 4 A =T DFER] TEHMICEHEAINT
WEd, InIliE Jenkins & Jenkins Pipeline D& %A %129 % OpenShift Container Platform 75 &
1Dy hEEFNET, £/, [Pipeline EILRZKZF7I—]1 1IZ& Y. Jenkins Pipeline &
OpenShift Container Platform & DMENBZICRYET, CThoITRTET7 IV r—ravorn
E—FEZEBO, CICDDIFIFLRAEDOBEMEICERELTTVWET,

TV —=2a3vOTOFE— MEIEBOFEICLZETHSBIANETGYEZZEICIE. ULTD
OpenShift Container Platform 1249 % Jenkins BHEDREEEICEE L TLEI WL,

e OpenShift Container Platform (&, OpenShift Container Platform ¥ 5 X4 —T®OF 7O4 X v
NaEBILRZREDETZEDICBEICARYITA AINT Jenking DA X —TIHRHEL X
ER

e Jenkins 1 X —</|CId OpenShift Pipeline 7> 714 V& EFh&Ed, chid7OE—>avo—
V70— %RETIBRERLZRELEI T, TNODEBRERICIE. A XA—VARN—LDE
BIZHED Jenkins Va3 TD MY A= ENH6DY 3 TATOEILRBLTTFOM XY hD b
DA—EENIT,

e OpenShift Container Platform @ Jenkins Pipeline DEJ KR NS FY—%EHAT 2
BuildConfigs IC& Y. Jenkinsfile X—2Z ® Jenkins Pipeline ¥ 3 7 DE{TAAEEICARY &
¥, N TS4vTaTid Jenkins ICHIF2EHRTOE—>a vy 7 0—FBOHKEEKRT %
£DTHY. OpenShift Pipeline 75 74 VICKURKEINZFIEEFATEET,

23.4.24. 7O0F—>avIKcDOWTOIFEERE

23.4241.APIA T VSR

API ATV NEItDA TV 2 baSRBRIZIENTEET, CO—MRWRFERAEELT A
A=Y M) —L%BRY HDeploymentConfig ZXEL FT (MOSREREFELT D561 HY
i’a—)o

HEIBREDNOSHDRIEANE API ATV M2 IE—TF 2158, IXTOSEIY—F v NRIENTHE
RTEBIENERERQRYET, UTDEIBSROVFT VA ZRTHEL &9,

o JOVIV NI TA—AI] MEBRLTWSEIHE, TDIFE. BRA TV M, 7O
Vv hESRBLTWEA TV MNERLUTOV IV MIFEELET, BEDAEE LT,
ZHRBLTWSA TV MNEALCTOY I MRICHZ YTy NBREILSBA TV M
AE—TX3Z&%=MEBLET,

o MDTOVIIMNDATI Y MeBRTZHE, Chid, HETOYV IV MDA X—IZ K
)—LDEEOT ) r—2arv7Ovc ) ML THEAINTVLWEBEICEHDT—R
TT(TAXA—YDEHE] ZZRLTKEIV), ZOBE. SRIDZF TV M EHLWER
BICAE—93K 49— v MNRERNTHEATES LD ICSREZBIFERLRITNIERY FE
ho UTNBEICRZIGZENHY XT,

o HEINBTOYIY FOLHAY—Fy NEETRERZHE. BREOTAV Y b
AEET 5,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#using-images-other-images-jenkins

OpenShift Container Platform 3.10 FAF&EH A K

o BXhdA 7z haHE OV MBS —4Fy NEEBEOO—A)L 7OV IV b
Atﬁﬁb £%17/19h%& Ty NREBAERBETARICSEAO—DIILILTO
VIV MNERAVINTDELOEHT S,

o ZRINZ ATV I DI—Fy NEEADIE—B LIV ZOSROEHOMDEAE
Hi,

BE, FILLWRIRICOAE—IN2A TV MIE>TESRINZ I TPV 2R L. SRY
=Ty NRIETHARITRTHS I E2MFBITEHI28E8OLET. ThUNICIE. SROEBEZTT
DTODBENRT IV aVERY, =5y MNERRTSRINZ ATV ) M 2FATRICTE I &N
TEEY,

234242 A XA—JLIRANY—SR

AX=TVAN)=LBAX=I LRI M) 2SR LTENLGHARTAA—IDY—R%ERERLIT,
AX=VRAN)—LDHIREDLRNDRBEANEBHTZHE. LYZAMN)—BLTLRI M) —DF5
BRELEEIARNEINEDIDNZRTFATEHIENEETT,

o TAMNRIBEERBRREEONBHZ T T — N 2LDICERDZAA-ILIZAN)—DFERT
h—C\:\%)iﬁI:lo

o TAMNRESIVERBRFZICHIGLEA A -V EDBET ZLDICELDZAA—I LRI K
) —HMERINhTWB5E,

FROVTANDELT BIHA. A A—VR M) —LRY—RBEASS—Fy NEEICIE—SN3
IS, BAA A —SICH L TRRINZESBEINILEFHYET, Thid, HBZLYZ LY —
BEULRIRY—DORDLIR MY —BLVLRI Y —AEA A—VEAE—FTBEVD VT
45 & UL KRBT TL B FIEOEME LTHDNET,

23.43.8IF
WMIFRT, UTFHAEEINTVET,
o TOAINET TN =2 avaBRTHRT TV r—av7— 77 b

o 7T/ hr—varvpFOE—>3arT7 YT 1 ET 14 —& OpenShift Container Platform IC& > T
REINZ Y- sLvaryt7 b &0EEBEK,

e OpenShift Container Platform & CI/CD /31 754 > T ¥ Jenkins & D&,

ZDRNEY ZICEITBEY DERD TIE. OpenShift Container Platform RO 7 7Y r—> 3> 070
E—23rv70—0WLD2HDDBFNIDOVTIHRWVWET,

235. T ) A B LVEH

Docker. Kubernetes & & T OpenShift Container Platform O T R T AICE WEBAINLIFHET 7V
F—=2aVy7P—FT4777 NDAVR—FXV N NEE btih\;wtﬁza/THQEﬁmt
Container Platform IC& > TIREINZ2FES LY —ILEFERALTIALOAVYR—R Y N RIEH
T7OE—bT2HEEHRBALET,

FINVT—=2avaEBRTHZAVR—RVYMIBWT, A A—VREEFERT7T—FT14 777 hTT, Th
HERIRE L. D27 TN —2a v OE—vavicETiEnsd s, FDMART IV b—2avn T
AE—>avRd—VERBZOPAA=IYDTAT—a v ThHY., TDFEICA X —IUDEEEAME
BYFET, FEAEDT TV r—ary70F—avy+ AT, 70—y avRM 7540 %
FRLEAA—VOBESIMEBI T ThbhET,
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B F AT, R"ATSAVEFRLEAA—VOERS LV EROAEZRVES, TOE—
2 avy ) FORREFENENAZDICDON, APl ATV ) N2EBEET2MOT ) r—vav7—
TAT7IRDNRAT 4 VTERBLIVCEMINDZTA TLDA YRV N —IZEENEFT,

ZOREY I TR, FBSLIVCEEBOBADOT 7O—F52FEALT. 1 X—YBLCAPIFZTII b

DTOE—MIBEATEIHEEDE[NEVS OMENLET, RFICT IV r—raryo7a€E—va N
1754 VDOBEDEY b7y FICBELT, UTOHRICEBELTLIEXW,

2351. 7O€—>Yavoty b7y S

TIN5 —2avoi)EYa vORENTTTEE, ROFIEELT, 7AE—Ya v TS5
VDART=IVIBRBIBITITERLIICT IV SN—avoarvT v ERy Sy —=JLET,

1. BIIC, RRINDBIARTDAPI ATV MAEBITEHREREDE LT IL—TEL. HED
label #EAL XY,

labels:
promotion-group: <application_name>
RN &L DIC oc label OAX Y Rid, IFIFRAPIA TV RDIRIDEEEZRTZICL
7,
B b

OpenShift Container Platform &> 7L — N API A 7YV V7 NERIICERT %B4. 70
E-—MAIKIVRAR=—FIBRICIT) —ICFERATIHBOSNIDNIRTOREET 3247
VIV MIHBIEEBBICHERTEET,

2. TOSRNIEBHEDI T —TCHERATEET, 72X 7TV S5—avDAPI ATV Y
NDOBITAEITOIUTDoc AX Y REY NOEUHLICDWTHRETLEL £,

$ oc login <source_environment>

$ oc project <source_project>

$ oc export dc,is, svc,route,secret,sa -1 promotion-group=
<application_name> -0 yaml > export.yaml

$ oc login <target_environment>

$ oc new-project <target_project> g

$ oc create -f export.yaml

ﬂ Frold, TTIKHEELTWSIHEIE oc project <target_project> #E{TLE T,

pa )

oc export AV Y RTIE, 1 X—YRAKNY)—LABICis Y1 TEEDZHED
M™ME. N TSAVHDERZIRESERETA A=Y, A A=Y ZAN)—4A, &
VLYZARN)—DBEEAREEDEIICBIRTEINMNEL>TEDL>TEFT, &
DRICEATZEFEFEZUTCTHALTWET, 1 A—YDEE DNV I H
SBLTLETY,

3. 7OE—2aviMTS54A VDREDRAT—Y VYV /BETCHEFAINZETREFNADOL YR N —
I L CHBET B N —V VERMB T 2R ELFHY FT, RBIEBICDVWVTUTEEITLET,

a. ®REICOJA v LET,
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I $ oc login <each_environment_with_a_unique_registry>

b. MTFZ2ERT LTV I/ AN =V VERIBLET,

I $ oc whoami -t
c. RENFHTEDEIICN—YVEAZIE—T VY RR—ZAKMNLET,

2352. 8YRLAgEL I OT—ary7OtR

NATSAVDERZRAT—IVIRETONEIOEY N7y TRIC. 7OE—>Yavi A F54 0%
FRALETTV r —2a v OREEZRET 2R YELITELFIEOEY MRBATEET, ThoDHE
AWRFIEIE, V—RREDAA—VELIEZAPI A TPV MDEEINZLZTCICETINET,

BHROAA OB -BHERDOAPIZ T2 NOBE-RIEBEBEDHRY A1 XDEH

1. BE,. RUOFIBETE T TV 5= aVICBETZAA—VOBHE/NRA T4 VDRDR
T=IJITOE—MLET, BIRDL S IC. RT7—Y YV JEREB T OpenShift Container
Plattorm LY X KN —HAHEINZNEI DD, A A=V TOE— M T B LETOEERER]
{EERERY FT,

a LYRAMNY—DPHEINTVWSRIHEE, #iloc tag Z2EFALFXT,

$ oc tag <project_for_stage_N>/<imagestream_name_for_stage_N>:
<tag_for_stage_N>
<project_for_stage_N+1>/<imagestream_name_for_stage_N+1>:
<tag_for_stage_N+1>

b. LYARN)—=HDHHEINTLWARWEE, V—ABLUVBEOEADL VAN —COTA
VIBRE, E7O0F—2a A TSAVLYRAN) I/ LTT IR N—Y VA FER
TE, 7V T5—=23 04 A=JDFI, 973, 8LV T vy 1 5BHEITTEE
-a—o

i V—RBRBELYZ M) —ICATA Y LETY,

$ docker login -u <username> -e <any_email_address> -p
<token_value> <src_env_registry_ip>:<port>

i. 7TV 5—23vDAX—=VETILLET,

$ docker pull <src_env_registry_ip>:<port>/<namespace>/<image
name>:<tag>

i. 77NV —=2avDA A=V BBELIAN) —DBARICY THIF L, BERT—V YV
J'RIEE—BT % & D IC namespace. &Hl. ¥ 7V EHEREHRLET,

$ docker tag <src_env_registry_ip>:<port>/<namespace>/<image

name>:<tag> <dest_env_registry_ip>:<port>/<namespace>/<image
name>:<tag>

iv. BERT—IVIEBELIRN)—ICOJA4 Y LET,

$ docker login -u <username> -e <any_email_address> -p
<token_value> <dest_env_registry_ip>:<port>
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V.

F2EF IV r—a3avSAIY47IILER

AAXA—DEBERICTY 2 LET,

$ docker push <dest_env_registry_ip>:<port>/<namespace>/<image
name>:<tag>

D

HAEL IR N =S A=V DF/N—2 3 v EHEMICA VIR—MT570HIC. oc
tag <Y KT --scheduled # 7> 3 VA FERATEEY, ChaFERAT 25

#. ImageStreamTag "SRRI 244 X —JlE, A A—TVBHKRANTBLIRARN) —H
SEHMICTILINET,

2. RIS, PTN =23 v DEEICE>TT TN 5= avaBRYT 2 APIL A7V 20 NORAK
HAZEEPAPI ATV by RMADEBIMEHIBRAREERZT—DBHYES, 77
T—=2avDAPI ATV MIZDEDBRERDNEL S E. OpenShift Container Platform
CLIZHZRT—YVIRENSROBIBANEEE LRI T 2-ODLEHRDAF T a V%R
HLEY,

a. 7OF—>avM 754 00¥blty N7y TEERUAETHIBLET,

$ oc login <source_environment>

$ oc project <source_project>

$ oc export dc,is, svc,route,secret,sa -1 promotion-group=
<application_name> -0 yaml > export.yaml

$ oc login <target_environment>

$ oc <target_project>

b. BICHILWRIETY V—RZEXTHDTIIAEL, ThHZEHLET., ThzEiTT2
TODFENNL DODHYETY,

SYRSTMAT77O—FE LT, oc apply #FAHL., 99— v NEBRERDE APl F
TV MIFILWERAY—ITEZEY, INERTITH&ICLY, --dry-
run=true 7 73V AERTL. 77V M EERICERT EIICERE LTHES
N2A372c ) NaHRTDIENTEET,

I $ oc apply -f export.yaml --dry-run=true

BEL R IFNIE, apply AV RAEERBFICEITLET,

I $ oc apply -f export.yaml

apply OV Y Rid & WEBMAS F U A TRIIDEMDSIMEA T a3V TRY ET,
FEMICDOWTIL oc apply --help 2R LTI W,

i. FlE, LYY TITEBHART7 IO—F & LT, oc replace #FHTEXZ T,

COEHFHLIVBHRICOVWTIIRSASVIFFIEATEZHA, REEANLEXE L
T, UTFAEERITTEET,

I $ oc replace -f export.yaml

apply & FARIC. replace (& YEEABFICOVWTIIMOBIE AL T 3 Y TRY
9, i##lE. oc replace --help 2SR LTI,
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3.

4.

5.

BHRIOFIETIE. EAINEZHFLWAPIA TS 7 MIBEFHMICNIBEINETH, APl 4T
TSI MDY —RADEEISHIBRINALIZEESICIE. oc delete AFALTINLEY—4 Y
NDIRENSFEITHIRT 2RELrHY 7,

AT—=VVIBREBICEIINERENERRDIARELNH DD, APIA TV KTEIEIN
BELTHERAETIVELNHZBEIHYET, ZDHEILoc set env ZFRHLF T,

$ oc set env <api_object_type>/<api_object_ID> <env_var_name>=
<env_var_value>

271, oc rollout O Y RFALE, LD 704 AV N OV 3 TEHBBLEM
DAA=ZZXLEFARALT, BFHLAT IV —2avopBEs 04Xy ha N ) A—LF
-a—o

2.3.5.3. Jenkins A L REAEATOT—>a vy 7Ot

OpenShift Container Platform @ Jenkins Docker 4 * —< TEZ I 1u7z OpenShift 4>~ 7L ¥ 3 T,
Jenkins # X — 2 M OpenShift Container Platform TDA X —Y O 7OE—> 3 v OBITYE, DYV
IOty b7 v FlE OpenShift Origin V—ZX VR M) — IZHY F T,

O Y FIICIEUTIAEEFNE T,

Cl/ICD T <> & LT Jenkins DfFEA,

OpenShift Pipeline plug-in for Jenkins OfEf, CD 75 71 ~ Tld. Jenkins Freestyle & &
U'DSLJob 27 v 7& LT/Vy &r— X i OpenShift Container Platform @ oc CLI 21245
R Ty b ERELET, oc /N1 F U —Ik. OpenShift Container Platform Fi®D Jenkins
Docker 1 X —=JICEEFENTH Y. Jenkins ¥ 3 7T OpenShift Container Platform & X553
7-OIFEATZIEEARETT,

OpenShift Container Platform 7124t 3 % Jenkins 5> FL— b, —BR L —U B L Uk
AMNL=YOEADTVTL—RDHYET,

Y FIWF7 T r—= 3> OpenShift Origin V—2A ) KRY ) — TERZINET, ZO7TY
g—avik

ImageStreams. ImageChangeTriggers. ImageStreamTags. BuildConfigs & U7
AE—>avnR( 754 VDEBRAT—IICHIG L7<3{E D DeploymentConfigs &
Services ZFIFAL X7,

LRIk, OpenShift D4 > Iy a THFHMICHRIEL TWEE T,
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1.

=RADAT v 7 &, oc scale dc frontend --replicas=0 OMUHLERALTY, D
FIElE, BITINTVWBABEDH DT TV r—>a VA A=V DUEION—Y 3 U AKRT S
BRLEDICETINET,

.2FZHBHDAT Y 7 I oc start-build frontend OIEVHLERBLUTY,
.3FBDAT v 7 I oc rollout latest dc/frontend DEUOHELERLTY,

ABEHOATYy TR, O YTILD [FAKN] #TWET, TORTFy TTIR, 7Y 5r—

avICEABET R —EANRY NT—IDLT IV RAETHB I EZHRELET, 5R
T. OpenShift Container Platform 4+ —E X ICBEET 2 IP 7 KL AP R— NIV 7y MEfi &
AAFT, HADIEELTHDTRAMZENMT 5 Z & HAEETT (OpenShift Pipepline plug-
in 27w F&EER LAWESEEIE, Jenkins Shell 27 v F&FEHRAL T, OS LANJLOOTY K&
29V T NEFERALTCTZ YT —>avETANLEY),


https://github.com/openshift/jenkins
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml
https://github.com/openshift/origin/blob/master/examples/jenkins/README.md
https://github.com/openshift/origin/blob/master/examples/jenkins/application-template.json
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L15-L21
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L23-L29
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L31-L39
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L41-47

F2EF IV r—a3avSAIY47IILER

5. 5FBDRTy T TV r—oavh T AMIGHKR LA EARIIRELTWS D, 1
A—l% TReady (FR%ERT) & LTY—I3INFEd, TORTY T TlE. FIRD prod ¥
TN BREID AA—TER=RIILET TV 5=y avA A=—YRIERINES, 7OV b
>~ F® peploymentConfig T €M% 7Ixf L T. ImageChangeTrigger B’EHINTWS
BaIE, Whd 3 [E2HE 77044y MAEBIShET,

6. 6 BEEHEREBEDRAT v 7 IFMRELD R T v 7T, OpenShift Container Platform A% IE#@) 77
AAAYNDOL ) DEDBEROBERBEILIZ EEBRLET.
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https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L49-L61
https://github.com/openshift/origin/blob/master/examples/jenkins/application-template.json#L75-L87
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L63-L73
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sy S
3% FREE

3 1 WEB :I \/_)l/l:m.,\nIE

7' % —T <master_public_addr>:8443 ® Web I~V —)L| ILT7 VRT3, BEHMICOTA
R=JICYFA LI hEINZET,

(TS9O —DN—=I 30 EFARL—FT 4 VIV AT L] ZEBLT, WebAVY—ILICT Y ERT
XBEEMEELET,

IDPR—=y O VERIIIEHRAEANDL T, APIRUHLAETO DD N—I Vv EREBLEY, OJ4
Vg, Webavv—JL] 2ERELTAY Y M+ ESX—MNTEET,

3.2. CLI 335k

CLIa~¥ Y KMDoc login #FAL T, AVNY RIA VTRIMET B ENTEET, £ 7> avilLic
DAYV REERTLT, ICLIDFEA%ZFEE] TEEY,

I $ oc login

DAY FOMEX 7O —TIE. EEDFEEEERZHEA L T OpenShift Container Platform H—/8—
ANDEYYAVEHEIT B I EMNTETET, OpenShift Container Platform H—/N—(CIEBICOT A >~
THODBEBRARWVGAICIE. BREBEIHLTATY RICLY, 2—¥—AHhERDBZTOV T M
INFY, [HE] FEEMNICRESN, TORDOIYY RIRTICEAINET,

oc login OX Y RDETRTODERELA T 3 Vidoc login --help XY RKOEATERRINET
B AT aVDRERERTYT, UTOFITIE, —MMARt 7o avoFERAEEBNLET.,

$ oc login [-u=<username>] \
[ -p=<password>] \
[-s=<server>] \
[-n=<project>] \
[--certificate-authority=</path/to/file.crt>|--insecure-skip-tls-verify]

LUTFORTIH, —BHWRA T a v EBNALTVWET,

#3.1 —kM4 CLIREA T ay

-s, -- OpenShift Container Platform %r—/X—MD KX N ZEIFEL T,
server $ oc login -s= H—A—AIDTISITHEEINTLZHAKE, COIATYE
<server> TIRARRMNRIIHENICHEREINE A, /2. 207371,

CLIREZ 7M1 I HZHBEY. OT4 Y LTRDHY—/— (Y]
YEZBHBAICERTEEY,

-u, -- OpenShift Container Platform H—/X—CO 74 > 4 5 7= DER;
usernam $ oc login -u= IBWEHEETEIY, ThoDI7SVEEELTA—Y—RIL
eBLV - <username> -p= ENRAT7—=RZANDLEHZERK. 2oaxy F—Cti\ 1—H—%
p, -- <password> PINRRAT— KB HENICHERINE A, RET7 7ML TEY
passwor Yavh—oVEHEIL, OJ4 Y LTHLHOI—H—KITH)
d YEBZZHBEIC. INLDT7 7 5ERATZIENTEET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-infrastructure-components-web-console
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#browser-requirements
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-infrastructure-components-web-console
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#cli-reference-get-started-cli
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#cli-configuration-files

o
w
1

namespa
ce

certifi
cate-
authori

ty

insecur
e-skip-
tls-
verify

CLI &% 7

oc login tELETHERT ZHEIE. FO—N)LCLIA T 3

$ oc login -u= Vi HBEQOI-—HF-CLTAJTAYLTVWRBAI, VB
<username> -p= BROTOVIIMERETEIENTEET,
<password> -n=
<project>

HTTPS % {#f ¥ % OpenShift Container Platform #—/N\—TIE&
$ oc login -- AOEFaATICERREELEY. REART 7 A MAD/NIRNRIIEEY %
certificate- BENHYFT,
authority=
<path/to/file.
crt>

HTTPS #—/\— & DORFEEHREICL T, —/N—DIAEF = v

| $ oc login -- JEEBELET, L. hidtFa )71 —DHEEILGL

insecure-skip- RIKFBLTLLEI W, AMAAAELZRER LAV HTTPS #—
tls-verify N—|Z oc login Z&HTTBEIC. ThrFkFE --

certificate-authority 735 7 %#{5E LA WEEIC. oC
login FEHAFEF 17 TAVWI LHRT 21— —AH (Y/N
DAAFR) #RkDZ 7OV FhEHLET,

FAINEFERATRE, BHEIC EHOCL 707740 #BBTHIENATEET,

R

EEERIERLHZDIC. 774NV AT LI—H—] @ system:admin & L T
A4 vInNTWRWES, REEERD CLIEEZ 7ML ICHBRY, WOTHZ
DA—HF—&LTAJVA Y LETIENTEET, UTOIT Y REOT M4 v &2ET
L. IFZ7200 7OV MIHYEZZET,

I $ oc login -u system:admin -n default
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#cli-reference-manage-cli-profiles
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#users
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#cli-configuration-files
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%4E 7¥<|:m..\

4.1. BE

LTFOMNEYITIE. PTIV5—aVvBRERITO (GREE9R V] &, VSR —BEBENEET S
SREIHEREIC DWW TN LE T,

4.2. 12— —®D POD {ERIEIR DB FEDHESR

scc-review & scc-subject-review # 7> a3 VA FHAETE LT, BRI —HY—FLIIBED
Y—EXT7HO Y bDOI—H—D Pod ZF X IEEFHAENE DN 2R TEET,

scc-review A 7Y a3 VEBAT S, Y—ERTAI Y M Pod BEREIEEHTHENE S D%
WERTEET, DAYV RIF, VY —R%EFFAIT % SCC (Security Context Constraints) ICDWTH A
LET,

7= & ZIE. system:serviceaccount:projectname:default H—EXT7HU Y hOa1—H—H
Pod Z R FATRENN E D MM 2 fEER T B ICiE. LFZEITLE T,

$ oc policy scc-review -z system:serviceaccount:projectname:default -f
my_resource.yaml

scc-subject-review # 7> a v AFEAL T, HEDI—H—71 Pod ZERELIETEHFTET2HE
IDEWRT B EELHARETT,

I $ oc policy scc-subject-review -u <username> -f my_resource.yaml

BEDODIJI—TICFRBRT 22— —DIEFEEDT7 74 ILT Pod ZEKTE BN E I DEMERT B ICIF.
UTFEEIFTLEY,

$ oc policy scc-subject-review -u <username> -g <groupname> -f
my_resource.yaml

4.3. RALEFADI—HF—E L TRANEITTI2DN % XY 5 5%
OpenShift Container Platform 7O =2 hRAA S, (F— RK/X—F 1 —D Y Y —R%&EL) namespace

2OA=TD2)Y—RIHLTEDEL I % Tverb (B)F)] Z#RITTI2DH%EHIMTEIENTEE
_a—o

can-i AV Y KA T avid, 1—H—cO0—IBEEORI-—TE27ZAMLET,
I $ oc policy can-i --list --loglevel=8

COHAT, FWRNED/ZDICFEVUHY API ERZHMTL P < AY T,
A—H - HHEARLAEATHEREZIMFLETICIE. UTZERITLIT,

I $ oc policy can-i --list

ZDHEATIH, BEH—BHIRFIINIT,

FFED verb (F158) ZEITHREDNEDI N ZHIETT 2ICIF, UTFZERITLET,
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/architecture/#architecture-additional-concepts-authorization
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#evaluating-authorization

BAE KR

I $ oc policy can-i <verb> <resource>
(1—H—23—7] i, BEORI—FICET 2FMBERERHLET, UTICAHERLET,

I $ oc policy can-i <verb> <resource> --scopes=user:info
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cluster_administration/#admin-guide-scoped-tokens-user-scopes

OpenShift Container Platform 3.10 FAF&EH A K
S =i o o
5% SOy bk

5.1. &

(ovzy b #FREd2E, 2—H—aIa=F74—, BOIIa=Fs—¢E@FRICaVFTVY
HAEIEL, BEILZIENTEET,

5.2. 70> 9 M DERK

VSRS —EBEN [FFaLizald) . [CLI F7/id TWeb av v —Jb] 2FRALTHA OV
JhNEFRT B EDTEET,

5.2.1.Web O YV — )L DfFEFH

Web IV —ILAFERALTHRIOD 7 bEERT 5ICIE. Project /SR IV £ 721d Project R—T D
Create Project R9 > %0 1) v LZE9,

Getting Started + Create Project

Create Project

* Name

A unigue name for the project.

Display Name

Description

Cancel Create

Create Project RY VIET 7 AL P TRRINTWVWETH, # 7V avTIERRICLEZY., HRITA
ALY THIENTEET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-core-concepts-projects-and-users
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cluster_administration/#selfprovisioning-projects
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#cli-reference-index
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-infrastructure-components-web-console

g5 Oy b

5.2.2. CLI OfEF
CLIZALTHR IOV I FEERT BITik. UTaRTLET,

$ oc new-project <project_name> \
--description="<description>" --display-name="<display_name>"

UFICHZERLET,

$ oc new-project hello-openshift \

--description="This is an example project to demonstrate OpenShift v3"
\

--display-name="Hello OpenShift"

P2
fERAEEER 7O Ty MU, [V RT LEEENGIRT 5N TEET] . LRI

EJ3E BEOOV I MEEIBRLTASTRVWE, FILWITOY Y MIERT
TFEHA

53. 7OV Y NDERR

7OV y bERTYRBEE. [FRER)Y—] KEWT, RR7I/ER0HZ 70V T
RTTEDLDICHRINIY,

7OV bPD—EAERTTDICIE. UTFEERITLET,
I $ oc get projects
CLIBEICDWTRED 7OV Y hASBDTAOY I MIHIVBRZZZENTEET, ZORDE

FICDODWTIIRIRTIEED IOV ) MPMFEAI N, 7OV NROI—70aVF Y DEBENET
IhZxEd,

I $ oc project <project_name>

F7e. WebdvvV—Jbl #FERALTTAOYV Y NEIORTPUOYEZLNTRETY, [52:EF] LTO
TJAVTDE, POVERRATES 7OV N—BHIFRERINET,

H—ERAIOTOEBORFIL TR, BETI/EALETAYII N (BASE) ~ADIA v IT Y

AN FRETT, 7OV TY NOFH—EICDOWTIE. A/SRILDOLEERICH D View All ') > U 5 {FH
L/i-a—o
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#limit-projects-per-user
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-additional-concepts-authorization
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-infrastructure-components-web-console
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OPENSHIFT ® .+ & developer v

My Projects iter by keyword Sortby | Display Name v | |4

Ben's Top Secret Project
Ben's top secret project to make us huge profits next year. :
ben - created by developer 26 minutes ago

My Project

Initial developer project
myproject - created by developer 7 hours ago

Nodejs + MongoDB dev

A short description of what this project is for and how it will function.
node - created by developer 30 minutes ago

Robb H. javascript development Short term development environment while he's getting up to speed on

robb - created by developer 24 minutes ago current Ul team dev

Ruby on Rails example application
Developer template for Ruby on Rails project.

ruby - created by developer 29 minutes ago

Test Integration enironment

test - created by developer 29 minutes ago

CLIl 2ALT FRIOYV LI M 2ERTBHEIE. 7530 —TR—IZEHL T, FRT
AYIJ heRTTEET,

7OV NEERT 2E. 2070V M0 (70020 FOBE] BRRINET,

BETOUITY hDkebab (FNT) X=a—%4 1w sd2E, UFROA Ty 3 vhRRIhET,

View Membership
Edit Project

Delete Project

54. 70190 NRAT—49 ADWER

oc status AV YV R, AVAR—XXV M EBEARAEECRAEDAVR—R Y NOBEERLET, D
<Y RICIEBIBIEEETE T H A,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#cli-reference-get-started-cli
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#project-overviews

g5 SOy b

I $ oc status

5.5. T NJLFI DR Y A A

)Y —2D SNV #FALT, Web vV —IiL] 7OV MR—=IJOAVFTFUYERYIA

CIENTEET, BREINLINILVEVCENSEIRTEZIEE. MEADRABZANTSHIELHET

T, Tl BHOT7ANI—%2BETDIEELTEIEY, BEROT7 A —DNERINZBEICIE. )
V=B IARTDTANEI—E—BLABVWERTINBESABRYET,

FINBITRY ADICIEUATZERITLE T,

1. SNILYA THEERLET,

List by = Application v

Resource Type

Pipeline

2. LTFTOWFNOZEIRLF T,

exists IRIWVEDNEFEET DI E MBI DHEITT, BIFERLET,

does not IRIVEDNEFEELRWC EAHALTCIDEZEHRELE T,

exist

in SRIVEDEFEIEL, BIRLED1 DERLTHDI I EAERLET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#labels
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-infrastructure-components-web-console
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not in FRIVEDNFELRL, FEGBRLUAZBEICESE LAV E2HALET,
Label v | template matching(...) Add
exists

does not exist
Deployments

in ...
not in ...
> DEPLOYMENT
a. in ¥l notin 23BN LB AICIE, By FZ:BRLTH S, Filter 2:#R
LEY.
Label ~ | template in.. f./aa'ue(s) Add

application-template-stibuild

nodejs-mongo-persistent
Deployments SR

3. 745 —DEMIKIC, Clear all filters 2 RIRT ZH, BRI 5719 —%FhTho )y
JLT, RYRLAHZFIELFT,

Label ~ | Filter by label Add

Y Clear filters | template in (application-template-stibuild) x

Showing 2 of 5 items

5.6. R—YDREDT v I~3—7

OpenShift Container Platform T'Web 1>V —)L] Tld, R—=YOREET v II—0UTEB LI IR
Y, INILDT 4 NVI—PHORELRET BHEICRIEET,

YTEDYYBZARE, R—VDOREBEZER T ZEELITOLBAICE. 779 —DFrES—> 3>
N—D URL A" BEINICEFHINE T,

57. 70> x40 NDHIR

7OV MEHIBRYT B E. Y —/3—|& Terminating 5 Active IC7OY TV NORT—H A%=EH L
F9, RICYH—/"—L, Terminating DIRED 7O/ MHSAVFTUYETRTHIBRLTIHL, 7
AY Y MNERKRIICHIRLES, AV Y b Terminating D257 —4% ADEIE. 21— —IXZD
TV MIFHRIVTUYEBMTEEEA. 7AY Y ME, CLI F/E Web 3> Y —JLTHI
BRCTEET,

CLIZERLT7OY Y MEHIRRYT BICIELLTERTLET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-infrastructure-components-web-console

#5= O/ b

I $ oc delete project <project_name>
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FEZE 7T —2a BT

6.1. &

LTFD ~EY 2 TlE. OpenShift version 2 (v2) 7 7'1) r—< 3 > h & OpenShift version 3 (v3) IC#1T9
2FIR=ZFHRAL XTI,

pa )

UT®DkEY 7 TiE. OpenShiftv2 ICEBEDORAEZERAL XY, [ [OpenShift
Enterprise 2 & OpenShift Enterprise 3 ML TlE. Ihb 2 D2D/NN—=2 3 0%, FH
THAEDEWVCOVWTEHFLIHBALTWETY,

OpenShift v2 7 7 1) sr—< 3 > H* 5 OpenShift Container Platform v3 IC#179 % ICIE. & v2 A— b

|) w < |d OpenShift Container Platform v3 ORI B0 A X =Y E7ld 7Y FL—MERAETHY. EHIIC
BITT2RENHDZDOT, 27TV 5r—>avDIRTOA—RKNY) vV AEHRTIVENHY T,
FEZNRENOA—N) v TICDOVWT, IRTOERERBRILZEIDERNY F—J V3 A X—=VICE
HIBENH DO, TNOHLERERITI2LELHYFET,

—REBITFIREILULTOEEY TY,

52

N2 T T =y avENy Ty T LET,

e Web h— K v YV—RO—RiE, GitHUb D YRS MY —ICTFwv a3 24E, Git YR
SR =Ny I Ty TTBIENTEZXT,

o T—AHAR—ZAA—FY I FT—=HR=2F, dump AX Y REFERALTNNY I T7vTT3
ZEMNTEZET (mongodump, mysqldump. pg_dump),

e Web BLUT—IXR—A—NYvT:irhc 7547V MNY—ILICIE, BEOA—KY) Y
VENYITYTIERFTy T3y NOBELIHY FT,

I $ rhc snapshot save <app_name>

2FwToay NIERAgER tar 77 M I THY., TOT7AIIE, PTIVr—ray
DY —RA—RETFT—IR—ADY >V THEFNFT,

LTI =23 VIl T—IR=ZA A= N v IDEEFNBIFEICIE. V3T —IR—RT T

T—=2avEERL, T—IR=AYVTEHLW VI T—IR=AT7 T 45— 3D Pod
ICEERL TH D, T—IR—RADETIAYY REFBRALTVIT—IR—RA 7T 5r—3 VI
V2 T —INR—2HETLET,

Web 2L—L0—=0 7TV r—o3v0BEICE. v3EEBREAFLELSICT ) r—

a3 vOY—AA—RERELTH S, Gt VRY N —O@ENR T 714 ILIC, RELKEEZ
PRy =TI %BIMLEYT, V2ZREZHAZ#EY R VEREZHICEBRLET,

Y= (Gt YK M=) £ GtURL DA v 9 R9— kB3 7T Ir—3 a v EER

LET, Fleo T—IR—ADY—ERNRSA =9 —BHFRT7 TV 5r—>a vIBMLT,
F—IR=—2AF7T)5r—avEWeb 7Y r—>a3va) vy LET,

V2 IS gt REBELHY., 7TV =2 avidv2git YR MY —IZEBLN v adnd

CICBEENICBEIL RSN, BEBIINET, v3 TlE. EILRDERRTY v oD git YRY b
)—IC Ty > adndY—ROA—RKOEETHEMICAN) A—INBEHICTELDIC, v3D
MEAEIL RDET14IC webhook 252 T 2 MEAHY X T,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/release_notes/#release-notes-v2-vs-v3

Fe= 7SV r—>avoBiT

6.2. T—AIAIR—RAT T Hr—>3>0%1T

6.2.1. =

LTFDKEY 7 TlE, MySQL. PostgreSQL & & U MongoDB 7 —49 RXR—R7 Y s—> 3 V%

OpenShift /X—< 3 > 2 (v2) A5 OpenShift version 3 (v3) IC1T T 2 AE AL T,

6.2.2. T R—FINTWBET—INR—2

MongoDB: 2.4 MongoDB: 2.4, 2.6

MySQL: 5.5 MySQL: 5.5, 5.6

PostgreSQL: 9.2 PostgreSQL: 9.2, 9.4
6.2.3. MySQL

1. IRTCDTF—IR=REY VT IT74IICTIRAR—=F LT, ThEO—HILTIY RED

TaALI M) ICOE—LET

$ rhc ssh <v2_application_name>
$ mysqldump --skip-lock-tables -h $OPENSHIFT_MYSQL_DB_HOST -P

${OPENSHIFT_MYSQL_DB_PORT:-3306} -u ${OPENSHIFT_MYSQL_DB_USERNAME: -

'admin'} \

--password="$0OPENSHIFT_MYSQL_DB_PASSWORD" --all-databases > ~/app-

root/data/all.sql
$ exit

2. dbdump #O0—AHIY > VICF o ryO—RKRLET,
$ mkdir mysqldumpdir

$ rhc scp -a <v2_application_name> download mysqldumpdir app-
root/data/all.sql

3. 7L — bH 5 v3 mysql-persistent Pod % EEX L £ 9,
$ oc new-app mysql-persistent -p \
MYSQL_USER=<your_V2_mysql_username> -p \

MYSQL_PASSWORD=<your_v2_mysql_password> -p MYSQL_DATABASE=
<your_v2_database_name>

4. Pod DEAEFBNITETVEINE DD EHRL T,

I $ oc get pods

5. Pod DETHIC, T—IXR—RADT7—AAT 7 74)L% v3MySQL Pod ICOAE—L X7,

I $ oc rsync /local/mysqgldumpdir <mysql_pod_name>:/var/lib/mysql/data
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6. V83 DEITH®D Pod IC, T—IR—R%=E LI,

$ oc rsh <mysql_pod>
$ cd /var/lib/mysql/data/mysqldumpdir

V3 Tld, 7—49R—%&ETT 51T, root I—H—E L TMySQLICT IV ERT BMENH
L) i-a_o

v2 T, $OPENSHIFT_MYSQL_DB_USERNAME I IZL T — 49 R—RIIH T LW HERD H Y
FL7, V3T, #RET—IR—RXTEIT $MYSQL_USER (CEIY HTE2RELHY £,

$ mysgl -u root
$ source all.sql

<dbname> D F R TDHER % <your_v2_username>@localhost IZE|Y HTTH S, HER%
75vialLET,
7. Pod B9 774 LU M) —%EHIBRLE S,

I $cd ../; rm -rf /var/lib/mysql/data/mysqldumpdir

HR— bR D MySQL FRIEEH

OPENSHIFT_MYSQL_DB_HOST [service_name]_ SERVICE_HOST
OPENSHIFT_MYSQL_DB_PORT [service_name]_ SERVICE_PORT
OPENSHIFT_MYSQL_DB_USERNAME MYSQL_USER
OPENSHIFT_MYSQL_DB_PASSWORD MYSQL_PASSWORD

OPENSHIFT_MYSQL_DB_URL

OPENSHIFT_MYSQL_DB_LOG_DIR

OPENSHIFT_MYSQL_VERSION

OPENSHIFT_MYSQL_DIR

OPENSHIFT_MYSQL_DB_SOCKET

OPENSHIFT_MYSQL_IDENT

OPENSHIFT_MYSQL_AIO MYSQL_AIO

OPENSHIFT_MYSQL_MAX_ALLOWED_PACKET MYSQL_MAX_ALLOWED_PACKET
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OPENSHIFT_MYSQL_TABLE_OPEN_CACHE MYSQL_TABLE_OPEN_CACHE
OPENSHIFT_MYSQL_SORT_BUFFER_SIZE MYSQL_SORT_BUFFER_SIZE

OPENSHIFT_MYSQL_LOWER_CASE_TABLE_NAM MYSQL_LOWER_CASE_TABLE_NAMES
ES

OPENSHIFT_MYSQL_MAX_CONNECTIONS MYSQL_MAX_CONNECTIONS
OPENSHIFT_MYSQL_FT_MIN_WORD_LEN MYSQL_FT_MIN_WORD_LEN
OPENSHIFT_MYSQL_FT_MAX_WORD_LEN MYSQL_FT_MAX_WORD_LEN

OPENSHIFT_MYSQL_DEFAULT_STORAGE_ENGI
NE

OPENSHIFT_MYSQL_TIMEZONE
MYSQL_DATABASE
MYSQL_ROOT_PASSWORD
MYSQL_MASTER_USER

MYSQL_MASTER_PASSWORD

6.2.4. PostgreSQL

1. FT7H5 v2 PostgreSQL T— I R—R &NV I 7 v TLET,
$ rhc ssh -a <v2-application_name>
$ mkdir ~/app-root/data/tmp

$ pg_dump <database_name> | gzip > ~/app-
root/data/tmp/<database_name>.gz

2. O—AIIIVIC, Nv o Ty T o774 RBEALET,

$ rhc scp -a <v2_application_name> download <local_dest> app-
root/data/tmp/<db-name>.gz
$ gzip -d <database-name>.gz

= -1o)
FIE4 EWERDT AT =Ny OTy T T 745 RELET,
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8. T —EREERTZLODVT I r—23vDT7—9R=—F, 1—F—F, K27 —
K%A{EFR L T PostgreSQL H—E X & {ER L £,

$ oc new-app postgresgl-persistent -p POSTGRESQL_DATABASE=dbname -p
POSTGRESQL_PASSWORD=password -p POSTGRESQL_USER=username

4. Pod DFERAEBATETTVWEINE I N EZRIALZET,
I $ oc get pods
5. Pod #R{THIC. Nv Ty FF4 LI M) —% Pod ICABLZET,

$ oc rsync /local/path/to/dir
<postgresql_pod_name>:/var/lib/pgsql/data

6. Pod ICYE—IDLT7I7EALFT,

I $ oc rsh <pod_name>
7. T—HAR—REBTLET,

I psql dbname < /var/lib/pgsql/data/<database_backup_file>
8. MWEDMRK RNV I Ty T IT74 I ETRTHIKRLES,

I $ rm /var/lib/pgsqgl/data/<database-backup-file>

HR— FXRD PostgreSQL BREZEH

OPENSHIFT_POSTGRESQL_DB_HOST [service_name]_ SERVICE_HOST
OPENSHIFT_POSTGRESQL_DB_PORT [service_name]_ SERVICE_PORT
OPENSHIFT_POSTGRESQL_DB_USERNAME POSTGRESQL_USER
OPENSHIFT_POSTGRESQL_DB_PASSWORD POSTGRESQL_PASSWORD

OPENSHIFT_POSTGRESQL_DB_LOG_DIR

OPENSHIFT_POSTGRESQL_DB_PID

OPENSHIFT_POSTGRESQL_DB_SOCKET_DIR

OPENSHIFT_POSTGRESQL_DB_URL

OPENSHIFT_POSTGRESQL_VERSION
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OPENSHIFT_POSTGRESQL_SHARED_BUFFERS
OPENSHIFT_POSTGRESQL_MAX_CONNECTIONS

OPENSHIFT_POSTGRESQL_MAX_PREPARED_TR
ANSACTIONS

OPENSHIFT_POSTGRESQL_DATESTYLE
OPENSHIFT_POSTGRESQL_LOCALE
OPENSHIFT_POSTGRESQL_CONFIG
OPENSHIFT_POSTGRESQL_SSL_ENABLED

POSTGRESQL_DATABASE

POSTGRESQL_ADMIN_PASSWORD

6.2.5. MongoDB
)z 6
e OpenShift v3 M1z &: MongoDB & = )L/X—2 3> 3.2.6

e OpenShift v2 17 E&: MongoDB & = )L/X—2 3> 249

1. sshAY Y REFEHALT, v2 77V 5—>avIilYE—"DBT7I9EALET,

I $ rhc ssh <v2_application_name>

2. -d <database name> -c <collections> CE—NDTF—IR—XAIEEL
T. mongodump #ETLET, TDAF T arvhihneE, FT—IR=AEFIRTY >V TIh
T, ET—IR=RE, MBEDTA LI MN)—ICF Y TINET,

$ mongodump -h $OPENSHIFT_MONGODB_DB_HOST -0 app-root/repo/mydbdump
-u 'admin' -p $OPENSHIFT_MONGODB_DB_PASSWORD

$ cd app-root/repo/mydbdump/<database_name>; tar -cvzf dbname.tar.gz
$ exit

3. dbdump %= mongodump 74 L7 N —DO—AILT> V¥ vO—-—RLET,

$ mkdir mongodump
$ rhc scp -a <v2 appname> download mongodump \
app-root/repo/mydbdump/<dbname>/dbname.tar.gz

4. v3 T MongoDB Pod #ZE1TL &9, DA X —< (3.2.6) ICIE mongo-tools 1’ F 7\ D
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T. mongorestore 7z|3 mongoimport O~Y > RAERAT 3(CI&. 77 4 )L b Dmongodb-
persistent 7> 7L — b ##R& L CT. mongo-tools, “mongodb:2.4" ZE5LA A —I 8 Y
BIRELET, TDH, LLTDoc export AV REFHALT, METEZIEIPBET
ER

$ oc export template mongodb-persistent -n openshift -o json >
mongodb-24persistent.json

mongodb-24persistent.json @ L80 %#Rm5 L £ 9, mongodb:latest (& mongodb:2.4 (&
A TLEIW,

$ oc new-app --template=mongodb-persistent -n <project-name-that-

template-was-created-in> \
MONGODB_USER=user_from_v2_app -p \
MONGODB_PASSWORD=password_from_v2_db -p \
MONGODB_DATABASE=v2_dbname -p \
MONGODB_ADMIN_PASSWORD=password_from_v2_db

$ oc get pods

o

. mongodb Pod METHIZ, T—IR—RADF7—Hh4 77 74)% v3 MongoDB Pod ICOE—
LEd,

$ oc rsync local/path/to/mongodump
<mongodb_pod_name>:/var/lib/mongodb/data
$ oc rsh <mongodb_pod>

»

. MongoDB Pod ©. Bt 9 2&T — 9 RXR—RICDVWTLUTEEITLET,

$ cd /var/lib/mongodb/data/mongodump

$ tar -xzvf dbname.tar.gz

$ mongorestore -u $MONGODB_USER -p $MONGODB_PASSWORD -d dbname -v
/var/lib/mongodb/data/mongodump

7. I R—ABERINEDE I DERRBLET

mongo admin -u $MONGODB_USER -p $MONGODB_ADMIN_PASSWORD
use dbname

show collections

exit

&P BH BB

8. Pod »*%5 mongodump 714 Lo M) —%HIFRL XY,

I $ rm -rf /var/lib/mongodb/data/mongodump

HR— M35 D MongoDB BRIEZTH

OPENSHIFT_MONGODB_DB_HOST [service_name]_ SERVICE_HOST

OPENSHIFT_MONGODB_DB_PORT [service_name]_ SERVICE_PORT
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OPENSHIFT_MONGODB_DB_USERNAME MONGODB_USER

OPENSHIFT_MONGODB_DB_PASSWORD MONGODB_PASSWORD

OPENSHIFT_MONGODB_DB_URL

OPENSHIFT_MONGODB_DB_LOG_DIR
MONGODB_DATABASE
MONGODB_ADMIN_PASSWORD
MONGODB_NOPREALLOC
MONGODB_SMALLFILES
MONGODB_QUIET
MONGODB_REPLICA_NAME

MONGODB_KEYFILE_ VALUE

6.3.WEB 7L —LT—0 77 ) 5r—2avD®BiT

6.3.1. =

LFoD MEY U TlE. Python. Ruby. PHP. Perl. Node.js. WordPress. Ghost. JBoss EAP. JBoss
WS (Tomcat) $ & U Wildfly 10 (JBoss AS) D Web 7 L —L7—% 7 7'1) sr—< 3 > % OpenShift
version 2 (v2) A5 OpenShift version 3 (v3) (L8179 2 AE &AL £,

6.3.2. Python

1. FILW GitHub Y R M) —ABRELT, ZOYRISN)—BYE— DTSV FELTIRED
O—A)Lv2Git) R M) —ITEBIMLET,

$ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>.git

2. O—ADV2Y—RA—REHFHRIVRS M) —ILTv2aLET,
I $ git push -u <remote-name> master

3. setup.py. wsgi.py. requirements.ixt 5L Uetc REDEZRT 7 A IDBITRTHRY RY
)—ICFy>a3hTVWEZEERALET,

o 7N = aVIIELRNYy S—IDBTRT requirements.ixt ICEFNTWB I &%
RLET,
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4, oc AX YV REFALT, ENY—A A=V EY—RT—RKHSFHRD Python 7 7Y r— 3
vERELEY,

$ oc new-app --strategy=source
python:3.3~https://github.com/<github-id>/<repo-name> --name=<app-
name> -e

<ENV_VAR_NAME>=<env_var_value>

HYR— bR D Python /18— 3>

Python: 2.6. 2.7. 3.3 HR—PMEROIVTF—A X =
Django Django-psql-example (quickstart)
6.3.3. Ruby

1. FILWGitHub Y R M) —ABELT, ZOYRISNY)—BYE— DTSV FELTIRED
O—A)Lv2Git )R M) —ITEBIMLET,

$ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>.git

2. O—AIDV2Y—RA—REHFHRIVRIS M) —IZTv2aLET,
I $ git push -u <remote-name> master

3. Gemfile "7 < ., Bffiltrack 7 ) r—2a v AaEFTLTWBAEBAICIE. 20 Gemfile 7 7 4
JIEY —ZXDroot IcAE—LZET,

I https://github.com/sclorg/ruby-ex/blob/master/Gemfile

pa

Ruby 2.0 "% 7R— k9% rack gem DRF/N— 3 Vi 1.6.4 TH D720,
Gemfile I% gem 'rack', “1.6.4" [CEBEIINELIHY T,

Ruby 2.2 IBEDIHZE L. rack gem 2.0 BEAEFERA L T EZI W,

4. oc ARV REFALT, ENY—A A=V EY—RO—RKHMPSFHED Ruby 7 7V r—o 3>
HREILET,

$ oc new-app --strategy=source
ruby:2.0~https://github.com/<github-id>/<repo-name>.git

HR— bR D Ruby X—T 3>
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BE 7TV T—2a 0BT

Ruby: 1.8, 1.9, 2.0 PR—IRROIVTF—A X =
Ruby on Rails: 3. 4 Rails-postgresql-example (quickstart)
Sinatra

6.3.4. PHP

1. FILW GitHub Y R M) —ABRELT, ZOYRISN)—BYE— DTSV FELTIRED
O—A)v2Git )R M) —ITEBIMLET,

$ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>
2. A—ALDV2 Y —ZRO—REFHRIVKRI M) —IZTv a2 LFET,

I $ git push -u <remote-name> master

3. 0c AVYREMALT, EIWF—A A=V EY—ROA—RKDLFHROPHP 7T 5—> 3>
ZEELET,

$ oc new-app https://github.com/<github-id>/<repo-name>.git
--name=<app-name> -e <ENV_VAR_NAME>=<env_var_value>

HYR— RO PHP X—2 3>
- -
PHP:5.3. 5.4 PR—IMFROAVFTF—A X =
PHP 5.4 with Zend Server 6.1
Codelgniter 2
HHVM
Laravel 5.0

cakephp-mysql-example (quickstart)

6.3.5. Perl

1. ILWGitHub Y RI M) —ABRELT. ZOYRISN)—BYE— DTSV FELTIRED
O—A)Lv2Git )R M) —ITEBIMLET,
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I $ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>

2. O—ANDV2Y—ROA—REHFHRIVRIS M) —IZTv2aLET,
I $ git push -u <remote-name> master

3. A—AIDGIt YRY M) —%RELT. EELZT7YTAMN)—LILTYy>a LT, v3EDE
BitEERELI T,

a. v2 Tl¥., CPAN £ 2 —/LIZ .openshift/cpan.txt ICH Y. v3 Tl s2i EILY—IE, V—
ADroot T4 LY M) —Tcpanfile EWDZFID 7 71 ILERRLET,

$ cd <local-git-repository>
$ mv .openshift/cpan.txt cpanfile

cpanfile AN ETERZDT, IhaRELET,

cpanfile DX cpan.txt DR

requires ‘cpan::mod’; cpan::mod
requires ‘Dancer’; Dancer
requires “YAML’; YAML

b. .openshift 74 L7 M) —%HIRRL 7,

R

v3 TlE. action_hooks 8& U cron ¥ A7 IEFEAL LI ICHR—PbINEH
ho SHMIBRIZ. 70> avrvs] #BBRLTLLEIN,

4. oc ARV RAFHALT, ENY—AX—=—JEY—ROA—RKDOOHRD Perl 7 )V 5r— 3y
=RHLET,

I $ oc new-app https://github.com/<github-id>/<repo-name>.git

HIR— MRRD Perl /18— 3 >

Perl: 5.10 HR—MFEROAV T F—A A=

Dancer-mysql-example (quickstart)

6.3.6. Node.js
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BE 7TV T—2a 0BT

1. FILW GitHub Y R M) —ABREL T, ZOYRIS N —BYE— DTSV FELTIRED
O—ANLGitYRI M) —IZEBMLET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>

2. O—AND V2 Y —RA—REFHRV R N —=IZ Ty a2 LET,

I $ git push -u <remote-name> master

3. A—AILDGt YRY M) —%RELT. EELZT7YTAN)—LILTYy>a LT, v3EDE
BiEERELI T,

a. .openshift 74 L7 M) —%HBIRRL F 9,
Pz

v3 TlE. action_hooks & U cron ¥ RV IEFEALC LI ICHR—PbINFEH
ho SHMIBRIZ. 70> avrvs] #BBRLTLLEIN,

b. server.js ZiREL £ 7,
e L116 server.js: 'self.app = express();'
e |25 server.js: self.ipaddress = '0.0.0.0';

e |26 server.js: self.port = 8080;

ya 13!
Lines(L) & V2 i— K1Y v 2D server.js HSEEINFE T,

4. oc ARV REFALT, EVLY—A A=V EY—RO— KO BFHIED Node.js 7 ) r— 3
vEREBLET,

$ oc new-app https://github.com/<github-id>/<repo-name>.git
--name=<app-name> -e <ENV_VAR_NAME>=<env_var_value>

HYR— RO Node.js /X\—T 3~

Node.js 0.10 HR— MRHKOIAVTF— X—

Nodejs-mongodb-example, TDV A4 v VA& — T
Y7L —hME Nodejs /A—Y 3> 6 DHEHR— K
LET,

6.3.7. WordPress
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BF

IREE ST WordPress 7 U —> 3 v OBTIEAI 2 =254 —ICE B R—NDAT,
Red hat D4 R—hiEHY FH A,

WordPress 7 7'1) 7 —< a3 > M OpenShift Container Platform v3 ~D#{TICEAT 2 B IL.
[OpenShift 707 ] #5R LTI,

6.3.8. Ghost

BF

REESTGhost 7 7 r—>avdBTIdaIa=-T14—IlE B Y R— DA T, Red
hat DY R—KEHY FH A,

Ghost 7 7Y 4r—< 3 > @ OpenShift Container Platform v3 ~D#TICEA T 2 1E#HIL. [OpenShift 7
071 #8RLTEIN,

6.3.9. JBoss EAP

1. FILW GitHub Y R M) —ABRELT. ZOYRISN)—BYE— DTSV FELTIRED
O—ANLGit)RI M) —ITEBMLET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>

2. O—AIDV2Y—RA—REFHRIVRIS M) —ILTv2aLET,
I $ git push -u <remote-name> master

3. VRYMY—IZHERICEI FI Ml war 771 IULDEFNTWBIHFEICIE. ThoxYRI b
)—®Droot T4 L7 ~Y)—RADdeployments T4 L7 M) —ICE BMELHY £,

4. JBoss EAP 7 EJL ¥ —4 X —< (jboss-eap70-openshift) & GitHub ™5DY —A 33— K1Y RY
N)—%FERLTHERT7 TV r—>a v EERLET,

$ oc new-app --strategy=source jboss-eap70-
openshift:1.6~https://github.com/<github-id>/<repo-name>.git

6.3.10. JBoss WS (Tomcat)

1. FILW GitHub Y R M) —ABRELT. ZOYRISN)—BYE— DTSV FELTIRED
O—ANILGit)RI M) —ITEBMLET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>

2. O—AILD V2 Y —RA—REFHHRV R N —=IZ Ty 2 LET,

I $ git push -u <remote-name> master
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8. YURY MY —ICERICEIL NI war 77 M IILDEENTWBIHEICIE. ThoEYRY K~
)—Droot T4 L7 ~)—ADdeployments T4 L7 M) —ICE BMELHY £,

4. JBoss Web Server 3 (Tomcat 7) EJLY —41 X — (jboss-webserver30-tomcat7) & GitHub 55
DY —RA—RKRYRI N —%2FEALTHRT7 TV r—>avaERLET,

$ oc new-app --strategy=source

jboss-webserver30-tomcat7-openshift~https://github.com/<github-
id>/<repo-name>.git

--name=<app-name> -e <ENV_VAR_NAME>=<env_var_value>
6.3.11. JBoss AS (Wildfly 10)
1. LW GitHub Y R MY —%BELT, TOVRIYMN)—%YE—MDTSVFELTRED
O—ALGitYRI M) —IEMLET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-
name>

2. A—ANLD V2 Y —RA—REFHHRV RN —=IZ Ty 2 LET,

I $ git push -u <remote-name> master

3. A—ANLDGtYRY M) —%REELT. EEEZT7YTAN)—LILTYy> a2 LTV3 EDEH
MEHERLET,

a. .openshift 71 L7 M) —%HBIRRL F 9,

pa )

v3 TlE. action_hooks & W cron ¥ AV IEFEALC LI ICHR—PbINFEH
Ao SHMIBRIZ. 70> avrvs] #BBRLTLLEIN,

b. deployments 74 L7 h)—%Y—XYRI N —Droot ITEMLFT, .war 7 71 )L
% Z® ldeployments] 74 L2 M) —ICRBEILZE T,

4, oc AX YV REMALT, EMY—A A=V EY—RO—RKHSFRDO Wildlly 77— 3
vERELET,

$ oc new-app https://github.com/<github-id>/<repo-name>.git
--image-stream="openshift/wildfly:10.0" --name=<app-name> -e
<ENV_VAR_NAME>=<env_var_value>

pa 3

BI# --name 7 TV r—2 a VvEEIRETDODL T a3 vDBIETT,
F7=. -e X OPENSHIFT_PYTHON_DIR 2 DEJI RpF O/ Ay M FOER
I ERRBETNABINT 2004 T 3 VOB TT,

6.3.12. Y/ R— bR D JBoss /X\—2 3 >~
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JBoss App Server 7

Tomcat 6 (JBoss EWS 1.0) PR—IMRROIVTF—A X =
Tomcat 7 (JBoss EWS 2.0) PR—IMFROAVFTF—A X—=
Vert.x 2.1

WildFly App Server 10

WildFly App Server 8.2.1.Final

WildFly App Server 9

CapeDwarf
JBoss Data Virtualization 6 HR—IMRIROAVFTFF—A A=Y
JBoss Enterprise App Platform (EAP) 6 HR—PMRHROIVFF—A X =T

JBoss Unified Push Server 1.0.0.Betal. Beta2

JBoss BPM Suite PR—IMFROAVFTF—A X =

JBoss BRMS PR—IMFROAVFTF—A X—=
jboss-eap70-openshift: 1.3-Beta
eapb64-https-s2i
eap64-mongodb-persistent-s2i
eap64-mysql-persistent-s2i

eap64-psql-persistent-s2i

6.4. 7147 RY—bDAI

6.4.1. =

V2OAYIRI—K V3 VA /77\'9—I\’\@Eﬂﬁﬁfd’é’zﬁlﬁztii)‘)iﬁ/wb‘\ v3 TIRUTDY
AV ORI — b NEFBATEET, T—IR—REZFCT TV r—2arhH 35EICIE oc new-app
TT7TVr—ravaERLTHS, £5—E oc new-app #EITLTHDT—IR—AHY—ER %
EEL., NS 2 2AHBORIBEEHEZFALTY VI T5DTIERLS, UTOoWTFhhafFERAL,
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Y—ROA—REED GitHub Y RI MY =SV VI LT TV Tr—2a v e T—9R—R&5—EITA
VAHVZALTEET, oc get templates -n openshift THETELRTY L — M ETRTK
REBIENTEET,

e CakePHP MySQL https:/github.com/sclorg/cakephp-ex

o 7Y 7L — b:cakephp-mysql-example

Node.js MongoDB https://github.com/sclorg/nodejs-ex

o 7 7L — b:nodejs-mongodb-example

Django PosgreSQL https://github.com/sclorg/django-ex

o 7Y 7L — b:django-psql-example

Dancer MySQL https://github.com/sclorg/dancer-ex

o 7 7L — b:dancer-mysql-example

Rails PostgreSQL https://github.com/sclorg/rails-ex

o 7 7L — b:rails-postgresql-example

64.2.7—7 70—

EEEDTFYTL—HMURLDODWTFIAMNMIT LT git clone #O0—AINTEITLET, 7TV r—> 3
YOY—Z2A—KR%&EML. 3Ty bL, GitHub YR M) —IZFy>alLThbL, LEODTFVT
L—hDOWETNDTVI VAV IRY—NTT)r—oava@alEd,

1. 77)5r—>avEDGitHub YRV M) —%ER LE T,

2. VAvIRI— TV TL—bDoO—V%FEHRLT, GitHub VARI M=% E—FELT
EBmMLET,

$ git clone <one-of-the-template-URLs-listed-above>

$ cd <your local git repository>

$ git remote add upstream <https://github.com/<git-id>/<quickstart-
repo>.git>

$ git push -u upstream master

3. V—RO—K#&GitHwb IcazIvy bL., Fvy>alFd,

$ cd <your local repository>
$ git commit -am “added code for my app”
$ git push origin master

4. V3 THIRT7 TV r—vavaEmLET,

$ oc new-app --template=<template> \

-p SOURCE_REPOSITORY_URL=<https://github.com/<git-
id>/<quickstart_repo>.git> \

-p DATABASE_USER=<your_db_user> \

-p DATABASE_NAME=<your_db_name> \

-p DATABASE_PASSWORD=<your_db_password> \

-p DATABASE_ADMIN_PASSWORD=<your_db_admin_password> €}
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ﬂ MongoDB ICD#5% % L E 7,

web 7L —ALT—%9 Pod &ET—49R—ZXPod D2 DD Pod "ETIN, web 7L —LT—%
Pod RiElIL, T—9R—RA Pod ®RIEE—HLTWSIETTY, oc set env
pod/<pod_name> --list ZfFAL T. RIEZEHZRR-TEET,

e DATABASE_NAME (3 <DB_SERVICE> DATABASE |l7¢tY £,
e DATABASE_USER (& <DB_SERVICE> USER [Z72Y) ¥ T,
e DATABASE_PASSWORD(d <DB_SERVICE>_PASSWORD (C7}Y £ 7,

e DATABASE_ADMIN_PASSWORD (& MONGODB_ADMIN_PASSWORD [C7:tY) ¢ (MongoDB ™
HICEEHLET),
SOURCE_REPOSITORY_URL AfEEI N TWARWEE, TV L— KNIV —RYRI MY —
& LTLEEDT Y 7L — K~ URL (https:/github.com/openshift/<quickstart>-ex) % L
T. hello-welcome 7 7)) 5 —> a v hiEEE8I L E 7,

5, T—IR—RAEBITTBHEIE. T—IR—REYIVTIT7AIICTIRAR—MLT, FILL
V3T —49R—ZAPod ICT—IR—R%EBTLEYT, [7—49R=—2A7T)r—>3 2] I8
HBOFIEEZSRBLTKEIV, 2L, T—9XR—X Pod X T TICETHTHB7H. oc
new-app DFJBIFEBEL TLREIL,

6.5. MiEMIA VT F L —Y 3 v E - IdikiEm> 704 (CI/CD)

6.5.1. =

LIFD kEw 4 Tld, OpenShift /A— 3 ¥ 2 (v2) & OpenShift /A— 3 > 3 (v3) BID#RkEEKI A > 5 4
L—vavB8LUFTOA AV N (CICD) P T Y r—Y a v DEERE, ThBDT7TYr—vavk
V3RIEICHITT 2 AE2HaRLE T,

6.5.2. Jenkins

Jenkins 7 7Y r—>avid, 7—F 7TV F v —DIRAKLEWITE Y OpenShift /X\—U 3> 2 (v2) &
OpenShift /8= 3> 3 (v3) TIEEMRZFETHREINE T, L&A v2TET7 ) r—2aviE¥
PTRAMNINZHMERDOGt YR MN)—A2FALTY—ROA—REREFELZFT, V3 TIE. V—2R
O—RNi& Pod DAETEHRAMNINZRTY) Y 0 FLIETSAR=KNGt VR N —IZEDINET,

X 5| OpenShift v3 Tld, Jenkins ¥ a 7i&, YV—ROA—RDZEBELIF TR, V—ROA—REHILT
TVr—2avaENRTREDIFERIND A A—VDEBRTH S ImageStream DEHICL>TEH
NYUH—INFT, TDRH, v3 THLW Jenkins 7 U r—> a &R L TH S, OpenShift v3
BEICELARETCY I TEERLEL T Jenkins 77 ) r—>a v A FHTRITTHEAHELE
ER

Jenkins 7 74— a v DE. ¥ 3 TDHRE. Jenkins 554 VDOELWMERDOAXRICET 555
. UFOYY—REBBLTLLEIW,

e https://github.com/openshift/origin/blob/master/examples/jenkins/README.md
e https://github.com/openshift/jenkins-plugin/blob/master/README.md

e https://github.com/openshift/origin/blob/master/examples/sample-app/README.md
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https://github.com/openshift/origin/blob/master/examples/jenkins/README.md
https://github.com/openshift/jenkins-plugin/blob/master/README.md
https://github.com/openshift/origin/blob/master/examples/sample-app/README.md

FOE 7TV —2a vOBLT
6.6. WEBHOOK & U' 70 3a>v7v sy

6.6.1. =

LUFD b EY 2 TlE, OpenShift /X—<3 > 2 (v2) & OpenShift /A—< 3 > 3 (v3) A D webhook & 7
92avI7yv I DEERE, INSOT7 TNV r—2a VDO v3REAOBITHEICOWTEHRMBALET,

6.6.2. Webhook

1. GitHub ) /R MU —H 5 BuildConfig Z{ERK L72&IC. U TFEEITLET,
I $ oc describe bc/<name-of-your-BuildConfig>
LLFD & IS, £EREED 7Y Rid webhook GitHub URL Z A L F 9,

<https://api.starter-us-east-
1.openshift.com:443/0api/vl/namespaces/nsname/buildconfigs/bcname/we
bhooks/secret/github>.

2. GitHub ® Web O >V —Jbh b, TD URL Z GitHub ICAH Y 7Y RR—=X ML ET,

3. GitHub Y RY K1) —T, Settings — Webhooks & Services 75 Add Webhook % 3E3IR L %
ER

4. Payload URL 7 1 —JL KiZ, (L5 &R#D) URL DR DAY £ T,
5. Content Type % application/json ICEREL F 7.
6. Add webhook =7 ') v 7 LX Y,

webhook DEEENERICET LI &% RT GitHub DX v E—INRRINET,

INTZEEA GitHub VARV M) —IC Ty a9 2P LWVWEIL RABEMICEE L. EIL RITK
WysEHmLLWT IO XY MAEEILET,

R

TNV —2 a3 v EBIRELIIBIENRT 2%EICIE. GitHub @ Payload URL 7 1 —Jb
K% BuildConfig webhook url TE#H T Z2HEHLHY £,

6.63.77>3rvIvy

OpenShift /X—< 3 > 2 (v2) TlE. .openshift/action_hooks 7«1 L~ b ') —IC build. deploy.
post_deploy & & U pre_build 2 7 1) 7 b &7z 1d action_hooks B"BHMNE T, v3ICIkIhoDRy ) S
MIRBT 2161 OBEET Y EY TIEHY AN vBD S21Y—)b) IZIE THRY LFEERR
1) 7N EBEDURL £/2EY—RYKRY MY —0D .82ibin T4 LV MN)—ITBMT 24T a3y
NHYFET,

OpenShift /A= 3> 3 (V3) Ik, A X—VEELRLTHABLYZR M=K Ty v a1d2ETOA

A=Y DOEANLRT A MNEREITT S [post-build hook] BAHYWET, FTOA ATV 7] 1ETT
A4 XY MNBRTREINET,

v2 Tld. BH action_hooks IFIRIEZHEZRET HHICHEAINE T, v2 TE, RIEZHIILUTD &
DINEINZRENHYFT,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/creating_images/#s2i-scripts
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I $ oc new-app <source-url> -e ENV_VAR=env_var

FLBUTZRTLET,

I $ oc new-app <template-name> -p ENV_VAR=env_var

ik, UTZERALTREEHRZEML. EETEIENTEIEY,

$ oc set env dc/<name-of-dc>
ENV_VAR1=env_varl ENV_VAR2=env_var2’

6.7.S21 YV —JL

6.7.1. I =

[Source-to-lmage (S21) 'V —JL] & 77V r—>av@yY—RA— KAV TF—A4 A—=JITEAL

T, BREEMEL T, ELY—A A=V EELRFHADY —R0— RBEAMARAEFNEITHEMBOT
XLEAVTF—AA=IUDFHAIERINE T, S21 'Y —JLik, OpenShift Container Platform #%7%: < T
YR RY—] HS, O—AMIIVICA VA M=V TEET,

%\

S21 'Y —JLE. OpenShift Container Platform TERY 2R1ICT7 ) r—aveA X—Y%0—AIT
TAKNL, BREET 7DD EEIRARY—ILTT,

6.7.2. AT+ —A A —IDIERK

70

1.

TV —2 a3 VIIBBEREIVY —A X—V%BELET, RedHat (&, [Python. Ruby.
Perl, PHP &£ Node.js] REBBDEZBDEIY —A A -V EEBRELTVWET, D
AA=—VRE DZI2=2F71—AR—ADLERETEZXT,

S22k, Gt YR M) —F A3 O—HID T 7AINVATLDY —ADA—RKRhBHA A=/ E

IRTEZT, ENI—AA—VUBLIPY—RO—RKLHELWIAVYTFF—AX—=IBEIR
TBITIE. UTFEERITLET,

I $ s2i build <source-location> <builder-image-name> <output-image-
name>

pa )

<source-location> (CIZ Git Y R M) —D URL, ZF7/lZO—AILT7 74
VRATLDY—=RA—KRDTA LI M) —DVWTFNOEIEETEET,

. Docker T—EVTEINRLEA A=A FTAMNLET,

$ docker run -d --name <new-name> -p <port-number>:<port-number>
<output-image-name>
$ curl localhost:<port-number>

CHTLWA A—=T % [OpenShift LY Z M) —] Iy >alLET,

.oc IV R&EMFEAL T, OpenShift LYZARNY —DAXA—=IUDSEFRT ) r—= 3 &R

L/i_a—o


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#using-images-s2i-images-index
https://github.com/openshift/source-to-image#installation
https://github.com/sclorg?query=s2i
https://github.com/openshift-s2i
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/installation_and_configuration/#access-pushing-and-pulling-images

BE 7TV T—2a 0BT

I $ oc new-app <image-name>

6.8. Y R—hAHA K

6.8.1. &

LFDMEY 7 TlE, OpenShift /X—23 > 2 (v2) & & U OpenShift /8X—< 3> 3 (v3) THR— MR
DEFE. 7L—LT—9, T—HIR—, I—A—IKDVWTHBALZFT,

OpenShift Container Platform D B &#kAMEA T 2 — R REAEHLEICET 21EHIE.  [OpenShift
Container Platform tested integrations] ZZHR L T 72Xy,

6.82. T R—FINTWBET—FIN—2

F—=HIR=—2ATIN)5—2a3avDrREYID HR—FREDT—IR—2] I avaESEBELTL
IV,

6.8.3. Y R— ~NEFE
e PHP
e Python
o Perl
e Node.js
e Ruby

e JBoss/xPaaS

6.84. U R— K TRODIL—LT—V
#6.1 Y R— M RFDIL—LT—H

Jenkins —/3— jenkins-persistent
Drupal 7

Ghost 0.7.5

WordPress 4

Ceylon

Go

MEAN

ral


https://access.redhat.com/articles/2176281
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7

6.8.5. Y R— bk WRDY—H—

%6.2 Python

pip_install 1)iRY M) —IC requirements.ixt B'S F N BB EIC
& T7#IMTpip AEVEINET, BFENT
WRWBEIZ pip IFERAINEEA,

disable_asset compilation Znid. buildconfig R RS T —EET
DISABLE_ASSET COMPILATION BIEZLTH %
true ICRETHEFHTEET,

g
o
Y
o
®

=1

enable_cpan_tests Zhik, TEJLKERE] T ENABLE_CPAN_TEST
RIEZH % true ICRET D EFEATEET,

use_composer V—R)RIN)—=Droot 714 LU MY—IC
composer.json B"EZFEFNBHFEIC. AVR—F—N
BILERAINZET,

6.6 Node.js

NODEJS_VERSION ZHaL

use_npm T r—2a v OiEEciE. DEV_MODE 7 true
ICEREINTUWAWERY npm ABICERAINET,
true ICERE I N TWARWEEIZIE nodemon A §E
InxY,

6.7 JBoss EAP. JBoss WS. WildFly

N


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#configuration

BE 7TV T—2a 0BT

enable_debugging IDATvavig, TTAOAA Y MNERETHREIN
% ENABLE_JPDA RIEZHICEZRES ST
HELE I,
skip_maven_build pom.xml A% 3 HEICIE. maven NERITINF T,
java7 ZEAL
java8 JavaEE & JDK8 AR L £ 9,
6.8 Jenkins

enable_debugging ZEAL

6.9 all

force_clean_build v3 ICIEEBRDOBENMEHLNTWE Y, buildconfig
® noCache 7 4 —JLKIC&LY, OAvFF+—EIR
ICLBBREODBETHIVAFIMNICETINE T, S2I
EJL KTiE, clean build %Z’~9 incremental 7 <
JWET 7 4I)L N Tfalse IClR>TWET,

hot_deploy Ruby. Python., Perl. PHP. Node.js

enable_public_server_status B Y

disable_auto_scaling BEIRT—) U TIET 74 NTIEA 712> TW
F9 . [Podauto-scalingl TAVICET B ENT
xFT,

6.8.6. ' 'R— M RDIFIFEEH
e MySQL
e MongoDB

e PostgreSQL


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#ruby-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#python-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#perl-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#php-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#nodejs-hot-deploying
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EBIEFa—NYTI

71. &

LUFD b EY & Tlk, OpenShift Container Platform T7 ) r— 3 v EBKBIE 2 HEF P, IFX
FREFBEIL—LT—JIIDOVWTEHBBALET,

72. 749 9R9—bDFTVTL—Fh

7.21. &

74 w9 X% — ML, OpenShift Container Platform TE179 27 SV r—> a vOEERHITY, &
AV IRI—MNIIFIFEREBPIL—LT—IDEFNATHY., Y—ERDEY b, EINFEZRES
ST FOM AV MERERETHERIND 7T L—F] TERINTWEY, ZOFVFL—h
E. BERAA—IPY—RYRIN)—2SRLT, 77V 5—>avaEEIRL, 7704 LE
ER

DA IR9—b R LTHBICE, TYTL—MDST7 Y S—a VR LET, BEENTT
I 5DT > 7L — b % OpenShift Container Platform 7 5 24 —IZ4 Y X b—JL L TWSEEEMED
HYFETH, ZTOFBEICIK, Web AV Y —ILHh S IhAEBEIGRRTEXET, v L—bOT7 v
O— R, fE. ZEICEATZERIE. [TY7L—h ORFa2 XV MESRBLTLEIL,

DA IPRY—KNE, 7TV r—3 VDY —RADA—RESOY—RAYRIN)—A2BBLET, 7
AYVYIRI—MEHARIIAXTBICNE, VR N)—=%T4—0 L, TVTL—r DTS r—
avEERTBEIC. TIANMDY—RYRIN)—ZET+—I LEYVRIN)—ICBE]ZF
T, ThiICEY, BE-EI NGV TILOY —ZATIFARL, HBOY—XRO—REFRALTEI RAET
IhFd, V-RYRYMN)—TO—REEHL. FLLWEILREEEL T, 770437 TY
T— a3V TEENRBMINTWEIEAHEATETET,

722.Web 7L —LT7—0 04 v I RY— DTV TL—F

UTFDI4 vy 29— TlE. BEDIL—LT7—IBLVERBOEXRT TV r—YavaR#ELE
_a—o

CakePHP: PHP web 7 L — A7 —% (MySQL F¥—4 R—2 & &T)
o FVTL—hDES

o V—RYRIKY—

Dancer: Perlweb 7 L —4A7—7% (MySQL 7—4 RXR—X & &)
o TVITL—MNDEE

o V—RYRIKY—

Django: Python web 7 L — A7 —7% (PostgreSQL T—49% X— &= 2L
o TVITL—MNDEE

o V—RYRIKY—

NodeJS: NodeJS web 7 7'I) /¥ —< 3 > (MongoDB F— 4 R— R & &)

o TVI7L—bMDER
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https://github.com/openshift/origin/tree/master/examples/quickstarts/cakephp-mysql.json
https://github.com/sclorg/cakephp-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/dancer-mysql.json
https://github.com/sclorg/dancer-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/django-postgresql.json
https://github.com/sclorg/django-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/nodejs-mongodb.json

BIEFa—MITI

o V—RYRIKY—
e Rails: Ruby web 7 L — 47 —% (PostgreSQL 7 —4% R— 2 % 51))
o TVITL—MNDERE

o V—RYRIKY—
7.3. RUBY ON RAILS

7.3.1. &

Ruby on Rails (& Ruby T X h-—f&M%a Web 7L —L7T—2TY, KHA KTIE. OpenShift
Container Platform T® Rails 4 D{FERBICDWTERBBL £ ¢,

Digk

H
[=]

Fa—bMYT7IEE%EF vV LT, OpenShift Container Platform T7 7Y o —

DaAVERTIBEDICBDERIRTOFIEAHE TS s zm#HELEYS, M
BICEALZBEICE., Fa—MN)7IL2EEIRYIRY., £ —EBBEICRIELT
KEIW, FFa—MNIT7NE. ETBEAOFIEZHERL. T XTOFEHIEL]
ICETINTWVWSE I E2HERTHDIKRIIBET,

RAA KT, UTFHHB I &%RIRELTWVWET,

e Ruby/Rails DEA&NH

e Ruby 2.0.0+. Rubygems. Bundler DO—AJIIZA YA M—=)LINfz/X—=2a Yy
o Git DEKRMH
e OpenShift Container Platform v3 ME{T4 Y X% >~ R

732. 0—HILDT—YRAFT— 3 VETE

% 9. OpenShift Container Platform @4 Y X4 V ANETINTHY., FIATE2 & =2MRALF

9, OpenShift Container Platform Z#R@I E2 A EICDWTIE, T4 YA b—ILAE] 2R LT

IV, 7. TocCLIVSAT7Y hDA YR M=) BEFINTHY, AT Y R’BFEVOITY
ROz DSFRIATESZ %ML, CLIZVZAT7Y MO X—ILENRRT—REFERLT, 07
1V] TEBLIICLET,

7.3.21. T —9IR—ADHE

Rails 7 7Y 77— a VRIFEFEICT—IR—REHAINE T, O—AILEFKDHBEIE. PostgreSQL
T—INR—%EZERLTLEI W, PostgreSQL 7—9 RX—R%& A VA M—IVHETBITIE. LTFEA
HLEY,

I $ sudo yum install -y postgresqgl postgresqgl-server postgresql-devel
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https://github.com/sclorg/nodejs-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/rails-postgresql.json
https://github.com/sclorg/rails-ex
https://github.com/openshift/mysql/tree/master/5.5
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installation_and_configuration/#install-config-index
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cli_reference/#cli-reference-get-started-cli
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cli_reference/#basic-setup-and-login
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RIS, LWTFDARY RTT—IR—2%5=MPILT I2HENHY F T,
I $ sudo postgresqgl-setup initdb

ZMav¥ KT /var/lib/pgsql/data 74 Lo M) —DMER I, 2DT4 LI MY —IZF7—4H
REINZET,

UFEAALTT—9R—R%5RBEILET,

I $ sudo systemctl start postgresql.service
T—INR—ZANRITINEL, rails I —HF—%ZFEHRLFT,

I $ sudo -u postgres createuser -s rails

EpkE Lca—H—DNRRT— RIZERINTOWRVRICERE LTI W,

733. 77— 3 Vv DERK

Rails 7 7)) r—oavaEOhmh5EIIN RT5ICIE, Ralsgem 2%&ICA VAN —ILTIRENRHY F
ER

$ gem install rails
Successfully installed rails-4.2.0
1 gem installed

Rails gem @4 ~ X b —JL&IC, PostgreSQL #7—49RXR—R & LTHRELTHR7 TV r—>ava
ER L ZE T,

I $ rails new rails-app --database=postgresql
RIS FRTA LI M) —ICBBLET,
I $ cd rails-app

TN r—2 3 e TILH BIHEITIL pg (postgresql) gem A Gemfile ICECEI N TWBIET TY,
BREINTULWARWGEIZIE, Gemfile ##FE%E L T gem ZEBML X7,

I gem 'pg’
IRTCODKEFERER%ZST Gemfile.lock ZF7ICEMT BICIE, UTFZ=EITLET,
I $ bundle install

pg gem T postgresql 7— 9 XR—X&FHYT 5 Z & DIFHNIC. config/database.yml H*
postgresql 749 74 —%FHLTWR AR TI2HLELHY T,

config/database.yml 7 7 1 )LD default E0 2 a Vv ZUTDLIICEHFRTSHLDICLTLES
LY,

default: &default
adapter: postgresql
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FIEFa—MYT7I

encoding: unicode
pool: 5

host: localhost
username: rails
password:

TNV —2aVvDEAEBLIVOTRANT—IR—RBEKT ZICI1E. LTFD rake A¥ Y RAFERALE
_a—o

I $ rake db:create

Z N T PostgreSQL H#—/3¥—|C development 5L U test T—IR—ZAHMERINZE T,

7.3.3.1. Welcome R— DERK

Rails 4 Tl&. #897% public/index.html R—UAEHREBREBECTIRUINAC A 2/ZDT, FiIC
root R=JEZENT BMELHY XT,

welcome R—TJEHRAITA XTBICIE. ULTOFIEAERTTEIZHEIHY T,
e index 7/vavcavio—>— a2EHLET,
e welcome I hO—F5—index 79 avD Ea— R—IJEHFEKRLFT,

o ERL7zavbO—5— & EBa— &HICTIVr—YarvDroot R—IVERMBETSE IIL— b
HERLE T,

Rails ICI&. TNOSDMERFIEZITANTEITTEHIRL—F—DHYET,
I $ rails generate controller welcome index

HEBERI7AIVETRTERINIDT, config/routes.rb 7 71 ILD 2 TEEZUTD &L D ILIRE
TEIEDHDREICRYFT,

I root 'welcome#index'
rails server #E£17LTC. R=IHPHETEXZE5HERELET,
I $ rails server

7' % —T http/localhost:3000 ICEEIL TR—IYEZRRFLTLEIV, TOR—IHPRRINAZKL
BEIE. Y—N—IIHAIN2O072HBLTT Ny T E2To>TLEIN,
7.3.3.2. OpenShift Container Platform @7 7Y r—> 3 > D%

7 7) r—< 3 > & OpenShift Container Platform TE{TI T\ % PostgreSQL 7— 49 RXR—H#—E
AEEBEIEBICIE,. [RIEZEH] 2RI 5 &5 IC config/database.yml @ default 72
SaAVERETIVENHYFT, RIEEHII. BTT—IN—RAY—EREZERT2RHICERL X
ER

#me L7z config/database.yml @ default £7 > 3 VICERIEREFADEREZANT B E. LUIF
DEHICHRYFET,

I <% user = ENV.key?("POSTGRESQL_ADMIN_PASSWORD") ? "root"
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http://localhost:3000
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#postgresql-environment-variables
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ENV["POSTGRESQL_USER"] %>

<% password = ENV.key?("POSTGRESQL_ADMIN_PASSWORD") ?

ENV["POSTGRESQL_ADMIN_PASSWORD"]

ENV["POSTGRESQL_PASSWORD"] %>

<% db_service = ENV.fetch("DATABASE_SERVICE_NAME","").upcase %>

default: &default
adapter: postgresql
encoding: unicode

# For details on connection pooling,
# http://guides.rubyonrails.org/configuring.html#database-pooling
pool: <%= ENV["POSTGRESQL_MAX_CONNECTIONS"]

username: <%= user %>
password: <%= password %>

see rails configuration guide

host: <%= ENV["#{db_service}_SERVICE_HOST"] %>
port: <%= ENV["#{db_service}_SERVICE_PORT"] %>
database: <%= ENV["POSTGRESQL_DATABASE"] %>

BRI T 7 A IIVDREDY >~ FTILICDWTIE,
config/database.yml] Z&RRL T ZI L,

7.3.33.Qit ~ODF7 TV r—> a v ORE

[Ruby on Rails 7 7") r—< 3 > DOl

OpenShift Container Platform (Cid git ’MBELRD T, LA VAR —ILINTVWRWEEIFA VA M—

WIDREIHY XY,

OpenShift Container Platform T7 7)) r—>a Y& EJ RTZICIEBE. Y—RO— K% git YARI b
)—ICRBETD2HENH B/, git BWVFGEITIEA VA M—=ILLTLEI W,

1s -1 OV RAEZEFTLT, Rails 77U 45 —>a3avdDF4« LI N —TigEET->TWB I & 5FER

LEd, AV ROEAIFUTOLSICHY FT,

$ 1s -1

app

bin

config
config.ru
db

Gemfile
Gemfile.lock
1lib

log

public
Rakefile
README . rdoc
test

tmp

vendor

Railsapp 74 L7 M) —TZho@av Yy REEFTLT, I—FEHLLT, giticaIy hLE

ED

$ git init
$ git add
$ git commit -m "initial commit"
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https://github.com/openshift/rails-ex
https://github.com/sclorg/rails-ex/blob/master/config/database.yml
http://git-scm.com/
http://git-scm.com/

EBIEFa—M Y7L
TNV r—yavaEAIy M LEL, YE—MDYRI N —ICT vy 219 2RErHY FT, I
&, GitHub 7A 27 b DRETT, TDT7HIOVKRTHLWIRY M) —AERLET,

BEVWD git VRN —%2BRITBZVE-—MERELET,
I $ git remote add origin git@github.com:<namespace/repository-name>.git
RIS, PTIN =23 vaE)E—MDgit YR M) —IC Ty alLET,

I $ git push

7.3.4. OpenShift Container Platform ~D7 7Y sr—< 3> 07704

RubyonRails 7 ) r—>a v a7 7049 3I01E. P77V r—>avBICHRO 707 ~ %4F
’ﬁbij—o

$ oc new-project rails-app --description="My Rails application" --display-
name="Rails Application"

lrails-app 7OV /7 bl RT3 &, BEMNICHFLWIOY =5 bD namespace ICHIYE X
S5nET,

OpenShift Container Platform ~D7 7 s —> 3> D7 704 TE 3 DOFIEERITLET,

e OpenShift Container Platform @ [PostgreSQL 1 A —Y ] NS TF—IR—2 [H—E 2| %4{E
BLZET,

e OpenShift Container Platform @ [Ruby 2.0 EJL 4 —4 X—<] & Ruby on Rails DY —2 31—
FTcoOY hIV RO P—ER] ZEHRLT. T—9XR—AY—EREEmRLET,

e 7= a3avDIl—NEERLET,

7.3.41. T—9R—2AHY—E ZDER

Rails 7 77—y avilik, BEBFOF—IR—R [H—ER| BPETY, TOY—ERICIE
PostgeSQL 7—4R— T4 X =] AL TLEIL,

T—IR—R [H—E2] ZERT SICIE, ocnew-app AXY REFHALEY, DIV RTIEd
B REZH 2BEII2HEFHYET, COREZRIE. 7—49XR—RIVFF—RATEHEALZE
T, CD&H% RBEH] TlE. 2—H—F&, XRAT—K, T—IR—XZEZERETILENHY £
T, 6D NREZH FEEOEICEET DI ENAETY, SORETI2EHILUTOESY T
ER

e POSTGRESQL_DATABASE

e POSTGRESQL_USER

e POSTGRESQL_PASSWORD
INSOEHEHRETDE, UTAERETEET,

o IBEDEZATT—IR—ANEET S

o HEDHEMTI—HY—IHEETS
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https://github.com/join
https://help.github.com/articles/creating-a-new-repository/
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#using-images-db-images-postgresql
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#services
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/using_images/#using-images-s2i-images-ruby
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/architecture/#services
https://access.redhat.com/documentation/ja-jpopenshift_container_platform/3.10/html-single/architecture/#services
http://www.postgresql.org/
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#using-images-db-images-postgresql
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#services
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#postgresql-environment-variables
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#postgresql-environment-variables
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#postgresql-environment-variables
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o I1—H—(I/EDNNRT—RTIHREDT—IR—RILTIVEZATES
UFICHZRLET,

$ oc new-app postgresgl -e POSTGRESQL_DATABASE=db_name -e
POSTGRESQL_USER=username -e POSTGRESQL_PASSWORD=password

TFT—=IAR—ADBEEBED/INAT—RERETDICIE, EgiITY FICULTEEBMLE T,
I -e POSTGRESQL_ADMIN_PASSWORD=admin_pw
DAY NDOEH =R T 5ICIE. UTFEETLEY,

I $ oc get pods --watch

7.3.42. 70V Ty RY—EZDERK

7 7V 4r—< 3 ¥ % OpenShift Container Platform (Z7 704 9 3%IZl&. loc new-appl Y K%
EO—EBFERALT 7V r—YavaRBEID YRS N —AEBETILENHYET, 20TV
RTlE, [7—9R—2HF—EZDERKR] TRELELT—IR—IAEED REZTH 2B/ELTLE
TN,

$ oc new-app path/to/source/code --name=rails-app -e
POSTGRESQL_USER=username -e POSTGRESQL_PASSWORD=password -e
POSTGRESQL_DATABASE=db_name -e DATABASE_SERVICE_NAME=postgresqgl

Z®a< ¥ KTIE. OpenShift Container Platform (&, ¥V —X 31— KDEE, EILY—a A =2 D&
Ee PIVTr—2avAX—=I0 TEILR]  FiRER LA A=Y EBED REZH oF7Ooq
EITWET, TOF7FUr—vavidrails-app EWD ZRIICIEELE T,

rails-app [DeploymentConfigl @ JSON KF¥a x> b &SR L T, BEZENEMINAHLE D H
HHRERTEEY,

I $ oc get dc rails-app -0 json

UFotEs2avhRRERINZIZTTY,

env'": [

{
"name": "POSTGRESQL_USER",
"value": "username"

Iy

{
"name": "POSTGRESQL_PASSWORD",
"value": "password"

+

{
"name": "POSTGRESQL_DATABASE",
"value": "db_name"

}

{

"name": "DATABASE_SERVICE_NAME",
"value": "postgresqgl"
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#postgresql-environment-variables
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#postgresql-environment-variables
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1
ENRTOEREZHRTZICE. UTEERTLET,
I $ oc logs -f build rails-app-1
EJL KA5E T 9% &, OpenShift Container Platform T Pod AAR{TINTWE I & AR TE £ T,
I $ oc get pods

myapp-<number>-<hash> TIEE 21THARTIINFETH. I Nid OpenShift Container Platform T
THROT7 T r—2 3 TY,

T—IR—ZADBTRAVVTNERITLTT—IR—R&=PELLTHSTAWE, 7)) r—vay
IHEELIEA, INERITI 2 2BEOAENHY T,

o ETHOTOVINIVRIAVFTFT—DOLFETITD
BRI Trsh) A Y RT7AY NIV ROV T F—ICRLTEGTLET,
I $ oc rsh <FRONTEND_POD_ID>
AVTF—ANLRITZEITLES,
I $ RAILS_ENV=production bundle exec rake db:migrate

development 7 (& test IRIET Rails 7 7Y I —> 3 v %E1T$ 55AICIE. RAILS_ENV DIRIFE
HelEET 2RERIHY THEA,

o TUTL—RNIEMTIAAMXYEND SATHA VI T v Y %BINT S, =& ZIE, Rails
VIWTTIVr—2avd 7y oDy T EERLEFT,

7343. 77V 5r—> 3> DI— bDYERK
www . example.com R EDHEN ST IV EZATESZRAMNZEZIR/EL TH—ER A2 RT3 ICIE,

OpenShift Container Platform @)L — AL F 9., ZDFEIE. LTFZAANLT7EY ATV R
Y—ERZREATIVENDHY T,

I $ oc expose service rails-app --hostname=www.example.com

DIk

==
[=]

I—H—IFEELEZRANEGNIL—Y—DIP 7 RLRICERT D EA5HRT S

WHENHY XT, 5FLUVWIERIE. LLTICEAY % OpenShift Container Platform K
FaXYRESRBRLTIEIW,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#troubleshooting-and-debugging-cli-operations
https://github.com/sclorg/rails-ex
https://github.com/sclorg/rails-ex/blob/master/openshift/templates/rails-postgresql.json#L122-L130
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o [JL—NI]

o EUAMI—NYRTLDHERE]
7.4. MAVEN HED NEXUS S 5—) v DEE

7.41. 13U ®IC

Java BL U Maven T7 IV r—vavafEETEE, EILREENOETTHEREMENIERICEL R
YFET, Pod DEJ REEEA%EHET 27261, Maven DIREFEREFZEEO—A)L® Nexus Y RY Y —IC
FrvaddIENTEET, CDFa—MYTILTIE, V75X —LEICTNexus VAR M) —%4E
KeBHAEEHRALET,

IDFa—KMNY) 7T, TRAAOD7OY IV M Maven CTHEATESLIICKREINTWEZ & A
BIIRELTWE T, Java 7O Y KT Maven 2 FHT 31841, Maven DHA K 2B8BT 5 ¢
ZRERCHELEY,

Fle. 7TV —23 DA X—TICMaven S 5— ) U THEBENH DD HERTHLHIICLTLES
W, Maven 2T 54 X —T D% < IC MAVEN_MIRROR URL BEZTHASFITNTHY., 2Ot
BT DOICFERTEET, COBEINSENTUVWAWGEICZIE, Nexus R¥Fa AV M 25
BLT, EIVRDPELLKEEINTWVWEZEAEERLTLIEIL,

I5IC, B Pod HHBET DL DICTHRARY Y —REEYHTEHELIICLTLEIY, BIIDY)Y—2X

AERTZICE. Nexus ¥ 704 AV MEET [Pod 7V 7L — ka5l TE2RENHZBADDY
i’a—o

7.4.2. Nexus DEFE
1. ERXA Nexus AVTFF—aM A—CAFHvyO0—RKL, 5704 0LF7,
I oC new-app sonatype/nexus
2. $IRVER L7z Nexus Y —ERXREZRBEL T, I—hEEHRLET,

I 0C expose svc/nexus
3. oc get routes A L CT. Pod DFHRMALLT7 KL R E=HRRLET,
I oc get routes

HARUTOE S ICHRY FT,

NAME HOST/PORT PATH

SERVICES PORT TERMINATION

nexus nexus-myproject.192.168.1.173.xip.1i0 nexus
8081-tcp

4. 75 H%—7T HOST/PORT OFR®D URL ICFZENL T. Nexus NETINTWBDZ & &MEEL
F9, Nexus ICHA VA VT BICIE. T4 MOEEEILI—H—% admin, /X277 — K
admin123 #{FRHEL £ 9,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#routers
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#configuring-a-highly-available-service
https://maven.apache.org/guides/getting-started/index.html
https://books.sonatype.com/nexus-book/reference/config.html
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pa 3

Nexus iR YRY MY —FICERICKREINRTWETE, 77V 5r— a3 VEICHBOD
DRI N —HRBREBELRIBENHY FT, RedHat 1 X—T D% < (&, Maven JRI k
I)— Il jboss-ga ) RIYN)—%EMTHIEEHELET,

7421, 7O0—T7%EA L IEERRTOMSE

Z T Treadiness 7O—7 & liveness 7O—7 2R ETZIENTEET, choD7a—T ik,
Nexus ’IEEL K ETINTWB T &2 EHAMICHERLE T,

$ oc set probe dc/nexus \
--liveness \
--failure-threshold 3 \
--initial-delay-seconds 30 \
-- echo ok
$ oc set probe dc/nexus \
--readiness \
--failure-threshold 3 \
--initial-delay-seconds 30 \
--get-url=http://:8081/nexus/content/groups/public

7.4.2.2. Nexus ~D ikt DB

pa )

KA NL—YBMEE LABWESICIE, Nexus ~DER ICHEHAF T, 7=72L. Pod A
ASHIDERTHERIAINALBEICIE. Fv v 13K EERREBLUVEREDHRS
A XL Y F9,

Nexus ® Persistent Volume Claim (7k#EAR ) 2 —ALF R, PVC) ZfEM L. Y —/\—%ZE{THD pod %
P 5. Fr vy aINAKERRIEDNAWVWEIICLET, PVCILIEY SRS —ATHET
BerpkiE R Y 2 —4A (PV) ARETT, FIFTEES PV ARWEEY, /529 —IC8BEELTOT
JERERDBEWEEICIE. Y RATLEEREIL. HiAMY/EZIAAATRLRKGERY) 1 —L%ZEKRT 2L
DITHRFEL T EI L,

KGR 2 —LDERFIEICDOWTIE, OpenShift Container Platform TD kA L — 1 %58
LTLEETW,

Nexus & 704 X~ REREICPVC ZEML £,

$ oc volumes dc/nexus --add \
--name 'nexus-volume-1' \
--type 'pvc' \
--mount-path '/sonatype-work/' \
--claim-name 'nexus-pv' \
--claim-size '1G' \
--overwrite

INT, 7704 A2 FREDLURID emptyDir R 2 —AHDHIBRIN, 1GB kA NL—T %

/sonatype-work ({KEBERDREL) IV NI ZEKRZEMLET, COREDERIZLY,
Nexus Pod IEBEEIMICET 704 I F T,
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https://books.sonatype.com/nexus-book/reference/config-maven.html
https://maven.repository.redhat.com/ga/
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installation_and_configuration/#install-config-persistent-storage-index
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Nexus T L TWB I EEERTBICIE. T —TNexus R—IUEHEFLET, UTFEFEHAL
T, TTAAAVINDEBET =)V ITTBIENTEET,

I $ oc get pods -w

7.4.3. Nexus ~ D #Efx

ROFIETIE, FLWNexus YRS M) —%FHTIEINNEERT D HAEEHRBALET, RYD
Fa—MYTPITIE, ZOYVRIN)—=H2T)L & EINLY—& LT wildfly-100-centos7 %= 5 L %
TH, ChoDERREDTOYV I PTHHEELE T,

EIS—AA=UH 2 TI)L Tk, RIEBEO—E8E LT MAVEN_MIRROR_URL 2 R— M 37H, Ih
EHEEALT, ELY—AXA—=TU% Nexus VAR M) —IZRA VY MNTBIENTEEY, 1 A—IUDEKR
BEHAEFEALMavin DIS5—) V7 EHR—KLTWAWEEIZIE. Nexus 35— V7 %55BT
BIEL\W Maven SR EABETDLIICEN I —A A=V EEETE2URENHZHFENHY T,

$ oc new-build openshift/wildfly-100-

centos7:latest~https://github.com/openshift/jee-ex.git \
-e MAVEN_MIRROR_URL="'http://nexus.

<Nexus_Project>:8081/nexus/content/groups/public'

$ oc logs build/jee-ex-1 --follow

<Nexus_Project> & Nexus Y RY N —DT7OY TV NEICBEES]AFET, ThHFERTZT7TY
F—ravERLCFOV I MIEEFNZIHEICIE. <Nexus_Project>. ZHIFRTEZ
9, [OpenShift Container Platform @ DNS 3R ICDW TSR LTI W]
7.4.4. EBIREITOMHER
web 75 Ut —T, http://<NexuslP>:8081/nexus/content/groups/public ICBEL T, 7Y s —
YavOkEFERRERELLIEEZBIALE S, £/, EROT%FHEE L T Maven ' Nexus T 5 —
VDY J=FERALTWENEINZF IV ITEEY, ERBICIZ—) VY IINTWSIEAICIE. URL
http://nexus:8081 # SR I 2HANKRINZIETTY,
7.45. TDMHBD) Y —R

e [OpenShift Container Platform TD/R Y 1 —ALDEIE]

e [OpenShift Container Platform T® Java EJL K O#EEIFE ONE]

o Nexus VAR MN—DRFaxvh
7.5. OPENSHIFT PIPELINE EJL K

7.51. IXFLC®HIC

YTV web A NEERT 2HBE D, BHEARTA 70 —EX web #EKT 2% EE. OpenShift
Pipeline M L T. OpenShift T7 7 r—>avaEI R, FA N F7O04, 7OE—MEERT
L/i_a—o

Z# D Jenkins Pipeline #3XX DM ICH. OpenShift Jenkins 4 X — & (OpenShift Jenkins Client 7'

71 > % L T) OpenShift ™ Domain Specific Language (DSL) #12#t L £9, Zhik. OpenShift
APl H—N—EBEANFEEITY. HANYBAEETI /XY N THREMAR, 5D Fluent (RN d L5 7R)
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https://github.com/openshift/jee-ex.git
https://github.com/openshift/jee-ex.git
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/architecture/#architecture-additional-concepts-networking
https://blog.openshift.com/improving-build-time-java-builds-openshift/
https://books.sonatype.com/nexus-book/reference/index.html

FIEFa—MYT7I

BXERETZ2IEE2BME L. OpenShift 7 S R4 —DF7 Y r—arDEIR, F7O4 XY
b, 70— bOLYFEMABEATEEICRY £,

IR0 TIE. nodejs-mongodb.json 7> 7L — h%ffA L T Node. js/MongoDB 7 7Y 7 —< 3
vEEIRL., 704 L. #EET % OpenShift Pipeline #ER$ 2 A% BNLE T,

7.5.2. Jenkins Master M {ER;
Jenkins master Z{ERK 3 D ICIEFLLTA#EITLET,

$ oc project <project_name> g
$ oc new-app jenkins-ephemeral 9

ﬂ oc new-project <project_name> THIR7OT x/ M2FRATZH. FhIIERT 27O
Jry hEERLET,

9 KIEA ML=V %FEAT 23551E. jenkins-persistent b Y ICFERLET,

pa )

Jenkins DBEEIVOEY 3 =V NI SRY—TAHAMEIN TS Y., Jenkins master =7
29T AXTBERENTWEEICIK. LAIOFIEAEKBTETET,

Jenkins DEEIZ7OEY a =V JICEY 2ERIE. [Pipeline DERTHRE] 25 L TL
72X,

7.5.3. Pipeline D E )L RE&E

Jenkins master AEEET B £ D ICAR S 72D T, Jenkins Pipeline A NS 72 —%FEHAL T
Node.js/MongoDB D4 > FILT7 FYsr—>avaEJLRL, F7O4 L. RT—) V793
BuildConfig % ¥R L £ 3,

LU R DAZAE T nodejs-sample-pipeline.yaml & WD ZRID 7 7 1 L EER L E T,

kind: "BuildConfig"
apiVersion: "vi1"
metadata:
name: "nodejs-sample-pipeline"
spec:
strategy:
jenkinsPipelineStrategy:
jenkinsfile: <pipeline content from below>
type: JenkinsPipeline

Pipeline EJL K2 55 Y —ICET 2188I3. TPipeline A h5F7Y—F 7o av] 48BLTIAES
LY,

7.5.4. Jenkinsfile

jenkinsPipelineStrategy T BuildConfig ZE L7 5. 41~ 54 >~ ® jenkinsfile ZfEA L

T MM T4 VICEREHLET, UTDHFITIE, 77V 5—>avdgit VRY MY —ERELT
WEtA,
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https://github.com/sclorg/nodejs-ex/blob/master/openshift/templates/nodejs-mongodb.json
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-configuring-pipeline-execution
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LLF® jenkinsfile DAAIE. OpenShift DSL Z A L T Groovy TaddbIhTWwxd, YV—R R
Y MY —IC jenkinsfile %ZEBMNT 2 I EWHEINZFETT N, ZOHITIE YAML Literal Style %
A L T BuildConfig i1 54 YAV 7YY EBIMLTWET,

58 7 L 7z BuildConfig I&. OpenShift Origin ') /R b ) —®D examples 74 L2 b —®D nodejs-
sample-pipeline.yaml CTHERTEXZE T,

def templatePath = 'https://raw.githubusercontent.com/openshift/nodejs-
ex/master/openshift/templates/nodejs-mongodb.json' 'ﬂ’
def templateName = 'nodejs-mongodb-example' 9

pipeline {
agent {
node {
label 'nodejs' e
}
}
options {
timeout(time: 20, unit: 'MINUTES') @)
}
stages {
stage('preamble') {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
echo "Using project: ${openshift.project()}"
}
}
}
}
}
stage('cleanup') {
steps {
script {

openshift.withCluster() {
openshift.withProject() {
openshift.selector("all", [ template : templateName
1) .delete() 9
if (openshift.selector("secrets",
templateName).exists()) { G
openshift.selector("secrets", templateName).delete()
3
}

}
}
}

stage('create') {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
openshift.newApp(templatePath) i’
}
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http://www.yaml.org/spec/1.2/spec.html#id2795688
https://github.com/openshift/origin/tree/master/examples/jenkins/pipeline/nodejs-sample-pipeline.yaml
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3
}
}
stage('build') {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
def builds = openshift.selector("bc",
templateName).related('builds')
timeout(5) { 9
builds.untilEach(1) {
return (it.object().status.phase == "Complete")
}
3
3

3
}
}
stage('deploy') {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
def rm = openshift.selector("dc",
templateName).rollout()
timeout(5) { Q
openshift.selector("dc",
templateName).related('pods').untilEach(1) {
return (it.object().status.phase == "Running")
}
3
3

}
}
}
stage('tag') {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
openshift.tag("${templateName}:latest",

"${templateName}-staging:latest")
3

@ =ERTETVTL—hADiRR
Q ERT 2TV IL— 4
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ZDEINRKAEETT S node.js DAL —T Pod RV Ty FLET,
ZDNRATSAVIC20 BEDE A LTV M ERELET,

DTV TL—= R INIDEESNLEDTRTEHBRLET,
DTV TL—=RrIRNUBEWY—I Ly T RTHIBRLE T,
templatePath B S#FIRT7 7Y r—>a VR LET,
EIWRDPRETTZFETHRAS DEFHELET,

TTOAMAYIMDRETTZ2ETRAS DAHELET,

00000000

ITARTHNEFEICTET LFEIE. $ {templateName}:latest 1 X—TIC $
{templateName}-staging:latest DY V& {FiF &9, AT —YVIRERITONA T4~
@ BuildConfig I&. Z% 9 % $ {templateName}-staging:latest 1 X —I H R WLH %FESR
L. SO A=V HRAT—YVIRIEICT7OM4 LET,

Pz
LriDfliL. declarative pipeline 249 1 JL&FH L CEBRINTWETAH. LaID
. scripted pipeline 2 ¥ 1 JLEHR—MINZET,

7.5.5. 84 T4~ DIERK
OpenShift M BuildConfig Z/ERX Y % ICId. U TFZRTLFE T,

I $ oc create -f nodejs-sample-pipeline.yaml

BMEBDO7 74 IIVEERLBRVBEICIE. LTFEETLTOrign YRI M) —DoH Y FIVAFRTEE
_a—o

$ oc create -f
https://raw.githubusercontent.com/openshift/origin/master/examples/jenkins
/pipeline/nodejs-sample-pipeline.yaml

f#M ¥ % OpenShift DSL #XXDIE4RIL. OpenShift Jenkins 754 7Y k754514 v #8BLTKL
I,

7.5.6. /31 TS5 4V DiLE
UFoaARY RTHRA T4 vl 9,
I $ oc start-build nodejs-sample-pipeline

pa )

F 7=I1&. OpenShift Web 3> — )L T Builds — Pipeline 27 > 3 >~ ICF#%E) L T, Start
Pipeline 22 1) v 7§ 2. Jenkins AV Y —ILHSIER L7281 54 VICKEIL
T. BuildNow %7 1) v LT/RA TS5 4 VA REITEET,
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https://github.com/openshift/jenkins-client-plugin/blob/master/README.md

FIEFa—MYT7I

NRATSAVPIRBELEDS, ULTFOT72arydhA7O05z) NATETINBIET T,
e VaTJdAVAY VAN Jenking —/N\—ETHERINS
o NATS5AVTHERIFZEICIE. AL —7 Pod HiZEII N D

o RATSAVYNAL—T Pod TRITINZD. £LIFRAL—THBETAHAWVEEICIE master
TRITIN 2

o template=nodejs-mongodb-example 5 N/LDFW/ZLLETICER I i) vV — R ILH|
BRIhEd,

o M7 TV r—2avsLUENICEET 2T RTDY Y —2RIE nodejs-mongodb-
example 7 L — M CHERINE T,

o EJL KiE nodejs-mongodb-example BuildConfig Zf#fH L TRE#:IINZE T,
B M TSAVE ELRARTLTRORT—V% M) H—F2FTHEELET,

o 704 XY ~iE., nodejs-mongodb-example D7 7 OA X MNREAFH L THKAX
nEy,

B XM TSAVIE, TTAMAVRIDPRT LTRDRAT VA2 N H—F2FTHIELZE
-a—o

o EIREFFOAICKRINIT S &, nodejs-mongodb-example:latest 1 X —I A
nodejs-mongodb-example:stage & LT KU AH—INFT,

o NN TS5AVTURICERINTWEBAICIK, AL —7 Pod M HEIBRIN S
= -1o)
OpenShift Web O Y — )L CHERT 3 &, BEAAETNNA T4 VDERITEREMNIC

BRTZIENTEET, Webav v —JLicos 4 >~ LT, Builds ~ Pipelines IC#% &)
LT, "M TS51 Vv EBELET,

7.5.7. OpenShift Pipeline DF¥#iA 7> 3 >

OpenShift Pipeline Tl&. Jenkins # 1 20702 =7 M TREL TH S, OpenShift BT S 71 ~IC
AREMEEEZT 2OV NIV —THEZSH )V JIEBIENTEET, UTFOEI D3 VT
. COTOER%ERTIBFIREZHALIT,

e Jenkins DEE)TOEY 3 Z v V5|9 51Tk, [Pipeline DETHRE] 2S8R L TLEX
(A

e Jenkins t—ERXT7HU Y MEAFMIELL T, OpenShift Pipeline #3179 2& 70V I MIT
VERTBHEEF. 70V MNEOT7 V2R 28R LTI,

o E=4)JERTOTIY MNEEBMT ZICIE. LFOWThAEITWET,
o Jenkins Avv—jLicay4 v LEY,
m Manage Jenkins n* 5. Configure System ICF8EIL 9

m OpenShift Jenkins Sync ® Namespace 7 1 —JL REBEH L 7,
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#overview
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/using_images/#jenkins-cross-project-access
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o FrlE. S21¥ksRkA 7> a > % FH L T OpenShift Jenkins 1 X — &Lk L T Jenkins %
E77A4IVEEHLET,

R

OpenShift A 7S5 714 & R1TT HEHD Jenkins T 704 XV ks, ALFOYV T
JTRDEZA YV ITNINRBVWEIICLET, TNHDA YV RY Y AEDEEIFRL.
FHEDERIHKET Z2H8EELHY £T,

76. /814 F)—EJFK

7.6.1. XL ®HIC

OpenShift /N4 +1) —EJL NO#EETIX, BERBIXEILRTGtYRI MY —DURLHISLY —R %S
WTBDTIIRL, V=RFLET7—T14 777 ME2ELRICEE7Yy O—RLET, V—2A,
Docker £/ IE AR Y LD A NS FT Y —HEE XN/ BuildConfig (/31 7Y —EIL RELTREEITEE
T, O—ANDT—T14 777 hDLEI RZEET 25FIE. BFOYV—XSRBZO0—A/)L1—H—
DIV VDY—RICEBEZBRAZET,

V—REROAETIRHBETEZ T, INiE, start-build I~ ROFEARFICHATEERBIBICHEY L

i’a—o

7745 (--From-file): Zhidk, EILRDY —XLENPE—T 74 L TEBERINTWS
BATY, 7=& ZIE, Docker EJL KiZ Dockerfile, Wildfly EJL Ki& pom.xml, Ruby EJL
Nl cemfile TY,

T4LYM)—D5 (--From-directory): V—XHO—AILDT 4 L7 M) —IIHY. Git
DRI MY —ICAIY PENTVWRWEAICERL XY, start-build 37> NIZEED
FTALYIMN)—=DT7—hATEERLT, ELY—=IIY—RELTTPZyTO—-RLET,

7—HATH5 (--from-archive): YV —ZADNEFEFN27—hA THT TICHEET 2IHHICHE
BLEYd., 7—HhA Jidtar, tar.gz FLF zip BROWThHrEFRTEET,

Git VIR MU —D5 (--from-repo): ZNIEY —A DB 1—H—DO—AILTT VTGt YRY
M) —D—8ER>TVWBBAICEALET, BEOYKY NY—DHEAD AZ v M T —7
4 7&h,. EJL KAIZ OpenShift ILEEINFE T,

7.6.1.1. EHAHI

NAF)—EILRDFEIF, EIWRTY—RERFED Gt VR MN)—DSTNT2RENHY FHE
Ao N FTY)—EIREFERYTZERIIUTOESY T,

A—A)INIA—ROEEZEIRNL, TANTZ, XNTVY I YR RN)—=D5DY—RIFY
A—YTE, O—AIDEE% OpenShift ICT7y 7O—RKLTEILNRTEET, O—HILDE
BEAIy bFAR Ty 21920ERIHY FHA.

TAAR—PFI—REEIRT S, FIREILREEOMSNSAFY—EIRELTEEIT S
ENTEFT, V—RIE. SCMICFzvIAVTIHERL, O—AHILDT—O2RFavh
5 OpenShift ICE#HE 7Yy 70— RKTXF T,

e MDY —ANSLT—T4 770 MNaBUAA—U%EI KT B, Jenkins Pipeline Tl&. Maven
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FFCAVIRAS— INLDENREFRTBEI VM LA A—IREDY—ILTEILR
LIc7 =74 7770 heflHrEDLEZHZBEIC. XM FTU—EILRMRIEET,


https://github.com/openshift/jenkins#installing-using-s2i-build

FIEFa—MYT7I

7.6.1.2. HIfE
o NAMFTY—EIRIRETETEFHA, XM FTY—EIRIX, EINRORBEICT—T1 777
NAEF7y7O—R$TZ1—H—ICIKETE/HO, ZO1I—HF—HIELORLCT7Yy 7O—-RKEEY
RIARWRLY ., OpenShift IFEAICEI REZRETEEH A,

o NAFY—EIREFEFNICN)HA-—TETIEA, XM FTY—EILRIF 1—F—DIBELN
AF)—T—FT14777 Ty TO-RTEFICOAFETREITEET,

e

pa 3]

NAFY—EILRELTRELEEILRICIFEREEZFADY —RAURLBEFNZ2HELH
YET, ZOHBE. NI H—TEIRPEBICEELFE TN, V—RIFEIL FORKE
TRFICI—Y—DHEE L7 URL TIERL, BEFADY —XAURL OB INET,
762. F1—KNUTILDOHE

LTFDFa— kMY T7ILiE, OpenShift 7 5 2% —HFIAEIEETHY ., 7—T1 777 bEERTES T
Oz MPARINTWRZEZAIRELTVWEY, 2OFa— MY T7ILTIE git & oc AAO—A
I THEATEIVEINHYZXT,

7.621. Fa—M)7):O0—AHNOA—RKDODZEEDEI K

1. BFEOV—RVRI M) —R=ILTHRT7 TV r—>avaEll,. £0IL— b EER
L/i-a—o

$ oc new-app https://github.com/openshift/ruby-hello-world.git
$ oc expose svc/ruby-hello-world

2. MHIEIN RART I 22X THEHEL, L—MNDERANMIBEBLTTZ IV y—2arvpR—I AR
TdBE. Welcome R—IUDNRRIINDBIET T,

I $ oc get route ruby-hello-world

3. YR MY —AO—A)ICyBO—Y LET,

$ git clone https://github.com/openshift/ruby-hello-world.git
$ cd ruby-hello-world

4 7TV r—2avDEa—IlEBEMAE T, FEDIT 14 —Tviews/main.rb ZiFEL
£9, <body> ¥ /' % <body style="background-color:blue">ICEEL XY,

5. O—ANTEBLEY—XATHREL N EEELET, VAR MN)—0O—HILTa4 LI K
=5, UTFEETLET,

$ oc start-build ruby-hello-world --from-dir="." --follow

EIWRDET L, PTIVT—2avABTF 043 hicb, 77U 5r—23vOIb— MNRRMIBEY
& FEONY I TSIV ROR=IPRRIINBZETTY,

O—AITILICEEANMAT, oc start-build --from-dir TOI—KA2EJIRLZET,
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Fre, A—RFOT SV FEFRL. EEZO0—ANTAIY ML, YR M) —DHEAD ZEIL KD
V—RELTHEALET,

$ git checkout -b my_branch

$ git add .

$ git commit -m "My changes"

$ oc start-build ruby-hello-world --from-repo="." --follow
7622 Fa—KY7I: TSAR—FOA—KDENL K

1. I—RFZRETZ2O0-HANLTALI M) —ZFERLET,

$ mkdir myapp
$ cd myapp

2. ZDOT4 LY MN)—T. LTFTORBAZEL Dockerfile EWHEZRID T 7 A ILEVER L X T,

FROM centos:centos?
EXPOSE 8080
COPY index.html /var/run/web/index.html

CMD cd /var/run/web && python -m SimpleHTTPServer 8080

3. LTFTORBAEEL index. html E WO ZRID 7 71 IILEERR L T,

<html>
<head>
<title>My local app</title>
</head>
<body>
<h1>Hello World</hi1>
<p>This is my local application</p>
</body>
</html>

4. TV r—2a v OFREIL REERL T,

$ oc new-build --strategy docker --binary --docker-image
centos:centos7 --name myapp

5. A—ANLTA LI MN)—OABEFERALT, "M FY—EILREZEBLZET,
I $ oc start-build myapp --from-dir . --follow
6. new-app EFERLTC7 IV r—ravaEFO/4 LTHL, TDIL—MEERLET,

$ oc new-app myapp
$ oc expose svc/myapp

7. b= FDKRAMNRERBLT, TIIBHLET,
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FLIEFa—MNITIL
I $ oc get route myapp

I—KREZEINRL, 77094 LAEKIC, O—HILT 7M1 IVICEEEINA T, oc start-build myapp
--from-dir ZVHE L THFBREILREZREBLET, EILRINhDE, I—RPAEBFNICTIOS I
N R=VEBHITDE, BEN TS0 —ICRMINET,

7623. Fa—hMYZPI:RA T4 DDA FYV—F—FT14 779 b

Jenkins on OpenShift TlE, WYY —IVTRAL—TA A=Y FERALT, O—RKEEILRT B EN
TEEY, &z maven RAL—TAFERALT, IJ—KRYRYMN)—DNS5WARZEIRTEET,
72U, TDT7—FT4 77 MPEIREINS, O—RERTT2-O0BURSVIA LT —T4
779 MDEFNZAA—VICAIYNTIRENHYET, CNOEDT—T1IT77I NEZV9 1A
AX=DITEMT 5701, XA FT)—EIRDPFERINZBEIHYET, LTFOFa—~)F7ILT
&, maven AL—7 T WAR % EJL KL, Dockerfile T/N\AF+1)—EI REFHLTID WAR %

Wildfly DS > 8 A LA A —JIBIT 3 & S I Jenkins /84 F54 V&R LE T,

1. 7TV 5= avoFpBRT4 Lo M) —%ERLET,

$ mkdir mavenapp
$ cd mavenapp

2. WAR % wildfly 4 X —Y AD@EEABFTICIE—9 % Dockerfile Z#{ER L9, LT %
Dockerfile & WD ZRIOO—AIL T 74 IILICIE—LZE T,

FROM wildfly:latest
COPY ROOT.war /wildfly/standalone/deployments/ROOT.war
CMD S$STI_SCRIPTS_PATH/run

3. Dockerfile %738 BuildConfig % EE L £ 9,

pa )

&Y, EINRDPEEICESLZI A, ROOT.war 7—T7 41 777 DY FE
FREATEAVOTHEIRERBRLET, UTDRA TSA4A VTR, N1+ 1)—F
IREFEBLTEOWAREZEI RIELZET,

I $ cat Dockerfile | oc new-build -D - --name mavenapp

4. Jenkins Pipeline T BuildConfig Z#Em L £ 9, Z® BuildConfig Tid WAR Z EJL K L. LLAETIC
{ER% L 7= Dockerfile Z AL TIDWAR CTA X—Y%ZEIRLET, Y—ILDEY TN
AF)—=T—T4 777 bEEIRLTHL, RGN T—URICHIDZ VI A LA A —
VEMBEDEDRGERE, BLNXY—VERDTSY NI+ —LTEHEHEATEET, UTOD
J— K% mavenapp-pipeline.yml [(CRFEL T,

apiVersion: vi
kind: BuildConfig
metadata:
name: mavenapp-pipeline
spec:
strategy:
jenkinsPipelineStrategy:
jenkinsfile: |-
pipeline {
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agent { label "maven" }

stages {
stage('"Clone Source") {
steps {

checkout([$class: 'GitSCM',
branches: [[name: '*/master']],
extensions: [
[$class: 'RelativeTargetDirectory',

relativeTargetDir: 'mavenapp']

1

userRemoteConfigs: [[url:
'"https://github.com/openshift/openshift-jee-sample.git']]

1)
}

}
stage("Build WAR") {

steps {
dir('mavenapp') {
sh 'mvn clean package -Popenshift'
}
}
}
stage("Build Image") {
steps {
dir('mavenapp/target') {
sh 'oc start-build mavenapp --from-dir . --
follow'
}
}
}
}
}

type: JenkinsPipeline
triggers: []

5. Pipeline EJL REER L E T, Jenkins K7 OT ¥ MIFFOA4 INTWRWEEIZ, /1T
4 v H&E F N B BuildConfig Z#ERR T % &. Jenkins ' F 704 XN F 9., Jenkins H/34( 7
SAVEEINRTDEBHATEZET, 22EFEIDZHBEDHY £, Jenkins DO—ILT D
N DIRREWESR T B IIE. oc rollout status dc/jenkins #&EEIL X T,

I $ oc create -f ./mavenapp-pipeline.yml

6. Jenkins DERATELD, LEIICERZ L=/ TS5(A v AiEILE T,

I $ oc start-build mavenapp-pipeline

7. "M TSAVDEINRERT LEBERT, new-app CHR7 TV r—yava5>77014 L.
W—bEREALET,

$ oc new-app mavenapp
$ oc expose svc/mavenapp
8. 7Y —T, 7TV r—avol—MIBELET,

I $ oc get route mavenapp
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$F8E EIL KN
8.1. EJL KDL #E A

8.1.1. EJL NOBE

OpenShift Container Platform TD TEJL K] &ld. AANRTA—§—%A Tz ) MIEHT 270
EADIETY, ZLDFAIC, EILRZFEALT, V-ROA—-REFRTARLIAVTFT—A X =V
EHLET,

EJ RE&E F7/=1d BuildConfig (. EIWRRAMSTI— &1 DFELBEROY —RZ/HFHE LTV
F9, ANTTY—RABDOTALREZREL, V—REZATHABERHFLIT,

EILRZARNSTFY—ICE, UTFREENET,

e Source-to-lmage (S2I) ( I52EAl . A7 3> ])

e Pipeline ( [EtFAl . AT av])

e Docker ( [GFAl . 4 T7¥av])

o NWRYL(TEHMEl . [#Fvav])
TEJVREAA) ELTRETEZZY—RIT6EEHY £,

o Git

e Dockerfile

o NAF1)—

o (A=Y

o AK¥—oLvwh

o AEBDT7—T14 777K
EWRZAKNSTFI-TEIL, REVATOV—RERFTT 2N FRIZERT L, FLEFZOY—R
SATOFERAENRFVET, XM FV—BLVGtDY—RE5 1 TIEHBATEEE A, Dockerfile
EARX—VIF, TOFFEAFATHEATSIIED, 2D22HATEIED, Gt FL@FNMF ) —EHH

BOEBZIELTETY, NMFTY—DY—RYM4TE, DA T avekRdE [V 27 LADIE
EAE] EWIRBVBEFTY,

8.1.2. BuildConfig O &

EJILREREIR. B—DEILNREZREFHREINREZERTZI94 IV TICDODWTD M) A—%5ERL F
9, EJREEIL BuildConfig TEZHIN X T, BuildConfig i&. #iRA VA9V R &EERT 7=
IC APl H—/N—A® POST CEATREA RESTA 7V T4 DT ETY,

OpenShift Container Platform ZER L7 7)) r—> a v OERFEDRIRICIELCT Web IV —Ib
FE CLIOWTFNAEMERAL TW3HBAETE, BuildConfig B FEBEHNICERI . WO TEHIRE
TEX XY, BuildConfig A d 2O PHIAATRELRA T2 a Vv ABRBLTHE & BICRELEFH
THRETHBEICKZIEET,

96


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#builds
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#source-build
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#pipeline-build
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#docker-build
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#custom-build

FE8E LK

T ® BuildConfig DT, AV TF—A A= DY TRV —AOA—RHBPEEREINSCICHRE
IWRDMER SN E T,

BuildConfig D4 7o ¥ bEHE

kind: "BuildConfig"
apiVersion: "v1"

metadata:
name: '"ruby-sample-build" g
spec:
runPolicy: "Serial" 9
triggers:

type: "GitHub"
github:
secret: "secret101"
- type: "Generic"
generic:
secret: "secret101"

type: "ImageChange"
source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "ruby-20-centos7:latest"

output: @
to:
kind: "ImageStreamTag"

name: "origin-ruby-sample:latest"

postCommit:
script: "bundle exec rake test"

Z DEFRIZ. ruby-sample-build & LD ZEIOFHFHROD BuildConfig Z1F L £ 7,

runPolicy 7 1 =)L K, TOEIN RBEICEDVWTERINLEI RERBFICEITTESHE
IWEHELES, T74) MDIEIE Serial TT ., ThIFFREIL RAEBICTIERAL, IBE
CETINBIEEEKRLET,

MBEILRZERT D M) AT— O—EBZEETEET,

source /> a v Tk, ENRDODY—REZEHLET., V—ROBEIRIANDERY —RX%ZRE
L. Git (A—RDYKRY M) —DIFFI%ESMR). Dockerfile (1 > Z 4 > ®d Dockerfile n 5 EJL

K) &7zlE Binary (/N1 F ) — R4 O—REZFZIFAND) ODWIFhhERoTWET, DY —
AH—EIIEETEET, M. EV—RIYMTORFaIAVNESBLTLEIY,

o0 090

strategy T/ > a > Tk, EINVROERTICERTZEILRNA NS TY—%Z@BRLET, TIT
I& Source. Docker F7zl% Custom A NS 7Y —%AIBETE XY, LEDHITIEX. Source-To-
Image ' 77U — 3 v DOEIL NIZERY S ruby-20-centos?7 IV T F—A4 X—J&FERAL
7,

o
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AVTF—AXA—=URERBICEIN RINALRIC. Thidoutput 723> TEERINTWS Y
RYN)—=IZTyvoaxhixEd,

Q postCommit £/ avik, #7>avTEILRTIY Y #EHELET,

8.2. EARMEIL N

8.2.1. EJL RDEEA

DUTFoavxY R&aFERALT, BEOCTO 7 MIBEDOEL RRENSHREIL REFHTEEHL X
-g_o

I $ oc start-build <buildconfig_name>

--from-build 75 7% AL TEI FZBERTLEY,

I $ oc start-build --from-build=<build_name>

--follow 7 5V %#EEL T, stdout DEIL KOOV %EZRKN)—LLZFT,
I $ oc start-build <buildconfig_name> --follow

--env 73V EIBEL T, EIWNICERDOREEHZREL T,

I $ oc start-build <buildconfig_name> --env=<key>=<value>

Git V=R FILF /1% Dockerfile ICIKIFEL TEILRTZDTIFAL, V—REEE S Yy>a LTEILNR
ERITZIEEHAETT, YV—RICKK, GtELIESINDODEETFT LI MN)—DRAE, 701453
ERICBERINAFT) =T —FT 4 779 NFLEBE—T 71 ILOVWTIhHERIRTEET, Ch
&, start-build AY Y RICUTDA TvavyonwdFhhasiEE L TEITTIET,

*Fav SR

--from-dir=<directory> T—A4T L, EWRONRAF)—ABDELTHEATZT4LI M) —
HIRELET,

--from-file=<file> B—J7AI)LEIEELEFT, THIEFEILRY—XTH—DT 74 TR
ThiERY FtA,. TOT774)0E. TDI77A4INERBL T 7A4ILET
ZDF4 LI M) —DIL—MIBWTLEIL,

--from-repo= EIWRDNAF YY) —AANELTERTZO-AILYRI M) —~D/RR
<local_source_repo> HIELEYT, --commit A S avEEBMLT, ELRICERTS
TSUF. AT FEAI Y MEFIELET,

LTFOA T avaE RICEEBEE LABAICIEK. OVFYYIREILRICRAMN)—L3h, IREDOE
IWRY —ZADBENLEXTINZET,
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pa )

NRAFT)=AADS MY H—INEILRIE, $—N—EILYV - ZH{FELRBVED,
N=—ZAA—VDEETEINRFPBEMN) A-INBEICE, EINVRRETEESN
eV —ZANMERINET,

frEZE, UWToax Y Rid, 97 v2hoD7—h47&LTcO—AILDOGit) RIS N)—DaAV T
VYAEREEL, EILREBEBLET,

I $ oc start-build hello-world --from-repo=../hello-world --commit=v2

8.2.2. )L Rk
Web 3> Y —)LE/IEUTFOCLI AT Y FEFEALT, ENREFBTEFr v EILLET,

I $ oc cancel-build <build_name>

BREOEI RERBICF 2L LET,

I $ oc cancel-build <buildl name> <build2_name> <build3_name>
EIVRREDSERINIZEILRIANTEZF Y EILLET,

I $ oc cancel-build bc/<buildconfig_name>

HEDKRREBICHZEI RETRTHFr L LET (Bl new F7<Id pending). < DFE. hDRED E
IWREEEINhET,

I $ oc cancel-build bc/<buildconfig_name> --state=<state>

8.2.3. BuildConfig M HlB&

LAFda< > KT Buildconfig ZHIFRL 7,
I $ oc delete bc <BuildConfigName>

ZhiZ&Y, Z?BuildConfig TA YRV R{EINZEI KRBT RTHIBRINE T, EIL REHIBR
LAaWBAIClE, --cascade=false 7575 ELE T,

I $ oc delete --cascade=false bc <BuildConfigName>
8.2.4. EJL K DFFlFRR
web AV Y —J)LFE 7T oc describe CLI ¥ Y REFAL T, EILRDFEHERTITEET,

I $ oc describe build <build name>

IhICEY, UTDLS BRBEHRIKRTINIT,

e EILRY—2X
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o EILRANSFU—
o A%k
o WELIAN)—DAX=IDIAITAI
o EILRDEKRAE
EJL K%' Docker 7% Source X S 7Y —%EMAT 5155, oc describe HAICIE, I v k

ID. fERE. I Y bLAEI—HF— XvE—YREDEILRIERTZY—IAD) EY a3 v DEHRD
B2ENFY,

825 /I ROTADT IR

Web OV —ILE/IF CLIZERALTENL FATICTVEATEZET,

EIWRZEEFERALTOJZXA M) —LTBICIE. LTFZ2ETLET,

I $ oc logs -f build/<build_name>
EIWRREDSHELFOATZAN)—LTBICE, UTFE2RTLET,

I $ oc logs -f bc/<buildconfig_name>
EINRBRETEEINTWRN—Y a3 VOELNICEATZ2O07%RTICIE. UTFEERITLET,
I $ oc logs --version=<number> bc/<buildconfig_name>

O7 DL~V

OB N EBEMICT BIIE. BuildConfig WD sourceStrategy ¥ 723 dockerStrategy M —
& L C BUILD_LOGLEVEL RIBEZEHAIEEL T,

sourceStrategy:

env:
- name: "BUILD_LOGLEVEL"

value: "2" g

‘D COEEEEOOTLANIVICEELET,

R

7S5y N7+ —LDEEEIE, BuildDefaults ZfAI>Y hO—5—D
env/BUILD_LOGLEVEL %:%%E L T. OpenShift Container Platform 1 ¥ 24 >~ 2 2{kD
TI7AIMDEIL ROFMLNIVERETEET, DT 74 NI EBED
BuildConfig T BUILD_LOGLEVEL Z#EE Y5 I & TLEEXTEEY, IVV K3
YT --build-loglevel % oc start-build ICJES 2 & T, N F)—DADEIL
NICODWTEBEIRMOEWEEXZIBEET I ENTEET,

Y—REI RTHRATESO7LANLBUTOESY TT,
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LI A

L~IL 2

L~IL3

LIV 4

L~IL5S

FE8=E LI K

assemble 27 ) 7R EETFTLTCAVFF—DODHEANEITRTOIS—52EHRLET, &
NIFT 74 MDBRETT,

ETLAETOERICEATIERNBREZEKRLET.

ETLETOERICETFMIBREZEKRLET.

EFLATORRICEAT ZEHMIERE, 7T—HA 7V Ty YDO—E5ERLET,

BESRTIELRILI EAUBREERLET,

INETOLARNIILTEREHLAIRTOARTE docker DTy axyvtw—V&ERBLET,

8.3. EJL KA

8.3.1. EJL RAD DA

EIWRABD & EIVKDPEMET BDICBRERY -V T VY EREL F 9. OpenShift Cotainer
Platform TIZHEBDAETY —R&2RRHFLF T, UTFICELEIRICEEHLFT,

e 1S54 ® Dockerfile &

o BIFA X—UpoHLAzaryToY

Git YiRY M) —

o /XA F+Y—(O—HI) Al

e AHOY—oLvb

o NEDT7—T14 7770 b

BERBZANEB—DELRILEEDDBIENTEET, {54 D Dockerfile MBEIN B0, Bl
DAATIEEINS Dockerfile &L\ > ZHIDMBD T 7 A LIELEXINES, N1 FY—(O—HL)
AABLVGHtYRY MY —FHATEEHA,

ABY—=I Ly ME, EINRBIERINZEEDY Y —APRRILEREEIN RTERINEIHERT S
Da—2a VA A= THEARUICT Z2HELNHZHEP. Secret )V —ATEREINDIEEFERAT
INELRDHDIZEICKIEET, AT —T1 777 ME, BOEIRAAYAS TOowTFhe LTHE
TERWRD 7 7ML A TIT BIEAICFERTEET,

EILRDAERITINZ LGS, UTFMTbNIET,

1. FETA LI M) —DERIN, TRTOADHRBDPZOEET ALY MN)—ICBBEINE
T, I2EZ2E AAGHtYRIS M) —DoO—VIFZDOEET ALY M) —IERIN. AA
AA=IUDBIBEINLZTZ7ANEIY—Ty NONRAEFRALTZIOEET« LY M) —ITO
E—Xhzxd,

2. ENRTOERICEYT 1LY M) —2 contextDir ICEBEINF T (EEINTVLBIHR),

3. 1541 v Dockerfile *'H 2FEIE. BEDOTA LIV M) —IIEZAENET,
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4. MEDEET 4« LU MY —ITHBABD Dockerfile, BRI LEILY—DOT Yo, Fhik
assemble 27 ) 7 hASBIZEN RTOERICEHBINE T, DFY., EIRTIE
contextDir RICHAWAAI Y FUVIFERINE T,

LFDY—REZEDHICIE. EBDODAAYA TE ANDYA TOBREFEDHRPIrEEFhTWET,
NTNDOANYA TOEEFEICETZEHME. EAHYA TIOWTOERDEIYa v ESRBLT
CIEEW,

source:
git:
uri: https://github.com/openshift/ruby-hello-world.git 'ﬂ’
images:
- from:
kind: ImageStreamTag
name: myinputimage:latest
namespace: mynamespace
paths:
- destinationDir: app/dir/injected/dir 9
sourcePath: /usr/lib/somefile.jar
contextDir: "app/dir" Q

dockerfile: "FROM centos:7\nRUN yum install -y httpd" a
EETFA LI M) —=Il70—VINBEILRBEOYRY MY —
myinputimage @ /usr/lib/somefile.jar (Z. <workingdir>/app/dir/injected/dir ICZIREINE T,

B KDEET 1« L & M) —IE <original_workingdirs/app/dir 72 Y 9,

0000

2DV T VY EEL Dockerfile I& <original_workingdirs/app/dir ICIER S 1. Z DRAFIAIEE
INEBEI7MIVIEEEEINET,

8.3.2. Dockerfile DY/ — X

dockerfile DEMNIEEINZ E. TDT7 14 —J)L ROWAIL., Dockerfile E WS ZRIDT7 74L& L

TTFARAVICEEZRATNFET, Thid, tMOADY —ZADPWBINLRICETINEZDT, AAY—2R
DRI M) —Droot T4 L% M) —IC Dockerfile "&F 3581k, ThIFZORBTEEXIINZE
£

D7 14— RO—Er A A®RIX. Dockerfile % Docker A S5 Y —] EIRIET ZETT,

Y — 2D EFIE BuildConfig @ spec V¥ avVIlEEFNZET,

source:
dockerfile: "FROM centos:7\nRUN yum install -y httpd" g

Q dockerfile 7 4 —JL RICI&. EI RINBA >S54 > Dockerfile & Fxh £,

833. 1 XA—YVY—2R
BMD7 74L&, A XA—YAFALTEINRTOCRICETZENTEET., ANA X —TIE From

BEUVTOAA—VH—Hy MIESSNBZOERLAETERINET, DFY, JVFF—A X—
SETAA—VZRRNY =LY OTHEBRTEET, A A—VESDET, 1 DELFERD/R
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DODRTEEELT, 274NFELETALI M) —DIRRA%ERL, A X—=YEBEEIE—-LTEILR
AVTFFRAMIBRET ZHEIHY XT,

Y—2ZRNRUE, BELIAA—VROMET/NRATIE L T EIW, FBEEFE. 8714 L 2 )=/
TRIFNIERYEFHA, EINREIFIL, 1 A—JEEHAEFN, BED 7 7ALELTT1 LI M) =&
EIRTOERADAVFFRAINTALY M) —ICaEE—3hZFd, chik. V—RURIN)—DOV
TV (HBGE)DI/O—VDRERINETAL I M) —EEALTY, V—RRRADKRIE /. TH

Y, T4 L2 M) —DAVFUYNIE—INFETA, T4 L7 M) —BRIFEWETERINTEA,

A X=I DA 7w b&, BuildConfig @ source DEEHETHEEL X,

source:
git:
uri: https://github.com/openshift/ruby-hello-world.git
images:
- from:
kind: ImageStreamTag
name: myinputimage:latest
namespace: mynamespace
paths: Q
- destinationDir: injected/dir ¢)

sourcePath: /usr/lib/somefile.jar 9
- from:
kind: ImageStreamTag
name: myotherinputimage:latest
namespace: myothernamespace
pullSecret: mysecret
paths:
- destinationDir: injected/dir
sourcePath: /usr/lib/somefile.jar

Q UM YTV A A=V BLVT 7 1IN DEES

Qg AE—IXN2 771D EENZA A —I~DBR

Y — R /5B X DESF
EILRTOCRTRED 7 71T 7 2 RAREREIL RIL— MADEXR/RR
BEBAX—IDHASAE—T BT 74 ILDIBART

EEFERDSA Y Ty MM A—VILT IV ERTHDICHERBEICIEHBINSE A TYarvor—2
Ly bk

Q000

pasts
a COMEEIE. NRAYLANSTFY— AFERLEEILRTRYE—FIhEtA
8.3.4.git V—2X
BEINTWBEHEICIE., V—RAO— K BERDBAIL 7Ty FINET,

1> Z4 > ® Dockerfile B Y R— kI N 2HZEICIE, git YR b — contextdir WIZH
%Dockerfile (% 23%E) AN EEXINZET,
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Y — 2D EFIE BuildConfig D spec V¥ avVIlEEFNZET,

source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
ref: "master"
contextDir: "app/dir" 9
dockerfile: "FROM openshift/ruby-22-centos7\nUSER example" e

Q git 74 —JLRICIE, V—ROA—RDYE—hgit YRS NY—ADURIPEFNZET, £ 7> 3
VT ref 74— )L RERELTHED it BREF v I 7 MNLET, SHA1 ¥ T FRIZTS
VFEIE ref ELTEWTY,

9 contextDir 7 1 —JLRTIE, EIWRDET ) r—>3 DY —3—Ra®ET2,. V—2
A—KRDOYRI M) —ADT 74 MDIGFFE LEEEXTEES, 7TV r—Yarvty 754170
MN)—ICEET2HBEICIE. TDT74—ILREFERLTT 7 4L ~DFFT (root 7 4L —) & L
EXTLHIENTEET,

Q #+ 7Y 3> ®d dockerfile 7 1 —JL RH'% 335413, Dockerfile # 2T XFIAIBEL T X
W, TOXFEIIE, V—RDVKRI M) —ICEET BAREMDH B Dockerfile # LZX L E Y,

ref 74 —JL RICTLVERDPRBEINTVEIHEICIE, YR T Al git fetchBEEFEALT
FETCH_HEAD #F v V77O MLET,

ref DEMNMEEINTULWRWEEIL. OpenShift Container Platform (&> + O—2- 00— (--depth=1)
HEERFTLEYT, TOBAE. 774N MDTSVF (BEIE master) TORFOIAI Y MIEETZ T 7
AIWNDHHBT T AO—RINFET, TnICLY, VR MN)—DF oy ro— NREI1ERBEINET GF
Moy NERIEHY FEA), BEVURIN)—DT7AIMNDT S5V FTRER git clone %
EITT2ICIE refF AT 73 MNDTSUFREICEKELFT (6 master),

8.3.4.1. 7Ox>—nEHA

TOF—RBAHATOHGit YRY M) —ICT7 V£ RATE35EICIE. BuildConfig D source 7
YavCeHERATEZIAFY— A EHETEET, HTTPBLUCHTTPS 7AxF Y —OEAARETETET
N WTFhDT74 =) REF T3> Td, 7OFV—%2FHTRETRWVRAAS VIE. NoProxy
74—V RTEETSHIEEAETT,

pa )
. INEBEEIESICIE. Y—RURI THTTP £/ HTTPS 7O N JIL A ER T 2 HE
DHYEY,

httpProxy: http://proxy.example.com
httpsProxy: https://proxy.example.com

source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
noProxy: somedomain.com, otherdomain.com

7
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R

Pipeline A k 572 —DEIL RDIFZEITIE. TRIE Jenkins D Git 75 74 VIZHIKDL B B
DT, Git 7574 V% FERT % Git DIRETIE BuildConfig ICEZEIN/Z HTTP £/
& HTTPS 7OF v —I3FERINFEHA. Git 7571 ~i&. Jenkins Ul @ Plugin
Manager /AR CHREI N TOF > —DHEFEALET, EDVaTTH>TH.
Jenkins M git DI RTO/FEICIEZDOTOF O —IFERINE T, Jenkins Ul TD T
AOF Y —DREAEICDWVWTIL, JenkinsBehindProxy 58 L T XL,

8.3.4.2.V—X/70O0—>D—ILv bk
EIF—PodilidE, EINVRDOY—RELTEEINL Gt YRI N —ADT7 IV EZADBETY, V—
220=rD¥—7 Ly ME ENLY—Pod IZxH L, TIAR=MNYRIN) P ECELIHRES
TIEEBINTUVAW SSLAAENREINAL) R N —QREDBET IV EATEAVWYRIY b
)—~ADT7 VR RETZLOICERINET,
TR, ¥ R—bIhTW3Y—290—->DOY—9 Ly MRETT,

e .gitconfig 7 7 1 )L

e Basic 53

e SSH ¥—333

o EHEINTWVWBERGER

% o
| ERD=Z—XICHHIT AR, IhoDREZ HAGHLET HEATEIEEARETY,

EJL RiL builder Y —EXT7 AT Y N TERITINE T, D buillder 7HD Y MIE, FRTZY—X
20— —9 Ly MIRTEZTIECANMMBETT, UFOATY REFHRALT7 72X A5 H5TE
i’a—o

I $ oc secrets link builder mysecret

R

=Ly haSRLTWBY—ERXRT7ATY MIDHIIT—I Ly NEFIRTZ I &

T 74 NTEMDICINhTWEY, OF

). serviceAccountConfig.limitSecretReferences "V X% —8&E7 7M1/ T
false (T 7 2L FRE) IKREINTWBIFAIE. Y—ERICV—I Ly b E)VIT
ZREEFHY FH A

8.3.4.21.VY—2R/0—rv>—2J Ly hOEI REFEEADBEHEHEM

BuildConfig A X115 &, OpenShift Container Platform B EMICY —R 70— DY —o L vy
NESRZERLET, COBEICELY. BMOEERLIC. FERNI NS Builds "SI N5 Secret
IKREINZREIRREZEHNICHERALT VE—bgt YRI MN) —~DRFEETVET,

COMBEEMBAT 2T, git VRIY M) —DFREEER%Z 2 Secret ¥ BuildConfig M & IC/ERL X
N % namespace ICRRIFNiERY FH A, TD Secret IZIE. TLT71v )
Zbuild.openshift.io/source-secret-match-uri- CRHIEIT 27/ 7—3a v 1D2UEEEHN
TWAREEHYET, TNOLDET/T— 3 VDEICIE. UWTFTEEINS URI XY —VEIREL
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9, V—RUO—rD—Y Ly cS887% LI BuildConfig AMER I 11, git ¥ — D URI A
Secret 7/ 7—>av®dD URINY—> &—HT BB EIC. OpenShift Container Platform (& D
Secret ~MD& &% BuildConfig ICEHEIMICEALZE T,

URI XY =V ICIIU T 2202 ENHY TT,
o AMBRRAF—LAL(*://. git://. http://. https:// £7/=l& ssh://)
o KA (* Hfld. AMARARG, 723V T*. KEEICEEINEIP 7 RLR)
o /NN (/* FTcld, / DRIC * IREDXFHEITHE < SLFF)

FROVWFNOBATE, * XFETALRA— RERRINET,

BF

URI /84 —E, RFC3986 IC#MT 2 Git V—RAD URI E—HTB2MELHY FT,
URI R =2 DICA—HF—Z (FLENART—R)OAVR—RV MNEERWEDIICLT
IEIW,

feEzE git YR MY —®d URL I
ssh://git@bitbucket.atlassian.com:7999/ATLASSIAN/jira.git ZfEfA 7 %
BEI. V—ADY—72Y L v M ssh://bitbucket.atlassian.com:7999/* & L
THETIHENHY £T (ssh://git@bitbucket.atlassian.com:7999/* Tl
HYFEEA),

$ oc annotate secret mysecret \
'"build.openshift.io/source-secret-match-uri-
1=ssh://bitbucket.atlassian.com:7999/*"'

BEH D secrets NHEFED BuildConfig d Git URI & —&F %354 1£. OpenShift Container Platform
=BT 2XFANN—BFBRV—ILy FEBIRLET, ChiE, UTOBIDOL S ICERNREES %
FELEY,

UTOEBAaMRFITIE, V—22O-VDOY—2 Ly hO—EH2 DRRFINTWET, 1 DB
HTTPS "7 7 X9 % mycorp.com KX A YHDY—N—(IC—HLTHEY. 2 D8IF
mydevil.mycorp.com & &£ U mydev2.mycorp.com DY —/N—~ADT7 VA %= LEXLZT,

kind: Secret
apiVersion: vi

metadata:
name: matches-all-corporate-servers-https-only
annotations:
build.openshift.io/source-secret-match-uri-1: https://*.mycorp.com/*
data:

kind: Secret
apiVersion: vi
metadata:
name: override-for-my-dev-servers-https-only
annotations:
build.openshift.io/source-secret-match-uri-1:
https://mydevl.mycorp.com/*
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build.openshift.io/source-secret-match-uri-2:
https://mydev2.mycorp.com/*
data:

DLFoa< Y R%&ERL T, build.openshift.io/source-secret-match-uri- 7/ 57—
EHREOY—7 Ly MIEBMLET,

E

\'1

$ oc annotate secret mysecret \
'"build.openshift.io/source-secret-match-uri-1=https://*.mycorp.com/*'

8.3.4.22.V—R/O0—r>Y—Y Ly bOFHEICL BEM

Y—220—=YDY—U Ly ME, EINRBREICFETEINTEEY, Zhik. sourceSecret
7 4 —JL K% BuildConfig M source 7> a VIGEBML T, Ih%E/ERH L7z secret DEZHIIC
BRELTCRERITTEET (ZDHITIE basicsecret),

apiVersion: "vi1"
kind: "BuildConfig"
metadata:
name: '"sample-build"
spec:
output:
to:
kind: "ImageStreamTag"
name: "sample-image:latest"

source:
git:
uri: "https://github.com/user/app.git"
sourceSecret:
name: "basicsecret"
strategy:
sourceStrategy:
from:

kind: "ImageStreamTag"
name: "python-33-centos7:latest"

pa )

oc set build-secret YV KZFAL T, BEFEDOEI REREICY—R7O—VD
=LYy MNERETBHBIEEHARETY,

I $ oc set build-secret --source bc/sample-build basicsecret

[BuildConfig T —2 L v hDERER] T, ZOMEY ZICDOWTEHFLLGHBALTWEY,

8.3.4.2.3. .gitconfig 7 7 1 JU

7TV = avnya—rh gitconfig 7 7 A IIVICKET BHE. TDIT7AIIDEEFNEZY—Y
Ly bEERLTOHALINEELY —H—EXT7 AT Y MIEML, BuildConfig ICEMTEF T,

Jgitconfig 7 7 ALY —0 Ly hEERT BICIE. UTZRITLET,
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I $ oc create secret generic <secret_name> --from-file=<path/to/.gitconfig>

pa )

.gitconfig 7 7 1 )LD http £ > a v sslverify=false ICFREINTWBIHE
&, SSLERFI%EA 7ICT B ENTEET,

[http]
sslVerify=false

8.3.4.2.4. & 1 77z git D .gitconfig 7 7 1 JL

Git —/N—H" 2-way SSL, A —H—HENRRAT—RTEFa2) 71 —REINTWVWBEFEEICIF. V—
ZEIRICEERRZ 7 7 1 L &EEBMML T, .gitconfig 7 7 1 JLICEEBRZE 7 7 1 LADSREEBNT 2 HE
BHYET,

1. client.crt. cacert.crt 5& U clientkey 77 J)V%& [7 75— 3avDY—20—K] @
/var/run/secrets/openshift.io/source/ 7 # L —IZEML 9,

2. H—/\—0 .gitconfig 7 7 1 JLIZ. LTDOHIDLSIC [http] BV a v zEMLET,

# cat .gitconfig

[user]
name = <name>
email = <email>

[http]
sslVerify = false
sslCert = /var/run/secrets/openshift.io/source/client.crt
sslKey = /var/run/secrets/openshift.io/source/client.key
sslCaInfo = /var/run/secrets/openshift.io/source/cacert.crt

3. Y—U Ly bR LZET,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \ g
--from-literal=password=<password> \ 9
--from-file=.gitconfig=.gitconfig \
--from-

file=client.crt=/var/run/secrets/openshift.io/source/client.crt \
--from-

file=cacert.crt=/var/run/secrets/openshift.io/source/cacert.crt \
--from-

file=client.key=/var/run/secrets/openshift.io/source/client.key
‘D. 21—H—0 git 2 —H—%

9 ZDA—H—D/IRZAT—R
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BF

NAT—REZBEAALABAVWTLWWVEDIZ, EIVRRICS20 M A=V AIBETDLIIC
LTLEIWY, =L, VRYN)—AIO—VTERVWEARICIEK., EVRETOE—
N B7DICI——RBENRRT—REIEETHIVENHY FT,

8.3.4.2.5. Basic 52

Basic FREETld. SCM H—/\—(Ixf L CERALY 5% &Il --username & --password DflAHEH
&, F¥%IX token "BRETT,

secret ZEICERRLTH D, TSAR—KNYRI KN =TI ERTDEHDI—HF—ZE/NRRT—
REFAHALTLLEIWL,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
--from-literal=password=<password> \
--type=kubernetes.io/basic-auth

h—72>TBasicRADY—I Ly M EFEHT 21, UTFZEITLET,

$ oc create secret generic <secret_name> \
--from-literal=password=<token> \
--type=kubernetes.io/basic-auth

8.3.4.2.6. SSH +—&25k

SSH ¥ —~X—Z DR TIF, TZ4R— K SSH F—HRETT,

DRI M) —DF—I3EE $HOME/.ssh/ T4 LV ) —IZHY,. TTAINT
id_dsa.pub. id_ecdsa.pub. id_ed25519.pub F7-(3 id_rsa.pub &\ ZEIAFIF SR TWL
F9. UFDOYY KT, SSH ¥—DRFBEREERLF T,

I $ ssh-keygen -t rsa -C "your_email@example.com"

pa )

SSH ¥—MD/N\R7 L —X%{ERT % &. OpenShift Container Platform TEJL KA T XA
K BRYFET, RRT7L—X&RDZTAVIIIEINTE, TSV IDFFICLE
ER

NIV oFx—&, TRIIR/BETETZAR— M F—DIT 74D 2 DERINET

(id_dsa. id_ecdsa. id_ed25519 7/ (3 id_rsa DL\WIFhh), TSP EAREINLS, /T
)y F—O7 vy FO—RAERICOVWTY =AY PO—)LEHE (SCM) Y RFLDIY =17 I 5 SR
LTLEIW, TZAR—bF—E TSAR=—N)RINY—IIT IV ERTHLOICHERINET,

SSH¥F—%FALTTSAR—MN)RIMN)—IZTIVERT BRI, =V Ly MEERLET,

$ oc create secret generic <secret_name> \
--from-file=ssh-privatekey=<path/to/ssh/private/key> \
--type=kubernetes.io/ssh-auth
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8.3.4.2.7. FEIN/FIAR

git clone DR/EEFICEFEINS TLS BBIEE/D v b IE OpenShift Container Platform 1 > 7 5 X b
SOFv—AXA=JICELNRINZET, Gt —N"—DEHOBROIARELFERT 2D, 1 A—TTHE
FINTVWARWREIRICL YBRINLARAEZFERT HEICIE. ZOMPAENEENDZV—I LY
NEtER T BD, TLS MREEZEMIC L TSI LN,

CA FFEAZE D> —-U L v M&ER L7<3ZEIC. OpenShift Container Platform (&% DFEERE % R L
T. git clone EEBFICGit H—/NN—ICT7 VR LZEXT, FHET S TLSHHAEAENTEZITANT
LD Git D SSLIRFEEDEMLICLEN, COFEEFRATZ2 X2 T4 @< ABYET,

LFo7o0tx0125%T7LET,
o CASIEAZE 7 7ML TY—V L v NEERT % (HHR)

a. CANFREEIAEEFERET 5B AICIE, caecrt 7 7 A1 ILICTRTOD CA DEAEAZEES L
T, LTFDOAT Y REETFTLTLEIL,

I $ cat intermediateCA.crt intermediateCA.crt rootCA.crt > ca.crt

b. 9_9 I/\y I\%{/Eﬁzbi-a—o

$ oc create secret generic mycert --from-file=ca.crt=
</path/to/file> €

Q BOLHEICIE cacrt A ERATIZRELNHY FT,

o Qit TLS MEFZFMIC L £ 9,
EILREBEDE DA NS TFY—14Y > 3T 6IT_SSL_NO_VERIFY IRIBEZH# % true ICRTE
L 9. BuildConfig IRIBFEZH A EET 5(IE, oc set env IV Y RAEFHTEET,

8.3.4.28. #Hlaabt

CITlE BFED=Z—XIIHWT 2LHDICLEBOFEEZHAEDLETY—R7O0—2DY—0 Ly M
BT 2 HEICDODVWTOREBNLET,

a. .gitconfig 7 7 1 LT SSH R—ZRDFRE>—7 L v bEERT B ITIE. UTFEERITLET,
$ oc create secret generic <secret_name> \
--from-file=ssh-privatekey=<path/to/ssh/private/key> \

--from-file=<path/to/.gitconfig> \
--type=kubernetes.io/ssh-auth

b. .gitconfig 7 7 1 )L & CAZIERZE#HAEHLE T —I Ly MEERT BICIE. UTEETLE
—3—0

$ oc create secret generic <secret_name> \
--from-file=ca.crt=<path/to/certificate> \
--from-file=<path/to/.gitconfig>

c. CAEEFAZ 7 7/ IV CBasicFREEDY— 27 Ly NEERT BICIE. UTAEEITLET,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
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--from-literal=password=<password> \
--from-file=ca-cert=</path/to/file> \
--type=kubernetes.io/basic-auth

d. .gitconfig 7 7 1 JL T Basic BN — 7 L v N&EERT BICIE. UTFEETLET,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
--from-literal=password=<password> \
--from-file=</path/to/.gitconfig> \
--type=kubernetes.io/basic-auth

e. .gitconfig 7 7 1 )L & CABIBRE 7 71 LA GHE T Basic SR — 7 L v MEEKRT 511,
UFaETFTLET,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
--from-literal=password=<password> \
--from-file=</path/to/.gitconfig> \
--from-file=ca-cert=</path/to/file> \
--type=kubernetes.io/basic-auth

8.3.5. /N1 F)— (A—AJ) Y —2

O—ALDIT 7AWV RATLADNSELY—ICOAVTFUYERAN)—I VT $BAEIE, Binary 914 7
DEIREEENRTWET, ZDOEIL RIIXTT % BuildConfig.spec.source.type DFGDIE I
Binary T79,

DY —2RY4 L, oc start-build DFEARAAXICEDEXFRINIATHIETT,

R

NAF) =94 TDOEINRTIK, B—HALT7AIIRATFLDSLAVTFYYERN) —
SVITBDBRENHYET, TDRDH, N T U—T 71 ILHBREINLZVDT, N1
TS 4 TOEILREBEMICN) -T2 Bl: A A—YDEBRN) H—7E)
X TEFHA, BRRIC. Web VY=L oNRNAF 1) =94 TOEI RERBETEEHE
Ao

NAFY)—EIREFRATDICE. UTOAFTaryonwdhnaiEEL T oc start-build # MY
HLUET,

o --from-file: 3 EE LAT7 74 DAVFTIUVIFNAFTY)—RAMN)—LELTEILY —ITEE
INFET, 77M4IICURLAIEET DI EETEET, RIC, ENLY—EZFDT—9%5EIR
AVFFRAMDLEIC, ABCRBID7 74 ILICRELE T,

o --from-dir 8LV --from-repo: AV T UVIET7—HA4ATINT, "M F)—AK)—L4A
ELTNRAF)—ITEEIN, ELY—EELRIAYTFFRAMNTA LI NI —RIZT—HAT
DAVFUVEREALEYT, --from-dir ZFHET2 &, BETS7—H4 7D URL 2187
TBHIEELABETT,

e --from-archive: IEE L7 —H4 TIEENLY —IEEIN, ENRIVTFERNTAL Y

N)—ICBREINhET, 2OA T avid --from-dir EEBFICEELEZ TN, TOAF T3
VDBIEHAT ALY M) —DBEICIEEIC, FTT—HA THRAMIERINET,
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EROENZNDOHITIE. UTFDLIICHRYET,

e BuildConfig IC Binary @Y —24% 4 THEBINTVBRHEITIE, IhIFERLERX
N, VA7V MDEBETIRBICESIHAONET,

e BuildConfig IC Git DY —R ¥4 THEHEIN TV SIFAICIE. Binary & Git [FHFATE
BRUWDT, BMICEMICINE T, J0HE. ELY—ITEINEZNNMFY—ZA M) —LD
T—INBEINET,

T77A4IVETIERL, HTTP £/ HTTPS A ¥ —< % FH9 5 URL % --from-file  --from-
archive ICET ZENTEZEY, --from-file TURLAIEET B &, ELT—A A= DT 714
£l% Web 4—/N—21'1%{59 % Content-Disposition Ny ¥ —hH, ANy F—HLWEEICIE URL /X
ADREDAVR—FXY MIFI>TREINEFT, RAFRRBENTYR—IFINTELT, HRI L
DTLS FEERRE#FEA LY, SIFAZEDORIEAB|MICLZY TETEEA,

oc new-build --binary=true 2#{FHd 2 &, NAFY—EINNIIBAETIHNIPEEIND LD
ICA Y £9, FFRI N5 BuildConfig Y —2X % 4 Fid Binary (LAY EFd, DFY, D
BuildConfig D EIL RERTT 27/-DDH—DEMARAFZEIE. --fromF T avOVWTFhhiiEE
L Toc start-build #fFH L. HBED/NNA F ) —T—% =R T 2 HEICRY £,

dockerfile H & U contextDir Y — XA T a vk, N4 FY)—EII RICEAL TENALREKERE
5%9,

dockerfile [Z/8N1 7)) —EIRY—READLETHFEBATEZEY, dockerfile A#{FHL. /N1 F
)—ZA RN —LDT—hHA TOFEICIE., ZOAVFT VLT —hHA TITH 3 Dockerfile DfH Y & L
THEBEL £ 9. dockerfile ¥ --from-file DB EEHLETHERINTWBIFEEICIE. 771
D518 dockerfile & 7Y, dockerfile DEIF/NA F)—A M) —LDEICEZHEDY FT,

NAFY—ZNY—LAPEBREINET—HA70aAVF Y EATEIMET BBEICIE. contextDir
74— ILRDEEET—HATHAOY TT4 LI N)—ERABINEY, BAFEICIE. EIRENICE
W=D TF4 LI M) —=ICHIYEDY 7,

836. Ah—2 L v b

SFUFICE>TIE, EINRBET, ETBEVY—RICT I ERT2-ODRIERIVEICL DS
ELHYFITH., TOFRIMERIPEIL RDPERT IHEERLT TV r—> a3 A4 A= THEFTREICA
DB TIEHY FHA, COBHDIBEIF. AAY—ILy b 2EETDIENTEET,
fe&EZIE Nodejs 77— ardEI REFIC, Nodejs EV1—ILDTSAR—KIS—4%KET
XFd, TSAR—KNIS—DISHEV2—-IIEY Y O—RTBICIF. URL, 2—H—%&, X7 —NK
ST, EIVNAD .npmrc DARY LT 7AIVERBTZ2HENHYET, EF2Y 74 —0DEH
LTIV —=2a v A X =V TERIERELARLAEVEIICLTLEIL,

LR D& Node.js ICDWTERBAL TWE A% Jetc/sslicerts 71 L2 ) —, APl ¥—F7/zid b—7
V. TAVEVRITI7AIREICSSLIIBAEA BT 2BAICA L7 JO—F 2 FHATE XY,
8.3.6.1. Ah>—2 L v DB

BE7Fd BuildConfig ICAAY—7 L v MEBINT 5ICIE. UTFETVWET,

1. =7 Ly D RBRWHBEIFERLET,

$ oc create secret generic secret-npmrc \
--from-file=.npmrc=<path/to/.npmrc>

112



FE8=E LI K

IhiZ& Y, secret-npmrc EWD ZRIDFH LW —I Ly MAMERINFET, Thic
&, ~.npmrc 7 7 ()LD baseb4 TTYA—RINLIAVFVIYINEETNET,

2. B ? BuildConfig M source /> avily—o Ly hEBMLE T,

source:
git:
uri: https://github.com/openshift/nodejs-ex.git
secrets:
- secret:
name: secret-npmrc

#L U BuildConfig ICY— 7 Ly b ZBINT 5ICIE. LTFOIY Y FZERITLET,

$ oc new-build \
openshift/nodejs-010-centos7~https://github.com/openshift/nodejs-
ex.git \
--build-secret secret-npmrc

EJLRBFIC, .npmrc 7 74 J)LIEY —XROA—RAREI N TWSE T4 LI M) —ICaE—INZET,
OpenShift Container Platform @ S2I EJLY —A A =T TlE, THEA A= DEETa LI M) —
T. Dockerfile ® WORKDIR DiETRZFEAL TREINE T, BIDT a4 LI M) —%ZHEET BITIE.
v—J L v PDEEIC destinationDir ZEML £,

source:
git:
uri: https://github.com/openshift/nodejs-ex.git
secrets:
- secret:
name: secret-npmrc
destinationDir: /etc

R D BuildConfig ZFEEFIC, 3BEDT A LY N —%EETSHIEELHAETT,

$ oc new-build \
openshift/nodejs-010-centos7~https://github.com/openshift/nodejs-
ex.git \
--build-secret “secret-npmrc:/etc”

WTFhDBEE. .npmrc 7 71 IILEIL RRIED letc 74 LU M) —ITEBIMINEF S, [Docker 2
ST o—] DFEIF. BEOT4 LI M) —@FEERAZATRIFTNERSAVRITERELTLEI W,

8.3.6.2. Source-to-lmage A k57—

Source A STV —%FHTRE. EEINLADY—I Ly METART, @R
destinationDir ICOE—3XNFd, destinationDir #ZBICT D&, ¥—U Ly MIEILSY —A
A=V DEET4A LI M) —ICBHREINE T,

destinationDir NHEMN/NZDBEICEA LIL—ILIMFERAINE T, O—27 L v ME. 1 X—V D%
TA4LI M) —=IIHTBEAHDNRNRICBEINE T, destinationDir AFEEL R WGEICIE, T
S—AFRELFT, AE—DOTAOERBICTAL I N —DNRRAFERINEE A,
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pa )

WE. ThoD>—I Ly MBEINLT 74 LI —HY—ICE X AHERDIE
YHTHNTEY (0666 D/X—I v 3V), assemble 27 Y 7 MDERTHRICIE. B4
AHR0ICHRBEIICTYBRTONET, DFEY, Y=Ly N7 7 ILIEERI =4
A—VRICEEFILETH, EFa2 )51 —DFAFKRLE ZICRYET,

8.3.6.3. Docker A k57—

Docker A N STV —%{FAHT % &, Dockerfile T ADD $ LU COPY DS AFALTCIVYFTF—A1
A—VICEBEBINLZIRTOARDY—I Ly NEBINTEEY,

=72 L v h®D destinationDir ZiEE LAWGEEIE. 7 7 1 J)LIE. Dockerfile N"EECEINTWSD
EALCTALIM)—ICOE—3NZFT, /Y% destinationDir & L TIEET 2HEIF. ¥ —
2 Lw Nk, Dockerfile E#ETHAT A L2 M) —ICaEE—3hFd, ThiCLY, EILREICERT
2AVFFANTA4LY M) —D—E& LT, Docker EJL RIEETCY—o Ly R 774 ILDFIATE
&IV FET,

Flg.1 >—s Ly b7T—4% %S89 % Dockerfile DI
FROM centos/ruby-22-centos?
USER root
ADD ./secret-dir /secrets

COPY ./secret2 /

# Create a shell script that will output secrets when the image is run
RUN echo '#!/bin/sh' > /secret_report.sh

RUN echo '(test -f /secrets/secretl && echo -n "secretl=" && cat
/secrets/secretl)' >> /secret_report.sh

RUN echo '(test -f /secret2 && echo -n "relative-secret2=" && cat
/secret2)' >> /secret_report.sh

RUN chmod 755 /secret_report.sh

CMD ["/bin/sh", "-c", "/secret_report.sh"]

pa 3

BEEEY—I7LY RDBAA=UDSEITITZRAVTTI—ICFEFELRVWELDIC. AAY—
JLy NERRIAT TV —2avA X—=UD0HIBRTE2RENHYFETH,. >—7
Ly ME, BINLEBEEBICHZ M A —YBIRICEELKITE T, Dockerfile BA T, Hl
BREITOBENHY T,

83.64 HAYLANZFTI—

Custom R hS 7YV —%FEAT HE. EBSINLANY—IL vy METAR

T. I/var/run/secrets/openshiftio/build 71 L 2 M) —AADEI S -V FTF—TAFTEET, HR
SLDEILRAX=VIF, ThoDy—I Ly be@EICERTZ2RENHY EY, £/, Custom R
NSTFY—%FEATRE. WRAYLANSTY—DF T3y TREINTVWEEIIIY—IL Y bE
EZETEET,
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BEODARNSTI—DY—ILy NEAAY—I Ly MIEEBHAREWNEIHY FHAD, ELY—A
A—=JFENEThDI—ILy hEXBIL, EIRDI—RFT—RICEDWVWT, ERZHETHERTS
BaEtHYET,

AN —2 Ly MEEIC Ivar/run/secrets/openshiftio/build 71 L 7 M) =IOV NI hEd, £
D THRWEHEICIE., ENYT—DREA/EINRATV TV N4EE $SBUILD RIEEH ZAOMTEE T,
83.7. 487 —7 4777 NDOER

Y—2ZAYRI M) —=IINAF ) =T 74 IV ERETZIEIFHRELTVWEREA, ZTDEH, EILRTO
T RAHBITEMD 7 7 1)L (Java .jar DIKEE{RARE) 2 TIVTEEIN REERETI2UENHDIIGELH
YEYT, COHEIE. FRTZIELRAMNSTY—ICLIYERYET,

Source EIL RRMNSFTV—DHAIL. assemble X2 M, BYIAY T II IRV RAEERET %
ELhHY FT,

.s2i/bin/assemble 7 7 1 JL

#!/bin/sh
APP_VERSION=1.0
wget http://repository.example.com/app/app-$APP_VERSION.jar -0 app.jar

.82i/bin/run 7 71 JL

#!/bin/sh
exec java -jar app.jar

s AT

Source EJL RH)MFEAHT % assemble 8L run 22 7 N & 4IfHT 2 5 EICEET 2158
&, TEWY—AA=U20 ) ThDEEZ] 2BRBLTLLETL,

Docker EJL RRA NSFY—DIFEE. Dockerfile #ZHE LT, RUNfp5 A EELTY zJ/)LOT VR
EROHTHELHY FT,

Dockerfile Dix¥;
FROM jboss/base-jdk:8

ENV APP_VERSION 1.0
RUN wget http://repository.example.com/app/app-$APP_VERSION. jar -0 app.jar

EXPOSE 8080
CMD [ "java", "-jar", "app.jar" ]

EERICIK, 77 MIDIBFRDOEREL A FH L. Dockerfile 7/z|% assemble 27 ') 7 N &EHHTHD
Tl37%2 <. BuildConfig TEZLRIEZHT, ¥V VO—RIT2EEI7 7M1V EHRITAXT B
ZENTEET,

BETHOERICIIERDAELHY., WInHhOAEEBIRTIZT,

e .s2i/environment 7 7 A JLDEM (V—AEI KA NS TV —D&H)
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e BuildConfig TOD&E

e [oc start-build --env Z{Ef L/<BATRMAIEE] (FETMN)H—-INZEILFDH)

8.38. 75 A R—KNL IR K —T®D Docker FRELIEHRDFEF
754 _R—K~®D Docker L R M) —DEMARERFERZIEE L T, .docker/config.json 7 7 1 JLTE
IWRERBETEEY, chickY., 754 X—bDDocker LY RN =TI NTYy M A= %
Tyvoaliy, RAEVEETETSAX—FD Docker LY RN —WSENYT—A X—=T%TIL
THIENTEET,
pa 3]
OpenShift Container Platform Docker L 2 X k') —TId. OpenShift Container Platform
REBNICY =Ly NEERTEDT, TOFEEIBEHY FE A

T 7 # )L b Tl .docker/config.json 7 7 A JLIZR—LT 4LV M) —IZHY, UTFTOHRERST
WET,

auths:
https://index.docker.io/v1/: g
auth: "YWRFbGzhcGU6R21abnRib21ifTE=" @)
email: "user@example.com" e

‘D LY Z MY —D URL

9 E2 XN/ T—R

qg OJ4VEDA—ILT7RLZR

ZDT7 7AIICEEBD Docker LY AN —ZEHETEXET, £/IF docker login I7 YV RZEIT

LT, TOT77AINICERAT Y M) —ABINT B EEHABETT, 774 IDEFEELARVESITIEIER
IhZxEd,

Kubernetes Tld Secret 7 7Y 7 MHIRHEIN, ChEFRALTEREENRT—RERETSZ &
NTEZET,

1. O—7AJLD .docker/config.json 7 7 1L —o Ly M EERRL XY,

$ oc create secret generic dockerhub \
--from-file=.dockerconfigjson=<path/to/.docker/config.json> \
--type=kubernetes.io/dockerconfigjson

2TV RIZLY, dockerhub & WD ZRIDOY—2 L v bD JSON P ERI N, £ 7
T MDMERINE T,

2. V= Ly MBMERRINSH, ThEEILY—H—ERTAT Y MIENMLET., EILKRIE
builder O— /L TEFTINZDT, LTFOARY RTY—IL Yy MADT I ERAEEZET B4
ELhHY FT,

I $ oc secrets link builder dockerhub
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3. pushSecret 7 1 —Jl K% BuildConfig @ output £ > 3 VIZEML. ¥EE L /< secret
D%&HE] (LEEDHITIE. dockerhub) ICEEEL 9,

spec:
output:
to:
kind: "DockerImage"
name: "private.registry.com/org/private-image:latest"
pushSecret:
name: "dockerhub"

oc set build-secret AV Y R&EFHL T, EIWRBEICTYy>ad3>—9Ly NERE
LEY,

I $ oc set build-secret --push bc/sample-build dockerhub

4, EIVRRANSTFYV—EHRICEENS pullSecret 2 8ELT. 7514 X— kD Docker L ¥ &
N)—DSENS—aVTF—AXA=—S%TILLET,

strategy:
sourceStrategy:
from:
kind: "DockerImage"
name: "docker.io/user/private_repository"
pullSecret:
name: "dockerhub"

oc set build-secret ¥ Y REFHAL T, EIWRBEICTINTEZ—ILy hEHZRELFE
£

I $ oc set build-secret --pull bc/sample-build dockerhub

pa

PTFofITIE, V—ILEI RIC pullSecret #{FA L £9H. Docker E h R4 LEI
MICEEZELET,

8.4. EJL KA

8.41. EJL RHEAODHE

Docker X7-id Source A ST —AFAHTBEIRICLY, FILWIVTF—A XA —IHERI N
9, TDA A—2UE, Build D output 72 a Vv THEEINTWR AV T F—M A—YDL
JANY =Ty axInE T,

HADTEED ImageStreamTag DIFHIE. 1 X — I HHEE S 17z OpenShift Container Platform L &
AR)=ICTyvadh, BEDA A=Y RAN)—=LIZY TR}FINES, HH DockerImage ¥ 1
T0GEIE. HASROERID Docker DSy ¥ aftike L THBRINE T, TOHERICLY RN —
NEFENZIHZEEHYFTN. LIYXNMN)—MEEINTVWARWEEIE, DockerHub ICT 7 #JL MERTE
IhFET, EILKEHROEIEI > a VA EDIFEICIE. ELNRORRICAA—JIE Ty oa3hid
Ao
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ImageStreamTag ~DHH

spec:
output:
to:
kind: "ImageStreamTag"
name: "sample-image:latest"

Docker D 7y & 1t~ DH A

spec:
output:
to:
kind: "DockerImage"
name: "my-registry.mycompany.com:5000/myimages/myimage:tag"

842. 7 I KNTw MM A=Y DRBELH

Docker LU Source A NS TFY—EI R, UTOEBEZHATINTY M X—=JICHBELE

EE
=8 A
OPENSHIFT_BUILD_NAME EIL K D£&HE]
OPENSHIFT_BUILD_NAMESPACE EJL K ®D namespace
OPENSHIFT_BUILD_SOURCE EJ RDY—X URL
OPENSHIFT_BUILD_REFERENCE EINRTERY 3 git ZR
OPENSHIFT_BUILD_COMMIT EJINTHERATZY—XIIv b

X512, Source X7zld Docker A RS TV —F TV a vV TEREINZI— YT —EHFOBREBELTHIL. 7
DRNTY MM A=V DBREEH—BICEEETNE T,

843. 7O NTY A A=Y DI

Docker LU Source EJL RiE, UTFDSRILETIORNTY MM A—=—JICERELET,

FRI B4
io.openshift.build.commit.author EIRTHERTZY—ROIvy hOFEH
io.openshift.build.commit.date EIRTHERAYTZY—33Iy hOHM
io.openshift.build.commit.id EINRTHERTZY—RXIIy hDNYy>a
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NI B
io.openshift.build.commit.message EIWRNTHERATZY—RIIY MDA E—Y
io.openshift.build.commit.ref V—REBET BTV FEIESR
io.openshift.build.source-location EJL KDY —X URL

BuildConfig.spec.output.imageLabels 7 1 —JL REFERA LT, ARYLSRILO—EEIFEET
5ZEETARETY, TDINIIE BuildConfig D& A A —YEILRICEAINET,

EIWRAA=JICEAINZ DAY LRI

spec:
output:

to:
kind: "ImageStreamTag"
name: "my-image:latest"

imagelLabels:

- name: "vendor"
value: "MyCompany"

- name: "authoritative-source-url"
value: "registry.mycompany.com"

844. 7 IV NTY MMA—=YDIAT TR

EILRA A=V, 4V 2N TEICHEN LT, BICBEDY JEIXEBRRICCNAFRALT Y
AVIARNMIAA=V% T §BEDNTEET,

Docker 8 LU Source EJLRIE, 1 XA—=IDNLIRA M) —IZTy P aIniRIC
Build.status.output.to.imageDigest IC¥ 1 Yz A M ERFLET, TDFVAI VT AMILY
AN)—TREBINZDT, LYZAMN)—DPYA TV APMERIBUVIGEP, ELYT—4 X—ITER
DERBINLDWEERE, FELRWVWI EIHYXT,

LIARMNY)—ADTY 2l LIEBEDODEI RAA—SDF AT TR B

status:
output:
to:
imageDigest:
sha256:29f5d56d12684887bdfa50dcd29fc3l1leead4aaf4ad3bec43daf19026a7ce69912

8.45.  7S5AR—KNLIYRNY—T®D Docker REFIFEERDEA

—O Ly NaFERLCERIERAIBETDHIET, TSAR—MDDocker LY A RNY —ICA A=Y
ATy adTB3ZENTEZTT, AFICOWVWTIE., TEILRADL 28BLTLEIL,
85.EIWRARNSTFY—DA Ty

O

8.5.1. Source-to-lmage R k57 —DA T 3V
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LTIk, TS2IEIWRARNSTY—] ICEBDA T3V TT,

8.5.1.1. @ T

EILRERETEELEZEINRAX—=IUD ) —RTAO—HIVCHIEATEBESICIE. 74 MNTIEEFD
AA=—UNMERAINFET, L. O—ANAAX—VBEEELT, AXA—YZAN)—LHISEBTBL

CARN) =D A A=V EBHT BHEICIE. forcePull 75 7 % true ICERE L T BuildConfig %
ERLEY,

strategy:
sourceStrategy:
from:

kind: "ImageStreamTag"

name: "builder-image:latest" g
forcePull: true 9

qp FRTIELS—A A=, J—ROA—HALN—avid, A XA—SZAN)—LrEBRBTZLY
AN —=DNRN—= 3V EABROERFORETRVWAREEL,HY £7,

Qg DTSR BHBE, O—HILDELY —A A—IPEEIN, A X—VZAN)—LHBSRBTZL
JAN)—=DSFHLWA=U 3 RN TILINE T, forcePull % false ICSRET D&, T 74
NDEIMEE LT, O—ANICBREINEAXA—IUAFERINET,

8.5.1.2. A EI K

S2l [FEAEINRZRITTEBDT, LHICEILRINTAXA=IDEDT7—FT4 777 NIBFAZ

hEY, BRELRZERTZICIE. AN TY—ERICLUTOZEEZINA T, BuildConfig % {FmX
L/i-g—o

strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"

name: "incremental-image:latest" g
incremental: true

BAELREYR—FIBA AV ZEELE T, COEBENATR—FINTWENHIETT B I(C
3. BT —AX=IDRFa1AVMESRLTIEIY,

o

ZDT7STTIE, BAEIRERTTEINEIDERELET, ELFT—AX—ITEAEILRD
HR—MINTUVWAWESIEX. EJLRIZERIIL £34%, save-artifacts R 7 ') 7 MW =H1EH
EIRICKBRLIZEWI IO XAy E—IUDNRIRIINET,

e

pa

BAEIREYR-NTIENT —A XA —I%ENT B HEICEET 25081&,. [S21 &
1 ZZRLTSETIL,

8513. ENLNY—AMA—SDRYVY) ThDLEEEX

EILY —A X =R T % assemble. run & &£ U save-artifacts @ [S21 227 1) 7 k] 1&. LT 2
BEOWITNIADAETLEEXTEET,
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1. 77)5r—2avpy—2RY)KRI M) —D .s2ilbin T4 L% 1) —IC assemble, run & & O/ F
7= save-artifacts 27 1) 7 h&#ELZF T,

2. MTFD&ED I, AMNSTFY—EEO—EELT, RIVVTMEETT4 LY M) —D URL %15
Ebi’a—o

strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "builder-image:latest"

scripts: "http://somehost.com/scripts_directory" g

ﬂ ZMD/RYRA I, run, assemble $ & U save-artifacts WBIMINFE T, —EFLIZELR V) T MDD
356E. TORYVYTID, A XA=JIEBEINLRALCEZTORZY) 7hORDOYIFERINE
-3—0

pa )

scripts URL ICEBBEINTWE 7 74 LIE. V—RYRY M) —0 .s2i/bin ICEEEI N
TW37714ILEYEBEINET, SA RV Y TIBEDLIIFERINZIMNIDOWVWT
&, [S2IEH] OREY2HLUS2l RFaxy b #SRBLTIEIL,

-

8.5.1.4. RIBZH

[YV—2ZEILKR] OTOCREFERINDA A -V TCEREZHAEFBATESLDICT DAEIE 2 ELE
(BRE7 714 )L $ LU BuildConfig IRiE OfE) HY T, BEDOEHIL. EIRTOERPE, 7Y b
Ty MM A—=JICRETINZE T,

85.141.REIT 7M1

Y—ZRAEI RTlE, V—RAYKRY M) —D .s2ilenvironment 7 7 1 JLICIEET BT & T, 7Yy —
VIVAICKRIEDE (1 TIC1 D) 2R ETEET, CO7 7ML THREEINAREZHIL. EILRKTO
CTRETINTY MMA=JILEELET, YR— M INZBREZHOEE2AR—EIL, E1A—D
DIRFaAXVM ILHYET,

Y—2 )R M) —I(T .s2i/lenvironment 7 7 1L AEET &, S22 ILEI RBFICZ D7 74 L A FAHEY
F9d, ZhiCLY assemble RV ) TR NS DEHAFHETITSZDT, EIWRDEWEFE DAY A
ATEE,

7= 2E, Rals 77U r—oa3vo7tEy hOaAVRA I EEIZT 2IE5ICI1E. .s2i/environment
7 74 JUIC DISABLE_ASSET_COMPILATION=true ZEIML T, EJ REFICT7Ey hOOV/RAIILD
2FxyTENBELIICLET,

B RBSIC, BEDREERGETHOT7 TV sr—2a vERTHRATEET, &

IX. .s2i/environment 7 7 1 JLIC RAILS_ENV=development %3851 L T, Rails 77U 45— a o
production Tl&7: < development E— R TEEITXSLDICLET,

8.5.1.4.2. BuildConfig Bri%

IRIEZ# % BuildConfig O sourceStrategy EHRICEIMTEEF Y, TTILERIN TV IIRIEEH
i&. assemble 27 ) 7 NDEFTIFICKRIN, POMNTY MM A-—ITERINSDDT, run 27
TReT77)r—2a3ya—RTEMAETEZLDICRYET,
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Rails 77U —>avyo7Ey NAVRAILEEMICT B6:
sourceStrategy:
env.

- name: "DISABLE_ASSET_COMPILATION"
value: "true"

EILRIRIE O 7Y avilid, SFlREdmrHdY X9,

oc set env IY Y KT, BuildConfig ICEZ LLIREZHAETE IS EEHAETY,

8.5.1.5.Web AV —JLafFHLEZY—2 Ly bDEBEM

TZAR—RNYRIN)—ICTIECATEDLDICEIREEICY—7 Ly MEBINT 2IC1E,. UT %
EITLET,

1. ##® OpenShift Container Platform 7O =2 M &{ERR L £7,

2. 75AR=—MDY—ROA—RYRIMN)—IIT VRS 2-DORERIEEND > —7
L hafF LET,

3. TSource-to-lmage (S2I) EJL RE&RE] 2R LT,

4. EILRBEDIT 49 —R—I%», Tweb Y —JL] D fromimage X—I D create app
from builder image R—YTCVY—RAY—IL v b ZHRELET,

5. Save Ry V%0 ) v o LET,

8.5.1.51. 7B LTy 120FRE

TSAR—RNLIRAN)—=IZTINTEBZLDICTBICIE. EJILREEEIC Pull Secret #38E L. 7v
S aAEBMICT BIC1E Push Secret 258 L 9,

8.5.1.6. YV —R 7 7 1 JL DS

Source to image & .s2iignore 7 7 M ILEHR—MLET, TOT77AILICIE, BEIRET7741L
NY—VD—ENEENE T, .s2iignore 771 ILILH DN -V E—HT D, IFIFER AD
Y—2 TREINTWVWE LI, EIVROEETA LI MN)—IZHD T 74 )LIL assemble 5 ') 7
NTIEFIATEE A,

.s2iignore 7 7 1 LR ICEA T %5EM (L. source-to-image RF 2 XAV h BB LTLEIN,

8.5.2. Docker A NSF—DA T3V

LAFIE, TDocker EIWRR NS FY—] ICEABEDF S avTd,

8.5.2.1. FROM 1 X —<

Dockerfile ® FROM #3455 (&. BuildConfig D from [CEZ#A SN E T,

strategy:
dockerStrategy:
from:
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kind: "ImageStreamTag"
name: "debian:latest"

8.5.2.2. Dockerfile /X X

7 7 # )L b Tl Docker EJL KiZ BuildConfig.spec.source.contextDir 7 1 —JL RTHEI L
AV TFF A MDD — MIEE I N TW 3 Dockerfile (& 5111 = ® Dockerfile) #FH L £ 7.

dockerfilePath 7 4 —JL R TI&, £7%:%/XX%{#F L T Dockerfile DGR
(BuildConfig.spec.source.contextDir 7 4 —JL RADHEN/NR) ZHELEXT, 774/ bOD
Dockerfile (I: MyDockerfile) & (&£ 3 Z71¥. ¥ 7714 LU~ —Il# % Dockerfile ~D/XZ (I
dockerfiles/app1/Dockerfile) 7 & = B#lICERETE X T,

strategy:
dockerStrategy:
dockerfilePath: dockerfiles/appl/Dockerfile

85.23. Fvvy>ailL

Docker EJL RiZi@BE., EILRAETTEZRAMNLEDF vy 2aEBABFHELZXT, noCache 7
YavEtrue ICRETSE, EILRDFv v afEEAEL L T, Dockerfile DI R TOF|E=FE
TLET,

strategy:
dockerStrategy:
noCache: true

8.5.2.4. @ T

EILREBETHEELLEIRAA=IUDN/—RTO—HIVICFIATEBZFEEICIEK. T74IMTIEZD
AA=—UNMERAINFE T, L. O—ANAAX—VBEEELT, AXA—YAN)—LHISHEBTBL
CARN) =D A A=V EBHT BHEICIE. forcePull 75 7 % true ICERE L T BuildConfig %
ERRLE 9,

strategy:
dockerStrategy:

forcePull: true g

‘D ZDISTRBHBE, O—HILDOELYT —A A—IPEEIN, A X—VZAN)—LHBSRBTZL
JANMN)—=DSFHLWA=—U 3 R TILINE T, forcePull % false ICSRET D&, T 74
NDEIMEE LT, O—ANIBREINEAXA—IUAFERINET,

8.5.2.5. RIBZH

[Docker EJL K] AR EEMINA XAV CREZHZFIATESELDICTBIC
l&. BuildConfig @ dockerStrategy DEZHICRIEZHZBML T,

CZILEE LIERIEZERIZ. Dockerfile N TRICSIRTES LD IC. B—D ENV Dockerfile 5 & LT
FROM p S DERICEAINE T,

EHIFEIRBFICERIN, TN TY MM A=JIIEDZH, TOAA—VERITTHAVTF—IC
EEELEY,
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TEZE, EWRPS UYL LBICARY LD HTTP 7OF Y —42EHRT DICIELUTEREL T,

dockerStrategy:
env:

- name: "HTTP_PROXY"
value: "http://myproxy.net:5187/"

95289 —EEEIF, [Ansible ZEA LT/ O—NILREL FEE] Z2RITTEET,

oc set env IY Y KT, BuildConfig ICEZ LLIREZHAETE IS EEHAETY,

8.5.26.Web AV —IILZEALLY—7 L v bDEM

TI2AR=—NYRI M) —ILTIVERATESZ LI, EIWREEILY—I Ly MEBIMT I, AT
ZERITLES,

1. ##® OpenShift Container Platform 7O =2 M &{ERR L £7,

2. 7AR=—MDY—ROA—=RYRIN)—IIT I ERT2-DORERIEEND > —7
L hafF LET,

3. [ldocker ®EIL REZRE] ZHEKLF T,

4. EIVRBREDIT 49 —R—IFkix, Tweb IV —IL] @ fromimage X—Y T, Y—2R
Y=Ly b ERELZFT,

5. Save Ry V&7 )y I LZEY,

8.5.2.7. Docker EJL KB|%

Docker EJL RDB|# %% ET 2 ICIE. LTFD &L S IC BuildArgs BBAIICTY MY —%BMLET, &
fix. BuildConfig @ dockerStrategy E&EDHICHY 7,

dockerStrategy:
buildArgs:

- name: "foo"
value: "bar"

EIL RD5IEUE. B FAFRIBI N /<FF= T Docker ICEINF Y,

8.5.2.71. 7B LTy 20FRE

TSAR—NMNLIRANMN)—IZTIVTEBRLDICTBICIE. EJLREREIC Pull Secret #38EL. 7V
S a1HEBMICT BICIE Push Secret #58EL 9,

853. HRAILAKRNZTI—DATY a3y

LT, THARYLEILRZANSTY—] ICEBEOA > avTd,

8.5.3.1. FROM 1 X —<

customStrategy.fromtz /> a v AFRALT. ARV LEIRNIFERTZAA—VEEELET,
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strategy:
customStrategy:
from:
kind: "DockerImage"
name: "openshift/sti-image-builder"

8.5.3.2. Docker V4 v MD/AF
1Y 5+ —MA S Docker IV RERFLT, AVTF—A A—VELILRTEDES LTI

TORAAERY Ty MCEW ROV T F—52NA 2V RTBIUEIHYFT, TNIC
I&. exposeDockerSocket + 7> 3% true ICEREL T,

strategy:
customStrategy:
exposeDockerSocket: true

8533.Y—7Lv b

source & images @ secrets ICMA. BRI LANSTY—%FRATZE, FEDY—V LYy N—EB%
E)L4—pod IEBMTEET,

BY—ULvy ME FEDHBMICYI Y RTEET,

strategy:
customStrategy:
secrets:

- secretSource: Q
name: '"secretl"

mountPath: "/tmp/secretl" 9
- secretSource:
name: "secret2"
mountPath: "/tmp/secret2"

ﬂ secretSource I&. EJL KER LU namespace ICHB>—V Ly MADSRBRTY,

9 mountPathix, — 2L v hATIY NISNBUREBEDHDHRYLEILY—KHD/IARTT,

8.5.3.3.1.Web AV VY —I)LEFEHALE>—2 Ly hDBEM

TZAR—RNYRIN)—ICTIVECATEDLDICEIREEICY—7 Ly MEBINT 2IC1E. UT%
EITLET,

1. #¥3® OpenShift Container Platform 7O0Y = M &{ERR L £7,

2. 75AR=—MDY—ROA—RYRIMN)—IIT7 I ERT2-DORERIEEND > —7
Ly hafF LET,

3. [ldocker DEIL REZE] ZHEKLF T,

4. EIVRBREDIT 49 —R—=IFkiE, Tweb IV —IL] @ fromimage X—Y T, Y—2R
Y=Ly b ERELZET,

5. Save Ry &7 )vy I LZEY,
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8.5.3.3.2. 7WB LU Ty 10EME

TSAR=—KMNLIRANY)—ICTIVTEDLDICTBICIE,. EJLREBEIC Pull Secret 25%E L. v
T aEAEMICT BICIE Push Secret #588EL 9,

8.5.3.4. ®H )L

EJL KR Pod 28 E T %HEIC. ENRIYMO—F—@FT 74T, EIVRBRETEELRLA X —
oho— ﬁ)bfﬁﬁﬁf*é?ﬁ‘t’)?ﬁ"&ﬁﬁmbij'o O—AITHRATEZHEICIEZEDA A=Y HMEH
INFET, £LRL. O—ANWA A=V EEEELT, A A=V RARN)—LHIBRBTBLIZAN)—D5
A XA=2 % BT BHBEICIE. forcePull 7777&true ICE%E L T BuildConfig #1ERR L £ 9

strategy:
customStrategy:

forcePull: true g

‘D DTSR HBE. O—HILDELY —A A—IPEEIN, A X—VZAN)—LHSRBTZL
JAN)—=DSFHLWA=—IU 3 RN TILINE T, forcePull % false ICSRET BE. T 74
NDEIMEE LT, O—ANICBREINEAXA—IURFERINET,

8.5.3.5. RIBZH

[HRYLEIR] OTOCRATRIEZEHEZFNEATEZLIILT5ICE,. RIEEZ$H % BuildConfig @
customStrategy E&ICEML F 7,

CZICESINALBIELTHIE. HDAYLEI REETTS Pod ISEINET,

ZIE EIVRBHICHRY LD HTTP 7O0Fx > —%2EHT DICIFUTEZRELE T,

customStrategy:

- name: "HTTP_PROXY"
value: "http://myproxy.net:5187/"

95289 —EEEIF, [Ansible ZEALLT/O—NILGEL FEE] Z2RITTEET,

oc set env IY Y KT, BuildConfig ICEZ L LIREZHAEE IS EEHAETY,

8.5.4. Pipeline R NS 7Y —DA T 3V

IR, [Pipeline EIWRZ RS 7Y —] ICEBDF T3 VT,

8.5.4.1. Jenkinsfile D124t
Jenkinsfile (3. ATFD 2 DDHFEDELE LN TRETEET,
1. EJL REREIC Jenkinsfile 1B &AL
2. Jenkinsfile Z8T git Y RY MY —~ADSRBAEEI REEIENT 5

BHAHEE
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kind: "BuildConfig"
apiVersion: "vi1"
metadata:
name: "sample-pipeline"
spec:
strategy:
jenkinsPipelineStrategy:
jenkinsfile: |-
node( 'agent') {
stage 'build'
openshiftBuild(buildConfig: 'ruby-sample-build', showBuildLogs:
"true')
stage 'deploy'
openshiftDeploy(deploymentConfig: 'frontend')
}

git YIRI MY —~DSHR

kind: "BuildConfig"
apivVersion: "v1"

metadata:
name: "sample-pipeline"
spec:
source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
strategy:

jenkinsPipelineStrategy:
jenkinsfilePath: some/repo/dir/filename g

ﬂ 47> 3> ® jenkinsfilePath 7 1 —JL KiZ, VY — 2R contextDir & DEAETCHERATZ 7 7
AIVDEZF%EI/EL 9, contextdir NEEINZIFE. T 74 MEIVERI MY —D root I
HMEINZ I, jenkinsfilePath AAEBEINZIHE. T 7 4L b& Jenkinsfile ICEREI X
ER

8.5.4.2. RIBZH

Pipeline EJL K] OT7OERATRIBEHAZFATESLIICT 51C1E,. RIEZH % BuildConfig D
jenkinsPipelineStrategy E&IEML £,

& L72RIC. RIEZEIL BuildConfig ICBEHET % Jenking Va3 TD/NRNSA -4 —& LTEREINZE
ER

UFICHZERLEYS,
jenkinsPipelineStrategy:
env:

- name: "FOO"
value: "BAR"

127


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#pipeline-build

OpenShift Container Platform 3.10 FAF&EH A K

R

oc set env Y RT, BuildConfig ICEEHE L AREZHAEETZIEETHET
ER

-

8.5.4.2.1. BuildConfig IRIEZ# & Jenkins ¥ 3 T/ A —49—FOIvEV YT

Pipeline 2 b 575 ¥ —® BuildConfig ~DZEHEITHEL, Jenkins ¥ 3 THER/BEHFIND
&, BuildConfig DIRIEZEHIL Jenking P a TS A—F —DERICI Y EYTINFET, Jenkins
TaTNRIGA—H—EEDT 74 MEIZ, BETIREZHOREDEICKRY FT,

Jenkins ¥ 3 T OFIEMERKIC. /AT A—4H—% Jenkins AV Y =I5 a JIEBIMTEEY, /N5
*—#%—%3, BuildConfig DIRIEZH A L IFEARY FT, LD Jenkins ¥ 3 THICEIL K &R
T5E, INLDNFTA=F—DMFERINET,

Jenkins ¥ a 7DOEI RERIRT D HEICEY., NSA—F—DREFHEINREY £J, oc start-
build THBINHEICIE, BuildConfig DIRBEZHANIGT 523 T4 Vv RY YV RICKRET %/8
SA—=H—ITRYFET, Jenkins AV Y —IDSNRFA—F—DT 74V MEICEBEAZMATEHEERS
. BuildConfig DEABEIN T,

oc start-build -e TR T &, -e ATV 3 VTHRELAREZHOENIBEINET, &

7. BuildConfig ICEBEH I N TVWAWRIEEHZIEE LIHZEICIE. Jenkins ¥ 3 TD/IRFT A —4 —
EFELTEBMINET, T/, Jenkins AV Y —ILH LEBEZTHICHIGT /85X —49 — I LTE
BAMATEHEER I, BuildConfig & oc start-build -e TIREL/ZEBHIBEINET,

Jenkins A Y —JL T Jenkins ¥ 3a 7RI LAZIBEICIE. Y3 7DEIREFBT2BFO—IREL
T. Jenkins AV Y —ILEFRALTNSA—Y—DEREEHIETEET,

8.6. EJ)L NI&iE

8.6.1. i &
Pod IRIZE & BRI, EIL KOREZEUL. Downward APl Z{FR L THED Y YV —R/ZEHRICT T 25 &
LTEHTEEITH. UTICEHDOFA DY £7,
p= T
oc set env I¥ Y KT, BuildConfig ICEH L /-BRELHAEET LI EETRET
-a—o
8.6.2. RIEZHME LTOEI KT 4 —JL KDFER

EILRA TV hOBFRIE. [EXEET 37 14—JL RO IJsonPath I, fieldPath BEZLTH DY —
AEBETDHIETHEATEET,

env:
- name: FIELDREF_ENV
valueFrom:
fieldRef:
fieldPath: metadata.name
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p 51
A Jenkins Pipeline 2 b 57 ¥ —Id, RIEZHD valueFromBXzHR—k LEEA,

8.63. RIEZHLLTCOOAVTF—Y YV —RADEH

SRBEIOVTFF—OERBICERIND 2. EIL RBIEZHO valueFrom 2R LAY FF+—1)
Y —2ADSRIEVR—MINFEHA,

8.6.4. BIELTHELTOY—Y Ly hDFEHA
valueFrom#EX A FAL T, >—JL v MO S OBOEAREEHE LTHAHTETET,

apiVersion: vi
kind: BuildConfig
metadata:
name: secret-example-bc
spec:
strategy:
sourceStrategy:
env:
- name: MYVAL
valueFrom:
secretKeyRef:
key: myval
name: mysecret

87.EILRD MY H—

871. EILR N H—DE

BuildConfig DEFEFIC. BuildConfig 21T 2MBEDH DRI ZHEHIT N H—%2EHTI
F9. UFOEIRNN) A—%2FIHTEET,

o Webhook
o (1 X—YDEHE

o RENEHE

8.7.2. Webhook ® h!) i—

Webhook @ b 1) H—IT& W, ERK% OpenShift Container Platform APl T KR4 > MIZEE L THBR
EIRKEKN)H—TZF9J, GitHub., GitLab, Bitbucket & 7= Generic webhook Z{#FH L T.
Webhook N H—%EHTXZXTJ,

OpenShift Container Platform @ webhook (FIR7E. Git "—XDY —X1— FNEEL X7 L (SCM) D%
NENDT Y a4 RY NMIBPEZARY NILTDHFR—FMLTEY., ZOMDA RV NS 1 T3
FHAINFET,

Ty aARY NEWEBTZIHEIC. ARV NADT SV FSRA, FiGO BuildConfig D75V F

SRE—BLTVWEDEDIDERINT T, —HT BI5T(ICIE. webhook 1 N MIEHINTWVWED
EL<ALOI Yy NS, OpenShift Container Platform EJL KBICFz v 7o bIhEd, —HK
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LAWSZEICIE, EILRIEMN)A—3INFEHA,

pa )

oc new-app & & U oc new-build (& GitHub & & U Generic webhook b ') Hi—% B
FEICHERR L £ 9D, TNLAD webhook Y H—DMEBELRIZEICIEFENTEMT 21
ENHYFET (IMN)A—DEE] 28R),

Webhook R TIZxf L T. WebHookSecretKey &\ D ZF1DF—T,. Secret &. Webook DM H
LEFICIREINZEEERTIVNENHY £, webhook DEET., TDV—I Ly NSRBI INE
BHYEST, ZOV—VLy NaFRTZIETURLA—RERY, D URL TEIL KA MY H—X
NREWEIICLET, F—DfEIX. webhook DIFUH LEFISEINZ Y —J Ly hEHBINET,

fe& 21X, mysecret WD ARIDY—7 Ly MESHRY % GitHub webhook IFLATFD &EHY TT,

type: "GitHub"
github:
secretReference:
name: "mysecret"

RIS, =Ly MILULTOELDYICEERLET, >—27L v MDfEld basebd T I—RIhTHY.,
CDfElIE Secret A7V hDdata 714 —JIL RICRETHDIEIGEELTLEI WL,

- kind: Secret
apiVersion: vi
metadata:
name: mysecret
creationTimestamp:
data:
WebHookSecretKey: c2VjcmvVOdmFsdwUx

8.7.2.1. GitHub Webhook

GitHub webhook (. URY M) —OEHFEFIC GitHub S5 DEUOHE LAIBLET, N H—452EH
B5EXIC, secret AERLTLEIL, ZOY—2 L v M. webhook DEREREIC GitHub ITJEI h
% URL ICEMINZET,

GitHub webhook M & Z1:

type: "GitHub"
github:
secretReference:
name: "mysecret"

pa 3

webhook M) H—DRETHEEINE T —2 L v bE, GitHub Ul T webhook 5% ERFIC
RIRIND secret 71 —JILKNEIFERY F9, Webhook M) H—RETHERETZ>—
7 Lw M&, webhook URL Z—EICL THRIATE WL SIC L, GitHub Ul D> —2
Ly ME, FEDOXFIN T4 —ILRT, TDT714—ILRKEGFHEHAL TEED HMAC hex ¥
41X MM LT, X-Hub-Signature ~v ¥ — &L TEELET,

130


https://developer.github.com/webhooks/creating/
https://developer.github.com/webhooks/#delivery-headers

FE8=E LI K

oc describe J< > K, R4 O— K URL % GitHub Webhook URL & L TR L £ 9 ( 'Webhook
URL @3~ BiR), R1O— RN URLIELULTOD&L S 2K TT,

http://<openshift_api_host:port>/o0api/vil/namespaces/<namespace>/buildconfi
gs/<name>/webhooks/<secret>/github

GitHub Webhook Zz&E 9 2 ICIFLA T ZETLE T,

1. GitHub ) /R MU —H 5 BuildConfig Z R L72&IC. UTFEEITLET,
I $ oc describe bc/<name-of-your-BuildConfig>
DLTFo&SIC. EEEDIOY Y NI webhook GitHub URL Z4R L £ 9,

<https://api.starter-us-east-
1.openshift.com:443/o0api/vl/namespaces/nsname/buildconfigs/bcname/we
bhooks/<secret>/github>.

2. GitHub ® Web O >V —Jbh b, TD URL Z GitHub ICA Y 7Y RR—=X ML ET,

3. GitHub Y RY K1) — T, Settings —~ Webhooks & Services 75 Add Webhook % 3E3IR L %
ER

4. Payload URL 7 1 —JL RIZ, (LER&RE#D) URL OHAEYRTET,

5. Content Type % GitHub @7 7 # JU  application/x-www-form-urlencoded » 5
application/json ICZEE L 9,

6. Add webhook =27 1) v 7 L %7,
webhook DR ENEEICTE T L2 &% RT GitHub DA v E—IUHARTRIINE T,
INTEEA GitHub VAR N —IC Ty 229 3CICHLVWEI RABFMICEEH L. EILRITK
HWaEHLWTF IO XY MHEEIL F T,
Pz -

Gogs . GitHub &[E U webhook 1 O—RKE@A LR EYR—MLET, TDE
&, Gogs Y —N\—%FHET 2155 IL. GitHub webhook k') i—% BuildConfig ICE
F92&. Gogs Y—N—RRETH MY A—INZFT,

payload.json 72 EDERMR JSON RA O— KRBT 7 A VICEEFNBIHFEICIE. curl ZFEALT
webhook #F#)Th) H—TEFT,

$ curl -H "X-GitHub-Event: push" -H "Content-Type: application/json" -k -X
POST --data-binary @payload.json

https://<openshift_api_host:port>/oapi/vl/namespaces/<namespace>/buildconf
igs/<name>/webhooks/<secret>/github

-k DEIEUL, APl H—N—(CE LK BEINEIRAEN BTWEEICOARBETY,

8.7.2.2. GitLab Webhook
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GitLab webhook (&, VARY M) —DOEHEED GitLab ICLEZHUH L ZRE L £9, GitHub N H—T
&, secret ZHEET2RENHY XY, LATOHIIX. BuildCconfig AD kY H—EHED YAML T
-a—o

type: "GitLab"
gitlab:
secretReference:
name: "mysecret"

oc describe Jv > Kid, R4 O— K URL % GitLab Webhook URL & L TiR L &9 ( [Webhook
URL @3~ BR), R1O— R URLIELLTFOD&L S 2K TT,

http://<openshift_api_host:port>/o0api/vil/namespaces/<namespace>/buildconfi
gs/<name>/webhooks/<secret>/gitlab

GitLab Webhook #:%E 9 B ICITLLT#EITLE T,
1. EJL RERE%EEah L T, webhook URL #E5 L £,

I $ oc describe bc <name>

2. webhook URL #JF—L %9, <secret>3>—7 L v NDEICEZTHBRAZET,
3. GitLab MR EFIE ICHEL, GitLab VR M) —DEREIC webhook URL ZBEY i+ F ¢,

payload.json 72 EDERMR JSON RA O— KRBT 7 A VICEEFNBHEICIE. curl ZFEALT
webhook Z#FEIT K ) H—TEF 7,

$ curl -H "X-GitLab-Event: Push Hook" -H "Content-Type: application/json"
-k -X POST --data-binary @payload.json
https://<openshift_api_host:port>/oapi/vl/namespaces/<namespace>/buildconf
igs/<name>/webhooks/<secret>/gitlab

-k DEIEUL, APl H—N—(CE LK BEINEIRAEN LWEEICOABETY,

8.7.2.3. Bitbucket Webhook

Bitbucket webhook ') /R 1) —DEFEFD Bitbucket ICL ZMEVOH L AENIBLET, ThFTONY
H— & ERIC, secret ZIEET 2ENHY F9, UTDHIE, BuildConfig AD k') H—EZED
YAML T9,

type: "Bitbucket"
bitbucket:
secretReference:
name: "mysecret"

oc describe O <> K&, R4 O— K URL % Bitbucket Webhook URL & L TiR L 9 ( [Webhook
URL @3~ BiR), R1O— R URLIELUTOD&L S X TT,

http://<openshift_api_host:port>/o0api/vil/namespaces/<namespace>/buildconfi
gs/<name>/webhooks/<secret>/bitbucket

Bitbucket Webhook Z# 5% €9 B ICIEFATAEITLE T,
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1. EJL RE&E%Cah L T, webhook URL #EW5 L £,

I $ oc describe bc <name>

2. webhook URL #JE—L %9, <secret>E>— VL v NOEICBEESHRZZET,

3. Follow the Bitbucket M2 EFJE ICHELN. Bitbucket J RY M 1) —DE%EIC webhook URL %85V
NEER

payload.json 72 EDERR JSON RA O— KRBT 7 A ICEEFNBHEICIE. curl ZFEALT
webhook #F#)Th) H—TEFT,

$ curl -H "X-Event-Key: repo:push" -H "Content-Type: application/json" -k
-X POST --data-binary @payload.json
https://<openshift_api_host:port>/oapi/vl/namespaces/<namespace>/buildconf
igs/<name>/webhooks/<secret>/bitbucket

-k DEIEUL, APl —N—(CE LK BEINEIRAENBTWEEICOARBETY,

8.7.2.4. Generic Webhook

Generic webhook I&, Web B RZER{TTEXDZV AT LADSIEVHINFE T, D webhook & BEHkIC,
=Ly NEEETIVENHYET, P—IL vy ME, MUBLTHAEILRD N H—ICFEHRT 3
DEDHD URLD—HER/YET, COV—I Ly NFRATEZIETURLIA—EEARY., fhod
URL TEIL KA MY H—INBRWVWEDITLET, ULTDHIL BuildConfig AD ~Y) H—EED
YAML T9,

type: "Generic"
generic:
secretReference:
name: "mysecret"

allowEnv: true g

ﬂ true IR E L T. Generic Webhook BN IBIBZH TEI®EDLHIICLET,

MO LTAEHRET DICIE. MUPHELY AT AL, EJL RO Generic Webhook T KR4 >~ M®d URL
EHEELET,

http://<openshift_api_host:port>/o0api/vil/namespaces/<namespace>/buildconfi
gs/<name>/webhooks/<secret>/generic

MO Litld, POST #2/F& LT Webhook ZI LU T ENH Y £9,

FH T webhook ZEOH FICIE, curl Z#FRALF T,

$ curl -X POST -k
https://<openshift_api_host:port>/oapi/vl/namespaces/<namespace>/buildconf
igs/<name>/webhooks/<secret>/generic

HTTP verb (3 POST ICERETAMENHYE T, EFXF27THRW -k 757 %BEL T, ABEZEDREE

ZEBRLES, VIR —ICELKBRAINKRASENHH5EICE. 2 DBDI7 S T7RBEHY TE
/‘JO

133


https://confluence.atlassian.com/bitbucket/manage-webhooks-735643732.html

OpenShift Container Platform 3.10 FAF&EH A K

IVRRAVME UTORKXTEREDORAO—REZIFTAND I ENTEET,

git:

uri: "<url to git repository>"
ref: "<optional git reference>"
commit: "<commit hash identifying a specific git commit>"
author:

name: "<author name>"

email: "<author e-mail>"
committer:

name: "<committer name>"

email: "<committer e-mail>"
message: '"<commit message>"

- name: '"<variable name>"
value: '"<variable value>"

ﬂ BuildConfig DIREZE EEAMKIC. TITEBEINTWVWRIREZHIL. EINNTHATEZ
T, INS5DEHHH BuildConfig DIREBEZEHEFE T DHEICIE. CThOSDEHNEBEINE
¥ T 74 MTIE, webhook BATEINEBELHIIERINE T, Webhook EHED
allowEnv 7 1 —J)L R % true ICEREL T, ZOEBEZAMICLE T,

curl AL TIORSM O— REETICIE, payload_fileyaml & WD ZREID 7 7 4 LITRA O— K%
EELTETLET,

$ curl -H "Content-Type: application/yaml" --data-binary
@payload_file.yaml -X POST -k
https://<openshift_api_host:port>/oapi/vl/namespaces/<namespace>/buildconf
igs/<name>/webhooks/<secret>/generic

5lEE, Ny F—ERAO—REZBMLAZLFEIOFIERLCTY, -HOD5#IE. RA1O—RDOEXICL
) Content-Type ~v ¥ —% application/yaml 7zl application/json I[CERELEX T, -
data-binary O3 FHAT 5 &, POSTEKRTIE., BITEHIBRETIC/NA 1) =4 O— KE%E
L/i-a—o

R

OpensShift Container Platform (&, XD R4 O— RAEWRIBETH (B A3 > 7
VYA T, BRATREEIEENR IV T VY ARE), Generic Webhook B TEIL K
EN)A—TEET, COBMER. BAEBRMEZERT I LOICHEINTVWEY, &
WARERRA O— RHH ZHEITIE. OpenShift Container Platform (&, HTTP 200 OK
ISED—EE LT JISON R TEEERLET,

8.7.2.5. Webhook URL D3R

DLTFoa~vY RAEFERLT, EILREZREICEAEYS % webhook URL R =L E 9,
I $ oc describe bc <name>

E£FE DI T Y KT webhook URL ARFINAWEHICIE. RO EIL FEREIC webhook k1) H—4A
EEINTVARWIEIRRYEY, PIH-DHRE Z2ZRLT. PIA-ZFETEMLTILIY,
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873. A X—VZEDK) H—

AA—VEBEDORN)A—%FATZE. 7YTRAN)—LATHRAN-—Ya VAFETEELDICAZLE
EILRABEMICHVCEINE T, EZIE RHEL A A=Y EICEIL RABREIN TV SIHEICIE,
RHEL DA X —IU D EEINLFHRTEIRORTEN) H—TEFT, TOFKR, 77V r5r—vav
A A=V @FBICRHDO RHEL R—X A X =Y ETEITINDLDICRYET,

AA—VEBEDN) H—%BETZICE. UTDT7 V23 vaEERTTIRENHY X,
1. NVH—F2T7YTRAN) =LA A—2%BRT2L5I1C, ImageStream #E&HEL £,

kind: "ImageStream"
apiVersion: "v1"
metadata:

name: '"ruby-20-centos7"

ZDEHZETIE. 41 A=Y A M) — LD <system-registry>/<namespace>/ruby-20-centos7 |
MEINTWEAYTF—AX—=J)RI M) — IS 5N FE T, <system-registry> (3.
OpenShift Container Platform T%2179 % docker-registry O&aIT. —EX & LTES
INEY,

2. AAX=Y AN —=LDEILRDR=RA A=IDZFHICIE, EILRZXFFTT—D From
74— RERELT, AX=YAM)—LEZRLIT,

strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "ruby-20-centos7:latest"

LERDHITIE, sourceStrategy DEZEIE. I D namespace HICEEEINTWS ruby-20-
centos7 EWD ZRIDA X—J R KN —LD latest ¥ JAFERALET,

B AA—VAN)—L%ZBRTDZ1 DELIIEHROMN) H—TELRZERLZXT,

type: "imageChange" g
imageChange: {}
type: "imagechange" 9
imageChange:
from:
kind: "ImageStreamTag"
name: '"custom-image:latest"

ﬂ EIWRZAMSTFI—D from 7 1 —JL RICEZI N7 &L D IC ImageStream & & U Tag
HFERTIAA—IERAN)H—, TID imageChange &+ 7> = ¥V MEETRIFHILA
YEHA,

@) FEROAX—YRN—LEERTEAXA—VERIH—, ZORIKEENS
imageChange MERZICIE from 7 4+ —JL FZEINL T, EE#8 9 % ImageStreamTag %
SRILIVENHY X,

ARSGTV—AA=VAN) =ALICAA=VZBN)HA—%2FRATIEEIE. ERINZEL RIZEAE
7 Docker # T IF b, TDY TICHIGT 2RFTDA A —VSRBIETFET, COFBRAA—VS
BiE, EINRBICEITIREXIIC. ANSTY—ILLYEFERINET,
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ARSTI—AR=—VZARMN)—LZBRLEAEV, DA X—VZLERN) H—DBEIF. FREIL RHEHE
IBMINETH, —BDAX—VYSRT, EWRAMSTIY-RFEHRFRINIEA,

ARSTI—RKARA—VEBRBRN)A—DEENSELEOHITIE. FFRINBEN RIFLLTDOEL S ICY
i’a—o

strategy:
sourceStrategy:
from:
kind: "DockerImage"
name: "172.30.17.3:5001/mynamespace/ruby-20-centos7:<immutableid>"

ZhICEY, MUA=—IREEILRE, VRIS M) —IZT vy aIh@EDYDHL WA X —J %R
LT, ELKAPRALCA YT Y hTOWOTEBRITTESLIICLET,

ARAYLEI RDIFE, TRTOD Strategy 941 FIA A=V T4 —ILRERET BT TR

<. OPENSHIFT_CUSTOM_BUILD_BASE_IMAGE DEREZHELF v I INFd., ZOBBLEHNERE
LRWGEIE. FEDAXA—VSRTERINE T, BETIHEICIE. COFREDA A—VSRTHE
mINET,

EJL KA webhook M) H—ZFXEFEBDEKRTHIN) H—INLFEIC. ERINBEILR

&, Strategy #'&H879 % ImageStream HSERY % <immutableid> ZFEAL XY, INICE
Y, BBICBRTE2LDIC. " EMDHZ2MI A—VF VEFERALTEIRARITIND LD ICARY F
—a—o

R

viDocker LY AN — DAVFTF—ARA=VEBRBRIZAAXA—VZARN)—4IE, T4
A=V 2N =LK77 DRBETEDLDICHR IR TEILRDN 1 ERLIFRN) H—X
N, BROAA—VEFRTIEINIH—INhFEA, Thik, vl Docker LY R K —IC
—RBTCTHNARERA A —=IUDRWEDHTY,

8.74.REXHED M) H—

REZED M) A—IE, BuildConfig "IN 2 EERICEEMICEL FAFTHINE T, LUTOH
(&, BuildConfig WD k' H—FEFHED YAML TY,

I type: "ConfigChange"
ya 13!
HMEZED MY AH—IEFH LV BuildConfig BMER I NZBEDAHERELE T, SHED

) —ZXTld, BREZE MY H—IF. BuildConfig N"EFHINB/GICEIL RZES
TEBLIICRYZET,

8.7.41. M) H—DFEHE

MU JH—IE. oc set triggers TEJL REEICH L TEIBEIBRTEET, /=& 2. GitHub
webhook b ) H—%EJL REEEIEBIMT 2 ICIEUATAFEALE T,

I $ oc set triggers bc <name> --from-github

AX—VEBN)A—%2RETHICIIUTZERALIT,
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I $ oc set triggers bc <name> --from-image='<image>'
N H—%HIRT ZICIE --remove ZEBIML F T,

I $ oc set triggers bc <name> --from-bitbucket --remove

pa

webhook M) H—HNITTICHERETZHBEICIE. NI A—%2E3—EEMT S &,
webhook DY —2 L v NHABERINZET,

FEMIBEHRIL. oc set triggers --help DAL T RFa XY MESRBRLTIEIL,
88. LI KT v Y

88.1.EILRT v I DEHE
EIWRT7y o aFERTIE. EILRTOCRICEEABEATEZET,

BuildConfig # 7> ¥ h® postCommit 7 4 —JLRIC& Y, ENRTINTY b A=V %ET
TH—RMNARIYTF—HNTIAT Y RPEFTLET, 1 A—YVOREDOENIIY hIhKBER. HD
AX=IUNLIRARN)=ICTYy Y aINBEIC. TYIDNERITINET,

IREDEET A LI M) —IE, A X—IDWORKDIR ICEREIN, AVTFHF—AA—SDTFTAILED
EETA LI MN)—ICRYFET, ZLDAAXA—VTIE, TZICY—RAI—RIPBEINFT,

FOUADKRTI—RKMRINEGE, —BIVTFF—0RENICKKRLAGBEICIE. 7y Ih%kBLE
T, ZvIhKBMTEE EILRICEKEREYT—I3IN, TOAMAXA=TJIFLIRAN) =Ty aEhFE
TA, KBDERIZ, EIROTAEASBLTHRIITEZT,

EIWRT v, EIWRAETEY—I3IN, A X=IDPLIXAMN)—IZRRAINZRIIC. BT b
ERITLTAX—VZRAT BLDICERATEEY, IRTOTAMIERL, TAMNIVF—ITLY
BTI-RFROMRINZE, EIWRERINEYT—V3INFET, TAMIKRT S E, ELNFERE
Y—73INET, INTDIFAT, ELFATICIE, TAMNSYFT—DOHADEENZDT, KBLE
TANEZRETHDICHERATEETY,

postCommit 7 v 7k, TRARDEFTLEIFTAHRL, BOATY RICHEFERATEET, —FKHNQIVT
FT—TEITINDZIDT, 7v7ILBZTRIIAKKEINT . 7v I DORITIERIBIRA A =TV ITIEREDN

HYFtA. COBFERIFIIILAER’HY EIN, TXAMOEERFRZSA VA M—ILLTHEAT
T, COKEFERRIIEBNICEEINDD T, &M XA—JILEEY A

8.82. I v MNEDEI RT7YIDETE

EIWRBD 7YV %RETDIAEIIEHHYET., UTDORHIIHTL 2T RTOERIIEE
T. bundle exec rake test --verbose #=E{TL X9,

o VI )IRYYTh:

postCommit:
script: "bundle exec rake test --verbose"

script OfEIE. /bin/sh -ic TEITITBHY IRV ) T TY, LEDL D ICBEHET R
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ERITTBIHBERE, YTIRAI)TRIPELR Iy IDERTFTICELTWSRIBAICL. IhiE
ALET, A XA=—YDOITV M) —RAY MNEFIEHT B, 4 XA —TIC /bin/sh HRWIEE
IC. command and/or args ZfFRA L 9.
p= =)
CentOS ®°» RHEL 1 X —Y TOFEAZWNET 27/20HIC. BIIT -1 77 v I HE
AINF LD, SEDY ) —ATHIRINSAEELGHY £,
o [ A=VUIVhNY—RAvbELTDITYK:

postCommit:
command: ["/bin/bash", "-c", "bundle exec rake test --verbose"]

ZOFRTIE command 2. =179 237 KT, Dockerfile 18 (LRI TWD, EEFF
KO A—YTY M=KV b LEXLEF. Command i 1 X—YIC /bin/sh 7'
\:\\ it—_‘i:/ I)b%ﬁﬁﬁ L/@L\i%é‘:%\g—c‘?o {ﬂo)i,z—éti\ Script %ﬁﬁﬁj—é‘ia 75‘"{%*'_]
TL&D,

o FTIAIINDIVKNY—RA Y MNIETBIE:

postCommit:
args: ["bundle", "exec", "rake", "test", "--verbose"]

ZOWHRTIE., args A A—YDTF 7AW RIV M) —RA Y MOEINBZEIH—ETY, 1
A=IDITV RY—RA Y MNE, BIBENEBETZXIZ2LENHY X7,

o BIAELLYZILRY ) Fh:

postCommit:
script: "bundle exec rake test $1"
args: ["--verbose"]

BB EEITHRELGHZN, YTIRV ) TITELLBIAT 20 RERBEIC. ZOWXE
FALEYT. LD script TlL. $0 & "bin/sh" T, $1. $2 2 &I args ODIBESIHE XY
i-g_c

e Bl DHBITVNR:

postCommit:
command: ["bundle", "exec", "rake", "test"]
args: ["--verbose"]

ZDFRIE command ICEIEAEBMTH2DERUTY,

pa

script & command Z@EBFICIEET &, BEHREILRT7 v I MERINTLEWE
—g_o

8.8.2.1. CLI O f#H

oc set build-hook A% Y REFHLT. EIRBEDEINRTIYvIEBETEIENTEET,

138


https://docs.docker.com/engine/reference/builder/#entrypoint

FE8=E LI K

Sy bMEDEIL Ry ELTAY Y RERELET,

--post-commit \
--command \

3
$ oc set build-hook bc/mybc \
-- bundle exec rake test --verbose

Ty MEDEIWRT I ELTRY ) TMERELET,

|
$ oc set build-hook bc/mybc --post-commit --script="bundle exec rake test
--verbose"

8.9. EJL RETRY o —

8.9.1. L RETRY > —DHE

EILREITRYO—TIE, EIVRBRENSERINDEN RERTTIEF%LBLEFT, il
I&. Build M spec £V 3 VIl % runPolicy 714 —JL RDEEZZEL TL XL,
BEOEI RERED runPolicy EAZEE TSI & HAHEETT,

e Parallel »5 Serial ¥ SerialLatestOnly ICEEL T, CDREMNSHEBEILRZ MY
H—92&. FILLWENLREHIEILN RIARTHARETITZETHEELZTT., Ihidk. BREL
FiZ, —EIC1 DLMERITTELQVLEDTTY,

e Serial % SeriallLatestOnly ICZEEL T, FHIHREILRE N H—F 5 &, REERTHOE
JWREBEBERTERINAZEIL RUAICIK, F2—IlHZBEEOEILRATRTFr v EILIH
F9. BFOEIL RBRICETINZET,

8.9.2. |[E)RZEITRY ¥ —

runPolicy 7 41 —JU K% Serial ICERE T 5 &, Build EJL KD SERINZFLLWEI RIETART
JERETICARYET, DFY, 1 BEICETINDEILRNIEZ1DEFT, :TILWEI RIL, BIOEIL KA
RTTHETHEELET., CORVD—%FHATIE, —EUEIHY. FRHATELRELRIPEAINE
¥, Ihik. 774 D runPolicy T9,

Serial R ¥ —T sample-build 2 ENS 3 DDEIRE N A—FTBEUTDLIITRY FT,

NAME TYPE FROM STATUS STARTED

DURATION

sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git New

sample-build-3 Source Git New

sample-build-1 EJL KH5E T § % &, sample-build-2 EJL KARTINE T,

NAME TYPE FROM STATUS STARTED

DURATION

sample-build-1 Source Git@e79d887 Completed 43 seconds ago 34s
sample-build-2  Source Git@1aa381b Running 2 seconds ago 2s
sample-build-3 Source Git New
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8.9.3. SerialLatestOnly 17K 1) & —

runPolicy 7 1 —Jl K% SerialLatestOnly ICFRE T % &, Serial TR ¥ —E @

IC. Build FREMN SR INDIFREN RIRTHIBRETINE T, HERIE. BERTHOEILR
DETRIC, BITINDZRODEIRPERINZRIFEILRICRDZEVWIRTYT, VI DE,
F1—ICA>2TWBELREZRFY TINZDT, THOHDOETEFHLAVNEWVWDIZETYE, XAF Y
TEINn/EI R Cancelled & LTY—23INZET, CORY D —IF, RENLGEREEZRRICTOHBE
ICFERTEET,

SeriallLatestOnly 7R') > —T sample-build FZEH S 3 DOEIN KE N H—FT2LLUTDLDIC
BmYET,

NAME TYPE FROM STATUS STARTED

DURATION

sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git Cancelled

sample-build-3 Source Git New

sample-build-2 D EJL KigF v+ > )L (RF v 7) Ih, sample-build-1 D5 T 1%IC. sample-build-3
EILRMROEIN RELTEITINET,

NAME TYPE FROM STATUS STARTED

DURATION

sample-build-1 Source Git@e79d887 Completed 43 seconds ago 34s
sample-build-2  Source Git Cancelled

sample-build-3 Source Git@1aa381b Running 2 seconds ago 2s

8.9.4. WHIEITR > —

runPolicy 7 41 —JU K% Parallel ICERET 5 &, Build SRENSERINZFREIL RITTRTHA
FTERITINET, TORETIE. BMIERINZEILRDNTT T E2DODRBRICRDAREELDH Y.
BRHIDAA—VTERIN, Ty 2aIncadVFF—AA=—IPNRICETLTLEWY, BX#EbDSH
BEMENHDDT, BERAFETESEHEA,

EIRDET T RIRENEEE FASRWVEEICIE, BHERTRYS—ZFALTIEIL,

Parallel /R > —T sample-build 2 EN5 3 DDEI RE N H—F 3 &, 3 DDOEIL KHEFIC
EITINFET,

NAME TYPE FROM STATUS STARTED

DURATION

sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git@a76d881 Running 15 seconds ago 3s
sample-build-3 Source Git@689d111 Running 17 seconds ago 3s

7T BIRFIREAESINEEA,

NAME TYPE FROM STATUS STARTED

DURATION

sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git@a76d881 Running 15 seconds ago 3s
sample-build-3 Source Git@689d111 Completed 17 seconds ago 5s

140



FE8EEIFK
8.10. 5 ELEJL N1k

8.10.1. EIL R Y —XDBE

TI7FIRMTIE, EILRIE, XEBY—PCPUARE, "IV RIhTWAEWYY —X%FHRHL T Pod IC
JYRTINZFT, 7OV NDT 74N MDAV TFH—4IRRIC. VY —XD4%IRAEIEET D E.
nonYyYy—REFIRTEET,

EILRERED—EBICY Y —RGFREZBEL T, VY —RDFEAZFIRTEIEEA8ETYT, ULTDOHIT
I&. resources. cpu BL U memory DENSA—H—gA+ T3 TY,

apiVersion: "v1"
kind: "BuildConfig"
metadata:
name: '"sample-build"
spec:
resources:
limits:
cpu: "100m" g
memory: '"256Mi" 9

€@ crulkCPUMDI=Y T, 100m i 0.1 CPU = h (100 * 1e-3) &R L X7

9 memory X/ NEAITY, 256Mi |E 268435456 /X1 hEFKL £ (256 * 2 * 20),

£EL. [04—5) £70Y1 MCEESATOSBERE,. LUTO2 2OEADVTAHHBE
<7,

o HARAYZR requests TEXE L7/ resources o3> :

resources:
requests: g
cpu: "100m"

memory: '"256Mi"

ﬂ requests A 7V NI, V+—9ADN Y —RA—BIIRHETE Y —R—ELEEHE
ER

e 7OVIVMIEREINTWS [HIRDEH] ., LimitRange # 7V = HSDFT 7 4 )L b
EAEI R 7OERBEFICERINS Pod ICEAINET,

BAINRWEEIE, 74— YEBEEZR/LEIQVVEDICKBRLALEVWI XAy E—IUHEIN, EILR
Pod DERIZKEAL ¥,

8.10.2. RREIBDERE
BuildConfig D EFEHFIC. completionDeadlineSeconds 7 1 —JL KA E L THRREB A EET

XFT, TDT4—ILRIIWERATEEL, 774NN MTIRHALEBEINTVWERA, BFEINTULAR
WigEIE. RREBIEERDTEDY A,
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BEREBIEEIL RO Pod Y RTF LIRS V12— ILINEERMSHEIN, BV —AX—V% T
WTBDICRERREGRE, Ya BN TH2HEZERLT T, BELLYA LTI MIETS
&. ¥ a 71E OpenShift Container Platform IC& U T INF 7,

LLFDfiE BuildConfig ®—EFT. completionDeadlineSeconds 7 4 —JL K% 30 AICIEEL T
WET,

spec:
completionDeadlineSeconds: 1800

v ES
' ZDFREIE. Pipeline A NS TIY—A T2 avTIEFYR—MINhTVWEHA,

8.10.3. HED ./ — KADEI FDEIY HT

EIL RiE. EJLRERED nodeSelector 7 4 —JL RICSRILAEIREL T, BED/ —RKRETEFTTS
I =4y NAEBETEZZET, nodeSelector DfElx. EJL K Pod D4 Y 12— )LD node 5
RIVIC—TDF—/MEDRTIIEEL TLEI L,

apivVersion: "v1"
kind: "BuildConfig"
metadata:
name: "sample-build"
spec:
nodeSelector :Q
keyl: valuel
key2: value2

ﬂ ZOEII REREICEET 3 )L NIk, keyl=value2 & key2=value2 SN/ HMEEINL / —
NTOHEITINET,

nodeSelector DfEIE, VSR —2FEDT 74 MNTHERIETE, B2 LEXTEET, EILRE
7 T nodeSelector ¥ —/ERT7HNEEINTH 57, nodeSelector:{} NEARBICEIZRD LD IC
EEINTULWRWERICDHAH, T4 MENBRINET, B2 LEEXTEE, F—J&IKEILFE
EDEINEBEIHAONET,

N

HMERIE. [7O0—"NLELRDT 74V MERESLTLEEZTDRE] 25RLTLLEIW,

Pz
IEED NodeSelector NI NLDTNILAEEINTWVWS / — RIT—HLARWEEIC
i, EJ KL Pending DRENERICHKEZ T,
8.10.4. Fz—EIR
OV /RAILEEE (Go. C. C++. Java R &) DJBEICIE. 7TV T —>a v A=212a VA LIl
BERREFEERFRZBMTSE, A A—VDH A INMEMLEY., BRAINSEHEMHOH ZHEFH[EIFEEL
Y BEENHY X7,

INODBEEAEET BICIE. 2 DDEINRAFI—VTORIFBRIENATEET, 1 DEOEIRT
AVNRNANWNLET7—FT14 77 &KL, 2 DBDEINRT, 7—FT14 779 N&ETITBRDA
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X=JICFEDT—T14 777
k

BB L 9, [Source-to-lmagel EJL K& Docker] EJL R &H#H
BhbET. 7—T1 777 -

b
ZEAVIAILL, BIDZYIA LA XA=VICERELEY,
R

Z DFITIE. Source-to-lmage EJL K& Docker EJL K& F T —Y TORWTWE T A,
1 D2BOELRE, BFEDT7—TA 77 MNaBUCAX—VEERT AN STV —%
FAL. 2 2BOELRIE, A A=YDSOAAIVT VY AEFERATERIA NS TV —

ZEATEEY,
S21 Builder Image Source
1 1
P
1
1
v
S2| Build
Image : .
e Ee e Runtime Image Dockerfile
i i i
- RIS |
i
I
v
Docker Build

(with Image Source)

|

Runtime Image
(with Compiled Artifact)

BAIDOEIRE, 77V r—23a vy —22RBLT. WAR 774V ESTA XA —V%FEHRLET,
ZDA A=, artifact-image 1 XA —Y A NY—LIL Ty a3 hhEzT, 7OMN Ty b T7—F 41
777 bDRRIE, FEHT S Source-to-lmage E)LY —D assemble 27 1) T ML UERYET, &
DA, /wildfly/standalone/deployments/ROOT.war ICHAOIN £ T,

apiVersion: vi
kind: BuildConfig
metadata:
name: artifact-build
spec:
output:
to:
kind: ImageStreamTag
name: artifact-image:latest
source:
git:
uri: https://github.com/openshift/openshift-jee-sample.git
type: Git
strategy:
sourceStrategy:
from:
kind: ImageStreamTag
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name: wildfly:10.1
namespace: openshift
type: Source

2D2BODEILKIF. 1 DEDOEILRDLDT I NTY M A=V RIZHSZ WAR 7 7 1 ILAD/IRZAHEE
EINTWS M A—YY—2] ZFALZXT, 1514 Dockerfile (&. TEOWAR 77 (I %&EZ Y
A LA A=A E—LET,

apiVersion: vi
kind: BuildConfig
metadata:
name: image-build
spec:
output:
to:
kind: ImageStreamTag
name: image-build:latest
source:
type: Dockerfile
dockerfile: |-
FROM jee-runtime:latest
COPY ROOT.war /deployments/ROOT.war
images:
- from: g
kind: ImageStreamTag
name: artifact-image:latest

paths: 9

- sourcePath: /wildfly/standalone/deployments/ROOT.war
destinationDir: "."
strategy:
dockerStrategy:
from:
kind: ImageStreamTag
name: jee-runtime:latest
type: Docker
triggers:
- imageChange: {}
type: ImageChange

ﬂ from (. Docker EJL NIZ, LLRIOEIN RD&—4 v M TH o7 artifact-image 1 X — X b
)—LDLDA X =Y DHEANEEMT DBENHEBIEZEELET,

‘9 paths |&. IRTED Docker EJL RIEINT 29— Y M A—IDLDNRAEEELET,

9 SYUHALLDA *—JIE. Docker EJL KDY —24 A—J & LTHERLET,

CDBREDER, 2BBDOEILRDTIRNT Yy M X =TI, WAR 7 74 ILDERRICHREREIL R
YV—ILEEDDIZUNEN RS RYET, T/, CO2FBHDEIRICE M A=VZEEDORN) H—] g
FNTVWBEDT, 1 BBDELRDBNAF Y —T—F 477 NTHFBRBAA—VAEETLTERT 3%
I, 2BBOEI RPBEEFMNIC, ZOT7—T A4 770 MNeBUS VYA LARXR—VBERT BHIC

R)A—INEY, TDED, EB5DENRE AT—IDN20H2E—EILRDLIICIRZEVNZE
_a—o

8.105. EILRDTIN—=T
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TI7AIWNTIE ZATHAIUDTET LEEILRIE, ERICKELEFT. UTOEIL REREHICH S
&£ 9 1Z. successfulBuildsHistoryLimit F 7| failedBuildsHistoryLimit % IF DEEHICE
ETdE. LBIOEIN RERFTI2HEFHRT B2 ENTEET,

apiVersion: '"vi1"

kind: "BuildConfig"

metadata:
name: '"sample-build"

spec:
successfulBuildsHistorylLimit: 2 g
failedBuildsHistoryLimit: 2 9

ﬂ successfulBuildsHistoryLimit (&, completed DR FT—4% ZADEIL RERK 2 D& TRIF
LEY,

9 failedBuildsHistoryLimit (¥ 27 —#% X %' failed. cancelled 7z|f error DEJL K%
BRRK2DFTHRIFLET,

EIWRTIL—=2 Tk, LTFOT7o avickYy M) A—3hEd,
o EILRBENEHFINLZE
o BEILRKDZATHAIVIDIRT LIZFE
EILRIE, EREDY A LRIV TTHEIN, —BHVWEILRDPEICTINL—=vT3InE T,
yz o-1o)

SEEEIZ. [ocadm' ATV hOTI—=vFav VK] 2#FBELT. EIREF
BCTIIN—=—vITEXT,

SMM.EILNRD NS TN a—FavT

8A11.IEEINLY Y —ZAANDT IV ERERK

Ei]
EIRDPUTOIS—TERBLET,

I requested access to the resource is denied

fRRR

TOVIVMIBEINTWVWE A A—VDI4+—9 ODWTFNHSDOEREBIZTWET, IBIED
J3—HEHELT, BRAINTWSEIRKSE, FERFORAMNL—VEEELTLIEIN,

I $ oc describe quota
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F9E F7OA4 AV b
9.1. 7704 XV Dt H

9.1.1. 7704 XY NOBE

OpenShift Container Platform 704 X > hTld, —fpa1—H—7 ) r—2 a3 i L TEHM
ICh3BENATEET, T7AMAV NI 3DDERZAPIA TV MaFRLTRRLET,

o FTTOAMXYVINEBE, PodTvFL—hELT, ZFUT—2avDEEDIVR—X Y MC
WTBEBDREATERL T,

o 1DFFIFEHDOL ) r—ravayho—5—, 2O MA—5—ICIF, Pod TV 7
L—=hELTTF7OMA Y MNEREDH BDEFERDRELNSENT T,

o 1 DELIFEHD Pod, FEN—V a7 TV r—2avDAVRIVRAERLET,

BF

FTOA AV MNRENFAETBL Y y—Yaryay bhO—5—F 7%k Pod 21293
NEBIEFHYEEA, TTOAAY N RTALICLY, TFOMAY NEEADEHITE
MICEHRINE T, BEOT A XY MR NS TFY—HDNI -4 —RITEIRWVGE
Y. TTAMAY MDA TV A VI TFEOFIEERTT IHENH BIHEITIE,
[HAGLANTTI—] ODERERETL T ZIV,

FTOA AV RNBREAEKTZE, LTV r—varyayhO—5—»3p, 5704 X2 MNEED Pod
FTUTL—hELTHERINET, 77O/ XAV MNREDVEEIND &, BFDPod T FL—KT
FLOWL T =y avarybO—5—»0ERIN, 7704 A2 MO ERTIN, BEIOL 7
Day—rayvary hA—S—ICRAT—¥o0Endh :iILwL Y y—ravyaryho—5—ICR
=Ty TINhFT,

TT)Vr—2avdAvRYVRFE, FREIC, Y—EXO—4—NSUH—PIL—49—ICT L TEE
BIEI/EIBRINES, 7TV r—Ya Vv EERY vy MY DU A R— ML TWBRY, 7
TYVr—2aVvhATERM Y 7 F IV AR TS &, RTHFO1I—HY—ERGIEERYTTTESELIIC
TEHIENTEET,
FIOAAXA Y N AT LATREEI N B8
o EFHRDT IV r—2avDTFrTL—hNERB TTO4 AV MNEE,
o ARYVNMINBTZEDICEBETOA XY NEEETEZ N H—,
o LIFEIDN—=auho#HLWA—=2avIlBITT500, 22— —ICLBhRITA XAHHE
R ANSTY—, ARNSTFI—, TTAM A N OB E—HBBICEEN S Pod N TE
TINZEd,

o TTOAMXYINDSATHAVIFDIFTIFRRAYNT, DAY LDENWFAEETTBLD
DTV YN,

o FTOAMXY MR ULEBEICFEHFAIEHTO—ILNNY Y N TEBLIHIICTELODT
TV —vavpnN—Y3y,

o FHOL T r—avpRy—) vy L0 EFRT—) VY,
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9.1.2. 7704 XV FEREDIERK

T 704 A MEREIL. OpenShift Container Platform APl ') ¥/ — 2 @ deploymentConfig T. fhd

)Y —2AD&HICoc AY Y FTEEBTEZEY, LLFIE. deploymentConfig ')V —RXDHITY,

kind: "DeploymentConfig"
apiVersion: "vi1"
metadata:
name: "frontend"
spec:
template: g
metadata:
labels:

name: "frontend"

spec:
containers:

- name: "helloworld"
image: "openshift/origin-ruby-sample"
ports:

- containerPort: 8080
protocol: "TCP"
replicas: 5 9
triggers:
- type: "ConfigChange" Q
- type: "ImageChange"
imageChangeParams:
automatic: true
containerNames:
"helloworld"

from:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest"

strategy: 9
type: "Rolling"

paused: false G
revisionHistoryLimit: 2 "
minReadySeconds: 0

B/ Ruby 7 7)) r—> a3 %59 % frontend 7704 XV MERE

frontend DL 7)) Al 5 D&Y FT,

T3 RELE N H—

BETY,

A—)L79 MINBHENCpod TV FL— MNMIEROERAMAZIENTEET,

6@@6@@6

pod 7Y FL—RMPEBRINZLCIC, FIRRL Y y—>aryarybO—5—52ERIhd LI
origin-ruby-sample:latest 1 X—J XA MNY —LS TOHFHRN—Ya VHAFATESE LI
BBECFHLWLT =23 yay bO—5—MERINDEDICTE A A—VUEEN) H—

O—)YJ2857V—, ZORANSTI—IE, pod 27 7O41 T 277 4L NDHET, EBEA

TTOAAY MREEZ—FRFELELET, TNICEY, TRTONY H—HENEDICRY, EEIC
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HETREDOHR. O—Iy VBICRFEYS 2, UEIOLTYr—vayary bo—>—8oO LR
T, EBTETY, BRLABEICE. URIOL ) r—Yavary ba—3—EEEIhEE

(Readiness F v 7 /XA L71%) pod B FIHAIREE AR I N2 E TICEH T 2 RIEHE ). T
7#JLMEIXOTTY,

9.2. EARDT 704 AV MNE{F

9.21. 7704 X~ MDA

Web AV Y —ILELIFCLIZFERLTEHTHRT 7O/ AY N O ERKBTE T,
I $ oc rollout latest dc/<name>

R

FTFOA XY N TOEZANNETROBEICIK, TOOTY REERTTRE, XvtE—v
PREIN, FHELIUyr—avaryho—S—AF7O014IhEtA,

9.22. 7704 XY MDERR
TV —2 a3V TCHRTERE)EY a VORRBRENELET,
I $ oc rollout history dc/<name>

ZOARY RTR, BEETHOTTOAMAY N TOERAE, BELAET7OM XY MNEERIC, &
HEERINZTRTOL T r—ravyary hO—>—0FlEaRTLET,

--revision 73 7% FEAT S &, JEY 3 VEABOFMBEBRNIRRIINE T,
I $ oc rollout history dc/<name> --revision=1
FTTOMAYVMERESLIURHFOY EY 3 VICEAT 2EMIERIE. UTERITLTLEIL,

I $ oc describe dc <name>

pz -1o)
'Web I~V —JL] Ti&, Browse ¥ 7ICTF7AOA XY hBRRINZET,

9.23. 7704 XY hDO—JL/INY Y

A=y 932, PT)r—2avaHEIO)EYaVICRLEY, TOEEIK. REST API. CLI
F/lEWeb VY —I)LTERITTEEXT,

BRICT7OA4A LTHBLAEREDYEY a v icO—INNy 23 2ICIEUTAEETLET,

I $ oc rollout undo dc/<name>
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F7O04 LTEEICTYTL—NME undo A Y RTIEELTT 7O AY MDY EY a3y &E—HT
BEIICTICEIN. HILWLTYy—vavaryhao—S—HEELFT, --to-revision TY E
VIVMEEINTULWAWGEICIE, RRICKRILAT IO A Y bONR=Ya UyAFERINET,

O— LYy VDORTERZICHFRT 704X Y N OB > THEBEINAAWE DI, A=y oD
—EELT, TTAAMAXA YV IMNEREDAA—VEBEN Y A—IZEWICRYVET, I X—VEBEN)H—%
£EY—EAMICTDICIE. UTAETLET,

I $ oc set triggers dc/<name> --auto

pa 3

BHFDOT7OA4 XA N TORRAICKBLAEBEIC. 7704 XY MREIE. REICKID
LEEYEY aVvOBREICEINICO—ILNYy VT2 EAHR—MNLET, TDES
I, T7AMICKBRLARFOT Y TL—MEY AT LTEBEINRZVDT, REDE
EF1—F—T50EIHY T,

9.24. OAVFF+—AHTOIT Y RDELT

OVFF—ICaTY REBMLT, 4 A—Y®ENTRYPOINT 2 F LT, AV F+—DREEIELE
BYHIENTEET, ThiE BELAEYAIVITTTOM AV NZEIC1ORTTES 5147
YAOIWT vy EIRERYFT,

command /XS X —4&—%, TTOA AV MDD spec 714 —ILK%ZBIMLET, commandd <> K%Z&
BdBdargs 74—V NEBMTEFT (F72lE command O7 ¥ RAFEELARWEEIC
&, ENTRYPOINT),

spec:
containers:
name: <container_name>
image: 'image'
command:
- '<command>'
args:
- '<argument_1>'
- '<argument_2>'
- '<argument_3>'

& ZIE. -jar & & U Jopt/app-root/springboots2idemo.jar 518 % #E L T, java IY ¥ REE1T
LE9.

spec:
containers:
name: example-spring-boot
image: 'image'
command:
- java
args:
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- '-jar'
- /opt/app-root/springboots2idemo.jar

9.25. 704 XY NOTDRR

BEDT7OA4 AV NEEICET IRV EYa o0 A MN)—LLET,
I $ oc logs -f dc/<name>

BFDYEY 3 UHRITHELIIKBLALBEICIE oc logs id, pod DF7OA %475 7OERD
OJ7ARINET, MM LAEBEICIE. oc logs i, 7Y —>avdDpod hA5DOT%IRL F
ER

DENCKRB L AT 7O A b 7O 26007 2R RS HIEEAETY, L. ThbonrO

T2 MEIOL TV r—yayary hO—5—84L¢7704 v —0D Pod) AFEEL. FETTIL—=V
TEISHIBRINTOARWNSEICRY 9,

I $ oc logs --version=1 dc/<name>
OJOBRBICEAT MDA T aviconTid, UTFESRBRLTLEIL,

I $ oc logs --help

9.26. 7704 XY NNYH—DBHE

T7OA4 AV MEREICIE. VTR —HADARY MIRIGT2FHBRT 704 A MO XDIERM%5E
BILMN) %2205 EHNTEIT,

DIk

H
=

M)A—DFT0O4 XY FREICEZINTLWARWESIE, configChange kY

H—DBTFT7AINTEMINET, P)HA—DIPEDODT71s—ILRELTEREINTL
BBAIICIK. T7O4 XY N FETEE TEIMHELIDHY FT,

9.2.6.1. XELHMY H—

ConfigChange M) H—IC&Y. FTOA XY REED Pod TV TL— MIEENH 2 EREIND
. FREOLTY y—yavary bO—5—MERINE T,

pa

ConfigChange ) Hi—A'7 704 AV FREICEZEINTVWREBEIK. 7704 XY
NEREBGRDAERINABERIC. RUOL Y S—>arydry bO—5—XEEHICHE
MIh, —FFELEINEHA,

I 9.1 ConfigChange k") :i—
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triggers:
- type: "ConfigChange"

9.2.6.2. ImageChange kY i—

%ﬁ”—ya>ﬁ7v>15h6&4EV?TW%%bTU#—DEVJVhD—%—ﬁW&éni
from:
namespace: "myproject"

ImageChange ) H—Il&Y, A A=Y ZAKN) =LY T] ORBHPEEINDLLIC, (A X—=TJD
$19.2 ImageChange k') H—
triggers:
- type: "ImageChange"
imageChangeParams:
automatic: true g
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest"
containerNames:
- "helloworld"

imageChangeParams.automatic 7 1 —JL K#' false ICEREIND & M H—HERIC
BYFET,

LEEDFITIE. origin-ruby-sample 1 X —2J 2 M) — LD latest ¥ JDEHNEEIN, FLLA

A=Y DENTTOA AV MRED helloworld IV FF—ICIEEINTWBIREDA X —V ERALS
HBAIC, helloworld IV 7 F—D#FBRA XA —Y&EFERLT, HILLWLFYyr—>avaybho—5—»
ERENZET,

pa 3

ImageChange & 54 H—H'F7F0O4 X~ M&E (ConfigChange k') H—¢&
automatic=false. F7c|& automatic=true) CTEZHEINTLT. ImageChange h
) Fi—TSRIN TS InageStreamTag A X LFE L TOWRWEEICTIE, EILRIC
LU, 4 XA—=I P, ImageStreamTag |l VY R—MFLIZTy P aIniBERICHED
T7O4 XY N O’ EENICREBINE T,

9.2.6.21. AY Y K14 VDEMA

oc set triggers AY Y RTIE, T7OA AV RREILTIOA AV NN H—%BET B7-HITfE
ATEZxd, LEDOHITIK, ROOAT Y R%ZFEAL T ImageChangeTrigger Z: X ECTEX X7,

$ oc set triggers dc/frontend --from-image=myproject/origin-ruby-
sample:latest -c helloworld

AL, UTFZsRLTILEIW

I $ oc set triggers --help
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9.27. 7704 AV M) Y —ADEE

pa

ZD) Y —RIFEEEH OpenShift Container Platform 3.10 T7 4/ OY—7FL Ea—
ELTRHINTVWE—RAMNL—YVZBWELIBEICOAFATETEY, TOHE
E7 7 )V b TREMICR>TVET,

TTOAAAYME /—RTYDY =R (X EBY—BLV—BERAML—) ZHET S Pod 2#FH L Tk
TLET, 74T, Pod iZ/NN4 Y RSN TWEAW/ —RDOYY—RAHEELFTFTH, 7OV
JMIT 74N MNTaAVTFHF—4IEMEEINTWVWBHEAICIK, Pod IEZFDLERESZETY) Y —RAMNE
L/i-a—o

FTOAAY MRED—ERICY VY —RFIREEEL T, VY —ROFER%FIRTZIEEARETT, T
ZAA X > MY =&, Recreate (BER). Rolling (A—"Y) > ) &7zl Custom (AR 4 L) DF T
O4 XY RRNSTFO—TCHATEET,

LLFDFITIE, resources. cpu. memory & U ephemeral-storage I ZhZh+ >3~ T
ER

type: "Recreate"
resources:
limits:
cpu: "100m" g
memory: "256Mi" 9
ephemeral-storage: "1Gi"

cpu [ CPU D=y hT, 100m|£ 0.1 CPU=v k (100 * 1e-3) XL 7,

memory &/ NEAFITY, 256Mi (E 268435456 /X1 h &k L £ (256 * 2 * 20),

o000

ephemeral-storage |&/34 MBI TIHEEL X9, 161 (& 1073741824 bytes (22 30) =#FK L &
¥, ZOIEBIE. FEHED OpenShift Container Platform 3.10 T—BR ML —Y 077/ OV —7
LE21—#EEAEMEL TV RIGEDHELELET,

2L, 94— 7OV Y MIERINTWSIBAICIE. UTO2 DOIEHOWSTINDNRET
£

o BARMYR requests TEXE L 7% resources /3> :

type: "Recreate"

resources:
requests: g
cpu: "100m"

memory: "256Mi"
ephemeral-storage: "1Gi"

ﬂ requests A 7YV NI, V4—9ADN Y —R—BIIRHETE Y —RX—ELEHE
ER

Ea—r)V—2P, BXEFHROEERICOWTODFLWERIE. 74— EHIRDEHE] %=
SRLTCEI W,
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e 7OVIVMIEREINTWS [HIRDEH] . LimitRange # 7V = HSDFT 7 4 )L b
EAT 7O A 7O RFBICERINS Pod ICEAINET,

BRAINAWEEE, 74— BEEBLIBVWEDICKBRLILEVW I Xy E—YERFL, 7704
AV D Pod fERUISREL £

9.28. FEIORT—) T

O—JL/Ny LA, Web OV Y —ILFE7lE oc scale AV Y REFMHALT, L7 HDE A<
BETEFT, &2 UTOaY Y RiE, 704 XY MRED frontend = 3 ICEREL F T,

I $ oc scale dc frontend --replicas=3

L7 DDOBITERIRMIC, T7O04 XY RBED frontend TERELAEFEDT 704 XV NDIREE
EWIEDTIOA XY NOREICEHRINF T,
pz -1o)

Pod I& oc autoscale AV Y REFARALTESRAY—) VI T2 EELAETY, F
Hix TPod EEIZAT—1) v 7] #BRBRLTLLEITL,

9.2.9. BED ./ — RKAD Pod DE|Y HT
SRILEED /) —REAHDET/ — KL 29 —%5EHL. Pod DEILA4IHTEIENTEET,

v =)
OpenShift Container Platform EE#&(Z. [V 2725 —% A4 VA M—IL T B0 FlE
AV ZAh—=IVRIC/ — RZEBINT 28] ICONIVEEYHTEHIENTEET,

VSR —OEBER., OV I MIFLT 774 D/ —REL IS —%FELT] . BED
/ — RIZ Pod OECE % FIFR T X £ 9., OpenShift Container Platform MBIFE L, Pod :REIC/ — Kt
LIS —%BELT, /—REILICHRTZIENTEET,

Pod DERBESIC/ — REL V49 —%EBINT 5Illd. Pod DERE%=HE L. nodeSelector D{E % BN
LEdT, UTORBIE, BE—D PodBE®. Pod 7 7L — MIBMTETET,

apiVersion: vi
kind: Pod
spec:
nodeSelector:
disktype: ssd

J—=RELIY—DEILBFITERIN/ Pod i&, IBELEINILD/ —RIZEIYETONhET,
CITHEELEIRWVIE, V729 —EEENEIMLEL] INIVEHRINET,
fcEzIE, 7OY Y MIC type=user-node & region=east DS RILHY S XY —BEEICLY B

X h., LEE®D disktype: ssd S X)L% Pod ICEMLIFEIC. Pod &3 DDSRILITRTHEE
nNd/—RIZOARTT1—)LINET,
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Pz
SRIICIZEZ 1 DULMNERETEARVDT, region=east N"EEEZEILLYT 74K
BREINTWS Pod 2 EIC region=west O/ — KL V9 —%ZET 5. Pod B2
AT T a—=)INBLLRYFT,
9.2.10. ER%H—EXT7HT > N TD Pod DELT
TI7AIWNUARADY—ERXTHDI Y NT Pod 2EITTEET,

1. T 7O AV N REERELE T,

I $ oc edit dc/<deployment_config>

2. serviceAccount & serviceAccountName /X5 X —4% —% spec 7 1 —JL KITEML., {#F
A2 —EXT7hIo U MNEBELZT,

spec:
securityContext: {}
serviceAccount: <service_account>
serviceAccountName: <service_account>

9.2.11.Web OV YV —ILAFRALTT 7O/ XY MNEEICY—V Ly M BINT 2FE

TIAR=—RKNYRIMN)—IZTIVERATESZLDIC. 7FAOM AV MEREICY—V Ly hEBMLZE
ER

1. ##® OpenShift Container Platform 7OY = M &R L £7,

2. TS3AR—BNDA A=V YR N)—IZT VRS 2HDORMBERIEENS >— I L v b
fFR LET,

8. FT7OA XY FEREEERLET,

4. TTOAAY MEBREDIT 49 —R_R—IFE, Tweb IV —JL] @ fromimage XR—
T, o=y b ZBELET,

5. Save Ry V&7 )y I LZFY,
93. T JTOAM XY NA NS TI—

9.31. T 7O4M AV NA NS TFI—DFE

TN —2avaEREFETy T L—RIBFERELT, TTAMAVYNANSTFY—%FAHL
T, TTAAAVIMARNSTFY—0BMIE, 22— —ICREAEIMMASNTVWB I EXDHL SRV
S, OV IA LB LICEREAEMADZETT,

BE—MMARARNSTI—ELThbluegreen 7 704 AV kN HFERLET, FHR/N—Y 3> (blue /X—
vav)kx, TAMEFHERICEEL DD, BEAR (green N—2 3 V) HZa—H—HHkiG L THEABLE
T, EREHIPESKLS, Blue N—TYavIHIYEBZALONhET, BEIRELLBEICIE. Green /N—
VaAavIIRT I ENTEET,

—BHARBDANSTI—E LT, ABRA—=Yavhrnwdng, BAEFICT 7571 THRET, A/N—
VavEERTS1I—Y—%H, BA—HY—45FERITHI—HF—FHEWVWBEVWIHFETY, chik, 21—
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YA VI =T T —AMBOKEDEEEZTAMN LT, 22— —DT 14— KNV IV ERETBHICME
ATEFEd, £, I—HF—ICHT2EEORENROLNTWVWERIFEIC, EHREDI VT NTERE
BRELLITHNTWB I EERIFTEDIFERTZIEETEET,
AFVTYY—RFT7AA AV MNTlE, FIRANA—U 30 a2F AN LE T, BBEI REINE E, ¢
ICLABID/IN—=2 a il 74— N\y 2 3NFET, Thid., EBORNSTFI—ELLTEERITTEE
-a—o
W= K"R=ZADFTFAA AV NARNSTFI—TlE, Y—EXRD Pod BIZRT—1) v T7XhFtHA,
FEETDINITA TV ADEBAEMIBZTZICINE. TTAMAYINREERT—) VIS IRELDHY
i’a—o
FTAAA Y RNANSTIU—%BIRT DIBEIC. ZEETEHIRIZFELHYET,

o RENBMETINZIEMIIELLNEBINZLEL,HY T,

o FHN—ROEREEHICBBTRMEN DY, TTY -2 3V ERLERL, O—I/y
HTBRENBHY T

o 7N —a3uNRA O —EREREOIVR—X Y NAFERTZNAT )y RDOFE
ISk, BITORTEICYID VA LDREBICRBIEENHY T,

o INAEEITITBDLEODAVISANSTVFv¥—DRETT,

o TAMRENDEMINTUVWAWERIE, FI|N-—TVa v EURION—Ya VEAMNMKIELTL
EOHEMENDHY T,

BE, IVRI—H—FIL—Y9—DPBRYESIIIL—NRATT IV T—2avVIlT7I9ERATEDT, 77
OMAYVRMARNSTY—E, T7O4AY MREMEET /3N —T 1 v THBEIC D 2 —HRATEET,

FTOAAARA Y RNBEICTA—HRATBEIRANSTFI—F, 7V 5= a3 V& FRATEZIRTOIL—MIC
HEEEZFT, =Y —HEAFRIZANSIT V=@ — 25—y MERELE T,

TT7AA AV MNRARNSTI—DZLE, 77OM AV MEETHR—bI M, BMOR STV —F
W= —BETHR— INET, COEIPa VTR TTOM AV MEEER—RILTEDRAMNST
J—ICDWTEBRLET,

o O—YYIJANSTY—HLIVCHFYTIY—RFTO14 AV b

o BIENANSTY—

o NARAILARANSTFI—

o JL—KNAE(FEA L Blue-Green 7 704 X b

o - EFERALALABT/OAMXAY N BLUAFTYT)Y—FFO4 XV b

o 1H—ER, HHFTTOAM XY MRE

O—YYT2ANSTFV—E, ANSTFO—DNTFTOA4 AV MEEICEEINTUVWAWESICT 74U+
THEATZIANSTFI—TT,

FTFAOA AV MNAMNSTFY—IE, Readiness Fxv ¥y #FEALT, H:iL\L Pod DFEREHFNATETL
IO ¥ LE 9., Readiness Fx v 7ILKKRTHE, 77O AV MEREE. 91LT7IRNTBET
pod DETEBHAITLET. T74INMNDYA LT ML, 10m T, EIE

dc.spec.strategy. *params O TimeoutSeconds T&EL 7,
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932.0—VYIJRNZTY—

A=)y I7F704 XY M, LBION=2 3 VD7 ) r—2avA V2R VA%, FiLWwi—U 3
VDT TNV T—=2a VA VR VRAICHRAICBEEMAES, O—Y 277704 A > ME. ## Pod
Hreadiness Fxv ¥ Tready ICR2 X TRHEELTHL, LEIOIVR—XVY NERT—ILF TV L
F9, RELBEIRELELLIBAICIE. O—) 77704 ALY MIFINZATEEIHY T,

9.3.21. AF V7V Y—RFTOM4 XA b

OpenShift Container Platform @O—1) > 7 F 704 X > M, AFYVFZYY—R 7704 A2 M T,
FRN—2a3y (AFVTVI—R) ZTAMLTHL, LEIORSA VRV RAEBEMZFET,
Readiness ¥ = v Z IZKII LARWEEICIE. AF VTV ) =DM YRV ZAMHIBRIN, 7704 %
v MNEREEBBMNICO—ILNNY VI NZET, Readiness Fx v X7 Y4 —> 33— RKO—ET,
FRA VAV ZADOERAERIBRICED LI, BEICHRLTHEINE T, JYBHRTTY 75—
YaAaVFIvIERRTIVENDHZIFEICIE FRA VAV RICEROI—HF—7—o0— N%&iX
E92RE). hRYLTTOA A NORED, blue-green T 7AOA XY NA NS TFI—DFERAAEH
LTI,

9.3.22.O0—YV 75704 XY NDFERODYA IV
o YU VUHALEREIESI. PV r—YavoBRHAITIBE
e LEIOOA—REHLWI—RORABEFAT7 Y r—a v THR—AIATWRES

A=Y v IF7aq4 XAy heid, BQRION=2a v EHLWA—=Ua 00— RA2RBICETTSEW
HBEKRTY, ThIX@E. 77YUr—>a3a v IN- B ICHST2REIHY T,

UFE =)V TRAMSTY—DHITY,

strategy:

type: Rolling

rollingParams:
updatePeriodSeconds: 1 g
intervalSeconds: 1
timeoutSeconds: 120 Q
maxSurge: "20%" G
maxUnavailable: "10%" 9

pre: {} G

post: {}

Z Pod RICEFISN D ETHRHET /M., EEINTLWAWGA, T74IMEIF 1L ERYE
-3—0

BIHLTHASTTAMAXA VY MNRAT—HRER—) VT HETOREBET 2B, IEEIN TV
WiZa., 774 MEIF1L ERYET,

ARV NDRT—) V59 2 X TOFEER., COEIRRAL T arvTcd, 74006
600 TY, ZITH i &k, BEFNICUEIORERT IO/ XY MIO—=ILAYy I INDEWN
SEKTY,

maxsurge (&4 7> 3 VT, BEINTWAWGEICIK, 774 MEIZ25% &Y FET, LT
DFIEDRICHBDBEHRESR LTIV,

® 6 o6 0 o

maxUnavailable (&4 7> a3 v T, EEINTUVWAWESICIK. T74) MEIX 25% &7V X
T UTOFIEDRICHBIERESEBLTLLEIL,
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BIOE F7OAM AV
G pre 8L U post FWThE S TH AL T7v Y T,

A=V Y JRAMNSZTIV—BUTEITVWET,
1. pre 247V A4V T v I EERITLET,
2. H—CHUCESVWTH LWL Y y—rayay hO—5—%2R 75—V 7v T LET,
3. RAFARAHICEOSVWTLEIOL ) r—>avyary hO—5—%Z27—L¥ IV LET,

4. FILWL U Sr—o 3oy bO—Z—22FE20L 7Y AHICEREL T, UEIoL 7)) & —
avIdyhO—S—0HEPEOICKRZET, TORT—YVTEBEYRLET,

5. post A 7AWV Ty I %ERITLET,

BF

AT—=IVE o VEICIE, O—) Y TR NS T —E Pod DEFEHNTEEETHEL, R
=)V 05T ZETTREICHENEEZNE I A LE T, Pod 2T —)L
Ty T LEICENMDDST, EEIABELAWSEEICIFK., T7O0/4 XY N TOERIZER
BIICAYMLT7IOMLT, 77O XY MIKBRLET,

maxUnavailable /X35 X —% — (&, BEHEFICFIATE AW Pod AT, maxSurge /NS X —4 —
&, TTD pod HEBATRT V21— ILTEEIRABDIETT, WTND/IASA—=—4—%, R—EV I
(Bl: 10%) X 7= (FMTE (Fl: 2) ZIBETEET, INOLD/NIATA—F—DTT7 4L MEFWTH

. 25% T,

UTFONRSA—9—%FALT. T7AMAY NOTAMPRAE—NEFETEET, UTICFAlERL
i’a—o

e maxUnavailable=0 & & Uf maxSurge=20% N"{EEIN TV &, BFfFS LS VRERR T —
W7y TRICEEBRF v RN T4 —DNHRINDLDICAYET,

e maxUnavailable=10% & & Uf maxSurge=0 NMEEINTWBR &, BIDF v/ T4 —% (&
AEFICEFINRTINET (1 ¥ TL—XEH),

e maxUnavailable=10% & & U maxSurge=10% NIEEINTWBIHZEICIE. F v/ NP F 4 —
B—EEOLNZ AL HY FTH, BEICRAT—ILT Yy TELVRT—ILI IV ETVE
EE

—RE9IC, RREICO—ILT Y M Z5EIE maxSurge =#FHALET, YY—RDI+—9%EEL
T. —HICFBATRTORENEKLE L TELFTHARWEEICIE, maxUnavailable %A L £ 7.

9.3.23.O0—Y >~ J7DHl

OpenShift Container Platform Tld, O—Y Y 77704 A Y NET 74 MEETY, A=YV 7
Ty TTF—RETIICE. UTOFIBICHWET,

1. DockerHub ICH BT TAA XY N A=V DFIERICT ) r—>a v EERLET,
I $ oc new-app openshift/deployment-example
W= —%4VZAR=)LLTWVWRHEE. - 2FEALTT7 Y Tr—>avafIATES L

DICLTKEIW (FLF, ¥—EXIPZEREFERALTIEIWV),
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I $ oc expose svc/deployment-example

deployment -example.<project>.<router_domain> T7 Y4 —>avEHEL, vi
AA=—IDNRRINDIEEZERLET,

2. LTV ADNKZKRIDILARBZET, T/OM XV MNEEERT—) VT LET,

I $ oc scale dc/deployment-example --replicas=3

3. FHLWA=Ua vDfl%E latest &Y URIFLT, FIBT 7O/ XY MEBEBICM) H—L
i’a—o

I $ oc tag deployment-example:v2 deployment-example:latest

4. TS9O —T, AX—IDRRINBZFITR—IVEEHLET,

5. CLIZEHLTWSHBEIF. UTOOATY Y RT, N—T 3V 12 Pod WK DHBH, /N—
Tav2iITiEW ohdERTILET, Web VYV —ILTIE, BRAICV2IENMINS
Pod. vi ™S HIRIN % Pod B EEETEX 2139 T,

I $ oc describe dc deployment-example

FT7OM A N FORZAT, LWL Y r—>aray bO—5—DEEMICR T —ILT7 vy T LZ
T, H LW Pod H (readiness Fxv 7 %/X2LTCU)ready EX—7 I Nis, 77O/ A N FO&R
DM INE T, Pod DEFIBDLAWEEICIE., 7OCZAMHEIN, 7704 X FEREDLFIO
N=oaviIcaA—=—IN\y 2 3InFd,

9.33. BIERKA NS T —

BERZA NS TY—F, BERANRO—LT7 YO NEET, 704X N TORRICT—REHEATS 5
A7H4 07y #YR—MLET,

LTI BERA NS TI—DHITY,

strategy:
type: Recreate

recreateParams: 9

pre: {} @
mid: {3}
post: {}
ﬂ recreateParams (374 7> 3 VT,

g pre. mid 8L U post &, 5S4 71421 T7v Y TT,

BERANSTY—IZUTEITVWET,
1. pre 24714V T v I EERITLET,
2. RIOF7aA A hEaEOICRAT—ILY OV LET,

3.mid SA 74UV Ty o EEFTLET,
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4. FRTTOAA VN ERT—ILT Yy T LET,

5. post A 7AWV T7 vV %ERITLET,

8%

A= Ty THIC, TTAAAYNDL T ABIERD 258, T7O14 XAV K
DENDL T ADEBTETVWBDEINDPRIEINTHS, TTAA LAY MHES
ICRAT—=ILT7y TINET, RIDOL T AORIEICKBLABEICIE, 704 XY
MIKBEARINET,

9.33.1. BT 7O4 XY FOFERDYAIVY
o FEI—RNERBETZHIIC. BEFAIIMOTF—YDERETIVELNH DES

o LIHIDN—=S 3V EHLWA—Uavo7 ) yr—yayd— RoEBFERAEYR—KMNLTW
RWNIEE

o BHOL 7YY ABTORENYR—FIhTWARWL, RWORY 2 —L%FERY 255G

BEMT7OA4 XY MTIE, BOWHIRRICTZ 7V 5—2a v DA VYV RI VADNEFTINKRLLBEZDT, ¥
DVIALDREELET, 7L, LEIOI—REHFLVWI—REERICIEETINEE A,

934. hAYLRAKNZTI—
ARG LARTTI—TIE, BEDT IO XY FOBFERBHTEDLIICAYET,

UTFE, hRILRANZTI—DHITT,

strategy:

type: Custom

customParams:
image: organization/strategy
command: [ "command", "argli" ]
environment:

- name: ENV_1
value: VALUE_1

L DOHITIE, organization/strategy AV T F—4A X—JIC& Y, F70O4 XV M DEMEARMHE
INFT, 7> 32D command EFiL, 1 X— D Dockerfile CTIEELACMD T4 L V514 T%
FEXLFEY, BELAA TV aVvoREEZHIZ. ANSTP—TOERORTREICEMINET,

I 5|, OpenShift Container Platform (LA T DIRIEZRE T 704 XY b 7O RICRBLE T,

REZH B4

OPENSHIFT_DEPLOYMENT_N FRTFIaa4x v NG (LT S—Yavarvibio—3-)
AME

OPENSHIFT_DEPLOYMENT_N T 704 X~ kD namespace
AMESPACE
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HET 7O XY DL T ARRBEMEEOTT, ANSTIY-—DENIE, 11— —-D=—XILRE
BEATHRIET 2OV Yy I 2FERLTHRT TOAX VY NETIT4TICT B2 EILHY FT,

HME, SEATTOAMAVYINANSTY—ASBLTLLEIW,

F7-iF customParams AL T, ARYLOTFTTOM x> b OV Y I %, BBEOT7OA XV MR
NSFIV—ICEALET, ARV LD LAY Y V7 %5$EEL T, openshift-deploy /X1 F+ 1) —%
MOHLET, ARV LDTTOAAVY—AVTFHF—A A=V ZAETILEEIHY FHA, T T
K Y IZF 7 # )L kD OpenShift Container Platform = 704 ¥ —A X —IMMERINE T,

strategy:
type: Rolling
customParams:
command:
- /bin/sh
- -C
-
set -e
openshift-deploy --until=50%
echo Halfway there
openshift-deploy
echo Complete

CDANSTFI—DRETIE., UTOLHRF7Oq4 Ay MY ET,

Started deployment #2
--> Scaling up custom-deployment-2 from 0 to 2, scaling down custom-
deployment-1 from 2 to O (keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-2 up to 1
--> Reached 50% (currently 50%)
Halfway there
--> Scaling up custom-deployment-2 from 1 to 2, scaling down custom-
deployment-1 from 2 to 0 (keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-1 down to 1
Scaling custom-deployment-2 up to 2
Scaling custom-deployment-1 down to O
--> Success
Complete

AR LT FOAAY MR NS TY—D 7O X TIE. OpenShift Container Platform API & 7z |&
Kubernetes API AD 7 U EADNBEBRIFGEICIE. AN TIY—%ETT 20 7F—Id. RAAOIY
TFT—CHATRELAY—EXT7AI VY NDO NV EFRATEET,

935. 214 7Y ATV

BENR L0 0V T ARNSTFI—R ANSTY—THRIIKERELERA Y MTTTOM AV b
TOERICEEERATEDLDILTBSATHA4 0T v oY R—MLET,

UTFiEpre 24794017y 7DHITY,

pre:
failurePolicy: Abort

execNewPod: {} Q
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ﬂ execNewPod & Pod R— 2D 54 7H A 2T v TF,

TYVIIETART, 79 VICHEIRE LLEGRICARN ST Y —DRERETIIVEEERT D
failurePolicy A& FENn 9,

Abort Ty IR TRE, TTOMAY N TORREERREARARINET,
Retry 7Y IDETIF. KNTIETHRAITINET,
Ignore 7y IDRBIEEIN, 7704 XY MIWITINET,

T IIiE. TV IDERITHEESZRTE914 TEAED 74 —ILRKHPHYET, IBIE. 7v 994 7¢&
LTHR—FINTWVWBDIEPodR—ZADT v DHFT. TDT vk execNewPod 7 1 —JL R THg
ELFT,

9.3.5.1.Pod XR—ADZA I7HYA1 IV T v Y

Pod R—ZADZA 7Y AN TvIIE, TTAAAXA Y IEREDT Y TL—MER—2EF B3 LW Pod
—6‘7‘773_ I\\\%gﬂéﬁi—bij—o

LFOF7O4 Xy MEEFIIERIEINTSY, ZOFITIE TO—) Y2 ZTFY—] ZFRALF
T MIA-—BLTZOMOFMITEBL. BRIELTWET,

kind: DeploymentConfig
apiVersion: vi

metadata:
name: frontend
spec:
template:
metadata:
labels:
name: frontend
spec:
containers:

- name: helloworld
image: openshift/origin-ruby-sample
replicas: 5
selector:
name: frontend
strategy:
type: Rolling
rollingParams:
pre:
failurePolicy: Abort
execNewPod:
containerName: helloworld Q
command: [ "/usr/bin/command", "argl", "arg2" ] 9
env:4€,
- name: CUSTOM_VAR1
value: custom_valuel
volumes:

- data Q
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ﬂ helloworld M £&HilE spec.template.spec.containers[0].name 2SR L £ 7,

9 Z @ command (&, openshift/origin-ruby-sample 1 X —Y CTEZH X1 % ENTRYPOINT %
FEXLET,

9 envid, 7v/aAVFF—OBEETHTY (I15),
¢) volumes (&, 7v 2 aAVF+—0DKRY) 1—LBRBTY (ER).
ZDOBITIL pre 7 v 7%, helloworld A5 D openshift/origin-ruby-sample 1 X — %A L THIR
Pod TETINZE T, 7v ¥ Pod ICIEUTOFONRT 4 —HBREINET,
e 7w/ <Y K& /usr/bin/command argl arg2 &72Y £9,

7w 4 3YFF—ICld CUSTOM_VAR1=custom_valuel BEZTHI,EITN I T,

Ty IDKRBAKRY T —IF Abort T, 7y IDKET 2T O/ A N TOEREELBMLE
-a—o

7v %Y Podld, EBEPodHhSdataR!) 2a—LAEHELET,

9.3.5.2. AV KS4 vDEH

oc set deployment-hook I Y KiE, T7OAMA Y MERICT TOAM XY NIV I ERET DD
ICEATEEY, LEOBITIE. UTOAXY RTHYFTTOM XY NI v I BERETEET,

$ oc set deployment-hook dc/frontend --pre -c helloworld -e
CUSTOM_VAR1=custom_valuel \
-v data --failure-policy=abort -- /usr/bin/command argl arg2

94. EERTTAAAVYRNAN ST —

941. SERTTOAA Y NANZTY—

FTOAAVRARNSTY—1F, PFUVr—vavagEbIEs2FBRELTCTERALET, — DRSS
TIU—E T7OM XY NEE #FHALTCEREZMAE YT, ChODERIE, 75— a v sk
T22L—bDA—HY—IIKRFINFET, TITHEALTWRHMOR NI TV —IE, IL— MEEZER
LTEBADI—MIFEEEZFT,

9.4.2. Blue-Green = 704 X > k
Blue-green T 704 XV b Tld, ERFIC2 DD/NN—Y 3 v ERTL. EHREAR (green N\—Y 3 V) »

LEUFLWARA=U3 Y blue N—=Y 3V IS 71y 0 aBELET, —bTO—JVIRALS
TYU— FRIEMYEBAY—EXAFERATEET,
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R

ZL DT TNV r—2a V3K T—YICKETEDT, N-1 B 29 R—b 5277
Do—oavhETY, 2FY, T—9EHBLT. 7T—9BE 2 DM L. T—
R—=R, ANT7FELEFT1ARIVBDZATIA L —>avaRELET,

HIMN—Ua VDT RAMIMFERTEZT—YICDVWTELTHTLEIW, EHRET—%
DHBEITIE, FRNA—=YavoNTICEY, ERERERIBELTLE D TREMELIH Y &
-3—0

9.4.2.1. Blue-Green =704 X~ b D{EH

Blue-Green T 704 XV NI 2 D2DF7O4 AV MEEAFRALET., WITNEETIN. EBREOD
FTTOAAYMIWN—IDIEETZIL—MNIE>2>TEDY ET, TOR, &EF7 704 AV MNREIXER
Y —ERICRHAINET, FTILWA—=Ua VICHBRIL—ME2ERL T, ThETRARNTBHIENTE
9, BERHIES &, EREAI— POV —ERZFRV—EXAZSBITELIICEREL., HFHLL blue
N=Ta3VUPRS4TICRYET,

MBI CTURION—=2a VIl —EXZPYEZ T, LFEID green N—2 3 > iIZAO—IN\v 793
ZENTEET,

I—hE2DDY—ERDEH

LTDFIE, 2 007704 A2 MEEEATVWET, 1 DId. BEHR (green /X—2 3 V) T, 312D
EHHR/NN—2 3> (blue /X—2 3 V) TY,

=N, Y—EZXEBRBL, WOTHHDY—ERE2BRBTZLIICEETEET, BREIE. 2K
BrNS 74y IR —ERITI—FT 1 Y TINBEIC, FRY—ERICERK LT, 23— FOHIR
N=IaVaETARNTEZET,

JV—HMiE, web (HTTP BL U HTTPS) bS5 74 v 0 &RRELTVWEBDT, ZDOFEIE Web 771
T—2avIlxBETY,

1. 7PV 5r—o a7 IaE 2 DERLET,

$ oc new-app openshift/deployment-example:vl --name=example-green
$ oc new-app openshift/deployment-example:v2 --name=example-blue

FROOATYRICEY, MILAT Y r—>2a v AVR—FY M2 DERINET, 1D
&, example-green H—EXTVI A A=Y AERFTIZAVR—RVME, 51D
example-blue H—EXTV2 A XA —Y%RTFHAVER—F VY MNTT,

2. LRIDY —ERZSRT B — M 2FE L T,

I $ oc expose svc/example-green --name=bluegreen-example

3. bluegreen-example.<project>.<router_domain> T, 7 Y4 —> 3 VSR L T vi
AA—IUDRRINBIEEHRALET,

)z 6
OpenShift Container Platform v3.0.1 ARID/N—< 3 Y Tk, 20T Y Rid,

LERDIFZTIE% < example-green.<project>.<router_domain> (C)L—
NeERLET,

4, —bEREL T, Y—E XL % example-blue ICEEL T,
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$ oc patch route/bluegreen-example -p '{"spec":{"to":
{"name":"example-blue"}}}'

5. L= "D EBEINLIEEZERTZICIE. V2AA—IDKRRINDET, 7530 —%2FHL
i’a—o

9.43.A/B 7704 XV b+

ABT7OAAYRARNSTI— T, ILWA=S3 VD7 T r— a3 v aEZ2RERETORIES
NEAETRTIENTEZT, EREN—VaviE, 2—F—DEROKREICHH L. ERO—EH
FLWA=U 3 VIIBHINDEIIEBETEET, EN—JaVyADEROEHEHETEZ DT,
TRAMDPEDITON, FILWA=IU 3 UADEREEP L. REMICLFEION—Ya v OFERA%EFIET
22ENTEFET, EN—VaVEKRAHFERAETZICON, HEESYDNRT7+r—T R 5HED L
I, BY—EXDPodBERT—) VI TE2REIHY T,

YIMNDzTOT7y T —RIZMA, CO#EEFERLTCA— -V 9—TJ—ADNN—=Ya V%
MAET B ENTEET, LAION—YarvaFEAT 21— —&, FilLWwA—YavaERT51—
HF—HAHTLLBEDT, BERZN=VaVIIRT21—F—DOREEFEML T, THA VOERBRESEIT
ST ENTEET,

ZDTF7O4AY NOMBRERIEBET BT, LEION—Ca v EH L WA= 3 VIZREIBBICETTEX S
FEELULTVWERELADHYET, Thid, NTEBIED ) —A0HEENLIBIDMEEE FiHLawnk S
ICT BBAD—BMARA Y MIARYET, Tho5DN—3 UAELEET BICI1E N-1 Bl A
WETT,

OpenShift Container Platform (&, Web A> YV —JLEAR Y RSA4 V(49 —T 2 —RTN-1 BEfiE%
HR—MLZET,

9.4.3.1. A/B 7 X NHDARFLHEL

[EHDY—ERTIL—h] 2BELEFT, FY—ERIE. 77V 5—23arv0 1 20ON—V 3V a0
BLEY,

B —EXICIE weight AEIY HTHh, EY—EZXANDERDEDICDOWVWTIE service_weight %
sum_of_weights TIREL XY, TV KKRA ¥ MO weights DEEHNHY—E XD weight 1725 &
I, Y—ERZTED weight Y —ERDI Y KRS Y MIOBINET,

IW—HNMNIIEY—ERE4D8DZIENTEET, Y—EXDweight (F. 0 15 256 THEEL TK
72X W, weight 7' 0 DFEIE. FLWEKRIEYH—ERICBREIETIC. BBEOEENT7 VT4 TDEFE
iKY 9, H—EXD weight #° 0 TRWEEIF. TV KRS Y MDO®xRIN weight (1 &7V F
T, ZhICEY, TVRRAYVIMDSEHEThZ Y —ERIE, BRERHNICFLED weight LY EZ o
TLEDHTREMEIHYET, COLORIFEIEF. FLEET2EFTPED weight (2725 £ 5 I1C. Pod D
BAERBRO LTIV, ELWERIK. IOy 2Ty RELV Weight] DI ava8RBLT
A A

Web VY —ILTlE, EAHEERELLY., BV —EABDODEADDHAERRLEY TEET,
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OPENSHIFT ® .+ & developer +

Load balancing A/B testing v Add to Project v

frontend

£ Image: openshift/ruby-hello-world

Ports: 8080/TCP 3
pods
Networking
ab-service-1 http://ab.example.com &
5432/TCP — 8080 Route ab-route
Traffic Split
|
ab-service-2 http://ab.example.com &
5432/TCP — 8080 Route ab-route
Traffic Split
|

ABIBREAZRETDICIIUTAEITVWET,
1.2207 ) r—avaEERLT, BRZ2ERZEELEFT. ThET7O04 AV MEE
HEMLET, o077 r—YaviEAC7 IV r—ayonN—oavyTthy, &8
1 DIXIREDEBRE/NN—3a VT, 31 DR BREINDIFIRANN—VaveiRyFEd,

$ oc new-app openshift/deployment-examplel --name=ab-example-a
$ oc new-app openshift/deployment-example2 --name=ab-example-b

2. T/OA XY NEREELBEALTY—EREERLET,

$ oc expose dc/ab-example-a --name=ab-example-A
$ oc expose dc/ab-example-b --name=ab-example-B

ZOEET. WFho77Usr—ravies7 o4, 2F3h, Y—EXAPBMINTUWE
EP
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3

W= MRATT7 IV Tr—>a v afEBrSFIRATESLDICLET, ZORRTH—EXER
MATEFET, REOEHRENN—YavER/HBLTHL, BTIL—MEHEEL THFHRNA—2Yay
HEBINT % EEFTT,

I $ oc expose svc/ab-example-A

ab-example.<project>.<router_domain> C7 U4 —> 3V ABRBLT. FLET 2
N= a3 UPRRINTWVWBIEEERELET,

=M EFFOA4FBEEITE L—F—EH—ERITIBE L weights ICE>T TS

T4 90D LET] ., TOFRATIE. 774/ D weight=1 EIEEINLY—ERD 1
DHEETDDT, INTDERDIOY—ERICELNET, By —E2%
alternateBackends & L TEMML. weights 2% 3 5&. ABREIEEET D LD ICA
YF3F, Ihid. oc set route-backends A¥ Y RERTTEN, IL—bEREL TET
TEEY,

pa 3
W—NMNIEEEZMADE, IFEIFRY—EIANDINZ T4 v I DERLEITHE

BXNFET, TTAM AV IREERT—Y VLT, LERERZUIETE S
&£ DIC Pod BZRETI2RENHDIHENHY XY,

I—RERETBICE. UTEEITLET,

$ oc edit route <route-name>

metadata:

name: route-alternate-service
annotations:
haproxy.router.openshift.io/balance: roundrobin
spec:
host: ab-example.my-project.my-domain
to:

kind: Service
name: ab-example-A
weight: 10
alternateBackends:
- kind: Service
name: ab-example-B
weight: 15

9.43.11.Web AV YV —ILEFERALIE-EADETE

1

2

w
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FoOvavizZa—hm5Edit ZZIRLET,

. Split traffic across multiple services [CF T v 7= ANZE T,

. Service Weights R 51 ¥ —T, EH—ERICEETEI I 71 v I DEEERELZET,
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Edit Route nodejs-ex

Hostname

‘ nodejs-ex-myproject.127.0.0.1.nip.io

Public hostname for the route. If not specified, a hostname is generated.

The hostname can't be changed after the route is created.

Path

/ |

Path that the router watches to route traffic to the service.

* Service

‘ nodejs-ex v |

Service to route to.

Target Port

‘ 8080 — BO8O (TCP) v |

Target port for traffic.

Alternate Services

Split traffic across multiple services

Routes can direct traffic to multiple services for A/B testing. Each service has a weight controlling how much traffic it
gets.

* Service

mongodb v

Alternate service for route traffic.
Remove Service

Service Weights

nodejs-ex 25% 75% mongodb

™

Percentage of traffic sent to each service. Drag the slider to adjust the values or edit weights as integers.

2O EDH—ERIZNS 71 v I 5RETBHEICIE. B —EXIZ0 D5 256 DEH A (F

ALT, ENNREAZEELE T,
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Edit Route nodejs-ex
Hostname
nodejs-ex-myproject.127.0.0.1.nip.io
Public hostname for the route. If not specified, a hostname is generated.
The hostname can't be changed after the route is created.
Path

/

Path that the router watches to route traffic to the service.

* Service * Weight
nodejs-ex v 25
Service to route to. Weight is a number between 0 and 256 that specifies

the relative weight against other route services.

Target Port
8080 — 8080 (TCP) v

Target port for traffic.

Alternate Services

Split traffic across multiple services

Routes can direct traffic to multiple services for A/B testing. Each service has a weight controlling how much traffic it

gets.
* Service *Weight
mongodb v 75
Alternate service for route traffic. Weight is a number between 0 and 256 that specifies

the relative weight against other route services.

Remove Service

* Service *Weight
dancer-ex v 1
Alternate service for route traffic. Weight is a number between 0 and 256 that specifies

the relative weight against other route services.

NS T4V IDEIRE NS T4 v 0 EREILETTVSr—2arvDiTeERT %
Overview [CRTRINFE T,

9.4.31.2.CLI #fFf L cEHDEH
ARV KIE, IW—KRTH—EREWIGTIEAFD [EBE080 2BELET,

$ oc set route-backends ROUTENAME [--zero|--equal] [--adjust]
SERVICE=WEIGHT[%] [...] [options]

ez, LFOa< Y KL ab-example-A IC weight=198 %35 L CTEERL Y —E X & L. ab-
example-B IC weight=2 #1EE L T 1 FEEDODRAY—ERELTEELET,

I $ oc set route-backends web ab-example-A=198 ab-example-B=2

D2FY, 9% DKrZ74 v VI —EX ab-example-A IC. 1% (& —E R ab-example-B ITiE(E
IhET,
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ZOARVRTI, TTOAAVRBERFIRT—) VTSI NFEA, BEROBHEEWIETIOIC+HR
pod B"HBRETINERITITEIHVENHY FT,

727R-LDATY FTIR, BEORENKRTIINIT,

$ oc set route-backends web

NAME KIND TO WEIGHT
routes/web Service ab-example-A 198 (99%)
routes/web Service ab-example-B 2 (1%)

--adjust 7575 FEETSE, ERNOY—ERDEH%, ZTHBEEKIIRL T, FLIEFEELY—ER
IS L CHESICERETE Y, Bl8%2EET 5E. FEY—ERFLE 1 BEOREAY—ER (FE
H—EREZRELTWVWESHE) I L THERNICH —EXZFETEET, Ny I TV RBHZ5
BITIE, EAIEBICLHILREIZARY ET,

$ oc set route-backends web --adjust ab-example-A=200 ab-example-B=10

$ oc set route-backends web --adjust ab-example-B=5%
$ oc set route-backends web --adjust ab-example-B=+15%

--equal 73U T, £ —EZXD weight 1100 ICARB LD ICEREL X T,
I $ oc set route-backends web --equal

--zero 77713, £ —EXD weight Z 0 ICRELF T, TRTOEXRICH LT 503 TF—1R
IhZET,

pa

IW—HMZE>TR, BRONY VTV REBEADREINLNY VTV REHR—K
LWt DrHY £7,

9.43.13.1y—ER, EEOTFFO1 XAV &

W= —%A VA= LTWBIBEI, = E2FEALTT7 IV S5—C a3V EFIBETESELDICLT
IV (Fzid, Y—ERIPEEREFRLTLEIY),

I $ oc expose svc/ab-example

ab-example.<project>.<router_domain> T7 7)o —> 3 Vv ABRBL, v 1 A—IUNKRRIN
52 EMHRLET,

1.1 2BDYv—RERLCEDBIDN=Ta v BNy INIFINAEY —ZA A—Y%ZEIC2 DED
Yo —REFRLT, —BOBEREL T,

$ oc new-app openshift/deployment-example:v2 --name=ab-example-b --
labels=ab-example=true SUBTITLE="shard B" COLOR="red"

2. FITERR LY vy —RZREL T, 22 v — NIZHIED ab-example=true SNV Z&E L
i-a—o

I $ oc edit dc/ab-example-b
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IF 1% —T. spec.selector & spec.template.metadata.labels D FIC, BEfF®D
deploymentconfig=ab-example-b /)L & —#&IC ab-example: "true" DfT%EML
THREL. I749—%8TLET,

BL.2FBHDYY—ROBTF/OAM AV MENYA—-LT, FIHINILERBLET,

I $ oc rollout latest dc/ab-example-b

4. ZOBEET, WIND Pod £)L— N TH—EZANREINFTIA, @75 0¥ — EHREHR)
EI— K (T 7 4L N Tld cookie ZEH) T, Ny I IV RY—N—~ADEHKEZRFTDLD
IKAITT2DT, vy — RPEARINGVWITREELGHY FT, T70F—DDo0nThdrd
Vr—RERRIEZLDIICTSITIE scale AV RAEFALET,

I $ oc scale dc/ab-example-a --replicas=0
T2 —%28HTEE. v2 5L W shard B (FF) ARTIINTWVWSBIETTY,

$ oc scale dc/ab-example-a --replicas=1; oc scale dc/ab-example-b --
replicas=0

TS0 —%FHITSE, vl & shard A (FF) BERRINTVWBIET T,

WIFhDDY+—RTTFTOM AV ME N H—-LEZEICIE. TOY+— KAD Pod D&HH
HEBEZITET, WIThHADTTOA X MNEET SUBTITLE RIEZHEZE L T (oc edit
dc/ab-example-a £ 7-i% oc edit dc/ab-example-b). 704 X~ M ERGEIC MY
H—TEFEY, A7y 57 %#BYiRT &, BIOYv—REBMTEET,

Pz
INSDFIEIK. 51D OpenShift Container Platform /A— 3 > TIXEFRI1L X
nNsF¥ETY,

9.44. 7O0%x>—Yv—RINSTAvIRT)wH—

ERERRT, FEDOY vy —FICEETSZ I T7 4 v VDR ZERICFETETY, Z<DMVRY
VAEROIBEIE, EY vy — FITESHNAX T —ILaEAL T, BEX—ZADIS T4 v I ZRKETE
F9, N ROBATETHOBOY—ERPTTY r— a VIlGEEFLR2ET2 FOoxo—
Yy —F EBBEPICSHEINTT,

RUBMARETIE., 70X —3ERATEETICEELTT, JYEMARETIZ. ZEEXRKEE
BLT, IOV SRAY—FIFTRL, PV 5r—2aryoO—Al4 VRIVRICEEELT. #RAE
BT ENTEFET, thD/XIY—2ELTIE DROAI VAR =ILDFvy > a%mRZEFELEY, &
WMEMNTREN S T4y 8T TTBIENTEET,

EEAZDFORT—THDBETEH, TOP (£7-1E UDP) D FO* L —IUBEAY v — NTRIFTX

9, oc scale AVY RAFAL T, 7OFY—Y v — RTEKRIIHIET 24 V29V 2OERE%
ZELTLKEIW, JUBEHLANZT 1 v 0 ZEET BHEICIE. OpenShift Container Platform JL—

H—H B DBBEETHRITARXTHIEEREFTLTLEIN,

9.4.5. N-1 B it
HIRO—RELUFIOO— RPEBICETINZ 7TV r—2avoigsaik. filRa— KT3I hnik

FT—=4D, UEIOO— R THMAAHPUIE (FLIEEBICER) TEXELIICEETILENHYET,
IhiE, AF¥—v DL EEIEh, BHLEETYT,
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i, TARVIRBELET =49, T—9R—, —FWRLFvyv>a, 2—H—DTZ0H—1tv
TavD—E8RE, ZHOMRNENMEZIENATEXET, Z<OWeb 7V r—>avizo—Y v o5
TOA AV MNAEYR—FNTEZTN, 77U H5r—2a3aviaETFTAMNL, BEfLTZHICHIBIERZZEN
BEETY,

TN r—oavil&oTE, FHIREIBO— RALETHICEITINTOWBEHRBI M E WO, NTP1—
F—DRMNSUH I aVICKBLTHHRERTHZ A HY T, BIOT ) r— a3 v TlEEK
LY —VhAERT, PV r—2avEr i LR R2BE8EHY T,

N-1 B AERIET S 1 DOAERELT,. ABT 704XV~ DY ET, HEINhATRMNEET,
DRIOOA—REHFLWI—REZFEBICETLT, IR 7O X Y MIFENB NS T4 v 2D LRIOT
TOA4 AV N CREBAREITLRVWHAEEIELET,

9.4.6. EERIRT

OpenShift Container Platform & & Uf Kubernetes &, BRO8BOO—7— 3 VA SHEIRY 281ICT7 7
Vr—2avAVRI VAN vy MU VT BREERELET, LEL. 7TV IT5r—2 3 TR,
BTN A—Y—FEHEIPERICHEIINTWS I L AT 2HENHY £T,

vy MY UBFIC, OpenShift Container Platform (3> 577+ —® 70Ot X I TERM ¥ ¥+ )L % %(E
LF¥EFJ. SIGTERM 2%EF 3¢, 77V r—rava—Rid, FREGOZRTANEFELET ZHEN
HYUET, 22952 &T. A—RNRNSUHB—ILLY, DT ITA TRAVRAIVRIZNZ T4 v Y
EIW—T AV TINDEIICRYET, 77V r—r3ra—RiE, ARSI TWBERATRTRYT
T3 (Fhid, ROBRENBERHIERICKTING) FTEELTHSRTLET,

EEICRTIBHBENMDZE, BRTINTWAWTORRICKILL Y 7 FILAEEIH, 7O 8
BNEEICIR T I N ZE T, Pod D terminationGracePeriodSeconds B4 F7/zi& Pod 7~ 7L — FH®
EHEICKRTIZEB (T 748308 2HEL. BBIGLTTZ Y T—23 v TEILARIRAR
TBHIENTEET,

9.5. KUBERNETES =701 X~ hfR— b

951. T TOAA XY NF T NI4T

Kubernetes IZ1Z. OpenShift Container Platform Tl& 7 7AA XY b EMEENZ 7 7—A NI S ADHF
T MNIATHHYET, CDATIVTI M4 T (2T TIEEBT Z780IC Kubernetes 70
AAYN EBVEF)E TTOAAYNERELT TV MM TOREY A TE L THBELE T,

F70OA4 XY NREERBIC, Kubernetes 7704 XY ME Pod TV FL—hELT, 7Y —
VAaVORENIAVR—XV MDOBREBEEINDZRELZTDRL T, Kubernetes 7 7AOA XV M LT
Dhtey b (TLTV—ravarybo—5—] ORE) #ZEK LT, Pod 54 784 V)V a4 —4
AMNL—=Ya v LET,

e & Z2 £, Kubernetes 7 7O4 XY MDD ZDEEIE. LT Aty b%IERK L T hello-openshift pod
=1 DO&EEBLEY,

fil: Kubernetes 7~ 704 X > b EZ hello-openshift-deployment.yaml

apiVersion: apps/vi
kind: Deployment
metadata:

name: hello-openshift
spec:

replicas: 1

selector:
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matchLabels:
app: hello-openshift
template:
metadata:

labels:
app: hello-openshift

spec:

containers:

- name: hello-openshift
image: openshift/hello-openshift:latest
ports:

- containerPort: 80

O—ANLT 7AIICERERELALEIC. Kubernetes T 704 XY NDIERICZD 7 74 IV EFET
xFd,

I $ oc create -f hello-openshift-deployment.yaml

CLI #{#fH L T, get > describe W& D [—fEHIAERIE] TREBEINTWS &L S I, Kubernetes 7
TAA XAV NE, MDA T MNIATREDLT) hEy MEWKRIEL T, BELET, #T72x7
N4 4 TDiHE. Kubernetes 7 704 X MIIL deployments F7-(3 deploy 2. L) htv k
ICIE replicasets F/zld rs 2FRALE T,

TTOA A N BLC LT YAty b ICET BEEMIE. Kubermnetes D RF a2 AV M ESRLTLEX
W, CLI ODFERAEDHIT, oc % kubectl ICEZIHZ TSI,
9.5.2. Kubernetes T 704 XV b 704 XV NEEE

7704 X2 b Kurbernetes 1.2 ICBIII N ZR1ICT 7O4 X >~ M&E A OpenShift Container
Platform (C#E1E L TW 28 IC. Kurbenetes A4 72 = 4 b4 4 7Id& OpenShift Container Platform @
BREEIFETFTEMDR > TWE T, OpenShift Container Platform OREAR A BIZIL. Kubernetes 7 704
AV NERKAEGBEEREL, 77—y a Vv OFMAEERATRICT 2E—F TV Mo A
TELTENSOTTOA AV MNFERTZ2AERICTUYEZLDZEILHY £T,

ATV NA THERTZT7Yy TRAMN)—LDTOY 5 b¥fFIA OpenShift Container
Platform TR AL—XIZRTTE S L DIC. Kubernetes 7704 X ¥ MMEHR—FhIhFET,
Kubernetes 7 704 X~ NDIRIEDHEEAZEER T Z &, HICUTOVWTNAEFERT 2 FELNRWVNEG

AIZIE. OpenShift Container Platform @7 704 X > MREDHKH Y IZ. Kubernetes 7 704 X > b
EEATHIERVWTL &,

o M A—YAKN)—L
o SATHAIIT VY
o NRAILTTAA AV NAKISTY—

LT3 Tk, 220047V M4 TOMESICEALTISICHRWVWEST, 2hik. 770
A XY NRETIEAR L, Kubernetes T 704 XV M AaEHT 3B 52 BT 2DICEIBET,

9.5.2.1. 7704 XV FREBEF OHEE

9.5.2.1.1. H&8IO—JL/ Xy &

Kubernetes 7704 X > ME, BEIRELABEIC. RRICEEILT IO IhiL T YAy b
ICEENICO—ILNy V3 hFHA, COMBEIEHEMNINEFTETTY,
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9.5.2.1.2. MY H—

Kubernetes T 704 XV MlIE, TT7AAAY MDD Pod TV FL—MIZEERH BT, FLWL
O—J)L7 7 MAEFHNICKN) HA—INZDT, BENA configChange M) A—DEFhTVET,
Pod 7Y 7L —hDZEBERICHAZICA—ILT I M LAWGEIZIK, 77O XY MEUTOL D ILELL
L/i_a—o

I $ oc rollout pause deployments/<name>

IR7E. Kubernetes 7 704 X >~ N Tl& ImageChange h') H—ldHR—MIhFEHA. NERNLKNY
H—DHEHEAIT Y TAMN) —ATREZEINTVWETH, COREFAZIFTANSNDZDH,, LT
ANMbNBE94 IV TIEFRBETY, &EMITIE. OpenShift Container Platform &4 DL #E & A%,
Kubernetes 7 704 X~ NDREEBOD LICEREINZAREMELH Y £ 95, Kubernetes A7 D—E & L
THEEIEZAPBELTVET,

9.5.213. 4794 I NT v Y

Kubernetes T 704 XV NTESA 7AW T7 v I DB R—KEhFEFHA,

9.5.21.4. HRAI LA ST

Kubernetes T 704 XV hTlE, A—H—DHEBETEIHRILTTAAA YV MNARNSTFI—EF Y
R—rIhTWEHA,

9.5215. AF Y7V Y—RFFOM4 AV b

Kubernetes T 704 XV hTlE, FIEO—ILT7 IO MD—EELTHF YT —REETINFE
/‘JO

9.5.21.6. TAMFFOAM XAV b

Kubernetes 704 XV FTld, EFHFDTFRAMNS Y VI R—FINFEFEA,
9.5.2.2. Kubernetes =704 X > NEH DG

9.5.2.2.1. O—JLA—/—

Kubernetes T 704 XV hDF7OA XAV N 7O€RIK, I hAO—5—I)L—TTERFIN T T
T7OA AV MEREE. FTLVWO—ILT7o NZEIKTOMY—Pod Z2FEALET, DF Y.
Kubernetes T 704 XV METEBRREFT7I9T4TRLT) Aty NA2EET B ENTE, KK
K74 A bay bO—Z—"LURIOL T Ay NERT—ILF OV L. BFOEDERT—IL
T7yvTLET,

FTOA AV RNRET, BT TEBT 704V —Pod i EEBKRK1D2&ER>TWET, 7O/ —N2
D2HBGEIE. T TOMV—ERmELT. ThThPEFOL TV y—> 3030 bO—5—Th
252223 M0—5—%R7—=)LT7vTLEIELET, ThICLY, —EBILTIVT14TILTES
DE, LTV r—aryayhO—5—2 23T, &EMIC, KuberneteST7El/f'\" oO—IL7T
7 MNDIIEL X,

9.5.2.22. KPIRr—Y > o
Kubernetes T 74 XV OV hA—=5—OADNTTOA XY NDBFAETZHIBL 7)) Aty hDH

AZXCOVWTORETEZBERRETH2cH. MighOO—ILT Y MDRT—=Y Y JTTEEY, BMD
L7V ARLTY Aty hOY A4 XICHEIL THRINET,
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FTAAAYRREIR, TTAAAVIMEEAY MO—5—DFHRL Y r—>3vary bha—>—0
HAXICEALTT O4 vV —7 O RERMETEHHDICO—ILT I hHDHRITINTUVWBFEIERT—1)
VITEEH A

9.5.2.2.3. A—J)L 7V bhO—FELE

Kubernetes 704 XY MEWDOTE—BELTEFET, 2F Y., #EPOO—ILT7 Y M —BELE
TEF9d, RIS, 704 v¥— Pod RBEET—EELETEAVOT, O—/IL7Y  NFICF7O4
AVINEREE—BEFELELEOIELTE, T7O04V—7O0CRIIZOFELARITT, T T5FTHIT
IhxEd,
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%10Z TEMPLATES (7~ 7L —})
2810Z%Z TEMPLATES (7> 7L — K)

10.1. &

TYTL—NTIE RSA—9— (L PUBREER (4722 b] &5 L. OpenShift Container
Platform CTHET Z/-HODA Tz b—Br4EmLET, TV FL—ME. —ER] ., TEILR
HE| LY [FO04 XAV MEE] L, 7OV MNRNTHEBR/IS—I v a Ui H3ITRTOED
BER T B7-DICNEBTEET, T/, TUTL—FTR. TNV Oty MEEFHLT, ThaeT
VIL—MNRICESZINELA TV MIERTEET,

CLIA#EARAT2 ., AV M NFREEIFTO—"NIVTFYTL—rNSATSY—=IC TV TL—r DT Y
TO—RINTWBIEE IIE, Webav Y —JL #FRLT, TV L—MSF TV N—B4A1E
MTEEY, Fal—hIhieF7rTL—bDHEER, OpenShift 1 A=Y 2N —LBLVTV T
L—hS475)—A5SRBLTLLEIN,

102. 7V 7L—bhD7y 7O—R

FUTL—MEEEHTSJISON FLIEYAML 7 74 IILDHBBEIE. TZOW] IHB LT, CLI %
FRLTCOY I M, Ty FL— b ETyTO—-—RTEFT, TH5FB2ET, OV MIT
VL= IMPREIN, IROTOVII MR L TCEYR TV ERENHZ 1 —HF—ICLY., YR
LERATEZXY, MEEOTYTL—hORd] ICDWTIK, TOMNEY I TRIFEHBLET,

REQO7OY I bNDOTY L= A4 TS) =LV TL— A7y 7O—-RK$3ITIE JSON F7i
W YAML 7 74 )LZLLFOOTY RTELE Y,

I $ oc create -f <filename>

NnATavEFRLTIAY IV MNEEIRETSIET, oAy I MIFY T L—RET Y
7°|:]_ I\\\T\‘ﬁi-a—o

I $ oc create -f <filename> -n <project>

TYTL—hME Web VY —LFE7IE CLI #FERAL TEIRTES LD ICRY £ LT

10.3.WEB O VY — I/l A FARALTT L — D SEMT 2 FIE

Web AV Y —IVaALET7T)o—2avOFER] 28BLTKEIW,

104.CLI AFAHL T 7L — D SERRT 2 FIE

CLIZERALT. Y7 L— b EREBL, ATV NERTBEDICERINREEFRATEE
-g—o

10.4.1. Z X)L

[SN)V] 1 Pod REDERINZ ATV M AEEL, BEITZOIERINET, 77 L—
RTIEELESNIIT Y TL— MDD OERINZITARTOAF TV MIBERINET,

AT Y RSAUDNLTYTL—RMISRNILEBINT 2H¥%ELHY T,

I $ oc process -f <filename> -1 name=otherLabel
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10.4.2. /XS X —4 —

EEXTRERNRNSA—Y—D—EF, TV L —bD lparameters E7 > a v ] ICBHEINTWE
T UTFOOYY RTHEATZ2 7714 L%EEELT. CLITNSIX =9 ——EZEBINTEXT,

I $ oc process --parameters -f <filename>

Freld, 7V FL— M TIKT7y 7O—RINTWBRIBEICIE. UTFEETLES,

I $ oc process --parameters -n <project> <template_name>

feEzE T74ILMDopenshift 7OV I MIHBIVA4 Vv IV RI— TV TL—rhDOWEFRMITH
LTRSA=F—%BMLEBEIC. UTOL I REANRTINET,

$ oc process --parameters -n openshift rails-postgresql-example
NAME DESCRIPTION

GENERATOR VALUE
SOURCE_REPOSITORY_URL
application source code

https://github.com/sclorg/rails-ex.git
Set this to a branch name, tag or other ref

SOURCE_REPOSITORY_REF

The URL of the repository with your

of your repository if you are not using the default branch

CONTEXT_DIR

Set this to the relative path to your

project if it is not in the root of your repository

APPLICATION_DOMAIN
Rails service

The exposed hostname that will route to the

rails-postgresqgl-example.openshiftapps.com

GITHUB_WEBHOOK_SECRET
webhook
[a-zA-Z0-9]{40}
SECRET_KEY_BASE

of signed cookies
[a-z0-9]{127}
APPLICATION_USER

A secret string used to configure the GitHub

expression

Your secret key for verifying the integrity

expression

The application user that is used within the

sample application to authorize access on pages

openshift
APPLICATION_PASSWORD

The application password that is used within

the sample application to authorize access on pages

secret

DATABASE_SERVICE_NAME

postgresql

POSTGRESQL_USER database
expression user[A-z0-9]{3}
POSTGRESQL_PASSWORD database
expression [a-zA-Z0-9]{8}
POSTGRESQL_DATABASE database
root

POSTGRESQL_MAX_CONNECTIONS database
10

POSTGRESQL_SHARED_BUFFERS database
12MB

Database service name

username
password

name

max connections

shared buffers

ZOEADS, TV TL— MOUEBFICERRROL DRI I RL —F —TERINEHD/Z A —

Y —=RFETEIT,
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%5102 TEMPLATES (> 7L —})

1043. 770 h—EBDER

CLIZEALT. BERAICA TV h—BZRIT VTV — NEERETD I 7M1 VERBTEE
-3—0

I $ oc process -f <filename>

Freld, TUTL—MDTTICREDO OV IV M7y 7O—RINTWVWBBESIEUTEEITLE
-a—o

I $ oc process <template_name>

FUTL—rENEL, oc create DHEAA/NRLA LT, TVTL—MDSF TV MEERT S
ZENTEET,

I $ oc process -f <filename> | oc create -f -

Freld, TUTL— M TTICREO OV IV M7y 7O—RINTWVWBREBEEIEUTEEITLE
—3—0

I $ oc process <template> | oc create -f -

EEX9 2% <name>=<value> DERTIC, -pA T avEBMTEIET, Z71IMICEEINT:
NTGA—H— DEELEEETEET, NSA—F9—BRBIF, 7VTL— NTATLHDTFARNT 41—
IWRIZRIRINZHBEDNHY FT,

fEZE, TV T L—MHDLLT® POSTGRESQL_USER & & ' POSTGRESQL_DATABASE /X5 X —
Hy—h EEXL, HRAIYTA AINBEBEZHTOREELEADLET,

$ oc process -f my-rails-postgresql \
-p POSTGRESQL_USER=bob \

Bl101 TV TL— M DSDATI I N—EDER
| -p POSTGRESQL_DATABASE=mydatabase

JSON 774 J)iE, Z74IICUSFAL I RhTBZEH, oc create IV Y KT, WIEEFADHEN%E
NRATLT, TVvFL— ATy 70— RESTICEEER TSI EEHTRETT,

$ oc process -f my-rails-postgresql \
-p POSTGRESQL_USER=bob \
-p POSTGRESQL_DATABASE=mydatabase \
| oc create -f -

ZHDINT A= —DHBHEIE. ThEET7AILICRELTHASLZDT 71 J/L% oc process I
Ig’a— ttrt%i’a—o

$ cat postgres.env

POSTGRESQL_USER=bob

POSTGRESQL_DATABASE=mydatabase

$ oc process -f my-rails-postgresql --param-file=postgres.env
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--param-file DB ELT"-" Z2FALT. BEANDIOLRIEZFHHAALIEETEET,

$ sed s/bob/alice/ postgres.env | oc process -f my-rails-postgresql --
param-file=-

105. 7y 7O—RKLAETVY T L—MNDEE

DUFoavY REFERALT, 9TI7aY /7 M7y 7O—RIATWET Y FL— N 2RETEF
-3—0

I $ oc edit template <template>

106. 1 VA9V KNTTI)BLIV 9499 RI9—b T T L—MNDOER

OpenShift Container Platform Tld, 774 NT, 41 YRIV NTF TV EVA VY I RI— TV T
L—ME2BEHRHLTHY., EBEBTHBICHRT 7 OBREZMBTETE T, Rails (Ruby).
Django (Python). Node.js. CakePHP (PHP) & & U* Dancer (Perl) BDF > 7L — M &FIETEXZ T,
V529 —BBEIEZ., IhoDTYFL— b 2FATESELDICT7 4L DT O—/30 openshift 7
APz MIZhLDTFYTL—MEERLTWSIETTY, 774/ NTHRARMRERIVRAI VY NT
TIVRIAYIRI— TV TL—ha—BRRTDITE. UTFEETLET,

I $ oc get templates -n openshift

BODNSARWERICIK., V53RY—BEBEIC [TI7AIN MDA A=A N) =L ETVTL— DM
A#H] DRMNEYIEBBLTELILIICLTLEIL,

FI7F#IRNTIE, T 7TL—KMEI R GitHub O2BRY —XRYRY N —%FHL, ZHICIIRER
TN =3 va—RArEFEhET., V—REZZELT. BADON—=Ya Y07 Y s—YarvslE
IWRTBICIE, UTFERITTIBRENHYET,

1. 7L —RMDF 7 #JU N SOURCE_REPOSITORY URL/XS X —4 —AHBEBTLHYRI N —
#I24x—7U7LFY,

2. 7T L— MO SERT 2B EICIE. SOURCE_REPOSITORY URL /NS X —4 —DfEn EEX
LET, 72N METIERL, 74—V BELTLEIL,

ZhickyY, YTL—FTERLEEIREBRER 7 )y —2ayd— R0 74—V 58BT54LD
ICY, O—RAEEHLT, BRICZTUr—vava)EILRTEZT,

Web AV Y —ILAFERLTIOTOERE21THHEIE. HAEZERITORY—MHAM4 K:Web T Y —
V] ZSRLTLKEIW,

~r

pa

AVAIVATTINVELVIAVIRI—="NTTYDT VY TL—KT, T—IR=2R
DIFTOMAVIEE] 2EHETDEDEHYET, TV TL— M ERTBZRET
iE, T—IR—RAVFVYYRBIL—EAN L —YAFEALET, T—49X—2R Pod A
SHODERATHREAINDE, T—IR—ADET—INKDLNTLEIDT, Thd
DTFVTL—KME, TEENTOAMEBETZREL,HY T,

10.7. 7> 7L — b DR
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-imagestreams-templates
https://github.com
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/getting_started/#getting-started-developers-console
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#deployments-and-deployment-configurations

%102 TEMPLATES (> 7L —})

TINVr—2av0ed 7o) M afBICBERT 20IC FRTVTL—N2EETEET, T
YFL—RTR ERT2F TV NE, INOSDA TV NOEREHA RS DA T—5%E
%L}i?o

description: "Description"

iconClass: "icon-redis"

tags: '"database,nosqgl"
objects:

- apiVersion: vi
kind: Pod
metadata:

name: redis-master
spec:
containers:
- env:
- name: REDIS_PASSWORD
value: ${REDIS_PASSWORD}
image: dockerfile/redis
name: master
ports:
- containerPort: 6379
protocol: TCP
parameters:

- description: Password used for Redis authentication
from: '[A-Z0-9]{8}'
generate: expression
name: REDIS_PASSWORD

labels:

apiVersion: vi

kind: Template
metadata:

name: redis-template
annotations:

redis: master

102 > TNBEFY TL— A4 TI T b ES (YAML)

10.7.1. 5%EA

TUTL—hOBBATR, TYIL—MOARBICETZERERETE. Web IV Y —ILTORRKRE

BB ET, TV TL—bRUADA I T—HIZERTTN, FRHIZEEFTYT, X975

. — MR AERBAR E DIBBRUNICHY TDEY MEEEFNE T, BRHARY TIETY TL—MNTHERY
ERARELDHY £ (BI: java. php. ruby ),

name: cakephp-mysqgl-example g

annotations:
openshift.io/display-name: "CakePHP MySQL Example (Ephemeral)" 9
description: >-

| P03 7Y FL— R A9 F—%

kind: Template
apiVersion: vi
metadata:
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® o060 06000

09
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An example CakePHP application with a MySQL database. For more
information

about using this template, including OpenShift considerations,
see

https://github.com/sclorg/cakephp-ex/blob/master/README.md.

WARNING: Any data stored will be lost upon pod destruction. Only
use this
template for testing." g
openshift.io/long-description: >-
This template defines resources needed to develop a CakePHP
application,
including a build configuration, application deployment
configuration, and
database deployment configuration. The database is stored in
non-persistent storage, so this configuration should be used for
experimental purposes only.
tags: "quickstart, php, cakephp" 9
iconClass: icon-php
openshift.io/provider-display-name: "Red Hat, Inc."
openshift.io/documentation-url: "https://github.com/sclorg/cakephp-
ex"4‘,
openshift.io/support-url: "https://access.redhat.com" Q
message: "Your admin credentials are
${ADMIN_USERNAME} : ${ADMIN_PASSWORD}" €!)

FUTL—rD—EE
A—HF—A VS —7 1 —ATHATEBELIIC. I—F—IIHH YRS, BBEALLH],

FUTL—MNDEE, T7O04INB3NE. T7OMFICH > THEL MDEDOH B FEEE1—
P—DNTEDBLIICEMZEML 9., README &, BIEHRADY VI HBIMTEE
To WNSTSTHFEHRT BICIE. RITEBIMTEET,

BMOEA, &AW, Y—ERAYOTICRTRIINET,

MRETIN—TENTEZ LI, YT L—MNIEERITZSY Y, BEOAYOTATT
)—D1DIC&FNDLDIC. #7%EBMLET, IV —I)LD constants 7 7 1 )b

T. CATALOG_CATEGORIES O id & categoryAliases AR LTIV, AF7TY—
&, VSR —2KRBIC THRHITAX] §5ZEHABETY,

Web AV Y= TTFYFL—hE—#BICRRINZ 74OV, AREARGEIR. BEFEO OT7
4 HERBIRLET, F/2. FontAwesome ¥ PatternFly S E 7 A AV A FHATEET,
iz, TV 7L — bEFEBT % OpenShift Container Platform 2 5 24 —IC [CSS hxA4 <
AX] %BINTEZDT, CSSHRIVA XREATT7AAVERBELET, BHEITZT7A IV
VIRAZEETDELDICLTLLEIN, BELAWE, RBAT7AIVICT =Ry I TER
Y £,

FUTL—MNERHTEZAFAIEEBOEZE
FUTL—MNIEATRMORFa XY NESEET S URL

TUTL—RMNIBETZHR— M2 TE S URL


https://github.com/openshift/origin-web-console/blob/master/app/scripts/constants.js
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#configuring-catalog-categories
https://rawgit.com/openshift/openshift-logos-icon/master/demo.html
http://fontawesome.io/icons/
https://www.patternfly.org/styles/icons/
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#loading-custom-scripts-and-stylesheets

%5102 TEMPLATES (> 7L —})

@ FUTL—RIDBA VR VRS NERICRRINSHRBEX v E—Y, ZOT4—ILRT,
BERINAY Y —ROFERAEEBMLEYS, ERINARIEBRPMD/IS A —5 —HH
FNEMTED LI, AVvE—VDRTRRIC. NIA—F—DBEMTHONEY, 2—H—
ARIRZROFIEHIZHINERF 1AV MADY VI EBMLTLEI W,

10.7.2. Z X)L

FUTL—=RMIE TSNV DY NEBIITEEYS, ThoDSRLIE, T TL—MBAVRY Y
ZEEINBBEFITERIND ATV MNTEICEBMLET, COEDICTRIVEERT D E. BEDT
VIL—IDOSERINELA TV NOKKR, SEABEBICAY XY,

H104 57> TL—b ATV bDODSRIL

kind: "Template"

apiVersion: "v1"

labels:
template: "cakephp-mysgl-example" g
app: "${NAME}" @

‘D ZDTVTL—IDSERTZE2F TV MOERINE SN
Qg INSGA—=H—bIN=SRNIL, TONIIVIE, TOFVTL—bEaEIERIN 23Tz
I MCERINET, NSA—9—F, SNILF—BLVEOEATHIRINE T,

10.7.3. /XS X —4 —

IRSGA=H—IZ&Y, TUVTL—IDA VRV RIEINDFICEEERT EH). I—HF—HIEEIEE
TEBEDHIRYFET, fEIE. "NSIA—F—DBRBINZE, BEBRINET, SRIE. A7V b—
BE71—ILRTHNIEECTEEETEET, Thid, BEAIINNRAT7—REEXRLEY, TV TL—
FDARITA RIIMHEBERI—F—EEDEPHRANEEBELLY TEZ2OTEMNTY, /A5 X—
Y—id. 2TERDAETSRAIETY,

o XFFNEE LT, 7 FL—MEXFIIT 1 —JL KIZ ${PARAMETER_NAME} O#/= T
BY 5

e jsonfyaml DfEE LT, ¥V 7L — kD7 4 —JL Ki< ${{PARAMETER_NAME}} O CH &
ER-)

${PARAMETER_NAME} #X % Hf T2 &, #ERDONRSA—9—8R%&21 D271 —ILRIHAT
%, "http:/${PARAMETER_1}${PARAMETER 2}" 2 D& 31, BBEETED T — 4 RICEDHAL
ZENTEZEY, EEHLDNITA—F—EHEBRINT, 5IHINLEXFINZRIBEICARY £T,

${{PARAMETER_NAME}} XD » & EAT 2HAIE. B—D/FX—9 —SRBOHNTET, £EX
FORTNFIIFERATEE A, BREIF. ERLAERIERNEM A json 72 0 M TRWER
Y, BRI N EA, BRNIEWA json ETRWVGEIC. BREEBIAIN. BEOXFIE L TR
BINEd,

B—ONRSA=49—F, TVvTL— NATEHOSETE, £/ 1207V L —MATHADER
BYXAFEALTSEBIZIENTETET,
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TI7FIWMEZRETE, I—HF—DBIDEZEEL TVWARAVWGRICERINIT,

description: "The user name for Joe"

value: joe

$110.5 77 A4 JU M & L THRMAEDRE
parameters:
- name: USERNAME

NIX=Y—fBld, NIX=Y—ERICHEELLIN—IIVEEITERT DI EELARETT,

description: "The random user password"
generate: expression

$110.6 /X5 A —4& —fED 4R
parameters:
- name: PASSWORD
from: "[a-zA-Z0-9]{12}"

ERDHITIE, WEEIC, KXF, MNF BFIRNTZEC 12 XFRO/NRT— RHEFERICER
INFEY,

MAARSEBXIE. TE2RERRROBIXTEDHY TEADN. \w. \dBIT \aBliFaERTZZ
ENTEET,

e [\w]{10} (. EHF. 7VH¥—RAT710E2EKL T, Thik. PCRE ZH|ICHEHN
L. [a-zA-Z0-9_]{10} ICHHHL X7,

o [\d]{10} F 10 MTOHFEEKL T, Thif [0-9]{10} ICHHLET,
e [\a]{10} F 10 MTOERHFZEMLET., Ihid. [a-zA-2]{10} ICHHLZXT,

LTI, R"IA—S—FEHREBREBORLEAT VY TL—FDHITT,

name: my-template

107 RS A—9—ERESBEECRELRBRTVTL—b
objects:
- kind: BuildConfig

kind: Template
apiVersion: vi
metadata:
apiVersion: vi
metadata:
name: cakephp-mysqgl-example
annotations:
description: Defines how to build the application
spec:
source:
type: Git
git:
uri: "${SOURCE_REPOSITORY_URL}" G
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%102 TEMPLATES (> 7L —})

ref: "${SOURCE_REPOSITORY_REF}"
contextDir: "${CONTEXT_DIR}"
- kind: DeploymentConfig
apiVersion: vi

metadata:
name: frontend
spec:
replicas: "${{REPLICA_COUNT}}" @
parameters:

- name: SOURCE_REPOSITORY_URL @)

displayName: Source Repository URL Q
description: The URL of the repository with your application source

code 9

value: https://github.com/sclorg/cakephp-ex.git G
required: true a
- name: GITHUB_WEBHOOK_SECRET
description: A secret string used to configure the GitHub webhook
generate: expression 9
from: "[a-zA-Z0-9]{40}" g
- name: REPLICA_COUNT
description: Number of replicas to run

value: "2"
required: true
message: "... The GitHub webhook secret is ${GITHUB_WEBHOOK_SECRET} ..."

®

ZDEIF. TYTL— "MV RY VAL EI N7-BE5 T SOURCE_REPOSITORY_URL /X5 X —
Y—ICBEBZIONF T,

ZDEIF. TYTL—MDAM VRV ZIEEINBESR T, REPLICA_COUNT /X5 X —4 —®D3&|
HALOEICBEERIONET,

INSGA—H—Z, ZDEIF, TVTL—MATNRSA—Y—%BRBITIZDICFARALET,
DY PT VWS A—F —DER], hilF, I —H—ICRRFINZET,

NS A—4H—DiHBA, BFEICH T 2HI8E, NS A—9—0BMEFEMICHZYERBEL Z
9, HEAICIE, VY —ILD TFHFZAPIERT I, BERXEAFERTELOICLTLCEX
W, RREEBALABEZFRALAVWTCREIL,

FUTL—rEA VR VAT BRI, I—F—ICLYEINEESINAWVGEICERIN
BDINTGA—=H—DT T4 ME, RRAT—REBERET 74 MEDOFER%Z®IFTELSICLTK
EXW, =0 Ly NEHABDLEBIEMRNTA =Y —%2FRATELOICLTLEIY,
CDINFGA—=F—HDUNEBTHBEE=BELET, 2FY, 21— —FIEDETLEEXTEE
Bhe WNSGA—H—T, TIFI MEFLIZEREIBEEINTUVWAWEEICIF, 21— —I(F
BEEETIHENHYET,

BAERIND/IRNTA—4—

ERBIANDAS, TDIFE. EMEFIE. AXFE. NEEZEL40MOERFEEKRLE T,

INSGA—=H—F, FUTL—M Xy E—JIEBIMTEBDT, XyvtE—YT, M LIEE
A—H—(CBMLET,
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10.7.4. 770 N—8&

TUTL—hOERBIE, TYTL— PV RIVZIEINBEIERINZ ATV bO—E
T9, Zhilik, BuildConfig. DeploymentConfig. Service 72&., [EMRAPI ATV s
M ZFEATEET, 77V M. ZITESEINLBYICERIN, /RTA—4 —DEIFEKET
IKBBINET, ChODEERIE. UEICERE LIRS A—9—52BRBRTEET,

kind: "Template"
apiVersion: "v1"
metadata:
name: my-template
objects:
- kind: "Service"
apiVersion: "v1"
metadata:
name: "cakephp-mysql-example"
annotations:
description: "Exposes and load balances the application pods"
spec:
ports:
- name: "web"
port: 8080
targetPort: 8080
selector:
name: "cakephp-mysqgl-example"

ﬂ Service DEF, DTV TL—RMILYERINFT,

R

FTVTY NEEDAHYT—4IT namespace 7 1 —IL RDEHIEETNBBEICIE. T
VTL—=RDA VRV ZABEIZT 1 —IL REEZEHN LI YBRANF T, namespace
74—V RIS A=Y —BRIEEINIHBEICIE. BED/NRZA—9—BEITD

N, NS A—9 —BMHIEEMER LT namespace T, 77V V MABERINhET, &
DIE, I —HY—IEHRD namespace TH TV TV M aERT Z2/X—Iv >3 vhH 3
EHRIHRTT,

10.7.5. N1 ¥ RAIBEA TV 7L — hDIERK

FUTL—MY—ERT7O—H—F BEINTVWETFYTIL— AT TP MNTEIIL. AP OTHIC
H—EXEZ1DRALET, 774 RMTE IhoDH—EREERER, /N4 REEE] &L T
ARAIN, TV RI—HF—HDFOEYaY LAY —ERII/LTNNI VY RTEZLIICLET,

T TL—MDEKEIL. template.openshift.io/bindable: "false" D7 ./F—>3aviaT
YTL—HMIEMLT, TV RI—H—H BEDOFTV -6 T7OEY3a =V IIh3dH—ER
BENA Y RTERVWEDIICTEET,

10.76. 7 7V N7 4 —IL KDOAH

TYUTL—bMDEREIZ. TYTL—MNIEEFNIREDFT TV MDD T4 —IL RERETRENE
IMNERETEEFT, TV L—MF—ERDTO—H—IE. ConfigMap. Secret. Service. Route 7
T2 MIRRAINET A —ILRERBEL, 12— —D7O0-Hh—TNRNyIINTVWEH—EZXAEN
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%5102 TEMPLATES (> 7L —})

VRULEBEICABRINZT71—ILRDEARLZET,

ATV MDT 14— RE 1 DELEFEBLETZIE. v TL— MDA TP o M L
74 v XD template.openshift.io/expose- 7 |& template.openshift.io/base64-
expose- D7/ F—3avEEBMLET,

ET7/)F—Yavx—iE, bind [GBEDF—ICHRB LI, TL 74 v I ADEIBRINTNRRRIIL—
nExd,

&7 ) 57— 3 v DfElE Kubernetes JSONPath 3218 T. /N ¥ REFICER I N, bind [BETRTA
XENEENEA TN T4 —ILREERELEY,

yz =)
' Bind EDF —/EORTIF, RIEZHE LT, YRATLDMDBZFHATHEHATEZD

T, T7/7—2avFFx—TTL 74 v I RERYBRWVELZEDRREERELE LTE

A2 ENHRINES, HKHEICA-Z, a-z FLE@ETVYY—RAT7%EBELT. TD

®IC, EOd, MOXFA-Z, a-z, 0-9 FLEF T VY —RAT7EBELTLEIW
template.openshift.io/expose- 7/ 57— avaEFEAL T, XFEHELTT7 1 —IL RDESRR
LEd, chid, FEDONNA T —T—F9%20BLEEAN, FHEITZEEHNTT, XM FY—FT—%
FIRTIBEICIE. N FT)—FT—F5RTAENCT—H DIV I— KNIZ basebdb #{FHT 2D TIER
<. template.openshift.io/base64-expose- 7./ 7—> 3 v aFERHLZT,

' yz o-1o)
N DRSS aTIRAT—FLARWEY, Kubernetes ® JSONPath & (ZRIBAD &
' DFBFAICFERINTWVWTE, .. @ BREFIAIXFELTHERINET, 20D, =&

ZIE, my.key &WD EZHID ConfigMap D7 —4 #5889 % (T1E. JSONPath FRIR &

{.data['my\.key']} & T Z2HENHY T, JSONPath RIEA YAML TED & S I
I NTWBENIEL DT, "{.data][ 'my\\.key']}" REDLHIT, BTNy Y

ATy ANBBERIGEDNHYET, .

UFiE. 2EINZIFZIZR/ATVIIMDT 4 —ILROBITY,

kind: Template
apiVersion: vi
metadata:
name: my-template
objects:
- kind: ConfigMap
apiVersion: vi
metadata:
name: my-template-config
annotations:
template.openshift.io/expose-username: "{.data['my\\.username']}"
data:
my.username: foo
- kind: Secret
apiVersion: vi
metadata:
name: my-template-config-secret
annotations:
template.openshift.io/base64-expose-password: "{.data['password']}"
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stringData:
password: bar
- kind: Service
apiVersion: vi
metadata:
name: my-template-service
annotations:
template.openshift.io/expose-service_ip_port: "{.spec.clusterIP}:
{.spec.ports[?(.name==\"web\")].port}"
spec:
ports:
- name: "web"
port: 8080
- kind: Route
apiVersion: vi
metadata:
name: my-template-route
annotations:
template.openshift.io/expose-uri: "http://{.spec.host}{.spec.path}"
spec:
path: mypath

LEDOEAH ATV TL— N TO bind BFICHT ZHEMFLUTOL D ICRY FT,

{
"credentials": {
"username": "foo",
"password": "YmFy",
"service_ip_port": "172.30.12.34:8080",
"uri": "http://route-test.router.default.svc.cluster.local/mypath"
}
}

10.7.7. 7 7L — NDEEN T E 5 F T

TYTL—MNDEREIF. TV TL—MNAOREDA TV MY —ER A4 DO, Template
Service Broker %7z |3 Templatelnstance APl IC& 27V L —RhDA VY RIVRIENTET LIcEIN D
FCRETIVENHINEIBETEET,

COMEEAFERTSICE. TYTL—MARAD

Build. BuildConfig. Deployment. DeploymentConfig. Job F7:-|& StatefulSet DA 7
TV M1DREIL RDT7 I/ TF—2 3V TIY—0%[HIFTLEIN,

I "template.alpha.openshift.io/wait-for-ready": "true"

FUTL— DA VR VRIEIE, T/ TF—2avDI—I0BMFFoNITRTOA TV 7 MO HE(E
TELREREINDET, BTLERHA, BRIC, 7/ 7= 3V BMA TV MBAKRERLAE SR
LEXNBD, BEISMNLTINTHD 1 BEEURICT Y L — NOEEINEL NS TBEIC. TV
L—RhDA V2RIV ZBIFEBLE T,

ARV ZAEOBMT, £ T2 NOBHEOEBRES L OCKBIILTOLIICERZINE T,

186
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o] #fHIKEE (Readines) 4B (Failure)
Build FTOTI M TT—XDRT LI2ER FT7VIRNT, 72— F vtk
EIns W, T5—, FhFKBEHREINS

BuildConfig BEMITONERFOEILNF TSI BEMITONERFOEILNF TSI
T, 72T—XDET LEEREIND T, 22— Fv L. T5—,
FRFEREREIND

Deployment 7YV MT. HLW ReplicaSet 7 #7249 bT. EBHDIREED false
704 AV MOFIARIBETH B EHRES ThHdEREIND
N3 (Chid, #7297 MIEEINE
readiness 7O —7IZHED)

DeploymentCo FTVzHIMT, HLWL AT MNT, EBHDIRRED false
nfig ReplicaController 7704 X > kA%l THHEREIND

A THDEWEINS (Chi. 47

Yy MIEHINT readiness 70—

TICRED)

Job TV RNTTIT—IADNRT LIZERR FTVx NTREA 1 DUERELEL
LEXNh3 LHREIND

StatefulSet FTVTHI MNTERTDOL T HDE(E B

NTETCWBEREINZ (FTO—THF
7YY NTEEY % readiness ICHED)

TRk, 77 L—M U T E—8k# L2 DTT, ZDHITIE, wait-for-ready 7/ 57—
I vMMERINTWET, ot FILik, OpenShift 74 v V29— FoTFL—MNIHYET,

kind: Template
apiVersion: vi
metadata:
name: my-template
objects:
- kind: BuildConfig
apiVersion: vi
metadata:
name:
annotations:
# wait-for-ready used on BuildConfig ensures that template
instantiation
# will fail immediately if build fails
template.alpha.openshift.io/wait-for-ready: "true"
spec:

- kind: DeploymentConfig
apiVersion: vi
metadata:

name:
annotations:

187



OpenShift Container Platform 3.10 FAF&EH A K

template.alpha.openshift.io/wait-for-ready: "true"
spec:
- kind: Service
apiVersion: vi
metadata:

name:
spec:

10.7.8. T DD HEREIR

o 7T =2 avaERAL—XILRTITBDILTRRI)Y—REEYHTOENE LI, TXAE
)—, CPUl 8LV A L=V ] T 78I M A XIKRELE T,

o latest ¥ VDEHMDA T v+ —N—=U a3 VTHFERAINTWVWBIBEICIE., A X=IDNBIDY Y
EHZBLAWVWEIICLET, FilRAA—IDNZEDITICTvoadhd e, 27007 7Y
= avhEBLTLED TREMELHY 7,

o BUIMRTVYITL—IDIFE, TV TL—bDFTOMRICERORLERLS, 7)) —VIlEL
N, 7704 BMTbhzxd,

10.79. B4 Tz DL DTF YT L — NDIERK

TUT7L—bEEONSHERTZDOTIEAL, 7OV MOSBREOA TV I a7V TL— N
XTIV RAR—MLT, RSA—=F—%BMLEZY, ARITAZALEYLT, TVTL— P EEET
22EETEFRYT, 7OV VMDA TV MNET Vv TL— MUK TIVRR—FTBICE. UTF%E
EITLET,

I $ oc export all --as-template=<template_name> > <template_filename>

all TR, BEDNY—RYA4 TPEHD )Y —R4BEXHZIBIEELHETT, OBIICDODWNT
I&. oc export -h ZE{TLTLEI,

LUFIE. oc export all ICEFEN2A TV M9 4TTT,
e BuildConfig
e Build
e DeploymentConfig
e |mageStream
e Pod
e ReplicationController
o JL—|

o H—EZX
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BNEIAVTF—~DYE— by LB

11.1. &

oc rsh ATV REFEAT 2L, YRATALLEICHBEEDY—ICO—AINTT7IVEAL, EEBT S
ENTEEY, EXa7Y I (SSH) I, 77U r—YavADtxa7hERs1RHTIEBEAS
TU/00—ThY., CThIFERBEICR>TWETY, YIIREBEAEFE LTIV r—23avAD7y
+ Z 13 Security-Enhanced Linux (SELinux) R & —TR#EI N, HIRINZ T,

M2. txa7hvziltEyyaryORA

AVTHF—~DYE—b YNV aVZERATET,
I $ oc rsh <pod>

DE—RN)OFEREFICIE, AT F—HTEITLTVWEDIDEDICOTY Y RERITTE, E=4 Y
VIRTNy Y, BLUOAVFF—ARTETINTWSEDICEEBD CLI O Y ROERAEODO—h
IWDREEERITTEET,

fEZIEMYSQL AV FF—DHE. mysql vV R #EFHL., 7O 7 M%EEERL T SELECT
AY Y REAANTBIETT—HIR—ZADLA—RBEHY Y NTEET, T, BRIEICIE ps(1)
BLV1s(1) REDAYT Y NEFRATEIEHETEET,

BuildConfigs & & Uf DeployConfigs [FRABDRTAEY. (AVTF—Z2HWHICEL) Pod Z T
WICTEMR L. RUATHEEZERZRLET. MALONIERRIKELEFEA, AVTF—RHNTEE
EBREAEMATHE, TOIAVTFTF—DBEINBEIRIND EMALERRIEELRCARYET,

L

Pz -
oc exec lFAY Y REYE—PMNTEITITRDIFRATEET, LHrLADS, oc

rsh A<y FOFEADNY E—bY TV ZKBRICAWREICT 2L YBRERHFEICA
l’) i’a—o

113. tXxa7hvz)leEyoaryon)L”y

FERAEPT T2 aviio20WTONLT, BlasRT2ICE. UTEERTLET,

I $ oc rsh -h
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B1RE Y —EXT7AHUV

12.1. &

1 —4'—#A% OpenShift Container Platform CLI £/l web O > Y —IL % FER T %H4. APl h—2 U iE
(»m&MAMkﬁLTmﬁé TWETH, — 21— —DOREBHRI/FIATETRVNGE, BERED
VR—XV M API U L ZBIEICETLET, UTIEZDOFICAY ET,

o L7Yr—arvarybO—3—5 Pod EMT B0 FIFHIBRT 57010 API IEUH L %

o AVFF—HOT Y —avhRIHOBMT API IEUH L5 £54 2.,

o HETTUH—LaVAEZSY VI BLORAENT API IO LEETT 3.
H—ERFAYY ME, —BI1—H—ORIERELEETICAPI 7 U R % & Y RRICHET 2555
AEBLET,

122. 1 —H—ZH LT IV—T

TRTCOY—ERTAHD Y MIE, —fB1——D&HICO0—IILaE5ETEZ1—H—ELIEEMNIT S
NTWET, 1—4—ZIEFZF07 OV FSLVEGRIDPORELEF T,

I system:serviceaccount:<project>:<name>

& Z2 £, view (RR) O—I)L % top-secret 7O TV kD robot t—EXT7 AU > MIBIMT I
. UTFZ2ERITLET,

I $ oc policy add-role-to-user view system:serviceaccount:top-secret:robot

BF

7OV NTCHEDY—ERTHIVMITIERAGETIRENHZHE -z
7S5 URFERATEEYS., Y—ERXRT7HIVMNBTZ IOV MO S z777€*ﬁ
FA L. <serviceaccount_name> %23 ELFFJ., ChIlLYUIS TIXRDRETZH
BEMEARY ., PO EREEELLEY—ERT7HTY PORMAGETEZ72HD. TOHE
ZHEATHIE 2B BEOLET, UTIEBIUZARY XT,

$ oc policy add-role-to-user <role_name> -z
I <serviceaccount_name>

7OV MSRITLABRVEGEEIE. UMTOFICRTLIIC -nA T2 avaEFERLT
NP BEAINSE OV T bD namespace #IEEL 7,

TRTCOY—ERTHIY MIUTD2 DD IN—TDAYN—TEHY ET,

system:serviceaccount

VATLDIRTOY—ERT AV IDEFNET,
system:serviceaccount:<project>

BEINEZTOV I NODIRTODY—ERTHI Y M EEFNET,
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EZIE, TRTOFAV I RDTRTDY—ERTHD Y KH¥ top-secret 7OV bDY) Y —
AERRTEDELIICTBICTIE. UTFERTLET,

I $ oc policy add-role-to-group view system:serviceaccount -n top-secret

managers 7OY TV RDITRTDY—ERTHD Y b top-secret 7OP I D)V —R%&RE
TEDELDILTBITIE. UTAERTLET,

I $ oc policy add-role-to-group edit system:serviceaccount:managers -n top-
secret

123. 774 I MDY —ERT7HD Y MELTO—IL
S3DODHY—ERT7AD Y IR ITRTOTOV Y NTEEWICERINZET,

HY—ERT7HIV b S xE

builder EJL K Pod TERINEYT, Zhilld system:image-builder O—/)LAYF 53
¥4, 2OO—J)LiE. WE Docker LY AN —%FRALTA X—Y 57OV
JRDAR—=VRARN)—ALILTYy>a2d 5T EE5TREICLET,

deployer 704 A2 b Pod TEAIN, system:deployer O—/LA I 5INET, &
oOo—J)LiE, oYz bTcL I r—YavyarybO—5—% Pod KRR LE
Y, BEELEYT DI EATREICLET,

default MDY —ERTHI Y MHPEBEINTULWARWERY, ZOMTRTO Pod 2E1T7
LDIFERINET,

7OV bDIRTOY—ERTH VY MIIE system:image-puller O—)LAF5INFEzT, D
A—Jbik, WEE Docker LY A NY —%FHALTTOV I MDA A=V A N) —LDLA X—=T% S
VI Ee=TRBICLET,

124. b —ERX7H 7V FDOEE

H—ERT7AHY Y MNE, &0V MIBETDAPI ATV MTT, Y—ERT7HD Y MA2EE
951213, sa ¥/l serviceaccount 7 TV U M9 A4 TEHICoc AY Y REFRAT ZH, Tt
web IV Y —ILEFEATEIENTEET,

BENO7OY T NOBEEDY—ERT7HY Y NO—EBEZEET2ICE. UWTFTEEITLET,

$ oc get sa

NAME SECRETS AGE
builder 2 2d
default 2 2d
deployer 2 2d

HRMOY—ERT ATV b ERT 21013 UTFZRITLET,

$ oc create sa robot
serviceaccount "robot" created
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H—ERTHTY FOERET SIS, WTFO 2200 —7 Ly NP EEIMICENINE T,
e API h—20 Y
e OpenShift Container L ¥ X b ) —DEREEIER

INLIRY—ERT7AV VM ek T 5 ERTTEET,

$ oc describe sa robot
Name: robot
Namespace: projectl
Labels: <none>
Annotations: <none>

Image pull secrets: robot-dockercfg-qzbhb

Mountable secrets: robot-token-f4khf
robot-dockercfg-qzbhb

Tokens: robot-token-f4khf
robot-token-z8h44

VATLEFY—ERT ATV MIAPI b—=0 Y EL TR RN —DFREEHRIBICHD & 2R LF
-a—o

ERIND API b= 2LV M) —ORREEERISHRUINICGAZ I EEHY FEAD, Y=L v
NEBIRT BT ETIYMETIENTEET, Y—o Ly MEIRBRIhBE, FROV—I Ly ME
BERSN, ChiCBS@RbYET,

125. FFAI SNy —J Ly hOEE

AP| SREEIBEIRZ 1R T 2 IFN IS, Pod DY —ERXT7HVU Y M Pod MERATE 2 —J Ly MERE
L/i-g—o

Pod IZLATFD 2 DDAETY—2 Ly MaFRLET,

o (I A=UFIo—oLy NOFER:PodDIAVFF—DA A=V TINT2-HDIFERAINSER
SIEHRERELET,

o VUV KNHRBERY—ILY NDFEAR, Y —V Ly NORBE I 7AIELTAVYTF—ICHEA
L/i-a—o

HB—ERTATY MDD Pod =0 Ly R X—=IFNo—I Ly hELTHERATESZLDIKTS
IKiE. UWTFZRTLET,

I $ oc secrets link --for=pull <serviceaccount-name> <secret-name>
H—ERAT7HIYRDPodDBY—I Ly XDV NTEBLDICTBICIE, UTEERITLET,

I $ oc secrets link --for=mount <serviceaccount-name> <secret-name>
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pa )

V=LY hNEENLEBSRITZ2Y—ERTAD Y NOHCHIRT D EIET 740 b
TEMIINTVWET, h

l&. serviceAccountConfig.limitSecretReferences "V X ¥ —8&E7 7M1 I T
false (77 4L MERE) ICBREINTVWBBEIEY—V L v b% --for=mount #+ 7
YAVEFOTH—ERTAI Y MDD Pod ILX VY N EBRENARVNWI EEEKRLF
9, 7272 L serviceAccountConfig.limitSecretReferences DEICHH D5

P, --forzpull # 7> a vEFRALTA X =S TILo—s Ly hOFEREAMICT 2
WEEHY XY,

UTFofTIE. =Ly bEERL. ShEaY—EXT7HO Y MIEMLTWET,

$ oc create secret generic secret-plans \
--from-file=plani.txt \
--from-file=plan2.txt
secret/secret-plans

$ oc create secret docker-registry my-pull-secret \
--docker-username=mastermind \
--docker-password=12345 \
--docker-email=mastermind@example.com
secret/my-pull-secret

$ oc secrets link robot secret-plans --for=mount
$ oc secrets link robot my-pull-secret --for=pull

$ oc describe serviceaccount robot

Name: robot

Labels: <none>

Image pull secrets: robot-dockercfg-624cx
my-pull-secret

Mountable secrets: robot-token-uzkbh
robot-dockercfg-624cx
secret-plans

Tokens: robot-token-8bhpp
robot-token-uzkbh

126. VT F—HNTODY—ERT7HY Y NDOREFIERDOFEA

Pod BMERIN B &, Pod 3Y—ERT7AVY MEBEL (FERT 74V MNOY—ERTAHD Y M %
FAL), ¥—EXT7AT Y bDAPIFREEFRESRINDE Y —I Ly h2eERATSHIENTEET,

Pod DH—ERT7HOY MDD API h—0 B EFNZ T 71401
/var/run/secrets/kubernetes.io/serviceaccount/token ICHEIRIICY D Y MENFE T,

ZDR—=UVIEPod DY—ERT7HT Y MELTAPIREUVHELAEERTTZADICEARATEEY, UT
DEITIE, F—IVICE > THNINDZI—HF—ICDWVWTDEREIEB T 379D users/~ AP| & IEY
HLTWET,

I $ TOKEN="$(cat /var/run/secrets/kubernetes.io/serviceaccount/token)"
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$ curl --cacert /var/run/secrets/kubernetes.io/serviceaccount/ca.crt \
"https://openshift.default.svc.cluster.local/oapi/vil/users/~" \
-H "Authorization: Bearer $TOKEN"

kind: "User"
apiVersion: "user.openshift.io/vi1"
metadata:
name: '"system:serviceaccount:top-secret:robot"
selflink: "/oapi/vl/users/system:serviceaccount:top-secret:robot"
creationTimestamp: null
identities: null
groups:
"system:serviceaccount"
"system:serviceaccount:top-secret"

127. Y —EXT7H Y v N ORIFRO A TOEA

BLUr—2v%, APIICKH LU CEREET DR EDHDIAEBT TV r—oa VICERHEIT DI ENTEET,
UTOBX%=ERALTY—ERT7HI Y MDD API b=V ZRTRLET,

I $ oc describe secret <secret-name>

UFICHZERLET,

$ oc describe secret robot-token-uzkbh -n top-secret

Name: robot-token-uzkbh

Labels: <none>

Annotations: kubernetes.io/service-

account.name=robot, kubernetes.io/service-account.uid=49f19e2e-16¢c6-11e5-
afdc-3c970e4b7ffe

Type: kubernetes.io/service-account-token

Data

token: eyJhbGci0iJSUzIINiIsInR5cCI6IkpXVCJ9. ..

$ oc login --token=eyJhbGci0iJSUzIINiISINR5cCI6IKpXVCJI9. . .
Logged into "https://server:8443" as '"system:serviceaccount:top-

secret:robot" using the token provided.

You don't have any projects. You can try to create a new project, by
running

$ oc new-project <projectname>

$ oc whoami
system:serviceaccount:top-secret:robot
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13.1. &

(A A=) =L 1, T THMNINZEZKO OV FTF—A A=Y TEHBEINZEY, Ih
& Docker 1 A=Y YR M) —D LD REEANA—VDE—REE2—%RHELE T,

AAXA=—VZAN)—LDERICEY. EIWRSLOTTOM A MIFRA A —T DBME /2 IEEERIC
BHEZEL, ThZhELRFALAETTOAM AV MERTLTINICHIELE T,

AA=JDLIRARN) —HDBHINDIBAPL RN —BEEORIMEM.. BLUOEILRPTTOA4 XY
NTHEEINDIENENATHEZMNIE DT, A A=V EREL, A XA—YRAN)—LEEYNTYTS
TEHERERY, HELDAETINSAERITTRIENTEET, UTFOEIDaVTRINALD
NEY Z2ICDWTHRWET,

13.2. 1 X —T DX T 7

OpenShift Container Platform 41 X —Y Z MY —LEZFDH J%FERT HR0IC. AVTF—AX—=ID
AVTHFAMIBIFBARXA=I I TEMICOVWTEBLTELS EEMNTY,

AVTFT—A X =V ZTOARTEERNICHBITEDLDICTZE01 (¥ V) ZBINTEET, 970D
—RBRERBIE LT, A X—JILEFND2EDODN—VaVEEETBLOICHERATEZEY, ruby
EWDZRIDA XA —=IDHBHE. Ruby D 2.0/ N—YaVEIZ20 EWD ZREIDY VT EFRALREY,
DRI M) —2EICBIFDI2RFOEILRINIA A=V %R latest EWHI Y T EFRALAEY TR &
NTEZET,

docker CLI ZEA L TA X —Y L BENFEY 5% 5. docker tag AY Y RZFEALTHY J%ZEIMT
TET, EAMI, CORFIZEBOMD TERINDIIA VT RAEA A—JIGEBNT 2BETYT, 2
NOSDEHDOMAICITUTIEEFNET,

I <registry_server>/<user_name>/<image_name>:<tag>

LEED <user_name> DEH L, 4 A —IHHEL P X k1) — (OpenShift Container LY R k1) —) &
{8 L T OpenShift Container Platform BRIBICREFEINZBAICIE. 7OV I~ ik
(& Tnamespace] HSRT2I&NHYFT,

OpenShift Container Platform |& docker tag O~ > KICfl7z oc tag I~¥ Y RERHLETH. Th
SEAAXA—Y ECTEEEETD2DTIRHBRLSA A=Y ZARN)—LTEMELE T,

ya 53!

docker CLI Z AL TA X =Y ICEEY T T2 HEICDOVWTOFMIE. Red Hat
Enterprise Linux 7 @ [Getting Started with Containers] KF¥a XY hE2SRLTCES
LY,

13.21. 9 T DA A =T A K1) — LADIEND

OpenShift Container Platform M4 X —Y X MY —ALF4 JTHEBII N3 EOFAE 1 DBUEOaY 7
FT—AAXA—UTHERINSDZEICBEELAZLET, oc tag AVY REFRALTHYVTEA A=V RN —
LIZEMT2ZENTEET,

I $ oc tag <source> <destination>
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TeEZE ruby A X—Y 2 M) — LD static-2.0 9 V% ruby 1 X—2J X M) — 42048 JDIRITDA
A—VEBICSRIDLIICERETSICIE. UTZERTLET,

I $ oc tag ruby:2.0 ruby:static-2.0

IhIZE Y, ruby 1 X—Y R M) —AIC static-2.0 E WD ZEIDA A —T A MY =LY THFITHER
INFET, ZOFRY VL. oc tag DEITEICruby:2.0 {1 A=Y AN =LY THRBRUIZA A=Y
ID #BEESRBL. IhHBRIZANA-IHIPEREINDZIENHY FHA,

BBODYTEFATEXT., T74IMEFETR, BHEDKROBEDS X—Y %SRS ki 97
ZEALIY, V-ADEEINTEIE 3B%k) F TEEEINIEA,

RSYXV T 5 TDBEIE. BEIITDAIT—INY =R TDA VR— MNFICEHFINE T, BE
BTN =R TDEBRICEICEFRIND L DICT BICIE. --alias=true 757 A2EHALE T,

I $ oc tag --alias=true <source> <destination>

T

R

KRR I A ) 7R (latest F7/zid stable 2 &) ZERT ZICIE bZvXU T 45
EERALET, COYTIEE—AX—YZMN)—LHNT OHF BYICHELFT, EHOD
AA=—IZRNY)—LBTHEAINZIANVTREZERLEDIETZEIT—DELE
_a—o

X 5(C --scheduled=true 7 5 7 %EML TEEY VD EHMICEH (BI v R— Mo &) Insd L
IICTEET, HEEFYRATLALRLT [7O-NVICERE] TEFET, F#MlllE. 9 78L01 4 —
DAY T—=HDAVR—F] #BRBLTLLEIW,

--reference 757134 VIR— FNINBWAX—IZAN)—LAEERLET, TOYJTIFEICY—R
DIFFFESBLETHN. ThEXKENICSEBLET,

Docker ICX LT, AL AN —DOY TRHIFINIAX—VEBICTTvFTELIETRTSIC

&, --reference-policy=local Z#fFRHLZFd, LR M) —E [ 7L ZIL— (pull-through) #

BEl ZFERALTAXA—VEIVSATYMURELEYS, 774 KT, 41 X—=Y Blob lELY R MY —

IKE>TO—AINICTS—) VU TINBDT, 41 XA—2 Blob WWREIMEICRD E, FURLKTILEH

9, FLIDT7FJIF --insecure-registry % Docker T—EVICIBE LR TH, 1 A—TYR
N)—=LIC TEF2T7TRVWT/T—av] BHdMN FLFITIC TEF27THRVA VR— KR
)Y —] DHBBRY., EXFa7THROULIAN)—HISETILTEET,

13.2.2. #HEIN 2 4 J{FIFRA

AA—VEEEORBEHICELTZEDT, TNOHDITIREDELZRRLET, 1 X -5 T
EILRINDEHAA-VZEBICSRLIT,

HTRILHFEYICEZ DIFRIEARAENZIHEICIE (Bl: v2.0.1-may-2016). ¥ JIEA X —T D 1
D2DYEYI VDR ESRBL, BFIINDZIENRRYET, TIAIN MDA A—=SDTIN—=2T
F7 avEMFALTE. COEIBAA—VIFHIBRINERA, FEICKBERISZAY—TlE, 1
A=Y MEEINDI-CICHHRY ITIMERINZBREDHEIC. B B>TALWAA—=I DI T XY
FT—AMNBEICARY, etcd T—F A MTHEVIEWNICRDAREELDHY T,

—hH. YTDEZEIN V2.0 THBEEIFAA—JVETavOENEL BB ENFEINTET, Zh

&Y T9TERE] NMRBRZ7HD. A X—IT)—F—" BEOFEDLNRLL R/ A=V % HIkR
THHREMENESRYET, FHIE. A A—2DTIL—=v7] 25RLTLEIW,
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BIBFEAA—SDEH

Y UDEZFFITRAIZTETEDS I ENTEEIA, T I Tk <image_name>:<image_tag> o=
DOV DODDFIERTHEL & D,

F13.1 A A =T T D&M TR

B4 &l

e sy myimage:v2.0.1
T=FTIVFv— myimage:v2.0-x86_64
N=2A A=Y myimage:v1l.2-centos?7
= (FRRERATEEELH D) myimage:latest

=T (REMENH B) myimage:stable

Y IRZICEAEDZRENHZIHE. A< RYFERAINRL R >7M A—IUB LV istags = EHM
ICHEBEL., ThoalBRLTLLEIWN, FHOLARAVE, WA XA—JICLB Y Y —REEENEKT S
AREEELHY £,

13.23. 9 T DA A= X N — LD S DHEIFR

BT A A=Y AN)—LDLRRICHIRT 511, LTFZ2ETLET,
I $ oc delete istag/ruby:latest

FLBUTZRTLET,

I $ oc tag -d ruby:latest

1324. A X—J AR —LTDA XA —CDER
UTFOBEBYA TEBALT, A A—VEAA—VZNY—LTBRTEET,

e ImageStreamTag|d. FTEDA X—Y A MN) —LBLPIITDA A—CESRBL. BET 5
DICFERAINET., COZFNIEUATORAUCEDVWTHMITONET,

I <image_stream_name>:<tag>

e ImageStreamImage |&. FIEDA A —Y AN —LBLIPA A—TEZDA X =V %BRL,
BRST2DIERAINET, COLRIEUTORAUCEDIWTMITONET,

I <image_stream_name>@<id>
<id>d. Y4V APEETFIENDHFEANA—TDAI2—49TIRIDTY,

e DockerImage &, FIEDHEL VAN —DA A=V %A BRBL, ET2LDIERINE
T, TDZENE. LULTD& D RIEHED Docker T ICEDWTHRIFSNF T,

I openshift/ruby-20-centos7:2.0
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! a3
%;E; FIPEEINTWRWES, latest § YNMEAINDZ I EMNEEINET,
Y—RFN=F 4 —DLIZAMN)—%ZSRITBIEELTEEY,
I registry.access.redhat.com/rhel7:latest
FRFIAVIARNTAA—VEBRTEET,

centos/ruby-22-
centos7@sha256:3a335d7d8a452970c5b4054ad7118ff134b3a6b50a2bb6d0cO7c?
46e8986b28e

CentOS A A=Y AN —LDHY Y TIVIREDA A=V ZAN) —LEHRDY VTV ERTT D56, T
N 5IZIE ImageStreamTag D EFHX DockerImage DESBMNEZF N5 —5 T. ImageStreamImage
IKEET25DEMAEEENTUVWANWI EILIIOMINDIETLE D,

INE, ARXA=VRAN)—=LTDAA=VDAVIR—NFELIFAA=VDY TRHFETIHBEIETEIC
ImageStreamImage 7 7'~ = ¥ b #H' OpenShift Container Platform ICEHEIMICER I N D HTT,
AAXA=DZARN) —LEBEHRT ZOICFERTE24 A—JZMN) —LEET InageStreamImage 7 7
V1) MeHATHICERT DV ERHY TEA.

AX=IDATIV LY NERERIE. AA—TVAMN)—LEZE LV ID %#FH L. ImageStreamImage &
HEMBLTHERETLIIENTEET,

I $ oc export isimage <image_stream_name>@<id>

P
UFZERITLUTAEDA A=Y A M) —LDEMR <id> BRI DI EHTEX
-a—o

I $ oc describe is <image_stream_name>

feEZIE ruby 1 A=Y Z M) —AH S ruby@3a335d7 DERIS LCID 2> T
ImageStreamImage ##FEL £7,

ImageStreamImage CHSI N2 A A —I ATV PDOESE

$ oc export isimage ruby@3a335d7

apiVersion: vi

image:
dockerImagelLayers:
- name:
sha256:a3ed95caeh02ffe68cdd9fd84406680ae93d633ch16422d00e8a7c22955b46d4
size: O
- name:

sha256:eeldd2cb6df21971f4af6de0f1d7782b81fb63156801cfde2bb47b4247c23c29
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size: 196634330

- name:
sha256:a3ed95caeb02ffe68cdd9fd84406680ae93d633ch16422d00e8a7c22955b46d4
size: 0
- name:
sha256:a3ed95caeb02ffe68cdd9fd84406680ae93d633ch16422d00e8a7c22955h46d4
size: 0
- name:

sha256:ca062656bffO7f18bff46be00f40cTbb069687ecl24ac0aan38fd676cfaecad92
size: 177723024
- name:
sha256:63d529¢c59¢92843c395befd065de516ee9ed4995549F8218eac6ff088bfa6h6e
size: 55679776
dockerImageMetadata:
Architecture: amd64
Author: SoftwareCollections.org <sclorg@redhat.com>
Config:
Cmd:
- /bin/sh
- -C
- $STI_SCRIPTS_PATH/usage
Entrypoint:
- container-entrypoint
Env:
- PATH=/opt/app-root/src/bin:/opt/app-
root/bin:/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin
- STI_SCRIPTS_URL=image:///usr/libexec/s2i
- STI_SCRIPTS_PATH=/usr/libexec/s2i
- HOME=/opt/app-root/src
- BASH_ENV=/opt/app-root/etc/scl_enable
- ENV=/opt/app-root/etc/scl_enable
- PROMPT_COMMAND=. /opt/app-root/etc/scl_enable
- RUBY_VERSION=2.2
ExposedPorts:
8080/tcp: {}
Image:
d9c3abc5456a9461954ff0de8ae25e0e016aad35700594714d42b687564b1f51
Labels:
build-date: 2015-12-23
io.k8s.description: Platform for building and running Ruby 2.2
applications
io.k8s.display-name: Ruby 2.2
io.openshift.builder-base-version: 8d95148
io.openshift.builder-version:
8847438babk6307f86ac877465eadc835201241df
io.openshift.s2i.scripts-url: image:///usr/libexec/s2i
io.openshift.tags: builder, ruby, ruby22
io.s2i.scripts-url: image:///usr/libexec/s2i
license: GPLv2
name: CentOS Base Image
vendor: CentO0S
User: "1001"
wWorkingDir: /opt/app-root/src
ContainerConfig: {}
Created: 2016-01-26T21:07:27Z
DockerVersion: 1.8.2-el7
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Id: 57b08d979c86T4500dc8cad639c9518744c8dd39447¢c055a3517dc9c18d6fccd
Parent:
d9c3abc5456a9461954ff0de8ae25e0e016aad35700594714d42b687564b1f51
Size: 430037130
apiversion: "1.0"
kind: DockerImage
dockerImageMetadatavVersion: "1.0"
dockerImageReference: centos/ruby-22-
centos7@sha256:3a335d7d8a452970c5b4054ad7118ff134b3a6b50a2bb6d0c07c746e898
6b28e
metadata:
creationTimestamp: 2016-01-29T13:17:45Z
name:
sha256:3a335d7d8a452970c5b4054ad7118ff134b3a6b50a2bb6d0c07c746e8986b28e
resourceVersion: "352"
uid: af2e7a0c-c68a-11e5-8a99-525400f25e34
kind: ImageStreamImage
metadata:
creationTimestamp: null
name: ruby@3a335d7
namespace: openshift
selflink: /oapi/vl/namespaces/openshift/imagestreamimages/ruby@3a335d7

13.3. KUBERNETES ') V — X TDA X—IY X MY —LDFEMH

OpenShift Container Platform D4 574 7YYV —RATHBIMA A—JZA N —LlE, TEILR] £k

i IF704 %>~ 72 & D OpenShift Container Platform THIBARERRA T4 7YY —ADHEY T
RTE, BIMFRERLTEHELET, WERT, 1 X—YZAKN)—4LlE V3T, [LTYUS—T 3
vavbtO—5—] . LFYAEYy NFEXkiE TKubernetes 7 704 AV bl BREDXAT 4 TD
Kubernetes ') YV —R & EHEIHZ I L HAEETT,

PSR —EBEIIERARER VY —2AAFEICETE] §52ENTEET,
CDHEENENRIBE. YUY —AD image 714 =)L RICA X =YV A N) —LDBSREERET S &N
TEFT, COMEAFRATZHE. VY—REALTAYV I MIHBZAA—JARN)—LDHES
BIDENTEET, AX—VAN)—LDERIZ, B—E AV NDETERINZIVLELNHY F
T, EZIE ruby:2.4 DIFA. ruby i 2.4 EWHEMDY T EFESL, BRITBZVY—-REFLT
Oz MIHBDAA—VRARMN) —LDERICARY FT,
CDMEEABMICT 22 DDAENHY T,

1. BEDVY—RTAA—VRAN)—LDFEREZBEMICT S, ZhickY, ZDVY—RADHH
AA—=T T4 —=ILRDA A=V R N) —LZAFATEET,

2. AA=VRAPMNY—LTAA—=VARN)—LDEREBMICT S, CHICLY, DA A—=IR
N)—ALAAEBRBITZITARTDYY —ZADNM A=V T4 —ILRDA A=V R N)—LZAFAT
xFd,

LERDBIEDVNTNE oc set image-lookup ZFERA L TERITTEEY, L&A UTFOIT VR
BETRTOYY—ZB mysql EVD EZRIDA X -V M) —LEBBTESEDICLET,

I $ oc set image-lookup mysql

ZniZ& Y, Imagestream.spec.lookupPolicy.local 7 4 —JL KA true ICEREINE T,
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ARX=INWy I Ty THEBEHRAA—I XN —A

apiVersion: vi
kind: ImageStream
metadata:
annotations:
openshift.io/display-name: mysql
name: mysql
namespace: myproject
spec:
lookupPolicy:
local: true

BWRIGEEICE, COBERAX—VZAMN)—LADITRTOY TICRH L TEMEINETT,

UFEFERALTAX—YZAMN)—LEIITY—L, ZOATYaVREREINTVWEHNE I I EHRT
TET,

I $ oc set image-lookup

IS, BEDVY—RATAA=IIy I Ty TEEMITEIEETEEY, UFoavy Nk
mysql & WD ZHEID Kubernetes T 7AA XY RDBA A=Y RN —L%EFHTEZLIICLET,

I $ oc set image-lookup deploy/mysql
ZhiZ& Y, alpha.image.policy.openshift.io/resolve-names 7/ 57— 3 VAT FOA X
YMIREINTT,

AA=IJNy I 7y THEEHICI T TO1 A2 b

apiVersion: apps/vi
kind: Deployment
metadata:
name: mysql
namespace: myproject
spec:
replicas: 1
template:
metadata:
annotations:
alpha.image.policy.openshift.io/resolve-names: '*'
spec:
containers:
- image: mysqgl:latest
imagePullPolicy: Always
name: mysql

AX=JIIy I Ty THEEMIT DICIE. --enabled=false #E L X7,

I $ oc set image-lookup deploy/mysgl --enabled=false

134. A X—I IR o —
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Pod DZNFNOIAVFF—ICFaAVTFHF—AX—=IDHYFET, 1 A—V%EHRL. ThiaL IR K
)—|lFwoadbE, A A—V% Pod TEEBTXET,

OpensShift Container Platform (&3> 77 —%{FK 9 2 &. 37 F—D imagePullPolicy % {ER L
T, AVTHF—ORERICAA—DETIVTZ2RENHINEINEREL Y, imagePullPolicy
IR TD 3 DDEZFEATEET,

e Always: BICA A=Y & TILLET,

e IfNotPresent: f X—I A/ — RKEICRWERICOHRA A=V HTILLET,

o Never: 1 X—Y%TILLEHA,

JY 7+ —0 imagePullPolicy /X5 X —4% —HHEE I N TUWRWIHEE. OpenShift Container
Platform &4 X =Y DY JICEDWTIhERELE T,

1. % 7D & DHBAE. OpenShift Container Platform (£ imagePullPolicy % Always IZ7 7 #
IWRERELET,

2. ThUADIZEIC. OpenShift Container Platform (& imagePullPolicy % IfNotPresent |C
TIAILNEELET,
135. REL VRN —ADT IV ER
AX=I DTy aFhiTTIV%ERITT % 7HIT OpenShift Container Platform OREL IR K1) —IC
BET7IVERATEEY, LEAR, TR AA—JDFHTY Y 2IlE2TAA—I RN —LEER
TEHIBAEY., BIZA A=V LT docker pull = BEERTTZHEICKRIBET,
HEEL ¥ Z 1) —I& OpenShift Container Platform API & BU Th—2 > | #FERALTCHRIELET, W
BLYZ M) —IZx LT docker login 2179 5IClE. AREDI—F—ZELUVAX—IL%EIRTE
FIH. N7 — RIEF MR OpenShift Container Platform h—2 > TH B2 REHNHY £,
AEBLYARN)—IOTA4 VT3 RTFZERITLET,
1. OpenShift Container Platform (O 74 >~ L &9,
I $ oc login

2. TV ANV VERIBLET,

I $ oc whoami -t

3. b=V AFERALTASLYARN)—ICOYA4 Y LET, docker 2> AT ALICA VA M=ILL
TELMEIHYZET,

$ docker login -u <user_name> -e <email_address> \
-p <token_value> <registry_server>:<port>

pa )

FARTBZLIVARN)—=IP FALIERRAMNESLVOR— MDBEFRBELRIZEIX. 75
4 —EBEEICHVWEDETLEIWN,

-
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A X=V% FIT BICIE. BRI NS imagestreams/layers IC5H 9 % get #ERA. Z DERIEFAHD
A—HF—ICEY L TONTWERREIrHYET, Fh, 1 A=Y E5 Ty a$3I0d BIEFHDI—
H—IZ. BXIN S imagestreams/layers [CX T % update HERAFIYHTOLNTWEIRENHY
i’g—o

TI7#INT, AV MDIRTOY—ERTAV Y MIALTOY 2 NOFEEDA A=V % T
VI ZHER%EZRFS, builder Y —EXT7 AV Y MIEAL 7OV I NOFEBDA A —2% Ty ad
LHERZFLIT,

13.6. 1 X—Y ) —2 Ly NDFERA

AREINTVWAVWI—HY—DPEEANA—JILTIEATELVELDIC, [Docker LYK —] Ot
Fal)T14—RETDZENTEZEY, [OpenShift Container Platform DHREL V2 1) —%fF

Al L. AL7AY I MIHBA A=V A N) =L TILLTWVWSEIBEIE. Pod DY —ERT7HD
VMTEYRNRN=—Iyv I3 NI TICREINTWEDT, BIIDT7VY3aVIERETTY,

7272 L. OpenShift Container Platform 7OY 4V N2&KTA A=Y BRI 2560, ¥ Y
TA—REINLELIZARN) —DOHAXA—VESRTZ2LEDMD ) A TiE, BINDEEFIEL
BIIRQYET, UTFDEI>avTlE, ThoDoH ) A ERERFIBICOWTEHELCERBALET,

13.6.1. Pod BB D TOY =V NETDA A -V ABRTEDLIICTBHRE

AEL IR KN —%FERLTWBIHAE T project-a D Pod #° project-b D1 A —Y%#BRBTEXDLIIC
9 %IZId. project-a DY —ERXT7 77U K project-b D system:image-puller O—)LIZ/NA U R
INTWBRENHYFT,

$ oc policy add-role-to-user \
system:image-puller system:serviceaccount:project-a:default \
--namespace=project-b

ZOO—)LEBMLERIC. T74IMDOY—ERTHD Y M%ESH8T % project-a D Pod |E project-
b NS4 A—CETINTEDELIICRYET,

project-a DT RTDY—ERT AT Y MITVEREHFATT2I1C1E. FIL—T=FERBLET.

$ oc policy add-role-to-group \
system:image-puller system:serviceaccounts:project-a \
--namespace=project-b

13.6.2. Pod ?MEDEF 2 7RL VAN —DHA X =V %SBRTEDLDICT IHRE

.dockercfg 7 7 1 )L (£ 7=I3%1#R Docker 7 514 7 > k DIiFE & $SHOME/.docker/config.json) (3.
l—ﬁ—bftﬂeJT/aFtﬂFJTfotl/v‘z MY—IZERIICAOTA Y LTWBBEICEOI—HY—DERE
&% 9 % Docker ZREEIE®R 7 7 1 IV TY,

OpenShift Container Platform ORERL PR M) —IZRhWEFa ) 74 —REI NIV TF—A X —
Uk TIVYT BITIE, Docker BREEIEHRT I —IL v b 2R L. ChEY—ERT7HD Y MHEM
TEIRENHYFT,

X271 —REINLLY AN —O .dockercfg 7 71 LB BHE. UTFTEEITLTED T 7
AIWHBEY—I Ly NEERTEET,
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$ oc create secret generic <pull_secret_name> \
--from-file=.dockercfg=<path/to/.dockercfg> \
--type=kubernetes.io/dockercfg

F 7z1¥. $HOME/.docker/config.json 7 7 1 LH'H BIBEIEUTEEITLE T,

$ oc create secret generic <pull_secret_name> \
--from-file=.dockerconfigjson=<path/to/.docker/config.json> \
--type=kubernetes.io/dockerconfigjson

TXal) T4 —REINLL VAN —OD Docker FREEEHRA L WIHGEIE, UTFAEERITLTY—2L Y
NAERTEZET,

$ oc create secret docker-registry <pull_secret_name> \
--docker-server=<registry_server> \
--docker-username=<user_name> \
--docker -password=<password> \
--docker-email=<email>

Pod DA X =V A TILTZDDY—0 Ly NEFERT RIS, TZOV—I Ly hNetyb—ERTHI YV
MBS Z2HREAHYZET, ZOFITIH, Y—ERT7AHD Y FOERIIE Pod MERT2H—ERT
AV MOERIIC—BLTWBRELHY FT, default T 72 MDY —ERXTHD VY NTT,

I $ oc secrets link default <pull_secret_name> --for=pull

EIWRAX=IDTyaBLPTINICY—I Ly MEFERTSBICIE. >—J LY MEPod HTY Y
VINARTHEIREIHYET, UFTINZRTTEET,

I $ oc secrets link builder <pull_secret_name>

13.6.21. EEXINLRIAAFALEZTSAR—MLIRAMN)—D5DTI

7074/\ I\ I/VZ I\ U _Liu:b\uﬁ%gu{ﬂo)-‘j_ l:ZL.%EE'C‘i?iTQ :@iﬁmx ’f )(—°/°7°)l/°/—7
Ly NEIFREES L LI RN —DIV RRA Y FOBEAICKH LTERZINTWDIHENHY T,

pa

Red Hat Container Catalog ® % — K/8X—7F 1 —D 4 X —< (& Red Hat Connect Partner
Registry (registry.connect.redhat.com) " SRHEINE T, TODLIY A M) —IF
#Rif % sso.redhat.com [CEET 57H. LTOFIEN’ ERAINET,

1. EESINERAET—N—DY—I Ly F 2R LZET,

$ oc create secret docker-registry \
--docker-server=sso.redhat.com \
--docker-username=developer@example.com \
--docker-password=******** \
--docker-email=unused \
redhat-connect-sso

secret/redhat-connect-sso
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2. TSAR—=NLIYRAN)—DY—D Ly NEFERLZET,

$ oc create secret docker-registry \
--docker-server=privateregistry.example.com \
--docker-username=developer@example.com \
--docker-password=******** \
--docker-email=unused \
private-registry

secret/private-registry

R

Red Hat Connect Partner Registry (registry.connect.redhat.com) [FEFEK I
% dockercfg>—7o L v N9 1 THZIFANEHEA (BZ#1476330), SRAD 7 71 )L
NR—2Z2D¥—%Y L v M docker login ¥ Y RTEHERINZ 7 7ML AFERAL THE
MeUENDHY FT,

$ docker login registry.connect.redhat.com --username
developer@example.com

Password: R R I I SR S S
Login Succeeded

$ oc create secret generic redhat-connect --from-
file=.dockerconfigjson=.docker/config.json

$ oc secrets link default redhat-connect --for=pull

13.7. 9 7BLPAA=IAXIT—=H DA ViR— bk

AA=IZRNY —LlE, AEB Docker 1 A—J LI RARMN)—DAXA=J YR N) =64 THLVA
A=IAXIT =% VIR—FTBLIICKRETEET, ChIFEBDERZHETEITTEIT,

e oc import-image AY¥ Y RT --from A 7> a VA FRALTY T EA A -V BREFE! T
VIR—KRTEET,

$ oc import-image <image_stream_name>[:<tag>] --from=
<docker_image_repo> --confirm

UFICHZERLET,

$ oc import-image my-ruby --from=docker.io/openshift/ruby-20-centos?
--confirm
The import completed successfully.

Name : my - ruby
Created: Less than a second ago
Labels: <none>

Annotations: openshift.io/image.dockerRepositoryCheck=2016-05-
06T20:59:30Z
Docker Pull Spec: 172.30.94.234:5000/demo-project/my-ruby
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Tag Spec Created PullSpec Image
latest docker.io/openshift/ruby-20-centos7 Less than a second ago
docker.io/openshift/ruby-20-centos7@sha256:772c5bf9b2d1e8... <same>

F7-. latest LT TIEHBLKAA =V DIRTDIY THAVR— KT BICIE --all 757 %8B0
T5ZEETEET,

e OpenShift Container Platform DIFEAEDA TV o MDIFEEERKIC. CLI ZFERALT
JSON F721Z YAML BE%/ER L. ThET7 74 IIRELTHILA TV MEFERTEE
¥, spec.dockerImageRepository 7 4 —JL K% 4 X — D Docker FILERRICERE L £

ER

apivVersion: "vi1"
kind: "ImageStream"
metadata:
name: "my-ruby"
spec:
dockerImageRepository: "docker.io/openshift/ruby-20-centos7"

RICATO 2 baffLET,

I $ oc create -f <file>

ANEB Docker LY A MY —DA A=V %BRIDZAA—IZAMN) —L%EERT 2355, OpenShift
Container Platform [$5@RFEITHIL DA M) —EBEL. 1 A—=JIIDVWTORFBEREREL

ER

BITEBELVAA—I A T—IDRMEIC. AA—TJAN)—LF TV MEUTOLD LAY X

ER
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apiVersion: vi
kind: ImageStream
metadata:
name: my-ruby
namespace: demo-project
selflink: /oapi/vl/namespaces/demo-project/imagestreams/my-ruby
uid: 5b9bd745-13d2-11e6-9a86-0ada84b8265d
resourceVersion: '4699413'
generation: 2
creationTimestamp: '2016-05-06T21:34:48Z'
annotations:
openshift.io/image.dockerRepositoryCheck: '2016-05-06T21:34:48Z'
spec:
dockerImageRepository: docker.io/openshift/ruby-20-centos7
tags:
name: latest
annotations: null
from:
kind: DockerImage
name: 'docker.io/openshift/ruby-20-centos7:latest’
generation: 2
importPolicy: { }
status:
dockerImageRepository: '172.30.94.234:5000/demo-project/my-ruby’



BIBFEAA—SDEH

tags:
tag: latest
items:
created: '2016-05-06T21:34:48Z'
dockerImageReference: 'docker.io/openshift/ruby-20-
centos7@sha256:772c5bf9b2d1e8e80742ed75aab05820419dc4532fa6d7ad8alefdddas4
93dc3'
image:
'sha256:772c5bf9b2d1e8e80742ed75aab05820419dc4532fa6d7ad8alefddda5493dc3’
generation: 2

BITBLPAARA—I AT 5RAPT 270D, 97 %RT5T 12— LI LCTHARLYZAN)—DI T
)—%RTTEDLIRETEET, TnE. (97D A=J RN —LADEIN] THEAINTL
%5 & DIC --scheduled=true 7> 7% oc tag IV Y RICERELTEITTEET,

Tk, ¥ VDEET importPolicy.scheduled % true ICRET B EHTEET,

apiVersion: vi
kind: ImageStream
metadata:
name: ruby
spec:
tags:
- from:
kind: DockerImage
name: openshift/ruby-20-centos?
name: latest
importPolicy:
scheduled: true

13.71. FEF2T7RLIRAN) —DEDA A= DA ViR— b

AA=YZARN)—LIE, BEEBREDHPASZSZFE>TEAINLLDOZFERAT 515G, HTTPS T
RS BRHTTP 2R 25580 E, FEF12TRAA—JLIAN)—DOLITEIVA XA —I X
ST —9% A VR—FTBEIICRETEEY,

IN%ERET ICIE. openshift.io/image.insecureRepository 7./ F—>a v %@L, &
N&true ICRELEF T, TOFRERL VAN —ADEGIFOIREDRILZ /N1 /XA LET,

kind: ImageStream
apiVersion: vi
metadata:
name: ruby
annotations:
openshift.io/image.insecureRepository: "true" g
spec:
dockerImageRepository: my.repo.com:5000/myimage

ﬂ openshift.io/image.insecureRepository 7/ 57— 3~ true ICBREL £ 9,
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BF

CDFATVavVBEAELIYRAMN) =R LT, A A=V DREEICA X =Y AN —L4A
TYITRFINEAEBAA—JICDWTIHEF2T7RINSVRR=MIT A=AV Y
TEHEOBBTRLETH, CHITIE) R I7HEVWE T, ATRERIGEICIL, istag ICDHIE
X217V E[FIFITCIDY RV EZLORLET,

BF

LEEDERIFIITBLIVAA—IAIT—HDA VR—NDAHITHERAINET, TDA
A=Y S A —TEHERAINDLDICT BICIE (docker pull AT TEBLDICT
ZI). UTFOWThODEZE L TVWIBENHY 7,

1. &/ — RICI& Docker »* dockerImageRepository DL 2 b 1) —DERHIT—
B9 % --insecure-registry 7 7/ CHREINTWS, F#llE. [HZA KD
gl #8RLTEI W,

2. % istag {t# Tld referencePolicy.type #' Local IZEREINTW5B, &
Mk, TSRRYS—] 28RLTEIW,

13711 A A=A N)—LI TDRY) ¥ —

13.711.1. X2 7RI DA VR— b RY > —

LEROT7 /77— avid. BFED InmageStream DI RTDA A —I B LY JICHEAINE T, LY
FMaHEAEERITIELOIC, RYY—% Tistags] ICRETEET, YTDEHD
importPolicy.insecure % true ICERET B &, TDYITHMTITFONIZA A —VICDVWTDHE
FATTROWRNSVYRR=IMADT +—IL\y JBRHFAINET,

R

2
L
- w W

P

BED istag TOA XA —=TJICDOVWTODEF 2T TRVWINSVRAR—=MADT =)L/
DiE, AA=JZAN)—=LICEF2T7 TRV /T—=2arvdMFiFonsdh, ki
istag ICEF 2T TRVWA VR—RFMRY S —DEREINTVWIBEICEMICAY X
9, importPolicy.insecure” 7' false ICEREINTWBR E, 1 X—J RN —4A
D7) TF—avidEEXTEIEHA,

i
e

W P
# LW,
e =

13.7.1.1.2. ZBKRY > —

SRR —IL&Y, TDAA—VRAN) =LY TEBRBTDZ)Y—ADBEIDISA A=V ETIVTD
NERETEET, ThIFYE—FMMA=—Y HAHLLIZARN) DO VR—bIN2ED) ICOHEA
INhZFd, Local & Source DA T avhbLBERTEET,

Source RYY—E V54TV MIFL, A A=—YDY—RLIYZRMNY—DHEHETILT 5L ICHER
LET, MELIYAPMN)—F AX=IDNIFRAI—ICL>TEEINTVWAVWRYFERAINIEA
(CHIEAEA A =T TR DY FHEA) TOR)—DBFTTAIMRY S —IZRYFET,

Local R >—IF o547 ML, BIHEALYARN) =L TILTELIICERLET, ThiE
Docker T—EVDREAZLEFETICHEDIEEF 2 T7RLIRAN) =5 TILT BIBEICKRIBF
£

DRV —R@FAA=JRAN) =LY TOFERICOABEAINE S, ABLIZANY —DOBAEFEAL

TAA—YHBEERESRLELY, 7V LAEYTZOVR—Y MELFBREFIRBL AN —IZ) 54
LI hEhEHA,
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[ 7))L ZJL— (pull-through) B#EE] -

CDLIRANY) —DHEEEIL) TE— M A—=VBISAT Y MURHELET., COBEIIT74ILNTEH
MICENRTHY, O—AHILDSRRY) O—MMFERAINDEIICTDICIIFEMCINTVWEIREL,HY F
To IBICTARTDBlob IFEDT IV ERAFEHZ=HICIS—YVITXINhET,

A A=V AN) =LY TDERRTHRY > —% referencePolicy.type & L THRETEZET,

O—ANSBRRY D —DPREINLEZF 27 THRVY JDH

kind: ImageStream
apiVersion: vi
metadata:
name: ruby
tags:
- from:
kind: DockerImage
name: my.repo.com:5000/myimage
name: mytag
importPolicy:
insecure: true g
referencePolicy:

type: Local 9

Q@ FELIYRMNI—ADOFtF2TREMEERTELIS Y nytag ERELET,

@ HBIA—YETNTRRDIHAL YA —2 AT 2L nytag £RELE T, BRRY
—48 4 TH Source ICEEINTWVWBES., 75347V MNMIA A=V %
my.repo.com:5000/myimage "S5 EE 7T v FLET,

13.72. 75AR=KNLIZARNY=DEDA A= DA ViR— b

AX=VZARMN)—=LlE, TZAR=PLIZAN)=DEIYTELVAA—I ARG T— %4 VR— T
6*5‘:;&%1*&3—0 k_n‘utimbu bf’\\g—c“j—o

INERET 5T, REBEREZFRETIEDICERAINE Y-V Ly VEERTI2VEIHY
9, oc create secret AY Y REFRHLTY—2 Ly MEERT B AEICDWVWTIX. [Pod AMdD
LX) T4 —REINLELIAN)—DOHAA=—VESBTESLDICTSE] 2BRBLTLLKEIN,

Y=Ly RDREREINLL, RICHRAA—JZAN)—LEERT BH, £7IE oc import-image
O Y REFERALEFT. 1 VR— k7 0O+ T OpenShift Container Platform (&> —2 L v N &EF L
TYVE—MS=FT 4 —ICRHLZXT,

pa

EFXFaATTRVWLIRN)—=DHAVR=RTBHEICIE. Y=Ly MIEEINE
LYZRMY—DURLIC :80 R—bDHYHT74 v I REEBMTEELIICLTLEIL, &
MUTWRWERICLIAN) DoAYV R— L&D ETRE, 2DOY—V Ly M
FERAINEEA.

13.73. AL AN —DIEEFEINDEIBAZ DB
AVER—RFTER>TWBLY RN —HAEEDRIBTELGINTWARAWTRAZAFERAL TV 515
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I YRATLDNLIY AN —DFIRAE X IZBRRARZERT 5L D ICHARMICKRET 2HENH Y
F9, ChICiE. LYRAMN)—AVYR—PIYMNO—F—%5FRTTIRAMN AT AL (BEIETRY —
J—R)ICCAGIRAZEZIEL YA MY —FIBAZ B L T I W,

SFBAZ F /213 CAIRAZE(IZ, RRA MY AT LD /etec/pki/tls/certs 713 /etc/pki/ca-trust
ICENETNEMT Z2HEIHY XY, TLAMAETOLEEZRILT 5ICI1E. update-ca-trust AT K
% RedHat 71 ANYE2—Y 3V TEAILT, YRY—Y—ER2BRETIHLENHYET,

13.74. BHOTOY LI NETDA X =Y DA ViR—

AX—=IZN)—LEF, BR27OVI I MDOREFBLIRA N —DITELPAA—IXIT—F %
AVR—NTBLIICHETEET, HEINDZAHEELTE, 97D A—JZN)—L4] THEA
INTWboc tag IV RAFRATEEY,

$ oc tag <source_project>/<image_stream>:<tag> <new_image_stream>:
<new_tag>

BOAEE LT, TILEHREFERAL THROTOAY 27 MO A A —VEFETIVR—NF22EEHT
TFET,

Digk

==
[=]

UTFOAEICODVWTIFFEALAWI EZE<HELEX T, ZOFEAIF oc tag DfE
AR TETTDLBBEICOAERTEIHLELGHY £,

1. XS, OTOV I MITIERTBEDICHERR) V—%BIMLET,
$ oc policy add-role-to-group \
system:image-puller \

system:serviceaccounts:<destination_project> \
-n <source_project>

ZhiCk Y, <destination_project> H' <source_project> NS X =Y & TSI TEFE
ERP

2. RYS—DBWRIGE. A XA—YEFHPTAIVR—ITEET,
$ oc import-image <new_image_stream> --confirm \
--from=<docker_registry>/<source_project>/<image_stream>

13.75. A A—CDEFEER Ty 2L DA A =T R NY) —LDIERK

AA—DVZARNY —LIFAA—VERELYZAN) —ICFETT Y292 EHEMICERINET, &
11& OpenShift Container Platform REEL Y A M) —%FRH L TWRIBEICOAHARETT,

CDFIEZRTT ZHIIC. UTORGEZHLLTVWIRENHY Y,

o FuLakinBWETOAVII MITTILHEELTWEBRENDH B,
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o 1—H¥—lFZDFOY Y T {get, update} "imagestream/layers" % E{T¥ SR
BHZBENHYET, IHIC. A A=V ZAN)—LHIEELTVARWVEES, 21— —IFZF0D
70Y Y b T {create} "imagestream" = XE{TT ZHERI’RIFNIEARY FHA., 7O
V) NEBEIWEINLERTTE/NA—Iv avrhyYET,

R

system:image-pusher O—JLIEHFRA A —V A MY —LDERNN—I v > aviaft5Hd
FTBBEAA—TJRARN) =LA A=V Ty a19B -3y avDsaEHF57T 2
e, A—HPF—IBMNR—I v aryMMFE5EIhRWEES. BELTLWRVLA X—U R
M) =LA X =BTy a1 BDICIDNR—I v aVvaFRTEIEETEE
A

AAX=—VEFETTY a2 LTAA—YZAN)—LEERTBICIE. UTFEERITLET,

1. F9'. RPLYRAMN)—I1COF14 2 LET,

2

RIS, BYRAREBL AN —DFMEFRALTA A=Y V51T ET, &%
I£. docker.io/centos:centos7 1 X—J A O—AIILICTILL TWBBAIIUTAERITLET,

$ docker tag docker.io/centos:centos7 172.30.48.125:5000/test/my-
image

CERBBIC AA=VEREBBLYZAN)—IZT vy a LET, LTFREEICARY £,

$ docker push 172.30.48.125:5000/test/my-image

The push refers to a repository [172.30.48.125:5000/test/my-image]
(len: 1)

c8a648134623: Pushed

2bf4902415e3: Pushed

latest: digest:
sha256:be8bc4068b2f60cT274fc216ed4cababaa845fff5fa29139e6e7497bb57e48
d67 size: 6273

4. AX=IAN)—LDMERINTWE I EZHRALET,

$ oc get is

NAME DOCKER REPO TAGS UPDATED
my -image 172.30.48.125:5000/test/my-image  latest 3 seconds
ago

138. A XA —Y AN —LDEERHOEFEHFORNY) HH—

AX=DZARN) =L THFHRAA -2 2SRRI 2L D ICEFINSHE. OpenShift Container
Platform (&, WA X =Y ZFRALTW D) Y —RICHBRAA—=—22O0—ILT7 IO RNTBLHDDT I3
VEBEMICRITLES, A X—VRMNY—LITESRLTWVWRY Y —RDF4 FITIEL. TDERE
BRI EIEARAEATREITTEET,

13.8.1. OpenShift ') vV —X

OpenShift DeploymentConfigs & & U* BuildConfigs (& ImageStreamTags ~NDZEEIZ & > THEIMIZ b
DH—3INZET, N)AH-INELTIYaVIdEHFRIN ImageStreamTag TERINDZ A A —2 DF
BOBEEZFEALTETINET, ZOREDOEAAEICDOWTOFEMIE, BulldConfig ) A—&& U
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DeploymentConfig k1) A—ICDWTDFHBAESIRL T LIV,

13.8.2. Kubernetes ') ¥V —X

API EEZD—EE LT RN) A—%5IET27HDDT 1 —IL KEv b % EE DeploymentConfigs & & U
BuildConfigs & (&7 Y, Kubernetes ) VY —XICIE MY H—FHD 7 1 —ILKHEHYFHA, TORDY
IC. OpenShift Container Platform (&7 / 57— 3 VA FERALCA—H—DA N H—%2ERTE S LD
WKLET, 7/7—YaVIBUTOLIICERERINET,

Key: image.openshift.io/triggers
Value: array of triggers, where each item has the schema:

[

{
"from" :{
"kind": "ImageStreamTag", // required, the resource to trigger from,
must be ImageStreamTag
"name": "example:latest", // required, the name of an ImageStreamTag
"namespace": "myapp", // optional, defaults to the namespace of
the object
I

// required, JSON path to change

// Note that this field is limited today, and only accepts a very
specific set

// of inputs (a JSON path expression that precisely matches a container
by ID or index).

// For pods this would be "spec.containers[?(@.name='web')].image".

"fieldPath": "spec.template.spec.containers[?(@.name="web')].image",
// optional, set to true to temporarily disable this trigger.
"paused": "false"

i

]

OpenShift Container Platform #* Pod 7> 7L — b (CronJobs. Deployments. StatefulSets.
DaemonSets. Jobs. ReplicaSets. ReplicationControllers, 8 & U Pods &) EZ D7/ F7—>3a >
DEAMEEIN/LZIT7 D Kubernetes ')V —R %zt T 5 &, M) H—HS8BT % ImageStreamTag
ICEABEMITONTWVWRA A=V %FERLTA TV NOBEHFEFATLET., COBEHFHIE BEED
fieldPath ICXt L TEITINE T,

LFoHTIE, MY H—IL example:latest 1 X—J RN =LY TOEHIFICERITINE T, E17
BRIC, A7V TV PMDPodTYTL—hMIHBweb AVTFH—ADA A—=ISBH, FILWA X =T
DEICEHFINET, Pod TV TL— IO F7OM XY NEEO—ETHBHBEICIE. Pod TV TL—
MADERIFT IO AV MEBEMICN) HA—INT, FIRAXA—=IHPO—-LTIMINFET,

image.openshift.io/triggers=[{"from":
{"kind":"ImageStreamTag", "name":"example:latest"}, "fieldPath":"spec.templa
te.spec.containers[?(@.name="web')].image"}]

AA=Y NYH—%FTTOA4 XY MIBINYT 2BIC. oc set triggers AV Y REFEATEEY, &
EZIE UTFoa< Y Kk example E WD ZRIDT TOA XY MIA A—=IYZEEANY H—%EN

L. example:latest f X—Y AN =LY THABEHFINDETTOMAY MDD web AV T F—H
A A=Y DHFBRDETEHRINET,

I $ oc set triggers deploy/example --from-image=example:latest -c web
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FTFOAXY M —BEFELEINDWVWEY, TOPdTFY7FL—MEHFINZ EEEIC. FTLWLA
A—JDETT IO A Y RBEITINFT,

13.9. 1 A=Y R M) — LAEZHDEL

AA—VZAN) —LARKICHTEIAA—JRAN)—LDEZEDBHRL T, BHOA XA —IRAN)—L %A
EETIET, CNICELY, oc AY VY RERTETICERD IS AY—ILERLBETDHIENTE
i’a—o

AX=VAN)—LDERHRIE. A VR—KNTBAA=—VZAKN)—LPEEDY JICEATBIEREIEEL
i’a—o

AA—JZAMN)—LATSxY FOESE

apiVersion: vi
kind: ImageStream
metadata:
name: ruby
annotations:
openshift.io/display-name: Ruby g
spec:
tags:

- name: '2.0' 9

annotations:
openshift.io/display-name: Ruby 2.0 Q
description: >-

Build and run Ruby 2.0 applications on Cent0S 7. For more
information

about using this builder image, including OpenShift
considerations,

see

https://github.com/sclorg/s2i-ruby-
container/tree/master/2.0/README.md.

iconClass: icon-ruby 9

sampleRepo: 'https://github.com/sclorg/ruby-ex.git' G
tags: 'builder, ruby' i’

supports: 'ruby'

version: '2.0'
from:

kind: DockerImage @
name: 'docker.io/openshift/ruby-20-centos7:latest’ @

AX=VRAN)—LE2FTOFETI—Y—-T LV N —LE50L
HTREN=TavELTERINET, 4713 KOy IO Az a—ICKRmINFT,

A A=V Z MY —LADIDY I DI—H—T LY FY—REFTT, ThiZEET, N—Yay
BRAZENTVRIRENDYEY KHT 5%H).

Y TDEFHB, InICEI—Y DA X -V DRMATZBET T 2REEOFABERIZINE T,
CHICIZEBINDEHRBADY) vV 285 ENTEET, SBAZVKDODDOXICHRBLES,

® 06 000
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®

06 O

®

DY TRICRKRERTZT7A Y, ARBARERFOOTT7A VML RBRLE
9, FontAwesome & U Patternfly D74 AV EFATE XY, F/2ld, 1 XA—J AN —L%

CDARA—=TYZAN) =LY THEWNT—AXA—VHTELTHERLTELRTE, o TILTTY
T—2avEETTIEOICERINZY—RYRI M) —D URL T,

ARXR—=—VZAN) =LY TEBAEMTZATIN—TY, DI TEAYOTIIRTT BIIE
builder ¥ VDWW ETY, EDPAYOATATIT) —DWVWITIhEI DY T %=BEEMITEDY T %E
mLES, VY —ILD EEHT 74 JLICH % CATALOG_CATEGORIES @ id & L U
categoryAliases #SR LTI W, AT TV —IFI R —2EFKICHLT TARY <A
2] §5ZEHETEET,

DA A=I DY R—FTB55E, ZDMEIE builder 1 A=V AEBEINBZY—RYRI MY —(C
—BIXIHEZ LI oc new-app DEBFFICERINE T,

DY TDIN—T 3 VIER,

CDARX—VZRNY =LY THBRTZ2ATI VI bDYA T, BHREIRT
DockerImage. ImageStreamTag & & U ImageStreamImage T,

CDAA=TVRAN)=LITNAVR=—TBFTITU N,

ImageStream ([CEFHRELR T 4 —JIL NICBET B8 L LWERRIZ.  [Imagestream APl & &
U ImagestreamTag APl] 2B L TLREI W,
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#configuring-catalog-categories
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F14EF 7 #— 9 B L CHIREH
F14E UV + — 9 B L UHIFREEH

14.1. &

I 4—4BLVEIREEAFRALT, /59 —SEBEEI O NTCERAINZ T TV MO
PAVE2L—RMN)Y—ROE%FIRT Z27ODHENERETEHIENTEET, Inidk,. BEENITA
TO7av I T Y —ADOMENLREBEEBESLVEIY LU TEETL, WTho7OY Y hTOFEA
ENISRY—HA XITH L CHEYIBEEZBADIEDHBVWELIICTIDICZIEET,

BEZIZPod BLVAVTFF—DLARNILT AVE2a—RNYY—ZADERBLVHIR] 28FET B
EHTEZET,

LTI avidk, 74—9BLVHIREBHDEREEZERL. TNODHKFRP., HMED Pod &
FOAVFF—TaVEa—-—M)Y—REEKL., HFIRTB2HEICDODWTEMRTZDICKILET,

14.2. 7 #—%

ResourceQuota # 7V 7 N TEEHEIND VY —RV4—4E, 7OV I NTEIRYY—HEHEE
DIEEHIRT 2HIMWEIBELE T, ThiE, 4 73ICFOY I NTHEKRTESZ4 7V bOH
BEFIRTZEHIC, 20OV MDY Y —RAIBEETEZIVE2—MN)Y—ABLTRNL—
COBEEERIRTEIENTEET,

pa )

IJF—HIFISAY—BEEHICL>THREIN, AAETOV IV MIRAO—THRES
ni—a—o

14.21. 7 # — 9 DXRR

web AV —I)LT7OYVIY MO Quota R—VICBEL, 7OV TV MDY +— 9 TCERIND/N\—
REIRRICEAE Y 2 EEARROMBEARRTIET,

CLIZERLTY -9 DFMZERTISHIEELTEET,

1. RIS, 7OV IV M TCERINLIVA—YD—EZBIBLET., =& xIL. demoproject &
wWo>70vzy hoiga. UWTFERTLET,

$ oc get quota -n demoproject
NAME AGE
besteffort 11m
compute-resources 2m
core-object-counts 29m

2. RIC, AET 27 4+—2ICDOVWTEIRLFT, /=& AL, core-object-counts 7 + —% Di5
B, UTFZ2ERTLET,

$ oc describe quota core-object-counts -n demoproject
Name: core-object-counts

Namespace: demoproject

Resource Used Hard

configmaps 3 10

persistentvolumeclaims 0 4

replicationcontrollers 3 20
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secrets 9 10

services 2 10
FEMDY A —YEEIE. TV TV KToc export #E2TLTRRTEET, UTIE. 71+—9EH
DY T ERLTWVWET,

core-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: core-object-counts
spec:
hard:
configmaps: "10" g
persistentvolumeclaims: "4" 9
replicationcontrollers: "20"
secrets: "10" Q
services: "10" 9

7OV Y MIFEETE % CconfigMap 4+ 7V =V MDAEETY,

70T 9 MIIFEIETE % Persistent Volume Claim (k#ER 1) 2 —AER, PVC) DEEHETT,
TV MIFEETESL ) y—2avyary bO0—5—0&F#HTY,

TOVIY MIBEETER Y=V Ly hOBEETT,

7OVIY MIBEHETEZHY—ERDEEHTT,

0000

openshift-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: openshift-object-counts
spec:
hard:
openshift.io/imagestreams: "10" g

Q TOVTY MIBHETEZAA—C AN —LDEEHETT,

compute-resou rces.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: compute-resources
spec:

hard:

pods: "4" g

requests.cpu: "1" 9
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requests.memory: 1Gi Q
requests.ephemeral-storage: 2Gi ¢)
limits.cpu: "2"

limits.memory: 2Gi G
limits.ephemeral-storage: 4Gi i’

7OV Y MIFETE 2R TIRED Pod DEEETY.
FRTIREDITANTOD Pod ICEWVWT, CPUEKRDEFHI1 AT Z2BAZ I ENTETEEA,
HFRTREDIANTDPod ICEVWT, XEY—BEKRKDAFIF1GI 2BABIENTETEEA,

FRTHREDOTRTD Pod ICEWT, —FRAMNL—YVBROEBEHZ2GI ZHBA2 I &N TIFYE
Ao

MR TIREDIRTD Pod ICEWVWT, CPUFIRDAEHI 2 AT ZBA2 I ENTEI A,

FRTHREDTRTOD Pod ICEVWT, XEY—HIROEEHI2GI ZHBAD I ENTETEEA,

Q00 6006000

FRTHREDOTRTD Pod ICEWT, —FRAML—VHIROEEIZ 4G ZBA2 I &N TEFYE
Ao

besteffort.yaml

apiVersion: vi
kind: ResourceQuota

metadata:
name: besteffort
spec:
hard:
pods: "1" g
scopes:

- BestEffort 9

ﬂ 702 7 MIEETE % QoS (Quality of Service) 1° BestEffort DIEF& TIRAED Pod DEEHENT
-a—

VF—F%, XEY—F7IE CPUDWVTNAD QoS (Quality of Service) »* BestEffort D—E ¢
% Pod ODAICHIBRL £ 9,

compute-resources-long-running.yami

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-long-running
spec:
hard:

pods: "4" Q

limits.cpu: "4" 9
limits.memory: "2Gi"
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® 0000

limits.ephemeral-storage: "4Gi"
scopes:

- NotTerminating 9

FEHR TIRRED Pod DEFH T,
R THREDTRTOD Pod ICEWT. CPUFHIRRDEEHIZDEZBA D I ENTETI A,
MR TIREDTARTD Pod ICEWVWT, XEY —HIROEGEHIZDEZEBXZ I ENTETI A,

HRTHREDTRTD Pod ILEVWT, —RAML—VHIROGEIEIIDEEZBADIENTEE
ThA,

Y +#—4% % spec.activeDeadlineSeconds »' nil ICEREINTWS—KT % Pod DAHICHIR
LEd, EJ K Pod i, RestartNever R > —A@EHINAWEEIC NotTerminating (72
YET,

compute-resources-time-bound.yaml

® 0000

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-time-bound
spec:
hard:

pods: "2" g

limits.cpu: "1" 9
limits.memory: "1Gi"

limits.ephemeral-storage: "1Gi"
scopes:

- Terminating 9

IR TIRRED Pod DEFH T,
MR TIRED T RTD Pod ICEWVWT, CPUFIRDEEHIZDEZBAZ I ENTETHEA,
HRTREDIARTD Pod ICEVWT, X EY—HIROAFFIEIDEEZBAZ I ENTETEEA,

FRTIREDOTRTD Pod ICEWVWT, —BFRA ML —VHIROEEIZCDEEZBAD I ENTEE
TA,

9 + —4% % spec.activeDeadlineSeconds >=0 I[CEREINTWE—T % Pod DHIHIE L
T, &z, DUV A—HFIEZEI K Pod F/2ld7 704 ¥ — Pod ICHEAE X FTH. web
P—N—F @B T —IR—ABREORFEAERITINAV Pod ICIFRHEEEZFHA,

storage-consumption.yaml
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apiVersion: vi
kind: ResourceQuota
metadata:

name: storage-consumption

spec:

hard:
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persistentvolumeclaims: "10" Q

requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" e
silver.storageclass.storage.k8s.io/requests.storage: "20Gi" Q
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 9
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ

702 7 MAD Persistent Volume Claim (kiR ) 2 —AERK, PVC) DEEHENTT,

7OY Y bDFRTO Persistent Volume Claim (KR ) 2 —ALFER, PVC) ICEWVWT, EXRX
NBEZARNL—VDEFIIIDEZBADIENTEEEA,

7OY 9 bDFTRTOD Persistent Volume Claim (kR Y 2 —ALERK, PVC) ICHW T, gold R
ML= O SRATERINDRAMNL—VDEBEIRIDEZBAZ I ENTETEEA,

7OY 9 bDFRTO Persistent Volume Claim (KR ) 2 —ALER, PVC) ICHEWT. silver
ANVL—=—VOSATERINBZAMNL—VDEEHICDEEZBADIENTETEEHA,

702 7 DI RTOD Persistent Volume Claim (kAR ) 2 —ALER, PVC) ICHWT, silver
AMNL=—YISADERDEFRIEIDEEZBAZIENTETEEA,

7Oy 9 bDFRTO Persistent Volume Claim (kiR ) 2 —ALERK, PVC) ICHW T, bronze
AML—VISATERINDAIL—VDEFIEIDEZBADIENTETIEA. Thd 0
ICEREINDIGA. bronze ANL—Y IS RERARN L=V ZBERTERVWIEEZEKRLET,

7OY 9 bDFRTOD Persistent Volume Claim (K#ER ) 2 —AER, PVC) IZHW T, bronze
AML=YISATERINDAMNL—VDEFHIEIDEZBAZIENTEEEA, Thd'0
ICEREINDIHEIE. bronze AL =YV S ATRHEREZERTERVWIEEEKLET,

1422 7+ —9 TEEINZ)V—2X
UFTE, 74—9 TEBTEXZ—EDIAVE1— NI Y—REFT TV I ML TITOWTEBELZ

ER

pa )

. status.phase in (Failed, Succeeded) 7'irue Mi%4&. Pod IR TIREICH Y
. ERS

#1419 4—49 TCEHIhBAVEa—HM)VY—2R

NY—2% A

cpu FEIRTHREDTRTD Pod TD CPU BRDEFHI I DEZBAD I ENTE
FtA. cpu BLU requests.cpu (ZECET. KPAEREDE LTHE
HATE%x7,

memory R TREBDTRTD Pod TOAEY —EROBEFHIZDEEZBADZ I &N

TEEHA memory £ £ U requests.memory (EFE UET, KEATERE
DELTHERTEIT,
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VY—2%4 B4

ephemeral-storage R TIREEDTRTD Pod ILEIFZO0—HILD—BER ML —JBRODAEIE
CDEZBZDIENTETHEHA, ephemeral-storage 5L
requests.ephemeral-storage (A LCET. KETHEATEZEI, &
M) Y —RIE. OpenShift Container Platform 3.10 D—BFX L —2 DT 7 /
OY—7LE1—BEIrEMEINTVWRISRICOAMBTEET, JOHEE
FT 74V M TIREMICR>TVWET,

requests.cpu FRRTHREDTXTD Pod TD CPU BRDEFHI I DEZBAD I ENTE
FtA, cpu BLU requests.cpu iFRACET. RBAgEREDE LTHE
HATXE%xd,

requests.memory IR THREBDTRTD Pod TOAEY —ERODAEFHIZDEEZBAZ I &N

TE Xt A memory &£ requests.memory (R CET., REARERE
DELTHERATEZXT,

requests.ephemeral JERTREDTRTD Pod ILHEIFZ—BAMNL—YERODEEHIZDESE

-storage ZABIENTEEHA, ephemeral-storage & &
requests.ephemeral-storage (A LC{ET. KETHEATEZEI, &
M) Y —RIE. OpenShift Container Platform 3.10 D—BFX L —2 DT 7 /
OY—7LE1—BEIrEMEINTVWRISEICOABTEET, JOHEE
FT 74V N TIREMICR>TVWET,

limits.cpu FERRTHREDTRTD Pod TD CPU FIRDEFHI I DEZBA DI ENTE
FtH A

limits.memory R TREBDTRTD Pod TOAEY —HIROAEHEIZDEEBAD I &N
TXFEtEA,

limits.ephemeral- JERTIREDTRTD Pod ILEITE—BRA L —VERDEEHEZDEEE

storage ABIENTEFHA, TDY YV —2RIE, OpenShift Container Platform 3.10

D—EANL—VDOTFY/0V—TLE1—H#EIERIEINTVWBRIESRICD
HHATEEY, TOMEILT 72V NTIREMICTA>TWETD,

F142 79— 9 TCEBINBA ML) VY-

VY—2%4 B4

requests.storage EEDIRED $ R TD Persistent Volume Claim (k#EHR ) 2 —LER, PVC)
TDANL—VEBROAEHIZDEEBAZIENTEE A,

persistentvolumecl “OY ¥ MIHFETE S Persistent Volume Claim (kAR Y 2 — AE K,
aims PVC) D&EHETY,

<storage-class- —HIBRAMN—VIZRERD, ERDOREDTNTO Persistent Volume
name>.storageclass  Claim (kiR ) 2 —AEXK, PVC) TOR ML —YERDAEFHIZDEEBA
.storage.k8s.io/re B3IZ&ENTEZEA.

quests.storage
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VY—2%4 B4

<storage-class- 7OV MIGFETES, —HMIDR ML —Y U5 R%HFD Persistent
name>.storageclass  Volume Claim (kiR ) 2 —ALFERK, PVC) DEEHHTY,
.storage.k8s.io/pe

rsistentvolumeclai

ms

F143 V7 x— 9 TCEBINZA T MK
Y —24 tEA
pods TAY Y MIBERETESIHFRTIRED Pod DEEHHTY,

replicationcontrol 7OV J MIFEETESL I r—>a vy hO0—5—0D&EHTY,
lers

resourcequotas TOY YV MIGFETEDR Y Y —RI 4+ —9DEFETT,
services TR MIBEETES Y —ERDEFHTY,

secrets 7OV MIBETESY—J Ly NOAEHETY,
configmaps 7OV MIBFEHETES ConfigMap 47V 0 NOAFETY,

persistentvolumecl 7OY ¥ MIHFEIETE S Persistent Volume Claim (KiGEHR Y 2 —ALEK,
aims PVC) D&EHETY,

openshift.io/image 7OV ¥V MIBFETEZAA—IYRAN)—LDEFETT,

streams

14.23. 7 #—49%DOR2—7

BV A—FIFRAA-—F Oty MIEERTFONET, 7+ —F 1 FIBEINALRI-TORERS
IK—HT2HBAICDA) Y —ZADFERRRZREL XTI,

ARA=T% 9 3—49ICBMT S E. V+—9DBRIND)Y—ADEY MEFIRTEXET, TN
2y NUADY Y —R%ZEBRETDE RIS —HIRELIT,

23— B

Terminating spec.activeDeadlineSeconds >= 0 ® Pod IC—&L 9,
NotTerminating spec.activeDeadlineSeconds A* nil @ Pod IC—H L £7,
BestEffort cpu £7ld memory W HD QoS (Quality of Service) ¥ BestEffort D

Pod Yy FIEFd, AVEa1—R )Y —2DII v MIDWTOFHM
(&, QoS (Quality of Service) 7 5 2] #BRLTLEI,
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22— B
NotBestEffort cpu & & U memory d QoS (Quality of Service) A% Best Effort T7:\» Pod IC
—®BLFY,

BestEffort 20— l&, UTFTDYY—R%HIRTZELIICI+—9%HIBRLET,
e pods

Terminating. NotTerminating. # & U NotBestEffort 21— (&, UTFDY) VYV —RX%&BHTE LD IC
V4+—8&HIRLFIT,

e pods

e memory

e requests.memory

e limits.memory

e cpu

e requests.cpu

e limits.cpu

e ephemeral-storage

e requests.ephemeral-storage

e limits.ephemeral-storage

R

—BEZX ML —YEREFIPRIZ. OpenShift Container Platform 3.10 T7 2 /Oy —7L
Ea—¢ LTREINTVWE—BANL—VUEMELEBEICOR BREINZET,
CDHEBEIXT 7 4 M TIREMICA>TUWET,

14.2.4. 7 # — 45 DEfE

TAVI MDYV —RIF—IDRMMERINZ &, OV ME BEFINERRRORKE
DNAEINZETIA—FFIHNDERZSISEITARMEDH B YV — X DIFRMEEEZ IR L &
ER

A= PMERI N, ERKROMEIPEFINDZ L, 7OV NIFBRIV TV Y OEREFAL
FY, VY—RZFERIIIEET 50, 74— 9DFEAER) Y —ADERTLEIEEERLH S
ETCICERLET,

)y —2%5HIRT2EE,. 74—9DFEREIEF. 7OV MDY +—9RETORODRL L BEER
ISBEAINET, 7OV NOEEDN Y +— Y FRFIREABA2H5E. T—N\—EID77>arvE
EEL, 77— 98HEERLTVWSEZE, BLUVVARATATHRAERREINZEHEOHKHEEL RTE
PRIS—AvE—IUNRINFT,
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14.2.5. XK vs IR

avEa—r)Y—2] QY YTEIC, F2AVTFT—IECPU, XEY—, —BRANL—Fh*
NICEKREEHIREEZIEETEFET, 74— YN oDEEENTHHIRTE T,

9 #—4% 1 requests.cpu £7/zI& requests.memory DEIIEEINTWVWBIFE, TRTOEEIY
THF—MNENEDY Y —RZRARWICERTEZIENROOLNET, 74—4 I 1limits.cpu £7/iE
limits.memory DEMNMEEINTWVWBIFE., IRTOEEFEIVTF—DNENLDY VY —XDBERHQR
FIREIRET D& KDOLNFT,

Pod &LV T F—ICBERBLVFIRAZZRET 2 HEICDOVWTOFEMIE, avEa—M)Y—2]
HSRBLTLCEIN,
14.3. Fl R &G F

LimitRange 7 72 =V N CTEZEINDHIREHEIL. Pod. AV TF—, A A—=U 41 X—=IU RPN —
L, B LU Persistent Volume Claim (kR ) 2 —LFEKR, PVC) DL ~N)TT7OY ) hDIY
Ea—r)Y—2G#%&5ZE L, Pod. AVTF— A X—=Y 4 A=Y MY —LFTIF Persistent
Volume Claim (kiR 1) 1 —AZK, PVC) THETE2Y Y —20B4EELET.

TRTOYY—RAERBLOVOEREKRIE, 7OV Y DL LimitRange & 7Y =¥ MR L TEEM
INFET, VY —ADANEINDIFEWNIERT 2HBE. TOYY—RRFEEINFET, VY —DHAR

BRMEZEE LRWEE T, ST 720 MEZ Y R—MT 255, T7 4 MENY V—RITHE
AINnEY,

7230,

pa

HIREBFEIL Y SRV —BEEICL>THREIN, AETAY Y MIRAO—THEREX

ya 13!
' OpenShift Container Platform 3.10 Tl&, —BX ML —Y D7/ QY —FLEa—%{F
ALT—BAMN —VORREEREIBETEE T, ZOMEEIX. 7741 N TIEEN
. ISR TVWEY, COMBEZEMICTZICIE. [—RHAML—YDERE] 28RLTL
g nEd,

14.3.1. HIfREEFH DFR

web AV —I)LT7OYVIY MO Quota R—VICBEL, 7OV Y NTEHINSHIREHEEZRT
TXZEY,

CLI 2R L CHIRSLHEDFMZRTIHIEETEIT,

1. £9. 70V P TEEINZFIREBEO—ELZNMBLET, & xIiE. demoproject & L
570V MDBEIEUTOLIICRYET,

$ oc get limits -n demoproject

NAME AGE
resource-limits 6d

2. RIC, BEEDH ZHIREEFHDERAERRTL T T, /=& A2 X, resource-limits HIREFH DIHZE X
UTDLHICkhYEd,

223


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-configuring-ephemeral-storage

OpenShift Container Platform 3.10 FAF&EH A K

$ oc describe limits resource-limits -n demoproject

Name : resource-limits

Namespace: demoproject

Type Resource Min

Max Default Request Default Limit Max Limit/Request Ratio
Pod cpu 200m 2
Pod memory 6Mi

1Gi - -

Container cpu 100m 2
200m 300m 10

Container memory aMi

1Gi 100Mi -

openshift.io/Image storage -

1Gi - -

openshift.io/ImageStream openshift.io/image - 12
openshift.io/ImageStream openshift.io/image-tags - 10

EMOFIREBEADERIE. £ TV b Toc export #ER{ITLTERRTEET, UTIE. FIRSEED
E&EFERLTWVWET,

O7 LimitRange 7 7 x ¥ hOEE

apiVersion: "v1"
kind: "LimitRange"

metadata:
name: '"core-resource-limits" g
spec:
limits:
- type: "Pod"
max :

cpu: "2" e;

memory: "1Gi"
min:

cpu: "200m" a
memory: "6Mi"
- type: "Container"
max:
cpu: "2"4t,
memory: "1Gi"
min:
cpu: "100m" 9
memory: "4Mi"
default:
cpu: "300m" @
memory: "200Mi" @
defaultRequest:

cpu: "200m" @
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memory: "100Mi" @
maxLimitRequestRatio:

cpu: "10" @

FIREEEHA 72V NOARITY,
ITARTCOAVFTF—ICBEWVWT Pod h'/ — RTERTE % CPUDKRKETT,
FTRTODAVFTF—ICBWVWTPod B/ —RTERTEZAXAE) —DRAKETT,
TARTCOAVFTF—ICBEWVWT Pod h'/ — RTERTE % CPUDR/NETT,
FTARTCDAVTF—ICBWVWTPod H'/ —RTERTEZXAE) —DRNETT,
Pod DE—VFF—HERTEX% CPUDRKRKAETT,

Pod DE—VTF—HNEKRTIZEXAE) —DERETT,

Pod DE—VFF—HERTE% CPUDR/NETT,

Pod DE—OVTF—HNEKRTIZEXE) —DRNETT,

BENRWEE, AV THF—ICL2EA%ZFHIRT2 CPUDT 74V METT,
AVTF—ILL2FERAEFIRTZ2XAE) —DT T4 METT BEHRWVIES).
AVFF—DFEREERT S CPUDT 7+ METT FBEHINRWIEE),
AVFF—HNEREERTEIAEY —DT 74/ METT (BEH/BWVESR),

FIRDERICH T HLEETIAVTFT—TEITTES CPUN—XNDRKETT,

14.3.2. 3V 7T —DHIR
YR—bINBYY—2R:

e CPU

o XEI)—

YR—bEhH:

AVFF—TERRESNES, WESNBHEA, UTABLLTVWIBENHY T,

X144V 57F—

H%9 B

MvEa—r)Y—2] 8B LTLEIY,
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% iE

Min Min[resource]: container.resources.requests[resource]
(WA7B) ¥7=I% container/resources.limits[resource] (+ 7 3
VYR

RETMin CPU ZEHL TW3I56. ERMEIXTD CPUELY HRELA
FhigRY A, FIREZEETZHEREHY EEA.

Max container.resources.limits[resource] (%%H):
Max[resource] LLF

RETmax CPU zEHEL TW3I55. ERELZERTILERHY ETHA
A CPUBIHNDEREDRG = HTHIREZRET 2UENHY XY,

MaxLimitRequestRat MaxLimitRequestRatio[resource]:(
io container.resources.limits[resource]/
container.resources.requests[resource]) LL'F

X E T maxLimitRequestRatio fEZE&H L TWHHEIC. FHFEIVT
FT—ICREBERES S OFIREOEADBEICARY £F, I 512 OpenShift
Container Platform (&, #IR% &K CTHRE L THIROEKICH T 2 LFEZEH
LEY, CTOEIFE. 1 FYKRZVWEDOEHTAITNIEAY ZH A,

e ZIE, AV FF—n1limit A cpu: 500 T. request A cpu:

100 THDIFA. cpu OEXRICH T BHIRODLLIE 5 ICARY £, ZDHEE
maxLimitRequestRatio & Y/NIWLWHFELCARIFNIERY £EA,

YR—bINBTT 2 b

Default[resource]

IBEN WA X container.resources.limit[resource] ZFAEDEICT 7 AL FREL E

ER

Default Requests[resource]

BEN WAL, container.resources.requests[resource] FFENIEICT 7 # )L b E&
ELET,

14.3.3. Pod DR
YR—brXh3YV—2R:
e CPU
o XEY—
HR— bXh3H1#:
Pod DgRTOAVTF—ICBEVWT, UTZ2HLLTWBIREN HY FT,

=14.5 Pod
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% X 2EHE

Min Min[resource]: container.resources.requests[resource]
(WA7B) /=% container.resources.limits[resource] (4 7Y =
VYR

Max container.resources.limits[resource] (%%H):

Max[resource] LLF

MaxLimitRequestRat MaxLimitRequestRatio[resource]: (
io container.resources.limits[resource]/
container.resources.requests[resource]) LA F

144. 3Ea—RNJY—2X

J—RTEFEINZEIAVTF—@F@IAVE2L—- )Y —REHEELIY, AvEa1—-FYY—XiF A
EARESHMET., BR, FIYHT, HETEIY,

PodBRE7 7 1 ILDERKEEIC, V3R —HDPod DRV a—Y U ixBEL, WREDOWLLIN
TA—RVRAZHETESZLDIC. KAV TFHF—DPUEET S CPU, XE'Y— (RAM), O—HILD—
BERANL—Y (BEENA—BAN —SDFT0 /05 —FLE1—#ELEWELLTWSIER) 247
aVTIEETEET,

CPU (& millicore EWD B TRAEINE T, V7 RXAI—RDE/ —REARL—FT 4 VIV AT L%
MELT, /J—RFEOCPUI7DEZHIRL., TDfE% 1000 TEREL TEFHRTEZRLIT, L&
ZWE /—RIL237H3HBEIC. /— KD CPUBREIIX 2000m & LTERINFT, E—37D 1/10
ZHERATZHBAICIE 100m & LTRINZE T,

AEY—BLV—BER N —JENS MBI THEINET, I5IC, ZhIKESIY T4 v R (E
P. T. G. M. K) F7ld, #8492 2 DRXEDME (Ei. Pi. Ti. Gi. Mi. K) 2i8ETE% T,

apiVersion: vi

kind: Pod
spec:
containers:

- image: openshift/hello-openshift
name: hello-openshift
resources:
requests:

cpu: 100m €Y

memory: 200Mi 9

ephemeral-storage: 1Gi g
limits:

cpu: 200m @)

memory: 400Mi 9
ephemeral-storage: 2Gi G

Y7+ —E 100m CPU Z2&XK L F T,

AVTFF—IE200Mi XY —A%FERLZET,

00
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AVTFF—RR1G O—FRA ML —Y%FKL T (BEE D OpenShift Container Platform 3.10 @
—BRAMNL—YOTFT7 /O —FLE1—H#EABEWELTWEER).

Y5+ —I% 200m CPU O#IRAZREL T,

AVTF—IE 400Mi XY —DHIREHRELF T,

©00

AVFF—Id2Gi O—BFFR ML —YOHIRERE L XY (BEE 1 OpenShift Container Platform
BI0D—FZANL—CDFo/O0V—7FLEa—#EEEEMEL TWBIER).

14.4.1. CPU &K

Pod DAV T+ —I&/—RKRTEXRT S CPUDEAEETEEY, AT YVa—5—IE CPUEXR%E(F
BLTaAvF+—Il@LE/ —FZ®RELET,

CPUEXRIFOAVTF—MHETES CPUDRNEZRLEIH. CPUDHREDLEWEE, /—KRE
DOFFEFIRERTANTD CPU ZFATXET, /— NIZCPUDHRENHBHE. CPUEKRIFY AT A
EOIERTOIAVFTF—IIH L, AV T F—THEATEXR CPUKBICOWTDENHNAEAZEE L
Y9,

J—RETCZOENMFEERT 57/-HIC CPUBRNMD—RILCFSHBICY Y TINFT,

1442 31— KYY—RADKRR
Pod D3 Ea—h)Y—R%ERFT DI UTFERTLET,

$ oc describe pod ruby-hello-world-tfjxt

Name: ruby-hello-world-tfjxt
Namespace: default

Image(s): ruby-hello-world
Node: /

Labels: run=ruby-hello-world
Status: Pending

Reason:

Message:

IP:

Replication Controllers: ruby-hello-world (1/1 replicas created)
Containers:

ruby-hello-world:
Container 1ID:
Image ID:
Image: ruby-hello-world
QoS Tier:
cpu: Burstable
memory: Burstable
Limits:
cpu: 200m
memory: 400Mi
ephemeral-storage: 1Gi
Requests:
cpu: 100m
memory : 200Mi
ephemeral-storage: 2Gi
State: Waiting
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Ready: False
Restart Count: 0
Environment Variables:

14.4.3. CPU #IfR

Pod D&V F+—Iid/ —RTERA24IRT 2 CPUEAIEETETZET, CPUKIRRIZOYFTF—8/ —
ROBEEDEEE IIBARRKFERATES CPUDRKRRKELFHELEYS, VT F—IEEDFHIREZL L
BEEALLDIETRHBEICE., YRAFLILYAVTFF—OFEHRENIFASHINE T, chicLyY, OV
TFHF=D/—=RIZRATV212—=)LEIND Pod MEEBERAS—EBE LAY —ERLRIVE#IFETZ &N
TEF9,

14.4.4. X E') —FEK

TI7AIMNT, AVFTFH—IE/ —RNEDABERRYZLDAEY —42FEHATEET, VSRAY—ATD
Pod DECEZNET 2ICIF. IV TF—DEFTICBVERAETY —DEZEELFT, RTYVa1—F—&
Pod %/ — RIZ/NNA Y RTBREIIC/ — ROFAEAERXAEY —FE2ERICANIE T, aVFF—Id.
EREBETIHEEMAE LTHERRYZDXEY —%HETDIIENTEET,

14.45. — A NL —YDEK

pa )

LFDMEY 71, EEZEHD OpenShift Container Platform 3.10 D—BX ML —IJ D F
D/ —FLE1—HEEEMELTVWIHBEICOAZELET,

T7AINTIE, TvTFF—IE, FIEFELAL7EF. /—RFEOoO—AILO—BANL—VEBEETSE
F9, VSRYI—TDPod DELEAZMET BICIE, ETTHAVTF—ICRELRO—AILD—ER K
L—VBAHEELET., AT Va—5—IF, Pod %/ —RIZ/NA Y R$BE1IC. FBETER/ —KD
O—AINRAMNL—VDBEZERLETYT, AVTFFH—E. EXDEERICE., /—NEoO—hIIL—B
AML—YATEBRYBETEET,

14.4.6. X £') —HIfR
AT —HIREIEET 2HBE. AVTT—DIMFATIZAT)—DEAEFHIBRTIET, L& ZIE 200Mi
DHIBREIEET 2HE. AVTTFT—OFERIF/ —REDZDOAE) —&EICFHIRINET, JVvFTF+—N

BEINZATE) —FIRZBA2HE. AVTT—RBRTLET, TOREFIVTF—OBEEHR)
VoIKE o THBEEYSIHEELHY T,

14.4.7. — A ML —Y DHFIR
p= =)
LFDMEY J1E, EEZEHD OpenShift Container Platform 3.10 D—BX ML —IJ D F

/09T E1—HBEZENELTWEREICOAFZHELET.

—BRFA ML=V DFIRZIEET 2HBAICIE. AT FHF—NMEAFARELA—RAMN L —JDE%FHIRTSEZ
ENTEEY, L&A, 2GI OHRZI/ELLBEICIE. Av7TF—ld. /—RETZOZD—KR
ML —YBREFICERAMHIRINE T, IVTF—DRELAX T —FHRZEEBL/IBEICIE. i
INT, AVTHF—OBEEHR) I—ICRW., BESIhDAEEIHY T,

14.4.8. QoS (Quality of Service) /&
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ERZIC, O Ea— MY Y —2XI& quality of service (QoS) THOREINE T, BEEA I DHY. Kb
Blx. VY—RZTEIEBEINLERS L UHIRDEZR—ZICLET,

Quality of Service BTl

BestEffort EXRBLUHBRMEEINRBWGEIEEINIT T,

Burstable ERDF T a Vv THEREINZHRELY NI WVMBIIEEINZHEICIEES
hEd,

Guaranteed FIRAF T2 a v THEEINZERICFLWMEIEEINSZEICEEINE
ED

AVTFF—ICiF&AVEa— M) Y—RICERD QS 2R ETEXFY, L&z, aAvF+H—ItiE
QoS #° Burstable ® CPU & Guaranteed D X E!) — %23 ETXF 7,

QoS IE, VY —ANLEMRABETHEINE DI ML >TEREED) Y —RICEFNTFIERDZEEAS ZF
9, CPU IEEMBHBERY Y —RATIH, XEV—EEHETCZRLVW)Y—XTT,

CPU V) YV —ZADizH:

e BestEffort CPU OV 57+ —I&/ — NTHIEFEEAR CPU ZHBETXEIH. REEWVELIE
FRITERITINZET,

e Burstable CPU OV FF+—I3ERINS CPUDTR/NEEZRBTE I ENRIEINFETH,
EBMD CPU BEARETCEEALOINIETETRVESEHY FT, BMOCPUY Y —
AE/—REQOITRTOAVTF—TERINZEILHEDODVWTOERINET,

e Guaranteed CPU OV 57—, BIND CPU H 4 ZIILHAFIBTRELIBEAE THEERINGE
DHERMBTBIENMRIAEINET, chickY, /—FEODBOT7IVT1ET1—& 13
B —EBDONR T —T VARV EARRTEET,

XEY—YY—ZADIFE:

e BestEffort A EV— IV 7+ —Id/ —NETHEAERAE) —ZHETIEIIN. AT
Va—S—HAAVTFt—%, TOREEBLIDICHDRAE) —%HFE D/ —RICEKET 3
RiElEHY FHA. I5IT/— KT OOM (Out of Memory) 1 R MAFKET B35
&. BestEffort 1>V 7 F—H&HR T INSAREEIREE<RAYIET,

e Burstable X EY— JVFF—EEBRINSBGAET) —EE2EETIXDLH/—KIIRY
Va—I)ENFETH, ThULDEABET SREEIHYEFT, /—RKLETOOM ARV
NAF4E T 2155, Burstable IV 5+ —Id X £ —LEIEDRTHEIC BestEffort 15
FT—DORICEFETINET,

e Guaranteed XEY— V5 F—Ild,. BERXINDIAET) —E2DHFE2RELEFT, OOM 1 X

v ADRET BIHEIE. ¥ AT ALEICfdD BestEffort & 7= (3 Burstable 3 > 5 F—8 7% W
BRICDHMRFRT INZE T,

14.4.9.CLI OOV FEa—F Y)Y —2ADIEE

CLiITaAvEa—MN)Y—REEBETDICIE. UTZEITLET,

I $ oc run ruby-hello-world --image=ruby-hello-world --
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I limits=cpu=200m, memory=400Mi --requests=cpu=100m, memory=200Mi

—BEZ L=, BEED OpenShift Container Platform 3.10 D—BX hL—Y D7/ OY—7L
1 —H#EEEBAMWEL TWRIEERICOA, BAINET,

14.4.10. FBEALBHKY YV —2

AERRBREBEHY Y —RUE, V5 RI—DFRL—Y =B AT LTREBINBVWHED/ —RKLRILD
)y —2&RBTZEETREICLET, 21— —IZ CPU P X T —EREHIC Pod tHkiICH B
DYVY—2EHETEET, R7Va—5—& FATEREEZ LD Y —IHEHOD Pod IC[EEF
IKEY B TOENBWEIICYY—RTHAO VYT VT EERITLET,

R

AEIRARER) Y —RIBEEFRTTIL I 7HgETHY., VY—RTADVTAVITDH
NEEINTVWET, TNHEDYY—RICDVWTDYY—RYI +—9PHIREBE O Y
R—RMEERL, IS QoS ICHEAS XD EEHY FHA,

B Y — D FFEH (opaque) & EhHN 2 DI, OpenShift Container Platform A ¥V — X
NAERHELRVNVKRETE, TV Y DB+ DICHBZHBEICPod %/ —NICRT V21—V 57D
TY, TNONBHYY—R EEDNZIDIE. TNONEBHTRINZETHHAATETHZ D, Tk
X AB INB7HDTY, AP —N—EIhS5D) YV —ADEEBHUCHIRL X3, AL E0F)
(&, 3. 3000m, LU 3KLIRETT,

BEIIISRY—EEBEN)Y —XEEHRL. ThoA2FIBETREICLET, NERALEHY Y —XDE
BRICDWTOFMIE., MEEEAA N] Op AEAREH)Y -] #28BLTLEIW,

Pod DARERLRER ) Y —R&BET BI1ICIE. FRERGY Y —ADHERT%
spec.containers[].resources.requests 7 41 =)L RIZF—E L TEHBD LI ICPod ZiREL ZF
-a—o

Bl: LAFD Pod (£ 2 DD CPU LU 1 DD foo (RBEAARN Y —R) ZBERLTVWET,

apiVersion: vi
kind: Pod
metadata:

name: my-pod
spec:

containers:

- name: my-container
image: myimage
resources:

requests:
cpu: 2
pod.alpha.kubernetes.io/opaque-int-resource-foo: 1

Pod IZ., (CPU. XE)—, BLUVITRTOFRERR) Y —REEL) )Y —RBROITRTHAHLI
BDEAICORIRAT S 2a—ILINET, Podid, V)Y—REBRIAVNTHOD ./ — RTEHB LINLWES u
& PENDING JREED F FIThY F T,

Conditions:
Type Status
PodScheduled False

231


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#admin-guide-opaque-resources

OpenShift Container Platform 3.10 FAF&EH A K

Events:
FirstSeen LastSeen Count From SubObjectPath Type Reason
Message
14s 0s 6 default-scheduler Warning FailedScheduling No nodes

are available that match all of the following predicates:: Insufficient
pod.alpha.kubernetes.io/opaque-int-resource-foo (1).

145. 7Oz hNZTEDY) Y —REIR
PSRV —EEBHIZ )Y —RERAETOV I NTEICEERTE] §2ZELATEZTT, AEZICIEIIHN

SDHEREER. mE. HIRT DI ENTEEFHAN, 7O ERTRATOY I b )V —2FIR
ZRT] $BHIENTEET,
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%153 POD @ PRESET (7Yt v N) %{#[ L =538 ® POD ~DiEA

#%15% POD ® PRESET (7)) v M) %{Hf L /=& D POD ~
DIEA

15.1. &
Pod @ Preset (3. 21— —HIEET 3158 % Pod DERKEFIC Pod ICHEAT R ATV Y MNTT,

8%

OpenShift Container Platform 3.7 M= T, Pod D Preset & R— hIhp<@yY FL
7o

HATREA Pod @ Preset 7 79 =V M &ERLEF T,
e V—VJLy ATV N
e ConfigMap A 7>z k
o AMNL—=YRYa—~A

e AVFFT—R)a—LDIYDIV I

7__
o RIFEM

TRTDIEHRE Pod ITIEBINT BFEICIE. FAFEEIE Pod T RILH PodPreset D RILEL V45 —Il—
BMIBIERFERALTLEIWY, Pod®D TSR] &, [SRN)LELYY—] B—BT S Pod
Preset # 7Y x4 b1 DF 713U Pod #BER T E T,

Pod @ Preset #ff9 % &, BREIL Pod MEATZ2H—ERICDWTDFMZH S < TH Pod %=
7OEYa=ZvJTcEEYd, EEEE. BAREICLDZ Pd DT 704 ZBEZ EAKH—ERDERE
HEHERREEIOTLTHERRICTEET, L2, BEZREY—IL Y NTT—9R—IADEHI.
A—H—F, BLIVRRAT—REREHEL, BEEHTT—IR—AR— M%1Z# 9 % Pod D Preset %
VERRTEE9, Pod DEEFEEIEIITARTDIEHRE Pod ICHAAL 7-HDICHERATEIINILOAEIBELT
WBREAHY FT, ILICHEEE Pod D Preset Z#EFXL TRILY RV ARITT B ENTEE
T, IEZIERARE X, BETHAEN Pod ICEHEMICHEAT 3 Preset 2 EXTE T,

Pod @ Preset »* Pod (Zi# A X115 &. OpenShift Container Platform (& Pod {t#k%#Z & L. #A AL
BT —#%BML. Pod D Preset TERINI EERT T/ T— 3 V% Pod fE&RICHHITET, 7
JT—=2avORRIIUATOLIICAY FT,

I podpreset.admission.kubernetes.io/<pod-preset name>: “resource version’

75 2X4—T Pod D Preset #fFH3 3ICId. UTFE2ETLET,

o EIEH(L /etc/origin/master/master-config.yaml T Pod Preset {40~ hO—5—75 74
VEBWICTEIREN DY ET,

e Pod @ Preset MYER#E £ Pod @ Preset T APl ¥ A 7
settings.k8s.io/vlialphal/podpreset ZHB%MIC L. BARBERIEER%Z Pod D Preset I
BN 2HENHY T,

Pod DERBFICT S —HD4E L %5B 813, Pod @D Preset MHEAINALY Y —R A LIC Pod BMERR S h
TW3IHBATY,
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Pod X%k C podpreset.admission.kubernetes.io/exclude: "true" /XS X—4—%{FHT %
Z & T, Pod D Preset DEBELH > TEHERFED Pod AEBINABVWELIICTEZIENTEZET, UTF
D Pod DI 2SR L TSI W,

pa 3

Pod @ Preset #gElL., [H—EZ2H4DO7] M VA RM=ILINTWVWBIHFEICOHFH
TXZEY,

Pod @ Preset A 7 2 hDHl

kind: PodPreset
apiVersion: settings.k8s.io/vilalphal g

metadata:
name: allow-database 9
spec:
selector:
matchLabels:
role: frontend e
env:
- name: DB_PORT g
value: "6379"
envFrom:

- configMapRef: G
name: etcd-env-config

- secretKeyRef: ﬂ
name: test-secret

volumeMounts: 9
- mountPath: /cache
name: cache-volume

volumes: Q

- name: cache-volume
emptyDir: {}

settings.k8s.io/vialphal APl 23 8EL £ 7,

Pod @ Preset D&BITY ., ZDERBIEPod D7/ F5F—>a v TERAINET,

00

Pod Xk DI NIIC—HT B INILELIH—TT,
w:l VT T IKETRIEEREFRLET,
ConfigMap % Pod ff#kICEML X7,

Y—=OLy NFTTY 1Y h% Pod HERICEML X,

HABMAML—YRY 2—L%aVTFT—RICIVVMNTENEI D ZERELET,

000

AVTF—HPHATERZA ML —YRY 2 —-LE2EERELET,

Pod tLikD Bl

I apiVersion: vi
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kind: Pod
metadata:
name: website
labels:
app: website
role: frontend g

spec:
containers:
- name: website
image: ecorp/website
ports:
- containerPort: 80

Q Pod @ Preset DS RJLEL 29 —IC—BTBS5RNILTT,

Pod @ Preset i# A& ® Pod {tikDHl

apiVersion: vi
kind: Pod
metadata:
name: website
labels:
app: website
role: frontend
annotations:

podpreset.admission.kubernetes.io/allow-database:

spec:
containers:
- name: website
image: ecorp/website
volumeMounts:
- mountPath: /cache
name: cache-volume
ports:
- containerPort:
env:
- name: DB_PORT
value: "6379"
envFrom: a
- configMapRef:
name: etcd-env-config
- secretKeyRef:
name: test-secret
volumes: 9
- name: cache-volume
emptyDir: {}

80

T/ T avhiEmIhEd,

R a—AL<DUY D Pod ICEMINET,

o0

RIBEHH Pod ICEMINET,

"resource version"

Pod A ZTEAEZIET LI ICEEINTULARWESIC. Pod D Preset BN EAINZT & AR
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Q ConfigMap 8L UV —I L v hA 7o M Pod ICEMINETS,

‘3 RYa—L< 7Y D Pod ISEBMINZF T,

Pod %# Pod M Preset » 549 % Pod LD Hl

apiVersion: vi
kind: Pod
metadata:
name: no-podpreset
labels:
app: website
role: frontend
annotations:
podpreset.admission.kubernetes.io/exclude: "true" g
spec:
containers:
- name: hello-pod
image: docker.io/ocpge/hello-pod

ﬂ Pod @ Preset #4BEN T D Pod A TIE LWL DICT DICIEIDINS A —4 —ABIMLZF T,

15.2. POD ® PRESET D{ER
LATFDFIIE,. Pod @ Preset Z#1E L. RT3 A EERLTWVWET,

Zf4ar bO—>—0Eh
EEE (L /etc/origin/master/master-config.yaml 7 7 1 L= F v - LT Pod @ Preset {1~
NO—5—FS5T4 U H2EaBRBLET, 2V MO—F—DAWEE., UTE2FERALT
T4 v EBMLET,

admissionConfig:
pluginConfig:
PodPreset:
configuration:
kind: DefaultAdmissionConfig
apiVersion: vi
disable: false

JRIZ OpenShift Container Platform 4 —E X = B2 L £ 7.

# master-restart api
# master-restart controllers

Pod @ Preset D{ER%

BIEEF-IXFAFE L. settings.k8s.io/vialphal APl, EAT 21EHRE LU Pod IC—HT B
SRILEL IS —%FERL T Pod D Preset #/EmRK L £,

kind: PodPreset
apiVersion: settings.k8s.io/vlalphal
metadata:
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name: allow-database

spec:
selector:
matchLabels:
role: frontend
env:

- name: DB_PORT
value: "6379"
volumeMounts:
- mountPath: /cache
name: cache-volume
volumes:
- name: cache-volume
emptyDir: {}

Pod DYEBK

85155 POD @ PRESET (7Yt v b) M L7=& D POD ~Di&EA

BIFEEIL Pod @D Preset DS\ EL VY —IC—TBS5NI)AFE>T Pod ZEKLET,

1. Pod @ Preset DS R)LEL V4 —II—HT 55NV TEEMNL Pod k&= /EMRL X9,

apiVersion: vi
kind: Pod
metadata:
name: website
labels:

app: website
role: frontend

spec:
containers:

- name: website

image: ecorp/website

ports:

- containerPort: 80

2. Pod ZE L &9,

I $ oc create -f pod.yaml

3. EREIC Pod fxtkAFzv 2 LET,

$ oc get pod website -o yaml

apiVersion: vi
kind: Pod
metadata:
name: website
labels:

app: website
role: frontend

annotations:

podpreset.admission.kubernetes.io/allow-database:

version"
spec:
containers:

- name: website

"resource
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image: ecorp/website

volumeMounts: 9
- mountPath: /cache
name: cache-volume

ports:
- containerPort: 80

env:4€,
- name: DB_PORT
value: "6379"

volumes:
- name: cache-volume

emptyDir: {}

MT/?—*‘/ IVASENTHEY., AVFF—DRA ML —VBLVIBEBTHAABEAI
hnTwzxd,

15.3. 524 POD ® PRESET DO {EH
BHD Pod AR O —%EBAT D7-HICHEED Pod @ Preset #FHT 2 &ENTEET,
e Pod D Preset ATV bO—5—T S 74 VHEMIINTWVWER I EEMIALET,

o BIELTH. VI VMNRAVINBLWEALIFIRAMN L —YRY)a—LAFEALT, UTOLI R
Pod @ Preset #{ER L £,

kind: PodPreset
apiVersion: settings.k8s.io/vlalphal
metadata:
name: allow-database
spec:
selector:
matchLabels:
role: frontend g
env:
- name: DB_PORT
value: "6379"
volumeMounts:
- mountPath: /cache
name: cache-volume
volumes:
- name: cache-volume
emptyDir: {}

Q Pod SRIIC—HT B2S5NILEL VY —TT,

e UTD&LHIC2DEHD Pod D Preset #ERR L £,

kind: PodPreset
apiVersion: settings.k8s.io/vlalphal
metadata:
name: proxy
spec:
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selector:
matchLabels:
role: frontend g
volumeMounts:
- mountPath: /etc/proxy/configs
name: proxy-volume
volumes:
- nhame: proxy-volume
emptyDir: {3}

Q Pod SRILIC—HT B2S5NILEL VY —TT,

o RHEM Pod IRk ZFEL T T,

apiVersion: vi
kind: Pod
metadata:
name: website
labels:
app: website
role: frontend g
spec:
containers:
- name: website
image: ecorp/website
ports:
- containerPort: 80

Q Pod @ Preset SRILEL 79 —DWTFNICE—BTZSRILTT,

e Pod Z#F L E T,

I $ oc create -f pod.yaml

o {EREIC PodfttkAFzv I LZEY,

apiVersion: vi
kind: Pod
metadata:
name: website
labels:
app: website
role: frontend

annotations:
podpreset.admission.kubernetes.io/allow-database: "resource
version"
podpreset.admission.kubernetes.io/proxy: "resource version" 9
spec:
containers:

- name: website
image: ecorp/website
volumeMounts:
- mountPath: /cache
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name: cache-volume
- mountPath: /etc/proxy/configs
name: proxy-volume
ports:
- containerPort: 80
env:
- name: DB_PORT
value: "6379"
volumes:
- name: cache-volume
emptyDir: {3}
- nhame: proxy-volume
emptyDir: {3}

QO =D Pod O Preset MEAI NI EART T/ F—a v TY,

15.4. POD @ PRESET D&
LUTFma~vy R&EHRL T Pod @ Preset #8IBcTX %9,

I $ oc delete podpreset <name>
UFICHZRLET,

$ oc delete podpreset allow-database

podpreset "allow-database" deleted
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F16E ISRI—~DFS57 1 v I DEF
HE16Z= V) SRI—~DrS5T 14 v I DEE

16.1. VSR —A~AD NS T4 v I DEE

OpenShift Container Platform (&, 7 5289 —ATEITINZI Y —ERZF>TI R —ANLDRE
BeRTI2LODEHRDAE=RHELIY,

R

IDEIYaVDFIRTIE. 73R —DEEENFRICT > THEBEDH DHIRSF
HrbHyY 7,

EEEIZ, —TEHEOAIP 7 RLADOLEEDHAIIP 7 RLAZ Y —ERICEYHTEI EITLY
HEBRNS T4 v IDEETEDZY—ERDIVRRA VN ERHETEIENTEEY, EEEIL CIDR
REEEZFHLT7Z7RLADEHEZIBETE, CNICLYI—HF—FIZRY—ITHLTHEIP 7 KL
ADNERETHIENTEET,

ZIP7RLREE, BT —EXDNZENTHEEBDIY RRA VM EHFEDLIIT1 DO —ERICDHE]
YETEIHBELrHYET, BIUWBZR—MDIZv > ailDWTIE [first-come, first-served (%c&
E)] TREBINZET,
WREIEZ, HEINBIEICLLTICRLTWET,

o HTTP/HTTPS 29 33 —4% —%&FRHALET,

e HTTPS LIA® TLS TSI hi 70 ML AERT 2354 (TLS & SNI Ay ¥ —DERAA
E) kI —5—%ERLET,

o TNUADGEIE, O— KNS UH— AEEIP, F72lZ NodePort B L XY,

Ak E]:y)

I—4—0DfER HTTP/HTTPS k57 14 v 2 8 LU HTTPS LA D
TLS THSEIh/A7O ML (TLS & SNIAY
H—DFERRE)ADTIEAEHFTLETS,

O—RKRNSUH—H—EREFHLALNNTY Y IP T BHEYLTONEIP 7 KL REEo-IFE
DEEEIYHT HER—IMDINS T v I EHFRALET,

HNERIP DY —EZAADEEIEIY 4T BEDIP7RLRAAFS/IFEER—MADINS
T4y EHFALET,

NodePort D& E JS5RI—DIARTD/) —RTH—EREZRBALZE
E

16.2. L—9—%FHALENZ T4V IDI S AY—~DEE

16.2.1. I &
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IL—4% —DfEMAIE. OpenShift Container Platform 7 5 249 —~DOHNET7 V 2% H0 ¢ 2 &6 — K8
BREETT,

(=% —] 13, BELR TIL—Hh] ICEDVWT, ABOEREZITAN, 7OF>P—1bT DL ICK
EINET, NI Web 77— 3 VIR % HTTP/HTTPS(SNI)/TLS(SNI) ICHIFRI N E T,

16.2.2. BB EDHIIRF N
COFIEARET ZHIC. SEREIUTORGERELLTWDIEARRATINESHY T,

o BERNVSAI—ICEETDLIICHEBR— M NEISRY—Ry NO—VBREBICEY N Ty T
LET, LEAREHNICOWTIE, 75 R9—HOEE/ —REFLIZMDIP 7 KL A %ESRY
5L9ICDNS THRETEZEY, DNSTAIRA—R] H#EEIZISAY—HADIP 7 KL RIC
LU TCHRRDY T2y NaRETEHLHDIFERTEEY, ChiaFERTII1I—F—& BEE
IKBRWEDLEZZERLKISRYI—ATIL— ey N7y TTEET,

o B/)—ROO—AINDT7A T 94—IH, IP7RLADEEEZEREHFITLTWD I & AR
L/i-a—o

e OpenShift Container Platform 7 5 X4 —»%, 747V 7474 =704 5 —%EHA] LT
BYRLI—Y—T IR %EFTTETBDLIICKELETT,

o VIR —EBEO—INEZFE DDA —H—NDN1BULVWBRILEZHBELET, COoO—J/)LEI1—
HP—IBMT 2IZE, UTFoav Yy REETLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

e OpenShift Container Platform 7 524 —%. 1 DUEDYR&—& 1 DULED/ — R, 8LV
DRI —~NDRY NT—D TV ECADHBVZRAI—HDVRATLEHEICABRLEYS, D
FIETIE, AU RATLINIZRI—ERALYTEY MIHBZEERHIRELET, DY T
Y NOAEY AT LICBRELZBIMORY NT7—27&EICDOVWTIE, D MEY I TIEEWE
A,

16.2.21. 7Y v - IP @EDES

Y—EANDT IR ZHAT T 27DDRINDFIRE LT, YRY—FRET7AILTHEIP 7 KL X
HEZEHELITT.

1. V5 R4 —FEBEO—ILZHFD1—4—& L T OpenShift Container Platform (CA 74 >~ L &
ER

$ oc login

Authentication required (openshift)
Username: admin

Password:

Login successful.

You have access to the following projects and can switch between
them with 'oc project <projectname>':

* default
Using project "default".

2. LL'FD & 5 1T /etc/origin/master/master-config.yaml 7 7 1 JL T
externalIPNetworkCIDRs /X5 X —4 — % EL X,
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networkConfig:
externalIPNetworkCIDRs:
- <ip_address>/<cidr>

UFICHZERLET,

networkConfig:
externalIPNetworkCIDRS:
- 192.168.120.0/24

3. EEAAMICT %78 IC OpenShift Container Platform ¥ 24 —H—EX Z#BEs L £,

# master-restart api
# master-restart controllers

xE
IP7RLRT—VIEI SR —AD 1 DUED/ —RFTERT LTWIRENHY X T,

16.2.3. 7Oz B LUV —ERDERK

RETZ 7OV MBI —ERDNFELRWEE. RUICTOY TV bEERL. RICH—EZR
R LEYS,

TV MBLVY—ERDT TILHFEET 2561F. Y—EXER/RAL. V—FEERT S EWVWI R
DFIRICEHFT,

1. OpenShift Container Platform (O 74 >~ L &9,
2. Y—ERDFRIOV I MR LE T,
I $ oc new-project <project_name>
UFICHZERLET,

I $ oc new-project external-ip

3. oc new-app AX Y RAEFERALTH—EXZ/EKRLZET,
UTFICHlERLET,

$ oc new-app \
-e MYSQL_USER=admin \
-e MYSQL_PASSWORD=redhat \
-e MYSQL_DATABASE=mysqldb \
registry.access.redhat.com/openshift3/mysql-55-rhel?

4. LTFOOXR Y RAEERTLTHBRY—EADMMERINTWB I E5#HRALET,
oc get svc

NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE
mysql-55-rhel?7 172.30.131.89 <none> 3306/TCP 13m
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T4 NT, FIHRY—ERICTEAEBIP 7 RLZAHY FHA,

16.24. Y —EXZ2FAL. IL—MNE{EHT S
oc expose AV Y RAEMALT, Y—EREZIL—FELTRAETZ] BREIHYET,

H—ERERETHICE. UTFERITLET,
1. OpenShift Container Platform (O 74 >~ L &9,
2. RETAHRY—EZRNEIArNTVWEZ IOV MIOTI YV LET,

I $ oc project projecti

3. UFDaAY Y RERITLTUL—b2RRALET,

I OC expose service <service-name>
UTFICHlERLETS,

ocC expose service mysql-55-rhel?7
route "mysqgl-55-rhel7" exposed

4, YRAY—TcURLGEDY =)V =fEAL. $—EXDISRY—IP7RRLRZFERALTY—KE
RICEETEZ L 2HALIT,

I curl <pod-ip>:<port>
UFICHZERLEYS,
I curl 172.30.131.89:3306

DI avDBITIEH, V75AT7 NV S—2arwREETS MySQL H—E X% fF
FALTWZE Y, Got packets out of order DA Vv E—VEHIIXFERAN) VI ERBT
3iGEIE. TOY—ERIERINTVWSE I EILRY T,

MySQL 2514 7> "D HBHEIE, EECLIOY Y RTAJA Y LET,

$ mysql -h 172.30.131.89 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

16.2.5. L. — 4 — DR E

BEEFECEHZEL TN —Y—2RELEFT, AMEREZFTL, RESNLIL—MIESVWTEILET
AFY—XETHLIICIN—F—ZRELZXT,

BEEIL [TAIRA—KDNS] TV M) —%FERLTHBIL—FY—%ty N7y TTEET, TD
BRIIBEFICBAVWEDES 2R edge =9 — %I TH—EXTRETETET,
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= —Cld, I—F—DNKRAMNZAE I 2 T7OEY a =V I TEDZNEID, TEIFKRAMNRICETE
DNY =V 5 FHTIUNENHINE DN EAEBENMEETETDLDICTSayMO—ILEHYET,

—EDI— AR EIOV Y NTERINDIGE. L—hDtYy h2EN—EDIL—45 —TH BT
IKRYET, BIL—MNIIL—bDEY DS —NEFFR (F/IFBIR) LET, 774 KT, IXRT
DIL—F —ETRTDI— EHFALET,

27OV MIEFNZTARTOD TRV 2RRTZ/NN—Iv > arvaFEoOI—9—Id. IRILIC
HEOWT, FATT2I— "EBIRTEFY, Thik 1IL—9—Dvv— Kb EMEhTWEd, Th
E—EFEDOIN—F—RBTZEN 714V IV DEREDRT 2HEY. FEDI—F—~DNZ T4 v V%
DET DIGEICERIEET, LEZXIE Company AD NS 74 v 0 %HBI—F—ITEREL.
CompanyBD M 714 v I %5BDI—9—ITBET 2HBEREIERIEE T,

W—F—3FED/ — RTEITIND LD, L—F—FLE/—RFIRET B &, Ingress hZT7 14

IMMELELEY, ThICLEREZERT DICIE. BEDOELS/—FTRARMI—Y—Z/FHL. 5
ANl ZEALT/ —ROKMEFICIL—F—IP 7 RLRAZHYELZ FT,

16.2.6.VIP (LA IP 7T A4 I A —NN—DEE
F7oavELT. BEZEFIIP 7TAINA—N—4BETEFT,

P7xAIAF—nN—iE, /—Rty hORBIP(VIP) PRLRADT—ILEBELEY, £y hOTART
DVIPIFtY hHSZFIRINBE / — RICL>TIRMINZFT, VIPIZE—/ — RAFIETRETHBEY
BtInEd, /— RETVIP ZBRMICEHRT 2 HENLWED, VIP DRV — RHH B ETREM
., ZHOVIP 2/ D/ —RKH 3t HYET, /— KB 1 DOABFETZHEEIE. TXTD
VIPAZD ./ —RICBRBINET,

VIPIZOSZAY—ADDI—FT 4 VI TEXZRENHYET,

IP 7AW A—N—%EZETHICIE. UTFTZETLET,

1. YA%H—T ipfailover Y —ERX7 AV Y MNMI+HREFa ) T 1 —1ERI’H D Z & &AL
i’a—o

I oc adm policy add-scc-to-user privileged -z ipfailover

2. LTFDOT Y RZEITLTIP 724 A —R"—%ZEXKLET,

oc adm ipfailover --virtual-ips=<exposed-ip-address> --watch-port=
<exposed-port> --replicas=<number-of-pods> --create

UFIChZERLET,

oc adm ipfailover --virtual-ips="172.30.233.169" --watch-port=32315
--replicas=4 --create
--> Creating IP failover ipfailover ...
serviceaccount "ipfailover" created
deploymentconfig "ipfailover" created
--> Success

16.3. A— RN\SUH—%ZFAHALLENZ T4 Y IDI S RI—~DEFE

16.3.1. &
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BFEDHEIP 7 RLRZMEE LAWSEE., O— KN Z U3 —H%—E X% OpenShift Container
Platform 7 S R4 —~DHAEBT7 VA4 H T T 2L IRETHIENTEET,
A—RNSYH—H—ERRFREFADOT—ILISEED IP 2EYHTEY, O— KRS UH—CiF
B—Dedge =9 — IPAHY XY (Ihik [RIE IP (VIP)] OBEEHY XTH. HOERIET
FEBE—T I VICRY ),
ZOTOERICIIUTERTTZENERLET,

o BEEFNARFHZETTS

o HAERENTOVIINSLUVY—ERZERT 2 (REINZH—EIDNFELBWVEGSE)

o ARENY—ERZRABAL. L—MEENT S

o FARENO—RNNSUH—H—EREERT S

o XY NT—VEEBENY—EAANDRY NT—V%RET S

16.3.2. BB EDHIIRF N
COFIEARET ZHIC. SEEFIUTORGERELLTWDIEARRATIVENHY T,

o ERNVSRAI—ICEIETILDICAEBR— N2 ISR -y NI—VBREICEY NPy T
LET. ZEAFERICOWTIR, V53R —HDOKFE/ —FELEMDIP 7 FLRA%ZSRY
2E£DICDNS THRETEZEY, DNSTAILRA—R] WX ISR —RHNDIP 7 KL RIC
MNUTHBDOY Ty hBRETHLDICERTEEY, IhaeFERT 21— BEE
IKEWEDESRIERLKIVFIRI—ATIL— ety N7y TTEET,

o B/—ROO—AINDT7A T 94—ID, IP7RLADEEEZEREHFITLTWD I & AR
L/i-a—o

e OpenShift Container Platform 7 S 24 —8, [7A TV T4 74 —7TONA 5 —%FH] LT
BRI —T IR ZHTTELLIKKRELE T,

o VIARA—EBEO—INEZHFEDODAI—H—N1BULVWBRILEHBELET, COO—J)LEI1—
HP—IBMT I, UTFoav Yy REERITLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

e OpenShift Container Platform 7 2 24 —%, 1 DUEDTRH—& 1 DULED/— K, LT
DSRG—~DRXY NT—D TV CADH BV A —HDVRATLEHICARELEY, D
FIETIE, A RTLADNISRAY—ERALYTEY MIHBZEERFIIRELET, FIOYT
Ty NOAEY AT LICBREREBIMORY RT—278EICDOVWTIE. DO RMEY I TIEBEWE
A,

16.3.21. 7)) v 7/ IP @O EE

Y—EANDT IR ZHAT T 27DDRNDFIRE LT, YRY—FRET77AILTHEIP 7 KL X
HEZEHELITT.

1. V5 R4 —FEBEO—I)ILZHFD1——& L T OpenShift Container Platform (CA 74 >~ L &
ER

$ oc login
Authentication required (openshift)
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Username: admin
Password:
Login successful.
You have access to the following projects and can switch between
them with 'oc project <projectname>':
* default
Using project "default".

2. LLFD & 5 1T /etc/origin/master/master-config.yaml 7 7 1 JL T
externalIPNetworkCIDRs /X5 X —4 — % EL X7,

networkConfig:

externalIPNetworkCIDRS:
- <ip_address>/<cidr>

UFICHZERLEYS,
networkConfig:

externalIPNetworkCIDRS:
- 192.168.120.0/24

3. TEAAMICT %7 8HIC OpenShift Container Platform ¥ 24 —H—EX #BEs L £ 7,

# master-restart api
# master-restart controllers

IP7RLRT=ILEY 525 —AD 1 DUED/ —RTRTLTWRRENHY FT,

16.3.3. 7Oz B LUVHY—ERDERK

RETZ 7OV MBI —ERDNFELRWGE. ROICTOY Y MEER L. RICH—EZR
R LEY,

7OV bELUTY—EADT TICEET 250, U—ERZR/RAL. b—FEFERT S EWIR
DFIRICEHRZE Y,

1. OpenShift Container Platform (O 74 >~ L& 9,

2. Y—ERDFMIOV I MEERLE T,
I $ oc new-project <project_name>
UTFICHlERLETS,

I $ oc new-project external-ip

3. oc new-app AX Y RAEFERALTH—EXZ/EKRLZET,
UTFICHlERLET,

I $ oc new-app \
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-e MYSQL_USER=admin \

-e MYSQL_PASSWORD=redhat \

-e MYSQL_DATABASE=mysqldb \
registry.access.redhat.com/openshift3/mysql-55-rhel?

4. LTFOOXR Y RAEERTLTHBRY—EADNMERINTWBR I E5#HRALET,
oc get svc

NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE
mysql-55-rhel?7 172.30.131.89 <none> 3306/TCP 13m

FI7FINT, FRY—ERITIEAZEIP 7P RLADHY FH A,

16.34. Y —EXZ2FAL. IL—MNEEHT S
oc expose AV Y RAEMALT, Y—EREZIL—FELTRAETZ] BREIHYET,

Y—ERZRRETBICE. UTFZERITLET,

248

1. OpenShift Container Platform (O 74 >~ L &9,

2. RET AR —EZRNELIrNTVWEZ IOV MIOTA VY LET,
I $ oc project projectl

B UTDATY RZRITLTUIL—bZRRALET,
I 0C expose service <service-name>
UFICHZERLEYS,

oc expose service mysql-55-rhel?
route "mysqgl-55-rhel7" exposed

4, YRAY—TcURLBEDY =)V =fEAL. T—EXDISRI—IP7RRLRAZFEALTY—KE
AICEETED I =HALET,

I curl <pod-ip>:<port>
UFICHZERLEYS,
I curl 172.30.131.89:3306

DI avDBITIEH, V75AT7 NV S—2armREETS MySQL H—E X %fF
FALTWEY, 6ot packets out of order DAY E—Y EHIIXFERAN) VI ERET
A, IOV —ERIERINTVWD I EICRYET,

MySQL 7 54 7> " 2i5E1d. EECLI AT Y RTRJA VY LET,
$ mysgql -h 172.30.131.89 -u admin -p

Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/cli_reference/#expose
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I MySQL [(none)]>

RICUTDY R EETLET,
o O—RKNSUH—H—EXDIEK
o XY NIT—VUDEHTE

o P7TAIA—NN—DEE

16.3.5. — RN\S v H—H—EXDIERK
A— KNS —H—EXZFRTBICIEE. UTFZ2RTLET,
1. OpenShift Container Platform (O 74 >~ L &9,

2. ART B —EZRDEBEMTVE IOV MaeGmAdaFET, 7OV MFELRBFY—ER
AEFEELRBRVWESRIR. 170V hB8LUT—ERDENI 28R LTIV,

I $ oc project projecti

3. YRY—/—RTTXxRANT 74N EHE. LTFTOTFFRXMEBRY T, BREBEIZHLCT7 71
WERELET,

Fl16.1 O— KRS VY—FET 71 NLDY VT

apiVersion: vi
kind: Service
metadata:
name: egress-2 g
spec:
ports:
- name: db
port: 3306 @
loadBalancerIP:
type: LoadBalancer e
selector:

name: mysqgl a
A— KRS —H—EXDFHBAERDZERZANLET,
RATEZY—EANY YAV LTWBRALR-F2ANLETY,
% 4 7IC loadbalancer Z AN L £7,

H—ERDERZAALEYS,

0000

4. 7740V EREL, BTLET,

5. UFDOY Y REETFTLTH—ERXRAEERLET,

I oc create -f <file-name>
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UFICHZERLET,

I oc create -f mysqgl-lb.yaml

CHTOIT Y RERITLTHBRY—EXZRRLET,

oc get svc

NAME CLUSTER-IP EXTERNAL-IP

PORT(S) AGE

egress-2 172.30.236.167 172.29.121.74,172.29.121.74
3306/TCP 65

H—ERICITBEICEIY L TONIEALIP P RLADH B I EITEFRLTLEIL,

. YA —TCcURLBREDY—ILEFERAL. NTYY I IP7RLRAZFEALTYH—EXICEET

I E=MRLET,

I $ curl <public-ip>:<port>
++ 1l

I $ curl 172.29.121.74:3306

DI avopITIE. VATV NT TN r—>avahEET S MySQL —ER%E
FHLTWEY, 6ot packets out of order DAY E—Y EHIIXFERAN) VI ERET
2mEIE. SOY—ERIE KL TVWE I &ICRY ET,

MySQL 7 54 7V hd'H 335613, FECLIOYY FTAJSM Y LET,

$ mysql -h 172.30.131.89 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

16.3.6. *Y N7 —U DERE

LLTOFEIEIZ, 8D/ — RAOLABEINEY—ERICT I ERTBEDICHERIY N —ABTET
2-DD—MHRHA RSAVTT, FYv NT—IREBIZELRD D, BEVICREBICVHDELRFEDER
FICDOWTIERY N7 — & BEEICBEVWEDbELEI L,

UTOFIEE, TRTOYRTADPRLCY TRy MIHB I EZRIBELTVET,

J—FKLk:

250

1. Ry ND—05BEIELHDICRY NT)—02BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

XY RT—0DBEBL TUVWARWES, LTDaY Y RA23E1TT % & Network is unreachable
REDIS—AyvE—IURRRINET,
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2. YRV —LFEDOREAINT2H—ERDIP7RLRAETAY—FRAMNDIP 7KL ABDIL— M4
EBMLET, XY MNT—2I— K DRy NYRVEFETZHBEICIE. FHIZRY ATRY
BLWnetmask £ 7 avaERALET,

$ route add -net 172.29.121.74 netmask 255.255.0.0 gw 10.16.41.22
dev etho

3. cURLEDY —ILEFALT. "TYYyJIP7RLRZFERALTY—ERICEETESZ L
=HELES,

I $ curl <public-ip>:<port>
UTFICHlERLETS,
I curl 172.29.121.74:3306

Got packets out of order DAY E—Y EHIINFRAN VT ZRET25HEE. U—
EXDN/ —ROST7 IV ZRAETHZD I EILRYFT,

PSR —RNICHEWI AT AE:
1. Ry NTD—05BEIELHDICRY N)— 0 2BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

ZYRT—UABELTVWAWES., ULTOa<T Y REETTT 5 & Network is unreachable
REDIS—AyvE—IURRRINET,

2. YRY—EDRAINIEY—EXDIPT7RLREYRY—RAMDIP 7 FLABEDIL— M

EBMLET, XY MNT—VIL—KDRY NYRVEFETZHBEICIE. FHITZRY ATRY
BLWnetmask £ 7 avaERLET,

$ route add -net 172.29.121.74 netmask 255.255.0.0 gw 10.16.41.22
dev etho

3 NTNy I IP7RLREZFALTY—ERICEETESIE52HRALET,
I $ curl <public-ip>:<port>
UFICHZERLEYS,
I curl 172.29.121.74:3306

Got packets out of order DA v E—Y EHIIXFANY VI ERET %58, —E
AN SRAY—HDSTIVECRAARETH B EICRY FT,

16.3.7.VIP Z#{FFHLEIP 74 I F—/NN—DEE
FFoavELT, BEEFIP 7AINA—N—%BETEZT,

P7xA)A—nN—lF, /—REy bOREBIPVIP) 7PRLADT—ILEZEBLET, Ty hDITART
DVIP Y hDSBREIND / —RICE>TRESN I Y, VIPIZE—/ —RHIFIRATETHBRY
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RHINEY, /—NETVIP ZBRBICERT 2HEN/LBWND, VIP DR/ — RHH S A6EM
t, ZHOVIP 2FHD/ —F1'HHAREREHYEY., /— K1 DDHFET BHFEIE. INTD
VIPAZD/ —RICEREINIET,

VIPIZI SR —HADDIN—T4 VT TEDREIHYITY,
P 7T ANA—NR—%RETBICIE. UTFZRITLET,

1. Y A% —T ipfailover #—ERXR7 ATV MI+HREFa ) 71 —1ERIH B & &AL
ia—o

I oc adm policy add-scc-to-user privileged -z ipfailover

2. LTFDOT Y RZEITLTIP 724 FA—R"—%ZEXKLET,

oc adm ipfailover --virtual-ips=<exposed-ip-address> --watch-port=
<exposed-port> --replicas=<number-of-pods> --create

UFICHZERLET,

oc adm ipfailover --virtual-ips="172.30.233.169" --watch-port=32315
--replicas=4 --create
--> Creating IP failover ipfailover ...
serviceaccount "ipfailover" created
deploymentconfig "ipfailover" created
--> Success

16.4. Y —EXDHIIP A FAHLENS T4 v IDYISRY—~DEE

16.4.1. BI &

Y—ERERNETDE1DDAEFEELT, AEIP T RLRAEISAY—HADNSLT IV ERAAEEICT BH—
ERICEEEYLTEIENTETET,

(N7 )y 2 IP7RLABEDESZR] THIAINTWSELSIZ, FAHATSZIP7RLAOEHESERL
TWBZEAERALEY,

H—ERICHERIP 23R ET 5 Z &L Y. OpenShift Container Platform (&, ZDIP 7 KL X% % —

Ty RNETBIVZRY—/—RICEIETEZINZ T4 v VDREB Pod DWTFNMEFIND I & &FF

ATBIPTFT—TINIL=IEEy 7Yy TLET, THIEFREY—EXIP 7RLAELUTWETH, 4
R IP {% OpenShift Container Platform (CXf L. ZOH—EZXDFRED IP THIWICAFAINZBEHLH

52¢%RLET, BEBEE COIPT7RLREVZRYI—HD/ —ROVWTNHDHKRA L (/—K)

AV =T —REYHTEZRENHY FT, F/2ld, TOT7RLRFREIP(VIP) &ELTHERT S
ZENTEZET,

OpenShift Container Platform TIdZh 5D IP Z#EB LAV, BEEEEI NS 74 v IR DIP &5
D/ —RNILEET DL 2BRBIIBENHYET,

pa 3

DPTFEIEHA VY 2—2avTHY, IPT72AINA—N—%BELEHEA, P71l
F—N—BH—EXOETRAEZERT DLDICBRETT,
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COTOBRICIIUTEERTIBZENEF/LET,

BEEEN’IRFGZRITIS

o BRENATOVII NSLUY—EREERT 2 (REINB Y —EZXDNEELARVES)

o HAREBENY—EXERARL. L—KEEKT S

RAEENIP 7 RLRAZH—EXICEIYETS

XY NI—VEBENY —EIANDRXY NT—V%BET S

16.4.2. BB EDHIIRF Y
COFIEARET ZRIC. SEREFUTORGERELLTWDIEARRATIVENHY T,

BRNISRAY—ICEETELIICHABR—RNE2ISRAY—Fy ND—VBEBICEY Ty T
LET, LEAREFNICOWTIE, 75 R9—HOEE/ —REFLIZMDIP 7 KL A %=SRY
5LIICDNS THRETEZEY, DNSTAIRA—R] H#EEIZISAY—HADIP 7 KL RIC
&L TCHRRDY T2y NaRETEHLDIFERTEEY, ChiaFERTI1I—F—& BEE
ICBRWEDLEZZERLKISRYI—ATIL— ey N7y TTEET,

EZ/)—ROO—HAINDT7ATI94—ILD, IPPZRLADIZEERAZHFITLTWD I & AR
L/i-a—o

OpenShift Container Platform 2 S 24 —H, 747V 71474 =701 5 —%FEHA] LT
BYRLI—Y—T IR EFTTETBLIICKELFTT,

PSR —EBEO-IINEZFE 21— D1 BULVWBR L EZHBELEYT, COoO—J)LEd1—
HP—IBMT 2IZE, UTFoav Yy REERITLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

OpenShift Container Platform 7 5 24 —%, 1 DUEDT RS —& 1 DULED/— K, LV
DSRG—~DRXY NT—D TV CADHBIVSAY—HDVRATLEHICARELEY, D
FIETIE, A RTLADNISRAY—ERALYTEY MIHBZEERIRELET, FIOYT
Ty NOAEY AT LIIRERBENORY NT—JREICDWVWTIE, O MNEY I TIRIEWE
A,

16.4.21. 7Y v - IP @EDES

Y—EANDT IR ZHAT T 27DDRNDFIRE LT, YRY—FRET77AILTHEIP 7 KL X
HEEEZERLIT.

1.

PSR —EBEO— I ZHFD>31—H—& LT OpenShift Container Platform [CEA 714 >~ L £
ER

$ oc login

Authentication required (openshift)
Username: admin

Password:

Login successful.

You have access to the following projects and can switch between

253


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installing_clusters/#prereq-dns
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-configuring-authentication

OpenShift Container Platform 3.10 FAF&EH A K

them with 'oc project <projectname>':
* default
Using project "default".

2. LL'FD & 5 1T /etc/origin/master/master-config.yaml 7 7 1 JL T
externalIPNetworkCIDRs /X5 X —4 — % EL X,

networkConfig:

externalIPNetworkCIDRS:
- <ip_address>/<cidr>

UFIChZERLET,

networkConfig:
externalIPNetworkCIDRS:
- 192.168.120.0/24

3. TEAAMICT %78 IC OpenShift Container Platform ¥ 24 —H—EX#BEs L £,

# master-restart api
# master-restart controllers

xE
IP7RLRAT—VIEI S22 —AD 1 DUED/ —RFTERTLTWIRENHY X T,

16.4.3. 70z hBLVHY—ERDERK

RETZ 7OV FEIPY—ERDNFELRWEE. ROICTOY Y MEER L. RICH—EZR
R LEY,

TV MBLVY—ERDT TILHFEET 2561EF. Y—EXER/RAL. V—FEERT S EWVWI R
DFIRICEHFT,

1. OpenShift Container Platform (O 74 >~ L &9,
2. Y—ERDFRIOV I MR LE T,
I $ oc new-project <project_name>
UFICHZERLET,

I $ oc new-project external-ip

3. oc new-app AX Y RAEFERALTH—ERZ/EKRLZET,
UTFICHlERLET,

$ oc new-app \
-e MYSQL_USER=admin \
-e MYSQL_PASSWORD=redhat \
-e MYSQL_DATABASE=mysqldb \
registry.access.redhat.com/openshift3/mysql-55-rhel?
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4. LTFOOR Y RAEERTLTHBRY—EADMMERINTWBR I E5#HRALET,
oc get svc

NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE
mysql-55-rhel?7 172.30.131.89 <none> 3306/TCP 13m

FI7FINT, FRY—ERITIEASEIP 7P RLADHY FH A,

16.44. Y —EXZ2FAL. IL—MNEEHT S
oc expose XY RAEMALT, Y—EREZIL—FELTRAETZ] BREIHYET,

H—EXERETBICE. ULTEETLETD,
1. OpenShift Container Platform (O 74 >~ L &9,
2. AT B IH—ERPBLArNTWRZ OV MIOVA YV LET,

I $ oc project projectl

B UTDATY RZRITLTUL—bZRFALET,
I 0C expose service <service-name>
UFICHZERLEYS,

ocC expose service mysql-55-rhel?7
route "mysgl-55-rhel7" exposed

4, YRAY—TcURLGEDY =)V &2fEAL. T—EXRDISRI—IP7RRLRZFEALTY—KE
AICEETEZ & =HALET,

I curl <pod-ip>:<port>
UFICHZERLEYS,
I curl 172.30.131.89:3306

ZDEVavOBITIE. V74T RNTTVr—2avanBEET S MySQL H—E X% fF
FHLTWEY, 6ot packets out of order DAY E—Y EHIIXFERAN) VI ERET
A, IOV —ERITERINTVWD I EICRYET,
MySQL 7 54 7> "hH2i5E1F. EECLI AT RTRJA Y LET,

$ mysql -h 172.30.131.89 -u admin -p

Enter password:

Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

RICATDI RV #RITLET,

o P7RLADY—ERADEIYET

255
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e XYy NI—UDKRE

o IP7ITAIA—IN—DFEE

16.4.5.IP 7 RL 2D —EZADEIY HT

HEIP 7 RLRAZY—ERICEIYETRICIE, UT2ERTLEYS,

256

1. OpenShift Container Platform (O 74 >~ L &9,

2. ART B —EZRDEMTVWR IOV MaeGmAirsFET, 7OV MFELRBY—ER

AEELAWVEEIE., FHREGICHSZ (TO0V ) MBLUHT—EZXDERI 25RLTLE
I,

CBUTOOATYRERITLT PIOERATBT—ERICARIP 7P RLAZEYETEY, HE0IP

7RULZAEEDIP 7 FLAZEALET,

I oc patch svc <name> -p '{"spec":{"externalIPs":["<ip_address>"]}}"'

<name> [IH—EXDEZHFTHY., -pIEH—ERXISON 7 7 A ILITERAINE /Ny FAERLT
WET, FIMROKXIIBHEDIP 7 RLRAEEEINAAY—ERICEIYLETET,

UFICHZRLET,

oc patch svc mysql-55-rhel7 -p '{"spec":{"externalIPs":
["192.174.120.10"]}}"

"mysql-55-rhel7" patched

CUTFOAR Y REEGLTH—ERIINT Yy I IPHrHBIE5BRAELET,

oc get svc
NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE
mysql-55-rhel? 172.30.131.89 192.174.120.10 3306/TCP 13m

. NAH—TCcURLBREDY—IEFERAL. NTYY I IP7RLRAZFEALTYH—EXICEET

IR LET,

I $ curl <public-ip>:<port>
UFICHZERLEYS,

I curl 192.168.120.10:3306

Got packets out of order DA v E—YEHIIXFANY VI ERET 25H. —E
ZILEHRELTVWER I EIIRY ET,

MySQL 7 54 7V hd'®H 33561 FECLIAYY FTAJI Y LET,

$ mysgl -h 192.168.120.10 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>
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16.4.6. 2y N7 —U DERE
HERIP 7 RLZAEIY HTONEEIE. ZTOIPADIL—NEERTIVELDY T
UTDOFEIEE. D/ — RASABEINEY—ERICTIERTBEOICBERRY NI —0 52RET

DD —MHRHA RSA VT, FY NT—IREBIZELD D, BEVICREBICVHDELRRFEDR
FICODOWTIERY N7 — & BEEICBEVWEbELEI L,

= o-1o)
LUTDOFEIEIZ, TRTDOVATLADNBLY TRy MHBZEARIHRELTWVWET,
YAY—_E:
1. Ry ND—05BEIELHDICRY NT)— 0 2BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

ZYRT—U8BE L TVWAWES., ULTOOa<T Y REETTT 5 & Network is unreachable
REDIS—AyvE—IUDRRRINET,

2. RAT B Y —EXOHAEIP 7 RLRAB LU ifconfig a~v Y RHANSDRR ~ IP ICEAER
FoONETNA ARG ZF>TUTOAYTY RERTLET,

I $ ip address add <external-ip> dev <device>
UTFICHlERLETS,
I $ ip address add 192.168.120.10 dev eth®

RERZEIF, UTOAT Y FERTLTIYRI—DEIMNMTWEIRAMNF—N—DIP 7 KL
AR/ LES,

I $ ifconfig
UP, BROADCAST, RUNNING, MULTICAST DL D IC—BRRINTWVWE TN R &2BRFELET,

eth®: flags=4163<UP, BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.16.41.22 netmask 255.255.248.0 broadcast
10.16.47.255

3. NRY—DEHETBEHRANDIPZ7RLRE, SRARY—FHRAMNDT—KRTZAIPT7 RLADH
DILV—FEBIMLET, RYMT—JI— DRy NYRVEFRATZIHEICIK, FAHTS
Xy hYRIVEBEL U netmask 7 7> avaFERHLET,

$ route add -host <host_ip_address> netmask <netmask> gw
<gateway_ip_address> dev <device>

UFICHZERLET,
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$ route add -host 10.16.41.22 netmask 255.255.248.0 gw 10.16.41.254
dev etho

netstat -nr AV KIS —MI A IP7RLAZRBFELET,

$ netstat -nr
Kernel IP routing table

Destination Gateway Genmask Flags MSS Window
irtt Iface

0.0.0.0 10.16.41.254 0.0.0.0 UG 00

0 etho

4. REAINZY—EXDIP7RLRETRY—FKRAMDIP 7 RLABDIL—MEEBMLEY,

I $ route add -net 192.174.120.0/24 gw 10.16.41.22 etho

J—FKLk:

258

1. Ry ND—05KEIIELHDICRY NT)— 0 2BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

XY RT—0DBEBL TUWARWES, LTDaY Y RA2EITT % & Network is unreachable
REDIS—AyvE—IURRRINET,

2. /J—RFABEINTWEIRAMDIP7Z7RRLRE, /J—RRAMDT—bD x4 IPEDED

I—FEEBIMLET, XY RNT—DIL—FDRY NYRVZFEBTZHEICIE. FRIZRY
NYRVBLWYnetmask 7 7> avaERALET,

I $ route add -net 10.16.40.0 netmask 255.255.248.0 gw 10.16.47.254
etho

ifconfig <Y Y NIFRAMIP ZXRARLZET,

ifconfig

eth®: flags=4163<UP, BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.16.41.71 netmask 255.255.248.0 broadcast

10.19.41.255

netstat -nraAY YV RKRETF—bo M IPERRLET,

netstat -nr
Kernel IP routing table

Destination Gateway Genmask Flags MSS Window
irtt Iface

0.0.0.0 10.16.41.254 0.0.0.0 UG 00

0 etho

NEINDZY—ERDIP 7 RLRAETRY—/ —RABHIPNTWVWBRAMNY—/NR—DIP 7R
L ZBDI—bhE=EBIMLET,
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$ route add -net 192.174.120.0 netmask 255.255.255.0 gw 10.16.41.22
dev etho

4. cCURL BEDY — LR LT, X7y I IP7RLRAZFEALTYH—ERICEETESZI L

EHERBLET,

I $ curl <public-ip>:<port>
UFICHZERLES,

I curl 192.168.120.10:3306

Got packets out of order DAY E—Y EHIINFRAN VT ZRET2HEE. U—
EXD ) —RHBST7IERAETHD I EIRYET,

IR —RICIEWI AT L L:

1. Ry ND—05BEIIELHDICRY N)— 0 2BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

ZY RT—U8BELTVWARWES., ULTDa<T Y REETTT 5 & Network is unreachable
REDIS—AyvE—IDNRERIINZT,

CE—FMRRAMDIPTRLRE, YE—FMKRAMDS—FD x4 IPOEDI—FZEML X

T, RYNT—V =Dy NIRVZFEATZHEICIE,. FRTZRY ATRIBLY
netmask = 7> avEFEARALE T,

I $ route add -net 10.16.64.0 netmask 255.255.248.0 gw 10.16.71.254
enol

L NYARY—EDREAINIH—ERXDIP7RLRAETAY—TFRANDIP 7 KL ABDIL— KM%
EMLEY,

I $ route add -net 192.174.120.0 netmask 255.255.248.0 gw 10.16.41.22

.CURLAEDY—ILEFERALT, "TYUv I IP7RLRZFEALTHY—ERICERETESI L
%EEEL L/i-a—o

I $ curl <public-ip>:<port>
UTFICHlERLES,
I curl 192.168.120.10:3306

Got packets out of order DA v E—Y ERHIINFRANI VI ZRET 256, —E
AWM S RY—HDOT IV ERAATETHD I EICRY FT,

16.4.7.VIP # AL IP 7ML A—/NN—DHE

AFoavelT BBEEIP 7MINA—N—%FBETEET,

gl
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P7xA)A—nN"—lF, /=Ry bOREBIPVIP) 7PRLADT—ILEZEBLET, EY hDITART
DVIP IZEY hDHRBIRENS / —FICL>TRHINZT Y, VIPZE—/ - FHFAATETHDRY
RHINFTY, /—RFRLETVIP ZBAFRMICERH T 2 HEDRWELH, VIP DRV — KD B ATEEME
t. ZROVIPZHE D/ — K1 H2AELHYET, /— K1 DDAFEETEHEEE. IXTD
VIP B Z®D/ —RICEEINFT,

VIPIZI SR —HADDIN—T4 VT TEDREIHYITY,

P 7 TAINA—N—%&ETDICIE. UTZRITLET,

1. YA4%—T ipfailover Y —ER7 ATV MI+HREFa ) 71 —1ERI’H B & &AL
i’a—o

I oc adm policy add-scc-to-user privileged -z ipfailover

2. LTFDOT Y RZEITLTIP 724 A —R"—%ZEXKLET,

oc adm ipfailover --virtual-ips=<exposed-ip-address> --watch-port=
<exposed-port> --replicas=<number-of-pods> --create

UFICHZERLET,

oc adm ipfailover --virtual-ips="172.30.233.169" --watch-port=32315
--replicas=4 --create
--> Creating IP failover ipfailover ...
serviceaccount "ipfailover" created
deploymentconfig "ipfailover" created
--> Success

16.5. NODEPORT 2R L7 b5 T 1 v I DI S XY —~DiEfF

16.5.1. BI &

NodePort ZfFH LTI T RY —HDFTRTD ./ — KNTH—EZ nodePort =2 L £T,

NodePort Z AT 2 ICIZEMDR— K Y —ZXDBBRETT,
J—=RR=FMI/=RIPT7RLADHEPR—FTH—ERZR/FEALIT,

NodePort (&7 7 # JL b T 30000-32767 DEEICENNF T, DF Y. NodePort ldHH—EXDERX
1;?)7]'\— MI—RILAWZ ENFRINET (/& 21E 8080 1F 31020 & L TARINZHEEMENH Y

BEEFIALIPA/ —RIIL—FT14 2 73INTEY, §XRTO/—RKOoA—ALDT 74T 4+—I)b
=L > TRHRWER—MDT IV EADHFAIIND I EEERTILEIHY ET,

NodePort 8 L UAEB IP [FMIZLTH Y., WA ZEKICEATEET,

16.5.2. BB E DHIIRF N
COFIEARET ZHIC. SEEFUTORGERELLTWEIEARRATIVESHY T,
o ERNVSRAI—ICEETDLIICHBR— I NEIS2AY—%y NT—HBIEBICEY N Ty S
LET, EZIXERICDOVWTIEX, V75RY—HAOEE/ —RFLEMOIP 7 RLRAAESEY
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F16E IV TRI—~DINFT74v I DERF

5LDICDNS TEHRETEZET, DNSTAIRAH—NR] #EEIFZIVSRY—RDIP 7 KL RIC
WLTEFDY Ty NERETHLDICFERATEEY, ChiaFERTZI1I—H—(3. EBEE
ICEWEDLEZZIERLKISAY—ATIL— ety NPy TTEET,

o B/)—ROO—ANWNDT7A T 94—IH, IPT7RLADEEEZEREHFITLTWD I & AR
L/i-a—o

e OpenShift Container Platform ¥ S 24 —8, [7A TV T4 74 —7TONA 5 —%FH] LT
BYRLI—Y—T IR EFTTETEDLIICKELFTT,

o VIARA—EBEO—INEZFEDAI—H—NP1BULVWBRIEEZHELET, CcOoO—J)LEI1—
HP—IBMT 2IZE, UTFoav Yy REERITLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

e OpenShift Container Platform 7 524 —%. 1 DUEDYRS—& 1 DUED/ — R, 8LV
DRI —~NDRY NT—D TV CADHB IV ZRAI—HDVRATLEHICABRLEYS, D
FIETIE, A RATLDNIZRI—ERALYTEY MIHBZEERHIRELET, DY T
Y NOAEY AT LICBRELZBIMORY NT7—278&EICDOVWTIE, DO MEY I TIEEWE
A,

16.5.3. H —E X DR E

HY—EXDERFIEEFRIC nodePort D R— hBES%EIBELE T, R—ME2FETIEELAWVWGE
iE. YRATFLPRDYICIhEEY K TET,

1. YR —/—RIZAJA4 2 LET,

2. FRAFENTOY LI MFEELAVGEICIE. Y—EXBICFHFRIOP I MaEHRL £
-3—0

I $ oc new-project <project_name>
UTFICHlERLET,
I $ oc new-project external-ip

3. Y—EREE%MREL T spec.type:NodePort %23¥5E L. # 7> 3> T 30000-32767 &EH
DR—MEEBELZFT,

apiVersion: vi

kind: Service

metadata:
name: mysql
labels:

name: mysql

spec:
type: NodePort
ports:

- port: 3036
nodePort: 30036
name: http

selector:
name: mysql
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4. LTFDATY FZERTLTY—ERZFERLET,

I $ oc new-app <file-name>
UFICHZRLET,
I oc new-app mysql.yaml
5 LTFDATY REEFTFLUTHBRAY —EANMERINTWE I E2HRLET,

oc get svc

NAME CLUSTER_IP EXTERNAL_IP PORT(S)

AGE

mysql 172.30.89.219 <nodes> 3036:30036/TCP
2m

HEB IP A <nodes> & LT—ERTIN, /—RFOR- I —ERRINZIEITEFRL TS
IV,

<NodeIP>:<NodePort>7 KL A %FERA L TH—ERICT7IVEZRATZ3ETTY,
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%17= ROUTES (Jb—B)

17.1. &

OpenShift Container Platform @ TJL— k] (&, A7 4 7Y "D EEITEETE S LI
www.example.com R EDR A MEZT [HF—ER] 228 LET,

RABNRZDDNS FERIEIN—T 4 V7 EIFRICAEBINE T, BEEHEIEEIC OpenShift Container
Platform JL—4 —ICF L CIEEEICERIND VSTV R RAA VERELTWBIHENHY TIH, BEE
MDRWERRA MNEEFERT ZHEICIE. L—F—ICRHLTERINE L DICZEDODNS LI— RE5R&
TEITDIDNENDHDIGENHYET,

17.2. )L— M DYERR

Web VY —ILFLIECLIAFERBLT, EF¥Fa714—REINTWAWL—FEEF2I) T —R
EIXNTWBIL—MNEERTEET,

Web OV Y —ILEFEHALTHES — 3 D Applications 27 > 3 VD TFIC#H % Routes R—T I
ELET,

CreateRoute #7 )v o LT7OYz Y NRTIL—bEEZHFL. FERLET,
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BJ17.1 Web OV —IL&{GEHLEIL— b DERK

OPENSHIFT &K @. Adeveloper

My PFOJEC'[ Add to Project v

Routes Create Route

Create Route

> Routing is a way to make your application publicly visible.

* Name

A unique name for the route within the project.

Hostname

Public hostname for the route. If not specified, a hostname is generated.

The hostname can't be changed after the route is created.

Path

Path that the router watches to route traffic to the service.

*Service
django-psql-persistent v

Service to route to.

Target Port
8080 — 8080 (TCP) v

Target port for traffic.

Alternate Services

Split traffic across multiple services

Routes can direct traffic to multiple services for A/B testing. Each service has a weight controlling how much traffic it
gets.

Security
Secure route

Routes can be secured using several TLS termination types for serving certificates.

Labels ® About Labels
Labels for this route.
template django-psql-persistent X

Add Label

Create | Cancel

UTDFITIE, CLI ZFERALTHEEF 27— b 2ERLET,
I $ oc expose svc/frontend --hostname=www.example.com
FRIL— ML --name # 7 a v EFERAL TAAIZEELAVRY Y—EXDSZRIZ#HALF T,

LFERTCHERINEEEXF1T7HIL— O YAML B

I apiVersion: vi
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kind: Route
metadata:
name: frontend
spec:
host: www.example.com
path: "/test" g
to:
kind: Service
name: frontend

‘D [ISZANR—Z2DIV—FT 42T IZD2WTId, URLICH L TN R EARDZ /AR ROAVR—F Y NE
=1—1
*EZE.Lli-a_o

CLI ZER L7 — FDREICOVWTOERIE., TIL—r51 7] Z25RBLTIEIW,

X217 TCHRVWIL—IDTI7AILNRETH DD, CHIIRENHZREEETY, L., %2l
T4 —IREINTIL—F] X, BELATSAR—MDEFFICRZEIICEFI) T —5HRLET,
F—CHERE AR ICER L. BERTIVEDHD PEMFERD 7 71 )L) THSEIhAEF2 )
T4 —{REIN/HTTPS JL— F%2/EXT 5 ICIE. create route AY Y KAFEHEL, 7> 3T
AESLUVF—%2BETEET,

P2
TLS i3, HTTPS 8L UMBDEESEINAT O MILICEIFS SSL DRDY & L THER
IhEY,

$ oc create route edge --service=frontend \
--cert=${MASTER_CONFIG_DIR}/ca.crt \
- -key=${MASTER_CONFIG_DIR}/ca.key \
--ca-cert=${MASTER_CONFIG_DIR}/ca.crt \
--hostname=www.example.com

ERTHERINEZEX1 Y71 —REINZIL— D YAML EE

apiVersion: vi

kind: Route

metadata:
name: frontend

spec:
host: www.example.com
to:

kind: Service

name: frontend
tls:

termination: edge

key: |-

265
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caCertificate: |-

BRERT, "NAT—RTHREINLEF—T 74 IVETR—FINhTVWE A, HAProxy I$FEEFIC/AR
D—RARDZT7OVINEHLEFTH, 2OTOREHEET2AEFEIHYEFEA,. F—T7 71
MHNRRTL—X%YIBRT 27010, UTEEITTEET,

I # openssl rsa -in <passwordProtectedKey.key> -out <new.key>

F—CIAEAEERTICEX ) T4 —REINLIL—MNEERTEFET, ZOBE. IL—49—0D
T 7 4) MEFBAZ ] A TLS RIBICERAINZE T,

pa )

OpenShift Container Platform T® TLS #&ifild. 7 R4 LAFEBHEDREICDWT SNI I
FELET., R—PM 443 TREINSSNILAD NS 71 v 71E TLS RiFTURIE I h,
BERINZEZAMEIC—BLAVTREEDOH 2T 7 4L MEREICL YRIIT S A%
2L HY X7,

TRTDIATD [TLSKRim] BELV [RAR—Z2DIL—FT 4 VT ] ICDWTOFMIE. [7—F52
Fy—] B avESBLTLEIY,

17.3. L— R TV KRA ¥ MM & % COOKIE & DFIEHDEFF

OpenShift Container Platform (&, §XTD M7 4 v 2B LCIZVY KR4IV MIEY RIEBZ EIC
SYRT—RNIWBT TV r—2a VDS T4 v VERAIBEICT 2 AT4 v F—tyoavaRHBLE
¥, 722L. TV RRKRA Vb Pod BNBER), RT—Y VY, FLEBREDEEREICFI>THRTTS
BA. TDRT— R ZILIERLRY £,

OpenShift Container Platform |& Cookie R L Ctzy > a v Dkt AR ETEE T, IL—F—IF
A—H—BEREZNBIBZITY KRSV M EBIRL, TDEY > 3D Cookie Z/ER L £, Cookie (&
ERDOGEE LTREIN, 2—H—IE Cookie vy avmRODEREHICEYIRLET, Cookie &
W=7 =T L, EBy>avaENEBLTWEIY KRS Y RERL, 25472 NEKD Cookie % #
FHLTEUL Pod IIL—FT 14 T3 NBLHICLET,

Cookie &% R EL T, W— M NABICBEBERINDE T 74 MNEELEXTEET, CITLY., IL—

NS T4y 0aZETEZTT)r—avh Cookie ZER#HTEDLDICHAY FT, Cookie &HIfR

T2E, ROERTIY RKRA Y NOBRIRVBFINICERITINDAEMEIHY T, ZDHHY—

IN=DF—N—O—RLTWBBEICIE., V54TV MDOLDOEBERERYKRE., BHAEREZHAITLET,
1. EX Cookie ETIL— N7/ FT—>avafflrEd,

$ oc annotate route <route_name>
router.openshift.io/<cookie_name>="-<cookie_annotation>"

& Z1E. my_cookie_anno &\ 7/ 7— 3T my_route |Z my_cookie &\
Cookie ZD7 / T—a v [T 2ICIE, LTFZEITLET,

$ oc annotate route my_route router.openshift.io/my_cookie="-
my_cookie_anno"
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https://en.wikipedia.org/wiki/Server_Name_Indication
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#secured-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#path-based-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#architecture-core-concepts-routes

%172 ROUTES (JL— I)

2. Cookie #&%FZL. IW—MICT7VEALZET,

I $ curl $my_route -k -c /tmp/my_cookie
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Jaxd = »
B18E AE T —EX DS

18.1. &

#% < @ OpenShift Container Platform 7 7Y &r—> 3 Y IZHET —H R— XA P HE SaaS TV RKRA
VIMNREDOHE) VY —REFEALET., ThSDHAERY) Y —RIER41 T 14 7D OpenShift Container
Platform H—EX & LTETV V73N, 77U —2a vHMbORB Y —EXDGEERARICENRS
HEATESLDICLET,

[Egress NS 714 v 21 77470 4—)LIb—ILE/IL Egress L—H —THIETEET, Thilk
Y, 77V 5—2avH—EXOBENIP 7 KL ZDFEANHFITINET,
18.2. HAET —IR—ZADY—ERXDESH

HEBY—EZDHRE—MIBI A TELTHBT —IR—REZEFLIEDNTEERT, AT —HX—
REYR=NT B, 7TV r—2a v TUTHREICRY FT,

1. BET BTV RKRA VI,
2. LT EORABERS L CHIE B (coordinate),
o 1—H—%
e NZ2T7L—X
o T—HNR—EL
NEBT—IR—REHEET2HDOY Y a—2avIilid, UTHEEFIET,

e Service # 7Y x4 b:SaaS FO/31 ¥ —% OpenShift Container Platform 4t —E X & LT3
~LET,

e 1 DL EDH—ERD Endpoint,

o EREL F#E% E{J\ﬁtﬂt’s Pod O)I_ E?ﬂl

UTFOFIEIE, A8 MySQL T—9R—REDIFEEY TV FITDWTEBALTWET,

18.2.1. FE1: Y—ERDESH

P—ERE. PP RLRAETY REA Y NEISET B, EhETLE K41 V% (FQDN) A% L
HETEIENTEET,

18.2.1.1.IP 7 KL XD

1. A& T —H R—2%&FKT [OpenShift Container Platform #+—E 2| #/EK L ET., ZhIERER
H—EREZERT 2HZEEAKRTTN,. H—EXD Selector 7 1 —JL RAELRY XT,
AR OpenShift Container Platform —E X |4 Selector 7 41 —JL KT S~V ZFHALT
Pod #H—E X ICEET T £ 9. EndpointsController Y X7 A VER—RV ME, L
PH—II—BT B Pod TELIVY—%IBETZH—ERDIV KRSV M ERABPLZE
¥, [H—EZ270O+>—] & OpenShift Container Platform [JL—4 —] (&, —ERIIXT
2ERE, Y—EROIY RRA Y M2ETEFTIBLET,

HERY Y —RBERTH—ERICIIEEMIT 5N S Pod B FAETY, KHYIZ, Selector
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F18E A Y —ERDEE

74—V RZERBEDTXICLET, TNIIARY—EXTHBIEZ2RLET, ThiTLY
EndpointsController [CZ DY —EREZH|EIE, TV RKRSA Y NEFHTERET D2 &H
TXFY,

kind: "Service"
apiversion: "v1"
metadata:
name: "external-mysqgl-service"
spec:
ports:

name: "mysqgl"
protocol: "TCP"
port: 3306
targetPort: 3306 €
nodePort: 0

selector: {} 9
‘D AT a v H—ERCLBERDEELEADZ/NNYF VY Pod DR—KNTT,

9 selector 74 —JL RIZZZHDEFICLE T,

2. RIC, Y—ERDOYBBERIY RRSA YV M EFERLET, ThilLYr—ERT7OF =& )—
H—Ilxd L, Y—ERICYAI LI MNINAENS T4 v V5 REETIHBMIEEINE T,

kind: "Endpoints"
apiVersion: "v1"
metadata:
name: "external-mysqgl-service" g

subsets: 9

addresses:

ip: "10.0.0.0" €
ports:

port: 3306 @)
name: "mysql"

ERIOFIETCEHZIN Service 1 VRAY VY ADEZRITT,

H—EZXANDINZ 71 v IE. EROEELH ZHEICIEE I N/ Endpoints B TATR
DEINZET,

T RRA Y MIPICIEIL—F /Ny 2 (127.0.0.0/8). ') >~ O—AhJL (169.254.0.0/16). F
2iE) > o0—AITILFF+ X b (224.0.0.024) ZERATETEE A,

O 0 00

port 8LV name DEHRIFERDFIETERINLY—E XD port & T name DIEIC
—HBLTWBRENHY FT,

18.212. HE KA1 B DEH
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NEBRAA VEEFRTZE. ABY—ERXDIP 7 RLADZEHRICDWTHIEL TE K BEI RV
DICHEY—ERDY Vv r—V BT EIONRZICKRY T,

ExternalName Y —ERICIEEL 79 —FIEEEINLLR—MNFALEEIT Y KRS ¥ MRV
&. ExternalName 4 —ERXAFHL TN 714 v I EHREY—ERIITAI LI RNTBIEDNTEE
-g_o

kind: "Service"
apiVersion: "v1"
metadata:
name: "external-mysqgl-service"
spec:
type: ExternalName
externalName: example.domain.name

selector: {} g

ﬂ selector 74 —JL RIZZEHEDEFFICLE T,

AERAA VEY—EREFERAT D E. Y RATALICH LT externalName 7 4 —JL KD DNS £ (E#i
D Tld example.domain.name) B’ —ERXEZHR— T2 Y —ADFATHZIEERLET,
DNS ZkA' Kubernetes DNS H#—/X—|Ixf L TIN5 E. CNAME L J— KT externalName %
BLU, 7547V ML TOREINZERIZMRBLTIP 7 FLRAZEGET 2L ICERLET,

18.2.2. FE 2: Y —EXDHEE

Y—ERXRBLUVIVRRA Y MDEEINADT, BYARI VT F—DREBEZHAZFZEL. B4 Pod
MEREEERICT IV EA L TCH—EREFATESLDICLET,

kind: "DeploymentConfig"
apiVersion: "v1"
metadata:
name: "my-app-deployment"
spec: g
strategy:
type: "Rolling"
rollingParams:
updatePeriodSeconds: 1 9
intervalSeconds: 1 Q
timeoutSeconds: 120
replicas: 2
selector:
name: "frontend"
template:
metadata:
labels:
name: "frontend"
spec:
containers:
name: "helloworld"
image: "origin-ruby-sample"
ports:

containerPort: 3306
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protocol: "TCP"
env:

name: "MYSQL_USER"
value: "${MysQL_USER}" @)

name: "MYSQL_PASSWORD"
value: "${MYSQL_PASSWORD}" @

name: "MYSQL_DATABASE"
value: "${MYSQL_DATABASE}" @

DeploymentConfig DfhdD 7 4 —JL RIZEBEINE T,

85D Pod BHEDRFHEFEI T,

BEHRICEITINDT TOMA Y NRAT—9 ZDR—Y v JE OB TY,
H—ERXTHERATZI—H—KTY,

Y—EXTEHERTSZNNRTL—-XTY,

Q00000

7__\‘_&/\\‘_1%(\\-3—0

NEBT— 9 R— 2 DBREEH

TTNVG—a v THBY—EREFERAT I EIIRTBY—EREZFRAT S &ICBlTVWET, 7T Y
F—ravilid, BEROFIRTHBINTVSERAEFREFIC, Y—EXDREEZH EEMDRREEL

DNEYHETONET, & A MySQL AV T FH— IR UTOREEHZZEL T,

e EXTERNAL_MYSQL_SERVICE_SERVICE_HOST=<ip_address>
e EXTERNAL_MYSQL_SERVICE_SERVICE_PORT=<port_number>
e MYSQL_USERNAME=<mysql_username>

e MYSQL_PASSWORD=<mysql_password>

e MYSQL_DATABASE_NAME=<mysql_database>

TV —2 3 VIFREN LY —EXDMENER (coordinate) & & UFRIEERZ AR Y . Y—EXR

HTT—9RN—REDEREEILET,

18.3. A-E8 SAAS 7'O/NA 4 —

NI —EZXD—KIR S 1 TIEHNER SaaS T RRA ~ M TY, #A88 SaaS 7O/ ¥ —%HR— b

TBHDIC. TV =23 VITIEUTAREICRY £,
1. BEICERATZIVRRA Vb
2. LT 220 EBROEY b
a. APl £ —

b. 1—H%—%
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c. NA7L—X

LUTOFIRIE, #E8 SaaS 7O/NA F—EDHESFT ) AICTDVWTHBALTWET,

1831.IP7RLAEB LUV TV RKRA Y hDER

1. A& —E R %KT [OpenShift Container Platform #—E 2| KL EF T, ZhIEREH—
EXDERERKTT A, H—ERD Selector 7 1 —JL RHEARY £,
MEE OpenShift Container Platform 4 —E 2 (% Selector 7 4 —JL KT IS~V #FERALT
Pod #H—E X ICEAE(T T £ 9., EndpointsController EMENZ Y AT LI VER—FRY
M, ELIS—E—HT2pod TELIY—%2EBETZH—EXDIVRRSA Y MaEHL
¥9, [—EX7OF>—] & OpenShift Container Platform [JL—#4 —] (&, H—ERICx
TEERE, Y —EXODIY KRSV N2 TERIHLET,

AER) Y —RERTH—ERIZEEMIT SN Pod "AETY, KD YIC. Selector 7 14 —
IWRERBEDEFICLET, ThilLYEndpointsController ICZ DY —E R &R X
H, TVRKRA YV MNEFETEET DI ENTEET,

kind: "Service"
apiVersion: "v1"
metadata:
name: "example-external-service"
spec:
ports:
name: "mysqgl"
protocol: "TCP"
port: 3306
targetPort: 3306 €J
nodePort: 0

selector: {} 9
‘D AT a v H—ERCLBERDEELEARD/NNYF VY Pod DR—KNTT,

9 selector 74 —JL RIZZHEDEF FICLE T,

2. RIS, Y—ERTOF —BLVI—Y—ICFM LI MNINI NS T4 v IDEERICDODWVT
DEBNEFTNEZH—EROT Y RRSA VY MEERRLET,

kind: "Endpoints"
apiVersion: "v1"
metadata:

name: "example-external-service" g
subsets: 9
- addresses:

- ip: "10.10.1.1"

ports:

- name: "mysqgl"

port: 3306

ﬂ Service 1 V249 YV ADEZHITY,

Q} YB—EAADIS T4 v VIEI I TEEIND subsets B TCRAFEIRHINE T,
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F18E A Y —ERDEE

3. Y—ERBIUVIVNRA YV IMERINALDT, BYLRAVT T —DORRERZREL
Pod ICH —EX%ZMMAY 57O DREBEREMNE LY,

kind: "DeploymentConfig"
apiVersion: "v1"
metadata:
name: "my-app-deployment"
spec:
strategy:
type: "Rolling"
rollingParams:
timeoutSeconds: 120
replicas: 1
selector:
name: "frontend"
template:
metadata:
labels:
name: "frontend"
spec:
containers:
name: "helloworld"
image: "openshift/openshift/origin-ruby-sample"
ports:
containerPort: 3306
protocol: "TCP"
env:

name: "SAAS_API_KEY" @
value: "<SaaS service API key>"

name: "SAAS_USERNAME" €)
value: "<SaaS service user>"

name: "SAAS_PASSPHRASE" @)
value: "<SaaS service passphrase>"

DeploymentConfig DftdD 7 4 —JL RIZEBEINZE T,
SAAS API KEY: H—EXT{EHT 3 API ¥—T19,
SAAS_USERNAME: H—E X TCEARTZ1I—HY—KZLTT,

SAAS PASSPHRASE: H—E X TCHEARAT /XA T7L—XTT,

0000

INLDEHFRBEHRE L TIAVTFT—ICEMINE T, RIEEHZFERATEHIEICLY
Y—EABEOBEENMFTINET, CNICEAPI F—P1—HF—BELUVNNRT7— FREEF &
FEEBREN R BICR 2B/ E T D TRVWEEIHY T,

HNEB SaaS T O/N(1 ¥ —DERELTH
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WEY—EREERT 2BEEEKRIC. 7Y Ir—avicid, BRIOFIETHBIN TV S REER
EHIC, Y—ERDRBEEHEEMORBEEBAEY HTOREY, BEFIOFITIE, AV TF—IELUTF
DRIEZEHZZELIET,

e EXAMPLE_EXTERNAL_SERVICE_SERVICE_HOST=<ip_address>

e EXAMPLE_EXTERNAL_SERVICE_SERVICE_PORT=<port_number>

SAAS_API_KEY=<saas_api_key>

SAAS_USERNAME=<saas_username>

e SAAS_PASSPHRASE=<saas_passphrase>

TV —2 3 VIFREN S Y —EZXDMENER (coordinate) & & UFRIEERZFARY . Y—EXR
HTT—9R—REDEHREMILET,

18.3.2. AEE R X 1 Y ZD{EH

ExternalName 4 —EXICIFEL V74—, EEINLR—INFLIFIIVRRI Y MDHY FH
Ao, ExternalName H—ERXEZFAL T, 75 RAY—RNICHRWAEY—ERIL, NS T714 v 7 %EY
LTCHBIENTEFET,

kind: "Service"
apiVersion: "v1"
metadata:
name: "external-mysqgl-service"
spec:
type: ExternalName
externalName: example.domain.name

selector: {} g

ﬂ selector 74 —JL RIZZHEDEF FICLE T,

ExternalName ' —E X %HH L TH—E X % externalName 7 1 —J)L KD{& (BErIDFITlE
example.domain.name) IC¥ v 7LE¥, THIECNAME LO—K&EHEAL., Y—EXLZEHE
DNS 7 RLRICE#ENY Y F425DT. TVRRAVMDOLOA—REBEHY FEA.
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F19E TNA AT RX—T vy—DEH
F19E=E TNA AT R—V v —DFH

19.1. TN AT R — v —DHaE

FTNAARRX—=T v —E, B/ —RDN—=KRIDzT7)Y—RETNARATZ 74 LTHLNS
Kubelet 7S5 74 v af> TART AN XL %IRRT % Kubelet #EET T,

TRTCDRVI—PNTNART S T4 v &REL, Py TAN)—LDI—REERLICEThZEThOR
TRIGN—RD 272 RATEET,

BF

OpenShift Container Platform (7 /X4 2D 7S 74~ APl ZHR— K L ETH, T34
275040 TFF—RRERNDR YT —ICL YT R— K INET,

TNAZAREX=V v —ETNA R HERYY—R ELTABELE Y, 21—H— Pod Id. #tho #:ERY
Y—REERTZEDIFEAINZOEAL FIR/ER AW =ZXLE2FBLTT NS AIR—Y+—T
NEAINDZTNA R EBEETEET,

19.1.1. &%

ERRBEFIC 7/514 275 74 1 Ivar/lib/kubelet/device-plugins/kubelet.sock @ Register % 2
BLTTNARATR—Iv—ICBEEHL, TNA ARV v—DEREZRHETHLDHDIC
/var/lib/kubelet/device-plugins/<plugin>.sock T gRPC #&&# L £ 7,

19.1.2. TN1 ZDOMEBS L VCEEHEOE=4) VT

FINA AT R—T v —d, FREFEROWERICTNA R TS5 1(4 % —ERXT ListAndwatch ')
E—MFOY—Yv—3—J)L (RPC) 2L E T, BBEELTTNAATYRX—TY +—I& gRPC X b
)—ATTSTAVUDLDTNRARAFTTO ) MO—EBEEZRELET, TNAIAIR—=I v —ETS
TAVDSDHBOEHFDOEEICDWTANY —LEERLET, 7554 VAT, TSTM4VIFR
MY —LZBEWEKREICL, 7/ ROREBICEBENH > LGHITIEEBICHRTNA RO—EAR LR
M) —LERETTNNMIATR—=IU v —IIEEINE T,

19.1.3. 7/31 ZDEIY HT

¥138 Pod DT ERDMNIEEFIC, Kubelet (7 /34 ZDEY HTDLDHICER I N7z Extended
Resource A7 /N AR —I v —IZEEFELET, TNAAIXR—TI v —ETDT—FIR—RICTF v
DAV LTRIET DTS TA UDNERETINE DD ERALETT., 75714 U EFEEL, O—AH)
FryvlatHITEYYTHEREXT /NS ADH B354, Allocate RPC " ZDRHET /N1 AD T
U4 VTRELET,

ISIKTNARTSTAUIE. RSAN—=—DA VA N—=JL, T/NA Z2ADHEI. BLUT/NA D)
Ty MREDBOWLS DHODT N, AEBDREERITTEET, CNODOMEEIIRETEICERY E
-a—o

19.2. TN AT RX—T ¥ —DEML

FINAAIR—=T v —&EBML, TNARTSTAVEREL Ty TAMN)—LDI—REERL
ICHRRABN—ROD 75 R AHTESLDICLET,

1. 99— Y N/ —RTOTNA R FZ—v—DHYR— M EBMILET,
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I $ oc describe configmaps <name>
UTFICHlERLET,

$ oc describe configmaps node-config-infra
kubeletArguments:

feature-gates:
- DevicePlugins=true

# systemctl restart atomic-openshift-node

2. TNAAI R —T v —HEEICEMEINT WS LS IZ. /var/lib/kubelet/device-
plugins/kubelet.sock '/ — RTERINTWB Z AR LE T, Thid. T/N1 AT R—
Vv —D gRPC H—N—DFHM TS 71 VOBEFEHRVMNEI N Y AT S UNIX KX A >
VIy hTY, TDVYTY T 74L&, TNRARAIRZ—TJ v —DBEMCINTWVWBIFRICOD
# Kubelet DFEENIFFICERINE T,

276



BAEFTNARTST4 VDEH
F0ETNARTSTAVDFEH

20.1. T/NA R TS T4 > DHaE

TNARTS T4V EFERTZE. ARYLDA—REERETICHEDT /N 294 7 (GPU,
InfiniBand, /IR —BEEDHEALE LY N7y TAREBEETHMMOREDI VY E21—FT 4
> 7)Y —2R) % OpenShift Container Platform Pod THEBRTE X9, TNA R TS 714 Vi 75 R
H—2ETN—RITTTNA R EBETZHDO—BEMDOHZBETRERY Y1 —>a v ERELE
T, FRARTSTAVEINSDTNA ZDYR— FEIHEA D= ZLTHR—FLET, Thick
Y, ThSEDTFNARFAVTFHF—THRTEERY, TR ZADANIVAFzvIPEFal) T4 -0
REINRETOT NI ZOEENATEEICRY FT,

BF

OpenShift Container Platform (&7 /X4 2D 7574~ APl #HR— K LE T, T34
2ATS04 00T F—ERNDORY T —ILLYHR—PbINFT,

TFTNRARTS T4 VE BEDN—KRI 7YY —ADEEB%A1TH. /—RKLETRERIFTINB gRPC #—
EXTY (atomic-openshift-node.service DAZIIHY ET), TNNA AT T4 VIZLULTDY
E—MFOY—Yv—0—JL (RPC) Y R— KL TVWBHELHY £T,

service DevicePlugin {

// GetDevicePluginOptions returns options to be communicated with
Device

// Manager

rpc GetDevicePluginOptions(Empty) returns (DevicePluginOptions) {}

// ListAndWatch returns a stream of List of Devices

// Whenever a Device state change or a Device disappears,
ListAndWatch

// returns the new 1list

rpc ListAndwWatch(Empty) returns (stream ListAndwWatchResponse) {}

// Allocate is called during container creation so that the Device
// Plug-in can run device specific operations and instruct Kubelet
// of the steps to make the Device available in the container

rpc Allocate(AllocateRequest) returns (AllocateResponse) {}

// PreStartContainer is called, if indicated by Device Plug-in
during

// registration phase, before each container start. Device plug-in

// can run device specific operations such as reseting the device

// before making devices available to the container

rpc PreStartContainer(PreStartContainerRequest) returns
(PreStartContainerResponse) {}

}

201 1. AEBRT XA R TS T4 >
o COSR—ZRDARL—FT 4 VTV RFLHE®D NvidiaGPU F/XA R TS554 >

e Nvidia DA GPU T NNA R TS T4 Y
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https://github.com/GoogleCloudPlatform/container-engine-accelerators/tree/master/cmd/nvidia_gpu
https://github.com/NVIDIA/k8s-device-plugin
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278

20.2.

Solarflare T/XA A TS 04 >~

KubeVirt /8 2 75 74 > viio & T kvm

P2
TNARTST4VBROREKEBRRICT 2720

IZ. vendor/k8s.io/kubernetes/pkg/kubelet/cm/deviceplugin/device_plugin_stub.go
&V Device Manager A— RDRI TTFNARTZ 74 V& FRATEET

TFTINARTSTAVDOF 04 A&
Daemonset [ET/NNA R TS TA VDT TOA XY MIBWTHEINSHETT,

BENWFICTNA R TS TAVIE, TNAAXZ—Y v —H5 RPC 2%fFT57HIC/ — KD
/var/lib/kubelet/device-plugin/ TD UNIX KX A1 >V 4oy NOERERITLET,

FINARTSTAVIE YTy NOERDIENMCEN—RITT7YVY—R, KA T 7A4ILY
AT LNDT V)R EEBTINENDH DO, BEMZSEXFI) T4 —IVFTFANTELT
INBZRELFHY FT,

TTAA XY MFIROFEMICOWVWTIE, TRETNDTNART S T4 VDRETHIATEE
-g_o


https://github.com/vikaschoudhary16/sfc-device-plugin
https://github.com/kubevirt/kubernetes-device-plugins

EAIE—IL v b
F21E= — L wv b

211.>—2 Ly hDEHA

ZOMNEYITIR, =2 Ly NOEERTONRT 4 —IIDVWTHHAL, BRENCINOEERTZA
EOBEZHBALET,

Secret # 7Y 7 M9 4 F1Z/X27— K, OpenShift Container Platform 2 54 7> N&RE7 7 1
). dockercfg 7 74V, T53AR—FY—RYRY M) —DREERRE DHBIFRERFT 2 X
H=ZALERBLET, Y=Ly MNIBERNE%S Pod D OUIYBLET, >—2V Ly MIRY 2—
LTS TAVEFERLTCAVTF—IIRI Y MNTRZEE. YRT LD Pod DRDYIZT—2 L v b
AEALTRETIVaVvERTIRIEETEET,

YAML>—2 Ly ATV 9 bES

apiVersion: vi
kind: Secret
metadata:
name: test-secret
namespace: my-namespace
type: Opaque g
data:
username: dmFsdwWUtMQOK Q
password: dmFsdwWUtMgOKDQo=
stringData: G
hostname: myapp.mydomain.com 9

[Y—J Ly hOF—DEREEDHEE] ZHELET.

data 7 1 —J)L RO F—ICEAA A I Kubernetes identifiers glossary @ DNS_SUBDOMAIN
BEDHA RSAVICHIBERHY T,

data vy 7OF—ICEEMIT 5N EIE base64 TTYA—T A VY IJINTWBIRENHY £
_a—o

stringbata ¥ v 7O X —(IIBEEMITONEBEIXEMATF A NXFEITERINE T,

®©06 0 00

stringbData ¥ v DIV k) —7 base64 ICEHBRIN, ZOIV M) —IZEHEMWIC data~ v 7
IKBEILET, COT71—ILFREEZAAEMATY, DB data 74 —JIL RTOHRINZF
ER

1. O—7AJLD .docker/config.json 7 7 1L —o Ly M EERRL XY,

$ oc create secret generic dockerhub \
--from-file=.dockerconfigjson=<path/to/.docker/config.json>
\
--type=kubernetes.io/dockerconfigjson

ZDaAx v RIZ&Y, dockerhub EWDEZFID—2 L kD JSON EHAEK S N,
T MHBERINE T,

YAML OARZFBRL—I Ly M AT 29 NOESE

279


https://github.com/kubernetes/kubernetes/blob/v1.0.0/docs/design/identifiers.md
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apiVersion: vi

kind: Secret

metadata:
name: mysecret

type: Opaque Q

data:
username: dXNlciluYwil
password: cGFzc3dvcmQ=

@ TEBLC-—ILvEERELETY.

Docker 2 ED JSON 7 7 M IL>— Ly M AT NDESE

apiVersion: vi
kind: Secret
metadata:
name: aregistrykey
namespace: myapps
type: kubernetes.io/dockerconfigjson g
data:

.dockerconfigjson:bm5ubm5ubm5ubm5ubm5ubm5ubm5ubmdnZ2dnz2dnz2dnz2dnz2dnZ2cg
YXveacBrzxlzcg== @

Q S—4Lw hh Docker EBED JSON 7 7 A LA FERT 22 & ABELE T,

9 Docker 2% JSON 7 7 A )L % base64 TT Y I— K L7=HAH

2111. =4 Ly hOTONRT 4 —

F—0FONnT 4 —ICIFUTAEEFNET,

o V—ULYyNT—HREODERELIFIFNBRTEET,

o ULy bTFT—=9DRY 1—LIE—BFT77M4ILANL—IBEE (tmpfs) THR—MIh, /—
RTCHREINZZEEHY FEA.

o ¥—/ L v bhF—%4IdEnamespace HNCHETXET,

21.1.2. >—2 L v NOEK
S—H Ly MIKET 2 Pod ERT BRIIC. ¥—2 Ly NAERTZUREAHY £,

=Ly FDOFERBRFFICLUUTZERITLET,

o V=LY NT—HTY—ILy ATV MEERLET,
e Pod DY —ERT7HI U NEY—U Ly NOSRZFATHILOICEFRFLET,

o V—VLy NERIEERFLIIT7MINELTHERAT 2 Pod ZEHK L 7 (secret KR! 21—
L7zfER),

ERAY Y REFEALTJISON £2IE YAML 72 740D —9 Ly NA TV MAERTEET,
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BAEY—IL b
I $ oc create -f <filename>

211.3. >—7 L v hDFESE

type 71 —ILRDET, =Ly bOF—LZLEOEEEEELET, TDY1 TEFERHL T,
Y=Ly MFTIVT I MIA— Y -REF—ZRFNICEREBETZIENTEET, RIEODDLEN AW
BEITIE, T 74 MRED opaque ¥ 1 TAFAL T LRI,

LUFDY4 751 28ELT, Y—N"—fITRNROKIEE M AH—L, ¥—IL v b T—%ILER
DF—EZDNFETELIICLET,

e kubernetes.io/service-account-token, Y—EX7H TV N N—=U U EFERLET,
e kubernetes.io/dockercfg, WZH®D Docker FBEEICIE .dockercfg 7 7 1 )L R L £ Y,

e kubernetes.io/dockerconfigjson, WZE®M Docker 5R:EIC(d .docker/config.json 7 7 A
IV EERALEY,

e kubernetes.io/basic-auth, Basic 2:if CTERL 9,
e kubernetes.io/ssh-auth, SSH #535F CERL XY,
e kubernetes.io/tls, TLSEIFA/E THEAL XY,
MRELA LB WGHEICIE type= Opaque EIBELFT., InlE. —I Ly MBI F—RFLIZEDIR
BHCERLABWVWEWD EKRTTY, opaque 2> —2 L v M TlE, FRDEEZST. AR{EIhTnian
key:value X7 EFEATE XY,
p= =)
example.com/my-secret-type R EDHMDERDY 1 TEEETEXET, ThbHpd

A4 TE, H—N"—AITEREIhFEADN. >—I Ly NOERBENTDOREED T —/(E
DEHIRKSIBEI DB EAERLET,

RLZY—ILy A TORICOVWTIE, =Ly bOFER O TO—-F5 Y7L 25RLTL
IV,

2114.>—7 L v NOEF

=Ly NDEEZEET HI5A. B (T TIKERITINTWS Pod THEAINZE) IHNICEEIL
FtHA, V—ULy NEEETZITIE. 7TD Pod ZHIFRL THSHFIRD Pod Z1EK T 2MENHY &
¥ (A U PodSpec =AY 3HE0HY £7),

S—HLy hOEFIE FHRAVTF A XA—YOFTAM LRAL T~ 7O—TRASNE
¥, kubectl rolling-update ¥ REFHETEET,

v—2 L vy h®D resourceVersion EIZSHRIFICEEINF A, LD >T, ¥—2 L v D' Pod

DEBERMUYAIVITEHRINDHBE, Pod ICEAINZY—ILy hON—=Y 3 VEEHEINZK
TA,

281
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pz o-1o)

RS T, Pod DEREFICERINEY— 2Ly NA TV MDY Y —RIN—=T 3 Y
R T DI LI TEF A, S%IFOY FO—F—D2"H U resourceVersion % {§
LTHEHTESEL) PAdNCDBEREBRETEDLIICTEIIENFEINTVLE

T, TNETREFEY—IL Y hOT -9 ZEHETICHOBRITHEDOS—I L v b
R LEY,

21.2. R 12— LB LVCREEHDOY—I L v b
=YLy RT=HEEUYAML 774 ILDY Y T ESRLTLEI,
=Ly POERBICLLTZEITTEET,

1. =2 Ly b2S58RT 5 Pod ZEE L F¥ T,

I $ oc create -f <your_yaml_file>.yaml

2. AJ=MRBLEY,

I $ oc logs secret-example-pod

3. Pod ZHIFRL 7.

I $ oc delete pod secret-example-pod

213. A A= T IVD—U Ly b

FHME. T4 A=2Ty—2 Ly hOFER] 28RLTIEIW,

214.Y—R7AQ—rDO =L v b

EIREICY—R20—>DY—9 Ly NFRT2HAEICDODVWTOFEMIEZ. TEILRNAA]I #288RL
TLEIW,

O

21.5. —ERRHIFAED—I L v b

Y—EZANREITIIEHEED—I L v MI, BMERERLDIIAEE2NEELTHEMRINILYIT
TNV —2avaYR—FMNTB2LIICHTFINTVET, THICIK/ —RBLUVTRY—DEEE
Y=L TERINZ Y —NN—REERALCKREIESEINET,

P—EXANDBELHERT ZICIE. V7RI —TELINLIARE/F—DRT7EERHL, In%
namespace DY —27 L v MIANE T, CheRTTBICE. =70y MIERT2EFIICEKEL
7-{&%{# > T service.alpha.openshift.io/serving-cert-secret-name 7/ 5—> 3 V%
H—ERICHRELET, TDEIC PodSpec IZZFDY—U Ly haTD Y NTEZY, FIBTREICAD
& Pod BEfTINEF T, ZDIAEIFHE Y —E X DNS £ <service.name>.
<service.namespace>.svc ICELTWET,

SEBAEZES L UF—IE PEMBERTHY, tls.crt & tls.key ICZTNZTRREEINE T, HHPE/F—D
RT7IEEVHERIGED K EBHMICBTRINET, >—JL vy bD
service.alpha.openshift.io/expiry 7/ 7—< 3 > T RFC3339 XX DEMERR D H 11 % #esR
L/i-a—o
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EAES—ILy b

D Pod 1. BEIMIC PodicT™o Y hIN 3D
/var/run/secrets/kubernetes.io/serviceaccount/service-ca.crt 7 7 1 JLD CA /X KL AFEAL T,
PSR —TIERINSIAE (WE DNS RDGEICOAEBERINDG) 2 TEET,

CDBEDELT7I T X lE x509.SHA256WithRSA T9, O—F—> a VEFFTEITT I
&, EREINAY—I Ly MEHIBRLEY., FAIROIEBAENMERINE T,
21.6. FIfR

=Ly NEFERTBICIE, PodD'Y—2I Ly NESRBTEZRErHYET, >—2L v MEL U
TD3DDAHET Pod THEAINZET,

o VT T—DREZHEFRIKRETDLHDICERAINS,
o 12DV FF—IIY IV NINBR)2a—LDT774ILELTHERAINS,
e Pod DA A—TU % TILT BERIC kubelet IC& > THFEAI N 3,

RYa—LIATDO—0 Ly ME, R)2a—LADWZXLEFALTCT—952774)LbELTCaAVT
FT—ICEZAAF T, imagePullSecrets (&, ~—7 L v k% namespace DI X T®D Pod ICEERIC
BAT2OICH—ERT7AYV Y MEFEALET,

TYUTL—NMIY—=U Ly NEEDPEEINDZHE. TV TL—MNTEREDY—I Ly N&FERATES L
ICTBICE. Y=Ly bDRY) 2—LY—R%EWRFEL., BEINZ AT U bSRH Secret ¥
A7DFATO ) MaERBIBRLTWR I EA2BATIZ2RELNIHYET, TDRDH, ¥—IL v b
& ZNITIKTET B Pod DERKBIICIER SN TWBRELNHY T, ChEERT 2REIRMAHTE
ELT Y—ER7HI UM Z2FRALTY—2 Ly N2BEMICEAT B IENTEET,

=9 Ly NAPI AT/ M namespace ICHY F9, TN HIEE L namespace D Pod 1IC& > T
DHSRINET,

BrDo—2o Ly MEIMB DY A JICHIRINE T, ThickY. apiserver & & U kubelet X €Y —

EEWDZ LD AREELS—I Ly FOEREBSCIENTEEY, LEL. NMIERY—I LY b
THO>TEEINLZHELIFRTEEAT ) —DBEBEICDRDAYIT,

2161.>— 7Ly N TFT—49F—
=Ly hEF—IEDNS U T RXA VIZRIThIERY FH A,

21.7. {5l

username: dmFsdWUtMQOK 3

password: dmFsdwWUtMQOKDQo=
stringData:

B2114 D07 7MWV %FEYd S YAML>—J L v b
name: test-secret
hostname: myapp.mydomain.com e

apiVersion: vi
kind: Secret
metadata:
data:
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0000

secret.properties: |- G
propertyl=valueA
property2=valueB

TA—RINZEIPEENZ T 71
TA—RINZEIEENZ T 71
RHEINBZXFINNEENZ T 7M1

RMINZT—INEFEN2 7710

Bl21.2>— 9Ly bTF—F ERICRY) 2 —LDT7 74 ILHEEI NI Pod ® YAML

284

apiVersion: vi
kind: Pod
metadata:
name: secret-example-pod
spec:
containers:
- name: secret-test-container
image: busybox
command: [ "/bin/sh", "-c",
volumeMounts:

"cat /etc/secret-volume/*" ]

# name must match the volume name below

- name: secret-volume

mountPath: /etc/secret-volume

readOnly: true
volumes:
- name: secret-volume
secret:
secretName: test-secret
restartPolicy: Never

apiVersion: vi
kind: Pod
metadata:
name: secret-example-pod
spec:
containers:
- name: secret-test-container
image: busybox
command: [ "/bin/sh", "-c",
env:

"export" ]

- name: TEST_SECRET_USERNAME_ENV_VAR

valueFrom:
secretKeyRef:
name: test-secret
key: username
restartPolicy: Never

| BI213 S —5 Ly h 58 & RICREBTRANRE S hE Pod ® YAML



EAES—ILy b
II
P21.4>—o Ly bT—9 ERBEHNMEAINIZEI RERED YAML

apiVersion: vi
kind: BuildConfig
metadata:
name: secret-example-bc
spec:
strategy:
sourceStrategy:
env:
- name: TEST_SECRET_USERNAME_ENV_VAR
valueFrom:
secretKeyRef:
name: test-secret
key: username

218. N Z TN a—FTa4 V7

H—ERFBAZEDERI KT 255 (M —E XD service.alpha.openshift.io/serving-
cert-generation-error 7/ 7—> 3 V).
secret/ssl-key references serviceUID 62ad25ca-d703-11e6-9d6T-0e9c0057b608,
which does not match 77b6dd80-d716-11e6-9d6T-0e9c0057b60
SEAEEEM LY —EXAD T TICFEELAWD, FLEFY—ERICERS serviceVID 1'H Y £
¥, WY=Ly hzHIRL, ¥—ERDT7/T—YaYv
(service.alpha.openshift.io/serving-cert-generation-error,

service.alpha.openshift.io/serving-cert-generation-error-num) =% ') 77 L CilEAE
DBEERZBHENICETTIVEN DY T,

$ oc delete secret <secret_name>

$ oc annotate service <service_name> service.alpha.openshift.io/serving-
cert-generation-error-

$ oc annotate service <service_name> service.alpha.openshift.io/serving-
cert-generation-error-num-

pa )

7/Tr—=2avERIRYT ATV RIE HIRT ST/ T3 v0RIC - EFFET,
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5522% CONFIGMAP

22.1. B} E

L7 ) r—avilid, BEZ7 74, AV R4 VB, BLUREBEEHOMEAEDE %
FRALERENMVETY, CNODRET—TA4 777 ME, IV FF—Ihk7 TV r—>avk
BB REIRREICR D eDICA A=V AV T VYD LYYBETRELNHY F T,

ConfigMap # 7> = ¥ M., 37+ —% OpenShift Container Platform (Z{k7F L 72 WIRREIC T 52— A
TAVTT—ICRET— Y E2BATEIAN_ALERHLET, CconfigMap (. B~DFO/NF 1 —
2 EDREDHDWEIRPCERET 7 1 L2 F /1L JSON Blob 7 EDHE DR WEREFRET 5720
IERATEET,

ConfigMap APl # 7Y ¥ M&E. Pod TEALAY. AV O—F—AREDYRFLOAY FO—F—
DERET— Y = RETDLOICERTIDZRET —IDF—EEORT7ZEFFLFH T, ConfigMap
=Ly MCBTWETD, BEBFERZEFIVVNFIOEAE L YMRMNICHR—KNTEELDIC
BREtIhTVwETY,

UFICHZERLET,

ConfigMap # 7> = ¥V b E&

kind: ConfigMap
apiVersion: vi
metadata:
creationTimestamp: 2016-02-18T19:14:38Z
name: example-config
namespace: default
data: g
example.property.1: hello
example.property.2: world
example.property.file: |-
property.l=value-1
property.2=value-2
property.3=value-3

Q LEF—INEENET,

BRET—HIEEEDAHET Pod THEAINZE T, ConfigMap IZUTAEITT2LDICHERATEET,
1. REZHOEDOHRE
2. AVFF—DAXT Y RSA VBIHDRE
8. R a—LDEET 71 IVDERE

A—H—¢PRFALAAVR—FY NOEANEKET —4 % ConfigMap ICIRTFTEE T,

22.2. CONFIGMAP D {ERK

UTFDIvY R&ERT &, ConfigMap 274 LV MY —PHREZ7 74 ILEELIE) T IIVEHLNSE
BICERTEET,
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I $ oc create configmap <configmap_name> [options]

UTFDEY < 3Tl configMap 21T 27O DEEDAEICDOVWTEHRMALET,

2221. 714 LI M) —D5DIERK

ConfigMap DEREICMHERT—VEEL T 7A1LDHZTAL I KN)—IZIDWTRTHEL £ D,

$ 1s example-files
game.properties
ui.properties

$ cat example-files/game.properties
enemies=aliens

lives=3

enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30

$ cat example-files/ui.properties
color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice

DTV REFERALT. ZOT1LI M) —DR 771 ILDHRB%RFET % ConfigMap % {ER T
xFd,

$ oc create configmap game-config \
--from-file=example-files/

--from-file 7 7> a VA 74 LI M) —% BRI BHH. TOT4 LI N —ILEEEFEFNDE
774D ConfigMap TH—%2RET 27HICHERAINET, COF—DERET7MILEATHY.,
F—DEEE T 7MIILORBICARYET,

feEziE, EEDaT Y RIZLLTOD configMap = ER L £,

$ oc describe configmaps game-config

Name: game-config
Namespace: default

Labels: <none>
Annotations: <none>

Data

game.properties: 121 bytes
ui.properties: 83 bytes

Iy TICHB2200F—N, ANV RTEEINZTALIN)—DIT7 74 IIVEICEDVWTHERINT
WBZEICRIINDBEIETLED, TNOLDF—DRHRBDY A XIEKILKRDAEMEL’H D0, oc
describe ODHEAIFF—¢F—DHA XDHAERRLET,
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F—DEEERTIVENHZHBEIE. ATV MIFLToc get 247> 3> -0 2IBELTE
TTEET,

$ oc get configmaps game-config -o yaml

apiVersion: vi
data:
game.properties: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
ui.properties: |
color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T18:34:05Z
name: game-config
namespace: default
resourceVersion: "407"-
selflink: /api/vil/namespaces/default/configmaps/game-config
uid: 30944725-d66e-11e5-8cd0-68f728db1985

2222. 774 ILHSDIERK

BEDI774IAEELT --from-file 7 7> a v EEL. Fha CLIICEREET I ENTEZ
To UTEETFTTBZE, TA4LIZMN)—DODEHOHEREDHEREHETIENTEET,

1. FEDT7 71 ILAIBEL T configMap Z{ER L £9,

$ oc create configmap game-config-2 \
--from-file=example-files/game.properties \
--from-file=example-files/ui.properties

2. TaRZ=MRBLET,
$ oc get configmaps game-config-2 -o yaml

apiVersion: vi
data:
game.properties: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
ui.properties: |
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color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T18:52:05Z
name: game-config-2
namespace: default
resourceVersion: "516"
selflink: /api/vil/namespaces/default/configmaps/game-config-2
uid: b4952dc3-d670-11e5-8cd0-68f728db1985

I 51C key=value DXAEEL T, E4DT7 7 IICFERTZF—% --from-file # 7 3 VT
THIENTEET, UTIEBICARY £,

Ko
it

1. F—&EDORT7%IEEL T configMap =/ER L £7 .

$ oc create configmap game-config-3 \
--from-file=game-special-key=example-files/game.properties

2. faR=MRBLET,
$ oc get configmaps game-config-3 -o yaml

apiVersion: vi
data:
game-special-key: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T18:54:22Z
name: game-config-3
namespace: default
resourceVersion: "530"
selflink: /api/vl/namespaces/default/configmaps/game-config-3
uid: 05f8da22-d671-11e5-8cd0-68f728db1985

2223. TS )LiEHD S DERK

ConfigMap ICY TSIEAIEET S EETEEY, --from-literal A 7> a Vg, V73 IVE
O Y RSA VICEERETE % key=value X EHY F 9,

1. DT 3IVE%EE L T configMap Z1FE L 7.

$ oc create configmap special-config \
--from-literal=special.how=very \
--from-literal=special.type=charm
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2. HMRZHRLET,
$ oc get configmaps special-config -o yaml

apiVersion: vi
data:
special.how: very
special.type: charm
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T19:14:38Z
name: special-config
namespace: default
resourceVersion: "651"
selflink: /api/vl/namespaces/default/configmaps/special-config
uid: dadce046-d673-11e5-8cd0-68f728db1985

22.3. 1— R4 —X:POD T® CONFIGMAP D%

LFDEI > 3> TlE Pod T cConfigMap # 7Y =7 M AFERT BEOVW DONDI—R T —RIZD
WTEBAL F 9,

22.3.1. IRIBEZHTOFER

ConfigMaps (AR DREZHARET 2OICFERALEY. BWAREERELEERTEIRTOD
F—CRIEEHEHRELLYTEET, il LT, LLTFD configMaps ICDWTRTHEFL &£,

2 DOREBEZEH % S ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:

name: special-config Q
namespace: default
data:

special.how: very 9
special.type: charm

Q ConfigMap D &ZEITY.

(27 3 IR sop

1 DOREZEH % 2T ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: env-config g
namespace: default
data:

log_level: INFO 9
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9 SEAT BIBELTH

§5228 CONFIGMAP

configMapKeyRef 7 3 > %Z{#H L T, Pod @ ConfigMap DF¥—%=EHTEZT,

RHEDREBEZEHABATEILIDICKEINTWS Pod DY~ TIL

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env'" ]
env: 'ﬂ’
- name: SPECIAL_LEVEL_KEY
valueFrom:
configMapKeyRef:
name: special-config 9
key: special.how
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:

name: special-config Q
key: special.type e
optional: true

envFrom: 0

- configMapRef:

name: env-config e
restartPolicy: Never

‘D ConfigMap N HIEEINLRIEZEHR A TN T B/ODRY VHTY,

OO OEHEEHD TIVIERT 2 ConfigMap DEFITY.

wConfigMap HSTILT BBELTHTY,

O JBZHEFTUavICLET, #7232 ELT, Pod RIEES N/ ConfigMap & & UF—#°

FELABWGETEHEESLES,

Q ConfigMap "SI R TODREEHE TINT BDDRY VHFTY,

© TRTOBREEBOTIVIHERT B ConfigMap DERITY,

Z®DPod AERITINZ &, TOHAIKEUTOITIAEENET,

SPECIAL_LEVEL_KEY=very
log_level=INFO
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223.2. VYV RS54 VBIBDERE

ConfigMap (&, IV T F—DATY NELEFEIBDEZRET 2LDIFERTEIIEETEET,
Nk, Kubernetes E#:#EX $(VAR_NAME) Z AL TEITTEE T, LLTD ConfigMaps ICDWTHR
THFELED,

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

EEOITY RSAVIEATBICIE., BEZHTOER] O —RXAT—IATHIAINRTWSE LI ICE
BEHE L TERITIVNEDH DX —%FEHITIZHLENHY £, RIC. $(VAR_NAME) #EX%=FERAL
TAVFF—DIAX Y RTENLAEBRBIBZIEHNTEET,

RHEDREBEZHEZHATEILOICEKEINTWS Pod tEkYy > L

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "echo $(SPECIAL_LEVEL_KEY)
$(SPECIAL_TYPE_KEY)" ]
env:
- name: SPECIAL_LEVEL_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.how
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.type
restartPolicy: Never

Z D Pod "ETIND &, test-container IV FF—DODEAEIUTDOL D ICTHRY FT,

I very charm

2233. R 12— LTOFEA

ConfigMap (3R 2 —LTHERATSZIEELETEET, LLFD configMap DFIICREY F L &£ 5.

apiVersion: vi
kind: ConfigMap
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metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

R 1—ATI®DConfigMap 2R T2 AHEELT2DODEALZF TV avhhyUEd, REEEXHN
BRAEZEE. F—DT774ILETHY, 771 ILDODAHRBENF—DEICR>TWVWE 7 7A4ILTHRY) 2 —L%
BRETDHAHETY,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "cat", "/etc/config/special.how" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config

volumes:
- name: config-volume
configMap:

name: special-config
restartPolicy: Never

Z®D Pod B"ETINDEHAIUTDOLIICAYET,

I very

ConfigMap ¥ —""BREINZR) 2 —LADIR%5HHTZIEETEET,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "cat", "/etc/config/path/to/special-key" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config
items:
- key: special.how
path: path/to/special-key
restartPolicy: Never
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Z®D Pod B"ETINDEHAIUTDOLIICAYET,

I very

22.4. REDIS D& E

EROMFEMAAFIE LT, configMap 21 L T Redis 233 ET 52 &N TEE Y, HEDIRET Redis
ZHWALTRedis ¥+ v > a & LTHERTZICIE. RedisiR E7 7M1 IILICLLTAEDB L HICLTK
7230,

maxmemory 2mb
maxmemory-policy allkeys-1lru

RE 7 7 1 LD example-files/redis/redis-config IZ % 33546, TN %F> T ConfigMap %= /ER L £
ER

1. BEZ7 714 I)L%$EE L T ConfigMap Z 1R L £,

$ oc create configmap example-redis-config \
--from-file=example-files/redis/redis-config

2. TaRZ=MRBLET,
$ oc get configmap example-redis-config -o yaml

apiVersion: vi
data:
redis-config: |
maxmemory 2mb
maxmemory-policy allkeys-lru
kind: ConfigMap
metadata:
creationTimestamp: 2016-04-06T05:53:07Z
name: example-redis-config
namespace: default
resourceVersion: "2985"
selflink: /api/vl/namespaces/default/configmaps/example-redis-
config
uid: d65739c1l-fbbb-11e5-8a72-68f728db1985

ZZT. ZDconfigMap Z={#H3 % Pod Z1ER L £7,
1. LTFD&L D% Pod EEEEK L. INh% redis-pod.yaml B EDT7 7 1 ILITRELE T,

apiVersion: vi
kind: Pod
metadata:
name: redis
spec:
containers:
- name: redis
image: kubernetes/redis:vi
env:
- name: MASTER
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value: "true"
ports:
- containerPort: 6379
resources:
limits:
cpu: "@.1"
volumeMounts:
- mountPath: /redis-master-data
name: data
- mountPath: /redis-master
name: config
volumes:
- name: data
emptyDir: {}
- name: config
configMap:
name: example-redis-config
items:
- key: redis-config
path: redis.conf

2. Pod ZE L &9,

I $ oc create -f redis-pod.yaml

FRICHER I 7z Pod IZIE. example-redis-config ConfigMap O redis-config ¥ — % redis.conf &
WD 7 74IVICEL configMap R 2 —LbHY XY, TDORY 1—LAld Redis I T F—O0 /redis-
master 71 LV b —IIx VY hIh, RET 7 1 L% /redis-master/redis.conf ICEEE L 3., &
CTAX—IDBIYRI—D Redis EEZ7 7M1 IV ERFELET,

2D Pod IR LT oc exec #E1TL. redis-cliV—ILAETTIHE. BEHIPERICERAINSE
EEHRTEET,

$ oc exec -it redis redis-cli
127.0.0.1:6379> CONFIG GET maxmemory

1) "maxmemory"

2) "2097152"

127.0.0.1:6379> CONFIG GET maxmemory-policy
1) "maxmemory-policy"

2) "allkeys-1lru"

22.5. R

ConfigMap l&. Zh 5D Pod THEAINBDHEIN/ERINZILENHY EXT, IV M O—F—IFEE
T—IDPRELTWEHBEICEZTNERTRTDLDIERTEZ T, BRIOT—RICDWVWT
. ConfigMap THREIN/LELADIVR—FY MEFERLTLEIL,

ConfigMap # 7Yz / ME7OY I MIHYET, ThoH@ALTOY LI MO Pod IC&>TDH
SBINET,

Kubelet (&, APl % —/X—m5EE9 % Pod @ ConfigMap DFERAD&HEHR—KNLFT, Thili

CLIZ#RALTHEXRINEZ Pod PL T r—yaryay bO—5—D SBEENICER I Nz Pod 'S
FNnF 9 H. OpenShift Container Platform / — K® --manifest-url 75 7% %® --config 75
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J. F/IF3ZD REST APl 2R L THEKRI N Pod FEFEFNFHA (IN5IE Pod ZERT 5 —fi%
HRAETIEHY TEA),
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23.1. &

Downward API (&, OpenShift Container Platform ICf&E3ICaA VT FH—DAPIA TV I MIDW
TOEREFHATEDZANZZILTY, ZDFERICIEL. Pod DEEI. namespace LU YV —REH
BENET, IVTFF—Id. BETEFELERY 2a—L755 4 %EEL T Downward APl 5 5153k
HEATEEY,

23.2. 7 14 — )L RDEIR

Pod D7 4 —JL K&, FieldRef API ¥ 1 %A FEHA L TGRIREINFJ, FieldRef ICIZ2 DD T 1 —
IR EFEFNET,

74—J)E B

fieldPath Pod ICEAE L TEIRT 274 —ILRD/XRTY,

apiversion fieldPath L 7% —D@IRICHERAT 5 APl /X —
¥avTYd,

WIFRT VI APL OB REL V5 —ICIBUTAEENET,

L4 — B

metadata.name Pod D&RITY, CNIFREZHSLIVRY 2 —4
THR—MINhTWZET,

metadata.namespace Pod @ namespace T9, THIFRREHS L PR
Ja—ALTHR—FINTVET,

metadata.labels Pod DS~V TT, THIERY 2 —LTOHYR—
NI, BEZHTEYR—FIhTWERA,

metadata.annotations Pod D7/ 7—>3>T9, CHIERY 2—LTD
HFYR—FIh, BEZHTE Y R—IINTVE
A

status.podIP Pod D IP T§, ZNIFRIEEHTOHRYR— KX

N, R)2—LTRYR-—FINTLEHEA,

apivVersion 7 41 —JL R TY, HEINTULARWGEIX, RO Pod T FL—KrD APIN—=Y 3V
KT 74 NEREINFT,

23.3. DOWNWARD APl ZfE§A L7237 F7—EDEM

23.3.1. RIREHDERA
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Downward APl 2T 27D 1 DDA NWZZXLELT, AVTFFT—OREEHAEFEATZIENT
X X9, Envar ¥ 1 7® valueFrom 7 1 —JL R (¥ 4 7| EnvvarSource)ld. ZHDEH value
74—V RTEEIND Y TFIETIEAL, FieldRef YV —ZANLDEICARZ LI ICIBET B720HIC
FRINET, SERITEBMOY —ZADYR—NINZEAEELIHY T, BERTIE. V—RAD
fieldRef 7 1 —JL K& Downward API 57 1 —JL RZEIRT 2 -0ICERINE T,

CDHETHERATEZDIE Pod DEHBHEDHTT, ZHOEDZEHICOWT I OERICENT %A
ETTOEREARBHTEE. BEZHABTHR IR ARBLHTY, BEZHAFRALTYHR—KSh
574—=)LRICIE. UTHEFNET,

e Pod D&FEI

e Pod M namespace

1. pod.yaml 7 7 1 JLAEERR L 7,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_POD_NAME
valueFrom:
fieldRef:
fieldPath: metadata.name
- name: MY_POD_NAMESPACE
valueFrom:
fieldRef:
fieldPath: metadata.namespace
restartPolicy: Never

2. pod.yaml 7 7 1 JLH 5 Pod R L £,

I $ oc create -f pod.yaml

3. AvF+—o0O% T MY_POD_NAME & & U' MY_POD_NAMESPACE DIEAFERL £,

I $ oc logs -p dapi-env-test-pod

2332. RYa—LTSH5A4VDFEH
Downward APl 2T 3E) 1 DDA HNZXLELTRY) 2a—LTSTAVAEFRATEIENTEE
9, Downward API R 2a—LTFST4 ik, 774 INICEBEINZBEFAD I 4 —ILREFE>TH

)a—L%EMLZET., VolumeSource API 77 % h® metadata 7 1 —J)L RKIZZDRY 2 — LA
ERETHLEOIFERAINET, TSTAVIIUTO74—ILRAEYR—MNLET,

e Pod D4R

e Pod M namespace

298



£523% DOWNWARD API

e PodD7 /57— 3w

e Pod DIV

f5123.1 Downward APl ;KY 2 —A TS T 4 VBT

spec:
volumes:
- name: podinfo

downwardAPI: : g

items: 9
-name: "labels" e
fieldRef:

fieldPath: metadata.labels ¢)
AR)a—LY—XDmetadata 7 1 —JU Kl Downward APl 7R 2 —L&ZZRELE T,
items 714 —J)LRIFRY 2 —ALICERATZ 714 —ILRO—EZEFRFLET,

T74—ILRERBHETZ I 71 ILDEARITY,

0000

BHEITZ274—ILROELIH—-TT,

UFICHZERLET,

1. volume-pod.yaml 7 7 1 L& {ERR L £ 9,

kind: Pod

apiVersion: vi

metadata:
labels:

zone: us-east-coast

cluster: downward-api-test-clusteril

rack: rack-123

name: dapi-volume-test-pod
annotations:

annotationl: "345"

annotation2: "456"

spec:
containers:

- name: volume-test-container
image: gcr.io/google_containers/busybox
command: ["sh", "-c", "cat /tmp/etc/pod_labels

/tmp/etc/pod_annotations"]
volumeMounts:

- name: podinfo
mountPath: /tmp/etc
readOnly: false

volumes:
- name: podinfo

downwardAPI:
defaultMode: 420
items:
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fieldRef:
fieldPath: metadata.name
path: pod_name
- fieldRef:
fieldPath: metadata.namespace
path: pod_namespace
- fieldRef:
fieldPath: metadata.labels
path: pod_labels
- fieldRef:
fieldPath: metadata.annotations
path: pod_annotations
restartPolicy: Never

2. volume-pod.yaml 7 7 1 JLH 5 Pod 2R L 9,

I $ oc create -f volume-pod.yaml
3. AT H—nOJ%HRL, BREINLT7 14— ILNOFEEZERLIT,

$ oc logs -p dapi-volume-test-pod
cluster=downward-api-test-clusteril
rack=rack-123

zone=us-east-coast

annotation1=345

annotation2=456
kubernetes.io/config.source=api

23.4. DOWNWARD APl =R L3V TF—1) YV —RADEH

Pod DEREFIZ. Downward APl #fFELCaAVYEa2a—F4 T )Y —2DERS LCEHIRICDWVNTD
FEHREFFAL, 1 A—VBLVT7 TNV 5= a3V OERENEEDRIERADA A —J A BYICERTE
2£5ICLET,

Zhitx,. BEZHBLIUVOR) 2 —LTS5T4VDODWTNOAETEITTEET,

23.4.1. REZHDFEH

1. Pod R EDIERBFIC. spec.container 7 1 —JL KAD resources 7 1 —JL NKORBEITXT I
TEOREBEENEEELET,

spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox:1.24
command: [ "/bin/sh", "-c", "env'" ]

resources:
requests:
memory: "32Mi"
cpu: "125m"
limits:
memory: "64Mi"
cpu: "250m"
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env:
- name: MY_CPU_REQUEST
valueFrom:
resourceFieldRef:
resource: requests.cpu
- name: MY_CPU_LIMIT
valueFrom:
resourceFieldRef:
resource: limits.cpu
- name: MY_MEM_REQUEST
valueFrom:
resourceFieldRef:
resource: requests.memory
- name: MY_MEM_LIMIT
valueFrom:
resourceFieldRef:
resource: limits.memory

)y —2&IRAI Y TFF—BEICEENTWARWES., Downward APl IZF 7 #)L KT/ —R
DCPUBLUAEN—DEIY HTHBERMEICREINZET,

2. pod.yaml 7 7 1 JLH 5 Pod Z#ER L £,

I $ oc create -f pod.yaml

23.42. R a1—LTST74 > DER

1. Pod sREDIEREEFIC. spec.volumes.downwardAPI.items 7 1 —JL RAEFEHAL T
spec.resources 7 4 —J)L RICHIGT 2 EBERY YV —R %Gk LET,

spec:
containers:
- name: client-container

image: gcr.io/google_containers/busybox:1.24

command: ["sh", "-c", "while true; do echo; if [[ -e
/etc/cpu_limit ]]; then cat /etc/cpu_limit; fi; if [[ -e
/etc/cpu_request ]]; then cat /etc/cpu_request; fi; if [[ -e
/etc/mem_limit ]]; then cat /etc/mem_limit; fi; if [[ -e
/etc/mem_request ]]; then cat /etc/mem_request; fi; sleep 5; done"]

resources:
requests:
memory: "32Mi"
cpu: "125m"
limits:
memory: "64Mi"
cpu: "250m"
volumeMounts:

- name: podinfo
mountPath: /etc
readOnly: false

volumes:
- name: podinfo
downwardAPI:
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items:
- path: "cpu_limit"
resourceFieldRef:

containerName: client-container
resource: limits.cpu
- path: "cpu_request"
resourceFieldRef:
containerName: client-container
resource: requests.cpu
- path: "mem_limit"
resourceFieldRef:
containerName: client-container
resource: limits.memory
- path: "mem_request"
resourceFieldRef:
containerName: client-container
resource: requests.memory

)y —2&EIRAD VT FHF—BEICZSENTWAWES., Downward APl (ZF 7 4L T/ —R
DCPUBELUPAEY —DEY HTHERBEICKREINE T,

2. volume-pod.yaml 7 7 € JLH 5 Pod ZERK L 9,

I $ oc create -f volume-pod.yaml

23.5. DOWNWARD APl Zfg§ L7z —7 L v bDEMA

Pod O{ERREFIC. Downward APl 2R LTY— 2Ly hEEAL, 1 X—YB8LUVO7 TV r—> 3y
DEMENFEDBIBERADA A —VEERTEBLDICTEZET,

23.5.1. RIEZEHDEA
1. secret.yaml 7 7 1 JLA{ERR L £ 9,

apiVersion: vi

kind: Secret

metadata:
name: mysecret

data:
password: cGFzc3dvcmQ=
username: ZGV2ZWxvcGVy

type: kubernetes.io/basic-auth

2. secret.yaml 7 7 1 JLH 5 Secret Z/ER L £,
I oc create -f secret.yaml
3. LEE®d Secret A*5 username 7 1 —J)L KA 5089 % pod.yaml 7 7 1 L EVEER L £,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
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spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_SECRET_USERNAME
valueFrom:
secretKeyRef:
name: mysecret
key: username
restartPolicy: Never

4. pod.yaml 7 7 1 JLH 5 Pod R L 9,

I $ oc create -f pod.yaml

5. A FF—®O% T MY_SECRET_USERNAME D{EA=FEZREL 9,

I $ oc logs -p dapi-env-test-pod

23.6. DOWNWARD API % {#F L 7= CONFIGMAP D f&F

Pod DYEREEIC. Downward APl % &M L T ConfigMap fE%2EAL., 41 X =Y B L7 T r— 3

VDERENFEDRIERADAA -V KT ZIENTEIXY,

23.6.1. IRIEZHOFER

1. configmap.yaml 7 7 1 L&EER L £,

apiVersion: vi
kind: ConfigMap
metadata:

name: myconfigmap
data:

mykey: myvalue

2. configmap.yaml 7 7 1 JLH 5 ConfigMap #4ER L £ 9

I oc create -f configmap.yaml

3. LEE®d configMap 2589 % pod.yaml 7 7 1 L &ERR L £ T,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
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- name: MY_CONFIGMAP_VALUE
valueFrom:
configMapKeyRef:
name: myconfigmap
key: mykey
restartPolicy: Never

4. pod.yaml 7 7 1 JLH 5 Pod R L 9,
I $ oc create -f pod.yaml

5. A FF—®O% T MY_CONFIGMAP_VALUE D{EA=FEZRL 9,

I $ oc logs -p dapi-env-test-pod

23.7. RIEZH DS R

Pod DEREFIC, $() BXZEA L THERIICERSINCRREZRDEZSRTEE T, RELZHOS]
DEERINBWGE, ERRESNAXFIOZIICRYET,

Pik|

23.7.1. REZROSROFER

1. BEZ D environment variable ZZ89 % pod.yaml 7 7 1 L Z{ER L £ 7,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env'" ]
env:
- name: MY_EXISTING_ENV
value: my_value
- name: MY_ENV_VAR_REF_ENV
value: $(MY_EXISTING_ENV)
restartPolicy: Never

2. pod.yaml 7 7 1 JLH 5 Pod R L £,
I $ oc create -f pod.yaml

3. A5 F+—m0O4% TMY_ENV_VAR REF ENV BE&FEZL X T,

I $ oc logs -p dapi-env-test-pod
23.7.2. RIEEHOSROTI Ry —7

Pod DEREFIC, —ERNIREBESA2FER L CHREZHOSBAIR S —T T, RIERKEEINL
BOE—RILEBEDN—Va VICBEINET,
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1. BEZ D environment variable ZZ89 % pod.yaml 7 7 1 L Z{ERR L £ 7,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_NEW_ENV
value: $$(SOME_OTHER_ENV)
restartPolicy: Never

2. pod.yaml 7 7 1 JLH 5 Pod ZER L £,

I $ oc create -f pod.yaml
3. AYFF—mDOY TMY_NEW_ENV EXFERL £ 9,

I $ oc logs -p dapi-env-test-pod
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55245 PROJECTED R 2 — A

24.1. &

Projected RV 2 —A (&, WS OHQDEEEFED R 1 —LY—REZ@ALCT4LIMN)—IIxyFLE
-a—o

WIFRT, UTFDY A TORY) 2a—LY—REBETEEY,
o V—7JLvh
e Config Map

e Downward API

pa 23]
I ITARTDY—RIE Pod &EE L namespace ICEMNZHENHY £,

Projected R 2 —AIXINSDRY) 2 —LY —ADFEBRDOHEAEDLEEE—FT4 LIV M) —IIxv T
L/\ l_ﬁ_o)Lj\-Fo)ggﬁi—%EjﬁE‘:bij—o

o B—RYa—L%k BEOI—7Lv bDF—. configmap. & & U Downward APl B8R TH
FHICEREL., RFEDIBFRY —RATE—TFTALIRMN)—EZEKTEELDICLET,

o RIEHDN\REZHTRMICIEEL T, BE—RYa1—LEEH—IL v hDF—, configmap., &
& U Downward APl 1R CTEREL. 12— —HIAR) 1 —LDOHBEZZLICHETETSELIICL
i’g—o

24.2. >+ ) F 5l
DUTFo—8MasF YA, BEINZ 707 M2FERT2AEICDOVWTRLTVLWET,

e ConfigMap. —% L v b, Downward APl: BRI N 2R a—L%&FERATZE, /XRT—
RAEFNZRET—YTIAVTFT—42TTO0/4TEEY, o)V —RAFRTZT7S
\) r—< 3 >3 OpenStack % Kubernetes IC7 704 § 2 BN HY T, H—EZAHNE
HEBTHERAINZD., FLETANCERAINZNMNIG L TCERET — Y E2ERDIAETT Y
TN EZRENELCBEATRERMELHY £T, Pod ICEBREBILIETRAMDSRILAFIT SN ES
&. Downward APl L 7 4 — metadata.labels % &t7 OpenStack R E%= M T %78
IERATEET,

e ConfigMap + >—% L ¥ b:Projected /R 2 —ATIE, BRET—IHLVNRRAT—RKEFERAL
CAVTFH—%7704TEEY, L&z, BEEINAEESY X% Vault /X277 —R
774 %ERALTESIL T, configmap & L THREFI N7 Ansible Playbook 32179 % Z
ENTEZXT,

e ConfigMap + Downward API: Projected ") 1 —AIZ & Y, Pod & (metadata.name L 7
H—TEIRTEE) 2SCRELERTEET, COT7TVr—2avidIP Aoy F VI %FERH
TFICEEICY —RZHBTEDLDBEREHICPod BZET I ENTEET,

e ¥—7 L v b +Downward API: Projected /R ') 2 —AIC & Y. Pod M namespace

(metadata.namespace L 74 —T:EIRAEE) ZBEFILT B72DDNNT) v o Fx—& LT
=Ly NEFATEEYT, COFITIE. ARL—9—1FZOT7 ) r—>avaFEAL,
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ES{bINE NSV RAR— MEFERAETIC namespace BHRALREICEETEHIENTED &L
DICRY X,

24.3. POD {4k D!
LAFIE. Projected R 2 —L%&VERNT %7-8D Pod kDO HITY,

1241 >—% L v b, Downward APl & & U configmap =51 Pod

apiVersion: vi
kind: Pod
metadata:

name: volume-test

spec:

containers:

- name: container-test
image: busybox
volumeMounts: g
- name: all-in-one

mountPath: "/projected—volume"g
readOnly: true

volumes:
- name: all-in-one e
projected:
defaultMode: 0400 G
sources:
- secret:
name: mysecret 0
items:
- key: username
path: my-group/my-username e
- downwardAPI:
items:
- path: "labels"
fieldRef:

fieldPath: metadata.labels
- path: "cpu_limit"
resourceFieldRef:
containerName: container-test
resource: limits.cpu
- configMap: @
name: myconfigmap
items:
- key: config
path: my-group/my-config
mode: 0777 €BY

‘D =Ly NEBREETZEIYTF—O volumeMounts 7> 3 v AEBMLET,
tg =Ly ADPRRINBDEKFEARATALIMN)—DNRREEELEXT,

9 readonly % true [CEBELF T,
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¢D TNETNORBAINZAR) 2—LY—R%E—BXRRT 57HIC volumes 7O Y V ZEBML F
EP
R 1—LDEFIZEELEX T,

T7AIICETNN—IvoavaRELET,

Y=Ly hEEBMLET, =Ly b ATV NORFZEMLET, FRHTIZ2HLED
HE23ETNTNDY—IL Yy NEI—BRRIINZLENHY X,

mountPath D FICY—I Ly hADNRRZEELET, TITY—ILy bT7 7ML
/projected-volume/my-group/my-config ICEHNN X T,

Downward APl ¥V — X &EIML £,

ConfigMap ¥V —RX%=EML £7,

0O00 0 000

HEDERRICBITZE—FZRELIEY,

pa

Pod ICEH OOV TF—02'H3HE. ThEThhdDId YT+ —IlIE volumeMounts &7
AVHERETTH, 1 DD volumes V> a vDADNBEICKY FT,

242 T 7 AN MNUHADNR—Z v aVETIDREINEER—27L vy P& Pod

apiVersion: vi
kind: Pod
metadata:

name: volume-test

spec:

containers:

- name: container-test
image: busybox
volumeMounts:

- name: all-in-one
mountPath: "/projected-volume"
readOnly: true

volumes:
- name: all-in-one
projected:
defaultMode: 0755
sources:
- secret:
name: mysecret
items:
- key: username
path: my-group/my-username
- secret:
name: mysecret2
items:
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- key: password
path: my-group/my-password
mode: 511

pa

defaultMode IFERFAINB L RILTDAEETE, B8R a1 —LY—RITIFEBEIL
FtHA, L. LREBOLDICELXDREREICDOWVWTO mode #BARMICIEETE T,

24.4. INZICDWTDEEEIF

Projected R 2 —L%EERMT BRI, R 2a—LT7 74 ILD/NRRICEET BUTORRTICOVWTRT
HEL &L,

BEINZARBEA—CHZBEDF—RHOHES

BEOX—%FEL/NRATHRET %56, Pod TkiIEEMNRAKRE LTI ANRShERA, UTD
Bl Tlx. mysecret & &£V myconfigmap ICIEEINZ/XRIEALTY,

apiVersion: vi
kind: Pod
metadata:
name: volume-test
spec:
containers:
- name: container-test
image: busybox
volumeMounts:
- name: all-in-one
mountPath: "/projected-volume"
readOnly: true
volumes:
- name: all-in-one
projected:
sources:
- secret:
name: mysecret
items:
- key: username
path: my-group/data
- configMap:
name: myconfigmap
items:
- key: config
path: my-group/data

REINERRDBWF—EOHEE

EROVF)ADIFEERKRIC, RITEORADETINIE—DIA IV TREITRTD/NRRAD
Pod DEREFICEREII N BB TY, TNUADIGEIE. BREDORERICEEIWARHFTOY V-2
DINLYFIDIRTDEDZLEETLET (IhIE Pod FEERRICEHRIND )YV —XICDWVWTE

1 DDONRADBARMENRZATHY. £ 1 DONRZAPFHBNICERIhZ/XATHIBEDES
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BEMICRASNZ T —FIC—BI 21— —HEBENRICL>THANELZHE, AIRDO LD IC
BHLD)Y—ZANINLYFIDIRTDEDZLEETLEY,

24.5. POD ® PROJECTED R!) 2 —LDEEE

UTofE. BBFEOY—ILy hRY 2 —L%<T VY NS B7HIC Projected R 2 —L%AFERT2H
EETRLTVWET,

UTOFEE. O—ALT7 74621 —ZELUVNRNRAT—RD >—I Ly M EEKRT DHICE
TCEFEY, TORIC, >— Ly bERELCEBTA LI M) —IZTT Y NS 27281 Projected R
Jai—L%ZFEALTI D20V T+H—%%179 % Pod Z/EFRR L £,

1. =Ly "DEFNDZ 7714 EERLET,
PFICHZERLET,

I $ nano secret.yaml
UFEABL, RRAT—=RBLV 1Y —BHREZBEEEIHLAIET,

apiVersion: vi

kind: Secret

metadata:
name: mysecret

type: Opaque

data:
pass: MWYyZDFIMmU2N2Rm
user: YWRtaw4=

user 8LV pass DfEICIE, base6d TTYI—FT 4 VI INEEDEWNRXFINAEFERT
XFYd, CZTCHERAINSHIE base6d TTYA—T 4 ¥ 7 IN/{E (user:
admin, pass:1f2die2e67df) ICRY X7,

$ echo -n "admin" | base64
YWRtaw4=

$ echo -n "1f2d1e2e67df" | base64
MWYyZDF1MmU2N2Rm

2. UTFoax v REFRALTY—ILy MEEKRLET,
I $ oc create -f <secrets-filename>
DFICHERLET,

$ oc create -f secret.yaml
secret "mysecret" created

3. Y=Ly rHPUTOATY FEEALTERINTWS I L ZHEBTEET,

$ oc get secret <secret-name>
$ oc get secret <secret-name> -o yaml

UFICHZERLET,
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$ oc get secret mysecret
NAME TYPE DATA AGE
mysecret Opaque 2 17h

oc get secret mysecret -o yaml
apiVersion: vi
data:
pass: MWYyZDFIMmU2N2Rm
user: YWRtaw4=
kind: Secret
metadata:
creationTimestamp: 2017-05-30T20:21:38Z
name: mysecret
namespace: default
resourceVersion: "2107"
selfLink: /api/vl/namespaces/default/secrets/mysecret
uid: 959e0424-4575-11e7-9f97-fal163e4bd54c
type: Opaque

4. volumes £ a3 VN EFEFNDLUTEREKD PodSRE7 71 I EEMRLET,

apiVersion: vi
kind: Pod
metadata:
name: test-projected-volume
spec:
containers:
- name: test-projected-volume
image: busybox

args:

- sleep
"86400"

volumeMounts:

- name: all-in-one
mountPath: "/projected-volume"
readOnly: true

volumes:

- name: all-in-one

projected:

sources:

- secret:
name: user

- secret:
name: pass

5. FREZ7 714D Pod #ERLET,
I $ oc create -f <your_yaml_file>.yaml
UFICHZRLET,

$ oc create -f secret-pod.yaml
pod "test-projected-volume" created
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6. Pod AV T+ —DETHTHB I EZHRLTHD, Pod NDEEZHERL T,
I $ oc get pod <name>
HAFLUTDOL D IZRY £,

$ oc get pod test-projected-volume
NAME READY STATUS RESTARTS AGE
test-projected-volume 1/1 Running 0 14s

7. lDH—ZFIT, loc exec ATV K| A#FALTCETHOAVTFTF— DY) EFHEE
E

I $ oc exec -it <pod> <command>
UFICHZRLET,

I $ oc exec -it test-projected-volume -- /bin/sh

8. T JLT, projected-volumes 71 LV M) —ICBEAINZ Y —ADEFNE I & &AL

Y,
/ # 1s
bin home root tmp
dev proc run usr
etc projected-volume sys var
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5525% DAEMONSET D&M

55255 DAEMONSET D 1{#HA

25.1. &

daemonset I&. OpenShift Container Platform 7 5 X4 —(NOHFED, F7/=EITRTD ./ — KT Pod D
L) WERITTZDICERTEET,

daemonset Z#FA L THEARNL =V %EHRL. V75RI—DITARTDH/—RKRTAFXFV Y Pod #E1T
TEMI FLEEIRTD/—RTEZY—I—VzvbETTOSMLET,

TXal)F4—LDEBRICLY, VTR —BEBEDHH daemonset ZEXTEXT (I —H—~D
Daemonset /X—3I v 2 3 VDT 5),

daemonset ICDWT DML, Kubernetes RF¥F 2 XV hEBRBLTLIEIW,

BF

Daemonset DAY a—) vz 7oz DT I/ —REL VY —EDEH
BELHY FHA, TNEEDICLARWES, daemonset (774D /—RKEL 2
H—EDI—IILL>THIBINE T, ChilLY, v—IVXInic/ —RKEL Y4 —T
BIRFERREI N/ — KT Pod BMBEICBERIND LD ILRY, V5 RAY—IIFRERE
mAMbY £9,

ZDH. UTIKBEL TSI,

e daemonset DfEA%ZHIBT 2 FIIC. namespace D7/ T— 3V
openshift.io/node-selector #ZZDXFIIIRET DI ET, T 74K
O7OYzy b2ED [/ —KtEL 2% —] % namespace TEMICL T,

# oc patch namespace myproject -p \
"{"metadata": {"annotations": {"openshift.io/node-
selector": ""}3}3}'

o MOV MEER L TWAIHA, oc adm new-project --node-
selector=""ZEFALTCT 74N D/ —REL VY- LEEZLZT,

25.2. DAEMONSET D {EfK

daemonset DYEREFIC. nodeSelector 7 4 —JL Rid daemonset BNL 7Y hAaF 704 T B3U%EDH
5/)—REEETHEOIFERAINET,

1. daemonsetyaml 7 7 1 L EEHEL X T,

apiVersion: extensions/vilbetal
kind: DaemonSet
metadata:
name: hello-daemonset
spec:
selector:
matchLabels:
name: hello-daemonset g
template:
metadata:
labels:
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1]
2]

©

name: hello-daemonset 9

spec:

nodeSelector: e

type: infra

containers:

image: openshift/hello-openshift
imagePullPolicy: Always
name: registry
ports:
- containerPort: 80
protocol: TCP
resources: {}
terminationMessagePath: /dev/termination-log

serviceAccount: default
terminationGracePeriodSeconds: 10

daemonset IC89 % Pod ¥l § 52 SXRILEL V4 —TT,

Pod 7V 7FL—hDSRILELIH—TT, LRBOIRNILELIIY—II—BLTWIHE
NHYEY,

Pod L 7Y AN T TOAINZBEDHZ/ —REHHTE/ —RELIY—TT,

2. daemonset 7 7V FEER L T,

I oc create -f daemonset.yaml

3. P "MERINTWBZEAEMEEL, ZPodICPod LY A d T &EAMRT BICIE. LA
T&EEITLET,

a. daemonset Pod 2% L 9,

$ oc get pods
hello-daemonset-cx6md 1/1 Running 0 2m
hello-daemonset-e3md9 1/1 Running 0 2m

b. Pod '/ — RICEEBEINTWS Z & %R T 570IC Pod 2R K"LEX Y,

314

$ oc describe pod/hello-daemonset-cx6md|grep Node
Node:
$ oc describe pod/hello-daemonset-e3md9|grep Node
Node:

openshift-node@1.hostname.com/10.14.20.134

openshift-node®2.hostname.com/10.14.20.137
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BF

e DaemonSet ® pod 7~ FL— haEH L TEH. BIHFED pod L 7)) AICITREI
HYFEth,

e DaemonSet ZHIfRLTHS, TV FL—MNIRDED, IRILEL VY —IEAE
CLED%EMEA L THHRD DaemonSet 2 1EKT 21H5EIC. BEFED pod L 7Y 5
T, IRUVDA—BLTWBERHTEH. BEDpod L 7Y AIEEFHFIN
3. pod TV LR T—RLABAWBETEHRLWL TY ADPMERINE T,

o /—RDSNIIVEZLTET BIHFAICIE. DaemonSet IFFLWSNRILE—HT S
J—RiCpod ZBIL. FLWLWIRILE—BLAW/ —RKH S pod ZHIFR L £
£

DaemonSet #F#H 9 2 ITIE. URIOL T hFE7iE/ — REHIFR L THHED pod L 7Y
HEEEHEIMICER L E T,
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265 POD O BEEIRT—) VT

26.1. B &

HorizontalPodAutoscaler # 7Y = ¥ N TEZE XN % Horizontal Pod Autoscaler (&, L 7)) & —
>avaAvhhO—5—IIBT 2 Pod hSIREINZA NV RFLIETTOA AV MEREICEDW
T YRATLNL TN r—rayay bO—5—FkiET 704 A MEEDR T —IL DB A= BE#H
ICERET D AHEZRBELE T,

26.2. HORIZONTAL POD AUTOSCALER D&%

Horizontal Pod Autoscaler Z{EBE$ 5I1CIE. 75 RY—BEBEIX VA5 —X M) U 2 %=@EYITEE
El LTWBRENrHY T,

26.3. Y R—hINBA KT R

LAF®D X M) 2 Z1& Horizontal Pod Autoscaler THR—RMIhTWE T,

F®26.1 A MY R
XMYIZR
CPU DfEMA= ZRkIND CPUDNR—tYT—Y autoscaling/v1, autoscaling
/v2betal
XE)—DEAE BRINZAE)—DEE autoscaling/v2betal

26.4. BEI A —) VT

oc autoscale O~ R#%&{#A L T Horizontal Pod Autoscaler /i L. £179 % Pod D/ E &
VBRARHAEIEETDEHICPANY—4 Yy NELTERETARE [CPUDFERAE] ik TXE)—0
FHE| 2ETEIENTEET,

5
AEY—FHEROBEFRYT ) v JETF /0y —T L Ea—#EEDHE LTRHESIN
TWE 9,

Horizontal Pod Autoscaler DYER#IC. Zhik Heapster TPod DA M) V2DV T —%HTLZE
¥, Heapster B’#NHAX MY VR EEBTHETIC 1 005 2 DORBEELADIDIZBENDHY T,

A MY U ZhH Heapster THIFAAREIC 75 &, Horizontal Pod Autoscaler (& E @ A MY U ZDERAZER

IR RIREDA NV RADEAROEIEGEZFHEL. BRI —ILT Yy TELERT—IVY 0V EET
LET, AT—VVIJRE—EBRTEITINTTA. A M) T XD Heapster ICBINZ X TIC 1 24H
52 DOBEEANIBIZGENHY T,

L7V s—vavaybO—5—0KB4a IORAT—YvJ@EL 7Y r—vayaryta—5—oL 7
DAIKEERBLET, 7704 XY MREDHBAE. AT—V VTR TTO4 XY NEEDL T A%
ICEERISLET, BRI —) U7k Complete 7T —XDEHFT TAA AV MIOHFERIND
ZEIFRLTLEI W,
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6265 POD OBER 7 —YY VT

BEBREBEORVWEFIR S —) V%X E 9, unready JKRED Pod ICI&. AT —ILT7 v THEDE
A=A 0 CPU EIBE I N, Autoscaler IR T —ILF U VEEICIEINSD Pod #BBEL £ 9., BEAID X
M) O ZD%W Pod ICIERT—ILT v TEEDFERAEA 0% CPU, R —)L4 0 VBFIC 100% CPU &7
UFEd, INICLY., HPA DRERICEEEN/BLET., CDHEEEFERT 5IC1E. readiness F v

x1

26.5.

E L THR Pod BMERARETH BN EI D ZEHIBIL T,

CPU EREDBEEFRT—) VT

oc autoscale AY Y RAFHL T, PR EHEEINDIFHEICEITT S Pod DER#EEZIEEL X

¥, 723> & LT Pod DiE/MIE Pod B9 —4'y b&T 2D CPU ERFEAEETE XTI,
BE LAWEEIE. OpenShift Container Platform H—/NX—H 5D T 7 # )L MEDN TN SITIEEINE

ER

UFICHZERLET,

deploymentconfig "frontend" autoscaled

I $ oc autoscale dc/frontend --min 1 --max 10 --cpu-percent=80

LEDHITIE. Horizontal Pod Autoscaler @ autoscaling/vl % £ L TLLFDEZE T Horizontal

Pod Autoscaler # 9 2EmMAEZA "L TWE T,

5126.1 Horizontal Pod Autoscaler # 7 1 ¥ M &%

Q000000

apiVersion: autoscaling/vi
kind: HorizontalPodAutoscaler
metadata:

name: frontend g
spec:
scaleTargetRef:
kind: DeploymentConfig 9
name: frontend
apiVersion: apps/vi a
subresource: scale
minReplicas: 1 6
maxReplicas: 10 G
cpuUtilization:
targetCPUUtilizationPercentage: 80 a

Z @ Horizontal Pod Autoscaler 7 72 = & k D£&Hi]
Ry=VvJ792%FTxy hDESE

RF=Vv 79237 MDAH

2=V 09247 MDD APIN—=U 3y
RT—=IE I VEDL T HDRNI

2T—=IT Y TEDOL 7)) HDORKRE

& Pod BMEALTWB Z EDHIFINDIERINL CPUDNR—EYTF—Y
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F 7=1%. Horizontal Pod Autoscaler @ v2betal /N\—> 3 V&AL T. oc autoscale I~v Y RIZ&
Y. LUFDOESH T Horizontal Pod Autoscaler # 3 2EK A2 RLTWE T,

apiVersion: autoscaling/v2betal
kind: HorizontalPodAutoscaler
metadata:

name: hpa-resource-metrics-cpu Q
spec:
scaleTargetRef:
apiVersion: apps/vi 9
kind: ReplicationController Q
name: hello-hpa-cpu G
minReplicas: 1
maxReplicas: 10 G
metrics:
- type: Resource
resource:
name: cpu
targetAverageUtilization: 50 a

Z @ Horizontal Pod Autoscaler 7 72 = ¥ k D£&H]
A=V 09247 MDD APIN—=U 3y
Ry—V2J$24TIy NOFESE
Ry—=N2J$2FTITI MDA
RT=WEI I VEDOL T HDmNK
RT=VT7 v TROL T) hDmAE

% Pod MEATAE, BEXI N/ CPU DFHNLEE

Q00006000

26.6. XE—EFERAXROBEFRT—) VY

BF

AXEY—FEAROBHRT—) vV E 7o /00 —TLEa—#ETYT, 77/0Y—
7L 2 —#4Eld Red Hat DEBBBIETOY—ERALRLTZ ) —X > k (SLA) TIE
PR—PMINhTUWARWESD, Red Hat TIEERERETOFERAEZHREL TVWEEA, &
oD, E4RRTFEDOHRMEEZ ) ) —RICERITTIRHTTZZ &ITL Y,
BERIIHEEET A ML, BETOECRPICT A — RNy I EBFEVLREZLZEN
TEZEY.

RedHat @577 /Oy —7L E1—#EEDHR— MIDWTOFHHM
I&. https://access.redhat.com/support/offerings/techpreview/ Z&8 R L T 72X W,

CPUR—ZZDBEEFMRT =) VT EFERY, AT —R—XOBEFRT—") VI TlE. oc
autoscale < RDRDHYIC YAML %# A L CTAutoscaler 21EE€ 92 EDNMETY, T3>
ELT. Pod DRNMIB LT Pod B9 =5y NETEIMRBEOHZIEHDAE) —[FHAKRLEIBETEE
T, IS EEELAWSGEIX. OpenShift Container Platform 4 —/X—M5DF 7 4 )L MEA N 5
IKIBEINET,
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MATEFET, UTF%E2V 549 —D master-config.yaml 7 7 1 JLITEML TAEY —~R—
ADBERT—) v T EBMILET,

apiServerArguments:
runtime-config:
- apis/autoscaling/v2betal=true

2. L'FZ hpa.yaml 2 ED T 7 A IVICEZT X T,

Q00006000

apiVersion: autoscaling/v2betal
kind: HorizontalPodAutoscaler
metadata:
name: hpa-resource-metrics-memory g
spec:
scaleTargetRef:
apiVersion: apps/vi 9
kind: ReplicationController e
name: hello-hpa-memory a
minReplicas: 1
maxReplicas: 10 G
metrics:
- type: Resource
resource:
name: memory

targetAverageUtilization: 50 i’

Z @ Horizontal Pod Autoscaler 72 = ¥ k D£&H]
Ry—=VVJ$24TIcI MDD APIN=Y 3V
RF=N2 7923710 hDERE
RF=N2 7323710 MDER
RT—=ILET I VEDL T ADERNL

2T—=IVT7 v TEOL 7)) hORKRE

ZEPod NMEALTVWBZENFRINZERINAAE) —DOFEHDON—E VT

3. JRICEED 7 714 )LH 5 Autoscaler /R L £,

$ oc create -f hpa.yaml
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BF

AEYY—R—ZDBEERT—) vV EHEIEDIIE. AT —FEHENL T AKE
AL TERY 20BN HY 9. FHBICIEUTOLI LY FT,

o LTVAEMIEZDE, Pod TEDAEY — (fEFEE Y b) DFEREL2MAEHIC
B LET,

o LTVAEMNEDE, Pod TEDXAEY —HHENDEMITBML T,
OpenShiftweb AV Y —ILEZFERALT. 7V I5—>avDOXE!) —EE=mER L. X

T R—AODBEFRT—) VT EFERTBRICT IV = a v EThb0ER %25
LTWBZEEERLET,

26.7. HORIZONTAL POD AUTOSCALER OX =
Horizontal Pod Autoscaler D A5 —4% A&k d DIk, UTFE2ERITLET,

e oc get AV Y RZFEALTCPUFEAES LU Pod FIRDIEHRZFRRLFT,

$ oc get hpa/hpa-resource-metrics-cpu

NAME REFERENCE

TARGET CURRENT MINPODS MAXPODS AGE
hpa-resource-metrics-cpu DeploymentConfig/default/frontend/scale
80% 79% 1 10 8d

HAKUTAEENE S,

o Target: 7704 XV MRETHIEINDITRTD Pod TY—4 v MIREINFH
CPU ER%ETTY,

o Current: 7704 XY MRETHIEINZTRTD Pod ICHFBIRED CPU FERHET
ER

o Minpods/Maxpods: Autoscaler TERETE 2L 7)) HDRNESB L UHRKETT,

e Horizontal Pod Autoscaler # 7> = 7 b DFFilIEHR A SR I %(12IE oc describe OY Y K%

FALEXT,

$ oc describe hpa/hpa-resource-metrics-cpu

Name: hpa-resource-metrics-cpu

Namespace: default

Labels: <none>

CreationTimestamp: Mon, 26 Oct 2015 21:13:47 -0400

Reference:

DeploymentConfig/default/frontend/scale

Target CPU utilization: 80%

Current CPU utilization: 79%

Min replicas: 1

Max replicas: 4

ReplicationController pods: 1 current / 1 desired

Conditions: e
Type Status Reason Message
AbleToScale True ReadyForNewScale the last
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scale time was sufficiently old as to warrant a new scale

ScalingActive True ValidMetricFound the HPA was
able to successfully calculate a replica count from pods metric
http_requests

ScalingLimited False DesiredwWithinRange the desired
replica count is within the acceptable range
Events:

ZEPod MEALTVWB I EDNFRINDZIERINAAT) —DEHDONR—E VY T—,
FTOAAY MRETHEIN 2T RTD Pod ICH1F BIRED CPU FERARK,
RT—=IVE I VDL T h DR

RT—=IT v THEOL T hORKE,

#F 7Y xY hhtv2alphal APl ZER L TWBigE, WREHG PRRIINIT,

00000

26.7.1. Horizontal Pod Autoscaler DIRRE DR

WiREHty MA&FER L T, Horizontal Pod Autoscaler " A4 — 1) Vv TEZMNE I P, REETZ
NHOAVWTNHODOAEETHEINTWENE I EHBITIET,

Horizontal Pod Autoscaler DIKREEIZ. BEIRA 7 —") > 47 APl D v2betal /N\—> 3 V CHIATE X
£

kubernetesMasterConfig:
apiServerArguments:

runtime-config:
- apis/autoscaling/v2betal=true

UTFDORRAFREDREINE S,

e AbleToScale |& Horizontal Pod Autoscaler A —JILAET7 v F L, BEFFTISHEIH
P, WINHDDNNY VA TRED AT —) VT %BFWTWRLWHAESI M ERLET,

o True FEIFRT—) VI HFAIINDZEE=RLET,
o False £MHIIIEEINZIEBICLYRT =) VY IPFRTINAWCEERLET,

e ScalingActive & Horizontal Pod Autoscaler ABMICINTEY (§—47v DL T H#k
AEOTRW)., BRERXNY VX (scale) 25T ETEZMNEIDNERLET,

o True FHIFA M)V ZAMNBENICHEL TWEZEEZRLET,
o False XMHII@EE 7z v FTB5AMN)VRICEHTIEEETRLET,

e ScalingLimited &, L 7)) ADBRAFLIEIHZR/NBUZELLALDICEFHR Y —) V IHHFTX
nNaWZeEzRmLET,

o True &HIF, RT—YVJT2DILTY ADRNFLRBFAEESIZLFED. Fik
FBIE TR ENHBIEERLET,

o False &#iE, BERINLRAT—YVINHFAEINEIE%ZRLET,
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ZDTEBIMFLIIRET 2LENH BI5EICIE. OpenShift Container Platform #—E X ZBiE#E L
7,

# master-restart api
# master-restart controllers

Horizontal Pod Autoscaler ICF2% 5 2 2 & B %Rk~ T %IC1E. oc describe hpa ZRAL XY, &
413 status.conditions 7 1 —J)L KIZRRINE T,

$ oc describe hpa cm-test

Name: cm-test
Namespace: prom
Labels: <none>
Annotations: <none>
CreationTimestamp: Fri, 16 Jun 2017 18:09:22 +0000
Reference: ReplicationController/cm-test
Metrics: ( current / target )
"http_requests" on pods: 66m / 500m
Min replicas: 1
Max replicas: 4
ReplicationController pods: 1 current / 1 desired
Conditions: Q
Type Status Reason Message
AbleToScale True ReadyForNewScale the last scale time was
sufficiently old as to warrant a new scale
ScalingActive True ValidMetricFound the HPA was able to
successfully calculate a replica count from pods metric http_request
ScalingLimited False DesiredwWithinRange the desired replica
count is within the acceptable range
Events:

ﬂ Horizontal Pod Autoscaler DRR A v £ — T,

e AbleToScale R4 TIE, HPADRR T —ILZEG L TEHTE 2D, FN\v I F J7EE
DREICEIYRT =)V TZBETEBNEI D ZEBELET,

e ScalingActive DML, HPA #8MICTEH (& 2lE. 9—4vy b L 7Y hEUL
0 THRWARYE), FERORT—YYVIJAFHETEZNEINEIRELEY, [Falsel DR
EBITEE., ANV IV ROBBICHEIGHBEETRLET,

e ScalingLimited D&M, EEDR 7 —"1) > 75 Horiontal Pod Autoscaler D& K fE %
TIERIMETHIBRIN TWB I &E%ERLEYT, [Falsel MIRREIZEE. Horizontal Pod
Autoscaler TR/NFHIXHFEAL 7)) h#OGIRAIER T Z2HELHY £T,

UTFE, R5—Y 2T TERW Pod DFITY,

Conditions:
Type Status Reason Message
AbleToScale False FailedGetScale the HPA controller was unable

to get the target's current scale: replicationcontrollers/scale.extensions
"hello-hpa-cpu" not found
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T RT—=) Y TICRBRERAN) IV XZBFTERN 2% Pod DEITY,

Conditions:
Type Status Reason Message
AbleToScale True SucceededGetScale the HPA
controller was able to get the target's current scale
ScalingActive False FailedGetResourceMetric the HPA was

unable to compute the replica count: unable to get metrics for resource
cpu: no metrics returned from heapster

LTI, BERSINBZEERT—) VIR ERINZRNEELY NI WIZED Pod DHITY,

Conditions:

Type Status Reason Message

AbleToScale True ReadyForNewScale the last scale time was
sufficiently old as to warrant a new scale

ScalingActive True ValidMetricFound the HPA was able to
successfully calculate a replica count from pods metric http_request

ScalingLimited False DesiredwWithinRange the desired replica
count is within the acceptable range
Events:
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B27TE R 2 —LDEIE

27.1. &

AT =@ T 74 b TAGELHBZERTIEHY FHA, BEBFICZTASDOAVYTUVIEI ) T7E
nNEd, RYa—LEEPdBLUVAVYTFHF—THREABERYTV Y NINEZT 7ML RATLDIE
THY., INSIEFHZLORAMDOOA—ANFELIFIRY NT—=JEYHTAMNL—YDITY RKRI VK
THR—FMINZHELHY T,

R)a—LDTF7AINIRATLILIZ—DNEFEFNRVLIICL, DODIT—HPHEAET IHERFTNEE
89 % 7<IZ. OpenShift Container Platform (& mount Z1—7 1 ') 7 4 —D#IIC fsck 1—F 1 Y

T4 —ERBELET, THIERY 2—L%BNT 20, FLEEERY 2 —LA2BHTHEICEKRTIN
F9,

ROBEMARY 2—L%5 1 TiL emptyDir T, hid, BE— P VD—BMNATL I N)—T

¥, BEERFI—Y—ICLD Pod ICEPWICEIY B TONS Kigh) 1—L OBERZFATTEIED
TEEY,

pa 3

emptyDir RY 2 —L R ML =&, FSGroup /NS A =49 —HNU SR —EFEHICE >
TEMIINTWSBIGEIL Pod D FSGroup ICEDWT Y +—9 THIRTX X,

CLlavx Y R®doc volume #fFHL., L7V y—yavaryhO—5—] ® [F704 AV &R
El BREDPAd T Y L— aEDIATIIMNDR) 2a—LBLVR)2a—LTO VA B
mi . TE#H . F/ld THIR) TXFd, F/. PdT VT L—hDHB Pod FlEA TV b
DR 2a—L% [—EFRR] §52&HTEET,

27.2. — %97 CLI DERAE

oc volume Y Y RIFUTO— M ALEXAFERALET,

$ oc volume <object_selection> <operation> <mandatory_parameters>
<optional_parameters>

ZDKEY Y TlE, <object_selection> D <object_type>/<name> MR %% ICEHEAT 54T
ALTWEY, L. UTFOATFYarvonwsThraEHTEET,

RK27A AT FOER

3°8 B4 &

<object_type> <name>

<object_type>/<name>

<object_type> --
selector=<object_label_
selector>

324

41 7 <object_type> ®
<name> %Z:E&RL ZF T,

44 7 <object_type> D
<name> ZERL X7,

EDZNRILEL VY —II—T
%494 7 <object_type> D)
\/_z%‘:inglJij—o

deploymentConfig
registry

deploymentConfig/regist
ry

deploymentConfig - -
selector="name=registry


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#replication-controllers
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.10/html-single/architecture/#deployments-and-deployment-configurations

F275 K 21— LDEHE

3°8 B4 &

<object_type> --all %4 7 <object_type> ®¥~ deploymentConfig --all
TDYY—REZERLET,

-fEREF -- Y —R%imETHLOICERYT -f registry-
filename=<file_name> 2774)0%, Ta4LIN)—, deployment-config.json
F7/IE URL CTY,

<operation> (I, --add. --remove. F7/lE --list DWIFNHLEFERHTEET,

W3 D <mandatory_parameters> Z 7z|& <optional_parameters> £ BRI N/ EICEFD
EDTHY. INBICDVWTREDEI Y a v THIALET,

27.3. R"Y 2 —LDEM

Aa—L, RYVa1—LIOY NELEETNSDOMEAE% Pod 7 FL— MIBMT 5CIE. UTEE
TLET,

I $ oc volume <object_type>/<name> --add [options]

R272K) 12— LEEMT B/DDYR—bEINBA T av

F7xIk
- -name R 12— LDEE, BENTWIBEIE. BFBICER
InNE9,
-t, --type RYa1—LY—RDEHL, Y7R—  emptyDir
NENBZEE

emptyDir. hostPath, secr
et. configmap. persisten
tVolumeClaim % 7= (&
projected TY,

-c, --containers ZRICIVTF—%8RLET, P!
FTRTDXFIC—HTBETAILR
A—RK"*" ZRMBIEHTEX

ER

-m, --mount-path BRIV FF—HOT IV
VAW S

--path RARNZ, --
type=hostPath OWE/NS
)(_&_—63_0
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T7xI b

--secret-name =0 Lvy DL --

type=secret OWHE/NS X —

g _—Gj_o
- -configmap-name configmap O &R, --

type=configmap OED/N

5 )( - & _—Gj_o
--claim-name Persistent Volume Claim (K #E R

') 2 —LEKR, PVC) DE&FL, --
type=persistentVolumeCl
aim OWMEAENFA—F—TT,

--source JSON XZFF|&E LTORY 2 —A4A
V— DM, HELARY 1—L4
Y—2NW --type THR—I
NREWSBEICHEEINZE T,

-0, --output Y—N—LETEHRETICEELL
ATz MaRRLET.,
R—bMIh3fEE json. yaml
TY,

--output-version BEINAN—U3VTEEIN api-version
A7z bEHADLET,

B
FIARY 2 —LY— emptyDir 7 704 AV MRED LYAMY)— IZEBIMLE T,
I $ oc volume dc/registry --add

L7 r—yayvayhO—>5—rOY—2L v b Secret 2FALTARY 2—A vl ZEML, OV
F7F+—KHN®D /data T¥ O MLE T,

$ oc volume rc/r1 --add --name=vl --type=secret --secret-name='S$ecret' --
mount-path=/data

ER%E pvel 2FE>THREDOKGRY 2a—AL vl 2T 1 X7 LT 704 A~ MRE de.json IZENM
L. RY)a—L%z2vFF—clD/data TYI VML, B—N—LETFF O/ AV NEEEZEHLE
-a_o

$ oc volume -f dc.json --add --name=vl --type=persistentVolumeClaim \
--claim-name=pvcl --mount-path=/data --containers=c1l

ITRTCOL ) r—r3vary hA—5—IC2WT ) EY 3~ 5125¢45f91563 % ff\N, Git R b
|) — https://github.com/namespace1/project! ICEDWTARY) 2 —Av1 ZEMLZF T,

$ oc volume rc --all --add --name=v1 \
--source="{"gitRepo": {
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"repository": "https://github.com/namespacel/projecti",
"revision": "5125c45f9f563"

i3S

27.4. R 1 —LADEH

BEDRY 2—LFIFRY 1 —ALIYD YV NEBEHITZHIEE, R 2 —LDEMERKTTH, --
overwrite 7 7> a v AFERLE T,

I $ oc volume <object_type>/<name> --add --overwrite [options]

Bl
LY s—23yay hO—5—0BERY 2 —L4 r1 Z8EE® Persistent Volume Claim (kiR 2 —
LER, PVC)pvel ICEZHAE T,

$ oc volume rc/r1 --add --overwrite --name=vl --type=persistentVolumeClaim
--claim-name=pvcl

FTTOAXVIMREAI DIV MRA YV M ER) 2 —LvID/opt ICEBELET,

I $ oc volume dc/dl --add --overwrite --name=v1l --mount-path=/opt

27.5. R 12— LA DY
PdFY7L— Mo RY) a—AFEIFRY 2a—ALTY9 Y NEEIRTBICIE. UWTFEETLET,

I $ oc volume <object_type>/<name> --remove [options]

£R27.3RY 2 —L%EHIRT 7DICYR—bEIhh3A T3y

F2#4N b
- -name R 12— LDEE,
-c, --containers ZRICIVTF—%BRLET, P

TRTOXFIL—HTZTAILR
A=K "> ERMBIEETEE

ER

--confirm BEORY) 21— L% 1 EICHIKRT
5w LET,

-0, --output Y—NR—LETEHRETICEELL

ATV MNERRLET, Y
R—KIh2{EIF json, yaml
<9,

--output-version BEINAN—U3VTEEIN api-version
A7z bEHRADLET,
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1!
TTOAXY FREA HSHRY) 2 —L vl ZHIBRLE T,

I $ oc volume dc/dl1 --remove --name=vl

FIOAAVINBEEAIDOAVTFF—cI bR a—Lviaz7yIy9 M L. d1 OIVYFF—TH
BINTWAWEEIFR) 2—L4 vl ZHIRLZE T,

I $ oc volume dc/dl --remove --name=vl1l --containers=cl
L7 r—o3yaryha—5—rn OIRTORY) 2 —LEYHBRLET,

I $ oc volume rc/r1 --remove --confirm

27.6. R 2 —LD—EXRK

Pod ¥#7<ld Pod 7 FL—hDRY) 2 —LFLERY) 2—LII7 Y Ne—EBRRTZICIF. UTEE
TLET,

I $ oc volume <object_type>/<name> --list [options]

R)a1—LDHYR—PINTWEA TV avE—EBERRLET,

F2#4N b
- -name RY 21— LDRHL
-c, --containers ZRICOVTFTF—%BIRLET, P

TRTOXFI—HTETAILR
A=K "> EZRBIEETEE
ER

B
Podpl DIARTDORY 2 —LEx—BEBRRLET,

I $ oc volume pod/pl --list
TRTCDTTOMAY MEETERINDI A Y 2a—L Vv Z—ERRLET,

I $ oc volume dc --all --name=vil

27.7. Y T IR2ADIEFE

volumeMounts.subPath 7O/F 1 —%FHL., A2 —LDI—rDKDYICKRY) 2—LKNT
subPath #i§E€ L 9, 1>subPath il& Y., B— Pod TEBOERBMD/ZHIC1 DDRY 2 —LA
EHETEET,

R)A—LADT 7AIND—EEZRRTSICIE, oc rsh ATV FEEFTLET,
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$ oc rsh <pod>
sh-4.2$% 1s /path/to/volume/subpath/mount
example_filel example_file2 example_file3

subPath #iEE L £ ¢,

subPath O {#EAHFI

apiVersion: vi
kind: Pod
metadata:
name: my-site
spec:
containers:
- name: mysql

image: mysql

volumeMounts:

- mountPath: /var/lib/mysql
name: site-data
subPath: mysql g

- name: php

image: php

volumeMounts:

- mountPath: /var/www/html
name: site-data
subPath: html 9

volumes:
- name: site-data
persistentVolumeClaim:
claimName: my-site-data

ﬂ F—IR=lEmysql 7 ALY —ICREINZET,

9 HTMLOYF VYt html 7 4 LY — IR EINE T,

F275 K 21— LDEHE
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R28F KN 1 —LDEH

28.1. &

PersistentVolume 7+ 72 = ¥ bi& OpenShift Container Platform 2 S X4 —DA ML —T 1) Y —2
TY9, AMNL—=YIF, V5 R49—EHEEND PersistentVolume 7+ 72 =¥ b % GCE Persistent
Disk. AWS Elastic Block Store (EBS) 8L U'NFS YUY RREDY —ADNSERTE I &L >TT
OEYaz=vJTcEEd,

pa )

Fro>24%—m&E] A4 Ki&k, INFS] . T[GlusterFS] . TCeph

RBDJ . [OpenStack Cinder] . TAWS EBS] . [GCE Persistent Disk] . [iSCSI]
H L [Fibre Channell %{#H L Txk#EA b L — T OpenShift Container Platform %
SRY—ETOEYa=_VITEHEE. VS RY—DOEBERAITICHALE S,

AML—=CE, YUY —RDEK (claim) 2 8ET 2 EICLYRBTEICRYEST, ANL—VY Y —
ZDNEKIL PersistentVolumeClaim#+ 7V ¥/ PAFRA L TEITTEET., ZDEX (claim) (.
BEFERTIABRIC—BIT IR 2a—LERTIIRYET,

282. A NL—YDEK

2AMNL—YOEXKIZ, 7OV T Y MTPersistentVolumeClaim 4 73 ¥V ME{ER L TEITTEZE
£

Persistent Volume Claim (kiR Y 2 —ALFEkK, PVC) ATV 1V bESR

apiVersion: "vi1"
kind: "PersistentVolumeClaim"
metadata:
name: "claimi"
spec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: "1Gi"
volumeName: "pvoeoli"

283. R a—LEEBKRKDNA VT4V

PersistentVolume IXFEED! Y —ATY, PersistentVolumeClaim (A ML —TH A4 X2 ED
HEDBMZRDUYY—RADEKRTYT, Inb 2EFDEICIK., BRZFIAATELRY) 2 —LIC—HI

H, BRER)2—LENA Y RTZTORDBHYET, ThiZLl., BRI Pod DR 2—4L&

L CTERATXZ 9., OpenShift Container Platform [dEBXRKAHR— M 2R 2 —LEHRRL, Ihi

PodIiC¥o Y MLET,

CLIZERALTIITY)—%ETL, BRFLAEIR) 2—LBNRNA Y RINTVEINEI L ZHEITEE
TO

$ oc get pvc
NAME LABELS STATUS VOLUME

330


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-index
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-persistent-storage-persistent-storage-nfs
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-persistent-storage-persistent-storage-glusterfs
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-persistent-storage-persistent-storage-fibre-channel

$28%F KR 1 —LDEA

claimi map[] Bound pveool

$ oc get pv

NAME LABELS CAPACITY ACCESSMODES
STATUS CLAIM

pveee1 map[ ] 5368709120 RWO

Bound yournamespace / claimil

28.4.POD ORY) 21 —LE L THEXR

PersistentVolumeClaim (£ Pod IC& 2 TR 2 —L& LTHERINE T, OpenShift Container
Platform (& Pod &[@ U namespace DIEEIN/BZAITERZRFKEL. ZOEXRZFEAL TINICHE
T2YIVNTER) 2 —LERRLET,

EK%Z3T Pod DESH

apiVersion: "vi1"
kind: "Pod"
metadata:
name: "mypod"
labels:
name: "frontendhttp"
spec:
containers:
name: "myfrontend"
image: openshift/hello-openshift
ports:
containerPort: 80
name: "http-server"
volumeMounts:
mountPath: "/var/www/html"
name: "pvol"
volumes:
name: '"pvol"
persistentVolumeClaim:
claimName: "claimi"

28.5. R) a—LEEBRDEGNA VT a4V T

PersistentVolumeClaim % /X4 > K§ % PersistentVolume %= IEFEICIEEL TW 35

&. volumeName 7 1 —/L RA{FEAL TPV % PVCICHEETEET, TOAEIEF. BEDYYFVY
BLUONA VT4 77O EEKLET, PVC I volumeName ICIEEI N ZE CEZAIAED PV
ICDHNA VY RTEFET, COZFETEREFD PV AEEL. Available D&, PV & PVC (. PV A

PVCOSRILEL IS —, PTOEZRE—RBLITN Y —REBREW/LITHNE D MIERDRL/NA VR

IhET,

$5128.1 volumeName M # % Persistent Volume Claim (kAR ) 2 —AEX, PVC) A 7o/ b
E#
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apiVersion: '"vi1"
kind: "PersistentVolumeClaim"
metadata:
name: "claimi1"
spec:
accessModes:

- "ReadWriteOnce"
resources:
requests:
storage: "1Gi"
volumeName: "pvoeoli"

8%

claimRefs Z:XE T HHEEIX, HAINTWVWBRI—RAT—RICH T —BEMLERET
T, R 2a—LZEBERTEXZ21—H—%FRTI2RENAY ) 12— 3 VISEAEST
-a—c

pa )

9525 —BEEIF, 1—F—DKbYIC claimRefs ZRET DHIIC [EL 7 —&
TINWICEBR) 2—LDNA VT4 VT ZRETDBIEEETITRAT 2HEDNDHY
e i’a—o

VSR —BEEENMBOERISHLTOAICRY) 2—L% [FH] L. ThUADERDZDOHBED
KRR 2 —LIKNA Y RINBFUINA Y RINBWEDICT BRI EETEET, JDHE. BE
Zld claimRef 7 4 —)IL R%ZEHLTPVC %Z PV ICIEETZT XY, PV X claimRef CTIEEINS[E
UC&AIS & U namesapce #F:D PVC ICDIH/N1 Y RTEXY, PVCOTVERE—RBLVT) V—

ZERDEHIF. IRILEL VY —DEAINDIBETEPVSELTPVC ARSI Y RINBDITHE

INZBELNHY FT,

claimRef TOXk&HEARY) 21 —LA TV TV MESE

apiVersion: vi
kind: PersistentVolume
metadata:
name: pvoOO1l
spec:
capacity:
storage: 1Gi
accessModes:
- ReadwriteOnce
nfs:
path: /tmp
server: 172.17.0.2
persistentVolumeReclaimPolicy: Recycle
claimRef:
name: claiml
namespace: default
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$28%F KR 1 —LDEA

volumeName % PVC ICI EE L TH. ZD PVC HB/NA YV RINDREIICEAR S PVC NIEEIN PV IC
NA Y RINBZEEBCRTIEHY THA. EXIEPV A Available IC7: % F T Pending D F £
ICiRY £9,

claimRef % PV ICIEE L TH., BEINLZPVC HELDZ PVIINA Y RINBZ AR CRRTIED
YEHA, PVCIRBEDNA VT4 7 7OCAICEDVTNANSI VY KT BHD PV A#BRHIGRIRTE X
T TDH, INODIF A ZRIF, BERXDIBERR) 2a—LIINA Y RINBELIICTBIC

. volumeName # & U claimRef O AN EEINZNELIHY X T,

pv.kubernetes.io/bound-by-controller 77/ 57— 3 >IZDWT Bound PV £ KU PVC X7
ERET S EICE Y. volumeName H L U/ F721F claimRef DEREDY v F U IBLUVNA VT«
VIO ANDHEAEETEE T, volumeName & L U/ F 721& claimRef M B ICERE L - PV
BLUPVCIZIFZDT7 /7= avhHYFEFEAN, BED PV ELUY PVC TlEINIE "yes" IT5%
EINTWET,

PV @ claimRef N —E®dD PVC & & £ U namespace ICEREINTWT, PV A° Retain F 7zl
Recycle DEYNRY ¥ —IZH L TEIRI N TWBIHE. €0 claimRef [& PVC 72| namespace £
EDPFEELRLCR>TERL PVC £B LUV namespace ICEREINZEFICRY FT,
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$29%F kiR ) 21— LDILER

29.1. PERSISTENT VOLUME CLAIM (71%‘;*‘1‘,7]'\ ) 2 —ALFEXK, PVC) DHLAE
=Rkl
RYa—L3RIETI /O —FLE21—#EETH Y. OpenShift Container Platform 3.10 7 5 2 4 —

TRT 74 PNTEUTREDY FEA, T—RT—RITEL > TIE. OpenShift Container Platform E 2
BN OMEEEZBWICT 2EBEIMBICEH 2 ATREENHY £,

R

RedHat @572 /Oy —7L E1—#EEDYR— MIDWTOFHH
I&. https://access.redhat.com/support/offerings/techpreview/ Z&8R L T 72X W,

OpenShift Container Platform I —+'—I{Z & % Persistent Volume Claim (k&R ) 2 —AERK, PVC) @
YRR % AT BEIC§ % ICIE. OpenShift Container Platform &i2#& (&, allowVolumeExpansion % true
ICE&E L T StorageClass 2 1FX Y 2D W EHTILENHYET, ZDIVFADLEHRINT
PVC D&%k T B2 ENTEET,

Zh &EBlC. OpenShift Container Platform 2% (X ExpandPersistentVolumes #8757/ % &
I L. PersistentVolumeClaimResize 2V NOA—Z5—%F VICT2RELNHY X

9, PersistentVolumeClaimResize Z{f I hO—5—ICDWTOFMIZ. FfHav ho—
Z—] #HRLTLEIW,

HEEES — N EBWICT BICIE. ¥ AT L2 T ExpandPersistentVolumes % true ICEREL X T,
1. B [/ —REEYY 7] Z8BELEFT,
I # oc edit configmaps <name> -n openshift-node

UFIChZERLET,

oc edit cm node-config-compute -n openshift-node
kubeletArguments:
feature-gates:

- ExpandPersistentVolumes=true
# systemctl restart atomic-openshift-node

2. YR —API LUy hO—5—7YX—Y +—T ExpandPersistentVolumes #8457 — b
EBEMICLET,

# cat /etc/origin/master/master-config.yaml

kubernetesMasterConfig:
apiServerArguments:

feature-gates:
- ExpandPersistentVolumes=true

# master-restart api
# master-restart controllers
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$29%F KR Y 1 — LD

29.2. GLUSTERFS ~X— 2 O PERSISTENT VOLUME CLAIM (k%R ") 2 —
LER, PVC) DYLEE

OpenShift Container Platform &EI2#& ' allowVolumeExpansion % true IC5%7E L T StorageClass
HERT B E. TEDUZAND PVC ZERMTE, LIBIIMHEICIECTED PVC ZiEE L. #FiRP14 X
TBRTEFY,

UFICHZERLET,

kind: PersistentVolumeClaim
apiVersion: vi

metadata:
name: gluster-mysqgl
spec:
storageClass: "storageClasswWithFlagSet"
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 8Gi g

ﬂ spec.resources.requests ZEH L TIHRINIRY) 2 —LEZBERTETF T,

293. 77 MV AT L% L 7= PERSISTENT VOLUME CLAIM (K #tR
') 12— LEK, PVC) DILik

T7ANY A XD A ZEEEREETEKR) 2—4L494 T (GCEPD. EBS. &£ Cinder 72 &) I
HEOWTPVC 2R T 2ICIE 2 DDFIEEHISARZT7OECLANBRETYT, BEIDTOEZATIL.
CloudProvider TR 2—ALFA Tz MR LTHOOEBD /) —RTI 7MY AT LEIRL
_a—o

J—RTDI7 74V AT LADIRIE, 3R Pod AR 2 —AEHICEET 2IBBICOAEFTINE
_a—o

DT 7O+ RE., allowVolumeExpansion 7 true ICERE X /= JREET PVC £ StorageClass H
SERINTVWE I EARIHRELTWVWET,

1. spec.resources.requests ##E&E L TPVC 2#R&E L. FiRUP A XEEXRL XY,
CloudProvider # 7Y =7 hDH A AEZENKR TS &, PVC I
FileSystemResizePending ICEREINZE T,

2. K EWRT HOICLLTOAYY RZANLET,
I oc describe pvc <pvc_name>

CloudProvider 7 79 2 hDHY A XEENRT T E, KimR) a—L (PV)F 7V M
PersistentVolume.Spec.Capacity I[CHTRICERINAY A XEZRMLET., JDIFRT. PVC
DO Pod AERE/ZIEBIER LTI 7MY AT LDY A XAEEARTTHIENTEET, Pod
DEITINTWBIFE, FMLICERINLT A XHFIAFTBEICAY. FileSystemResizePending 5
HH PVC M SHIBRINE T,
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29.4. 'R') 1 — LDIEREFICEEEN 5 DEF

YRAY—FlF /) —RTERERDZ XML —Y DIRERICKE L 7235 & 1. OpenShift Container Platform
DOEBFEITFEHTPVC DREZEIBL, EREFEONALLICOY hO—F—IC& > THREMICHERT
INBY A4 XEKRZRYBELET,

RE. INSOFIREFHTITL, TTTEIEY,

1. Retain EIXKY ¥ —T, BX (PVC) Ic/N1 Y RINTWB PV AEY—S LET, Thid., PV
%=#R5%E L T persistentVolumeReclaimPolicy » 5 Retain ICEE 52 & THRETY,

2. PVC ZHIFR L T (RIFEBERINE ),

3. WM I N/ PVC A Retain E¥— 2V XN PVIC/NA Y R BICIE. FEITPV 2iRE
L. PV %&b 5 claimRef T M) —%HIfRLEd, TN T, PV IX Available & ¥ —2 &
nNEd, PVC DERINA Y RICETRERIEZ. TR 2—LEERODERINA VK] 2#B8BL
TLEIW,

4. NSDDOY A ZXF /13, EBOZA N L=V OS5 —IcLYEIY Y THEERY A XTPVC %
BERLET, £/, PVC ® volumeName 7 1 —JL K% PV DEZHIICRELEX T, TN T,
TOEYazZvIINZPVOMIPVCHNLI Y RINET,

5 PVTEINARYY—%ETTLET,
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$F30E YE—rIYY ROET
$30EZ JE— bV Y RDOELT

30.1. i &

CLIZFRALTCAYFF7—THE—PITVRERITTEEY, INICLY, AVFF—TIL—F Ui
EAEITTD-OD—EMNA Linux 7YY RAEITTEET,

BF

txal) T4 —(REDEHICLY] . oc exec AVY Y KiF, O¥ ¥ R cluster-
admin 1 —H— ([l L > TEITINTVWIGEEERE, BEMSZIOVYTF—IIT7I2EAL

EOELTEMELEFEA, FMIE. CLIBBEICIODVWTONEY V] #S5BBLTLKE
T LY,

30.2. EARLRERAE

DE—RIAVFTF—OTY REFTOYR—MZE ICLII ICHARAFNATWET,
I $ oc exec <pod> [-c <container>] <command> [<arg_1> ... <arg_n>]
UFICHZERLEYS,

$ oc exec mypod date
Thu Apr 9 02:21:53 UTC 2015

30.3. 7O 3L

95477 MIEKR%Z Kubernetes APl F —/RX— I L TERGTLTAVYTF—DYE—rITY FDE
TERBLET,

/proxy/minions/<node_name>/exec/<namespace>/<pod>/<container>?command=
<command>

£SO URL ICIEUTAEENE T,
e <node_name> (&./ — K®D FQDN T,
e <namespace> (&% —% v b Pod M namespace T9Y,

<pod> (4 —%"v b Pod DERITY,

e <container> ¥ —4yv NIV FTF—DEREITY,
e <command> [ZIETINZVELIOYY KTT,

UFICHZERLET,

/proxy/minions/nodel123.openshift.com/exec/myns/mypod/mycontainer?
command=date

IS, VATV MINRSA—Y —%ZFEKICEML TUTICOWTHERLET,
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o VATV MIVE—NISATY DAY Y RICAAEZET B (BEEAA: stdin),
e VSATYINDY—IFILIETTIY TH 5,

e VE—PNIAVFF—DIT Y RIFEEEA (stdout) 5V 54 7> MIHEAEEEFET %,

e VE—PNIAVFTF—DIAT Y RIFFELEIS—HA (stderr) BH I F4T7 Y MIHENDZEFLE
_a—o

exec BRK®D APl —/IN—~DEEER. V774 T7 Y MNEIZERAN) —LEZYR—MNT2EDIERE
Ty TL—RLFET, BEORETIZSPDY 2FAHLTWE T,

V547 MIBEANT (stdin), ZEH T (stdout), BLTIERET S —HA (stderr) BICZENETNRDR
MY—LZERLET, AN —LEXFTZEHIC. 751472 MER MY —LD streamType
ANy & —% stdin, stdout. F7/ (L stderr DVWTIMNERELF T,

JE—FITY RETEROLENMTT2E, VFAT YV MIIRTDRAN)—L®TyvTIL—FR
IhicEmb L UCERE LS EREZRALCT T,

R
FHHICOWTIER, T7—FF70Fv—1 A4 RESRLTLEIV,
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FHT 7740 OAVFTF—DB/ADIE—
BINEZE T 74OV TFF—IB/IADIE—

31.1. &

CLI#EFRALTCaYTF+—DYE— T4 LI MN)=II/D50—ALT 74 EIE—TEZET, Th
X Nv Ty SEERTERITTZDICT—INR—RAT—H4T% PodICOAE—L. Pod h5 3
E—d25DICHEIIDY—ILTYT, £ ZTFDOPod MY —RT774ILDKRy N)AO— RKEHR—K

T3HEIC. V—RAOA—RNROEBRZREOT /Ny JEWTEITHOD Pod ICAE—FBDHICHEATE
i’g—o

31.2. EARMERAE

A—ALT77A4NLNEAVTT—DLAIAE—T2LHODYR—NE, [CLI ICHMAAEFNTVET,
I $ oc rsync <source> <destination> [-c <container>]

ez B—ANTALI MY —%Pod T4 L7 M)—IZOE—F 2T LTFERTLET,

I $ oc rsync /home/user/source devpodl1234:/src

Frold, Pod T4 LI M) —2O0—AT4LI M) —IZOE—F 22, UTFTEETLET,

I $ oc rsync devpodl234:/src /home/user/source

313. T—IR—RDN\Y I Ty TELMET

oc rsync 2FHLT. T—IR—RT7—HA TEBEDT—IR—RAVTFT—DOHRT—IR—
A2AVTF—0kEERYY 2 —bTF4 LI M) —ICOE—-LZ T,

pa

MySQL LT ORI TERINTWE T, mysql|MYSQL % pgsql|PGSQL 7z (&
mongodb | MONGODB (CEEX# X, [#iT7H4 Kl 28R LTHR—rIhTWBET—%
R=ZAA=VIIFHTEITY REBERELTLLEIV, ZOBTIEBREEDT—49 R—
AAVTFF—%FRHLTVWS I EERHIRELTWVWET,

. EITHDOT =Y R—X Pod B oBEIEDT—IR—R%&Ny Ty TLET,

$ oc rsh <existing db container>
# mkdir /var/lib/mysql/data/db_archive_dir

# mysqldump --skip-lock-tables -h ${MYSQL_SERVICE_HOST} -P
${MYSQL_SERVICE_PORT:-3306} \

-u ${MYSQL_USER} --password="$MYSQL_PASSWORD" --all-databases >
/var/lib/mysql/data/db_archive_dir/all.sql
# exit

2. O—ALITI VIR LTCT—HhAT 774D ) E—NEHAEEITLET,

$ oc rsync <existing db container with db
archive>:/var/lib/mysql/data/db_archive_dir /tmp/.
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3. LRBTHERINET—IR—RAT7—H4 T AL 2 DEHD MySQL Pod =B L F T,
MySQL Pod IC&[E#H D DATABASE_SERVICE_NAME D72 (FHuid7y) 8 A,

$ oc new-app mysql-persistent \

-p MYSQL_USER=<archived mysql username> \

-p MYSQL_PASSWORD=<archived mysql password> \

-p MYSQL_DATABASE=<archived database name> \

-p DATABASE_SERVICE_NAME='mysql2' Q

oc rsync /tmp/db_archive_dir new_dbpod1234:/var/1lib/mysql/data

$
$ oc rsh new_dbpodi1234

ﬂ mysql (&7 7 4L b TY, ZOBITIE mysql2 NMERINFE T,
4. BEY)RAYY REFERLTCIAE—INET—IR—RT7—HAATT14 LV M) —DSFHHRD
T—AR—RAVTF—ILT—IR—REE\ETLIET,
MySQL

$ cd /var/lib/mysqgl/data/db_archive_dir

$ mysgl -u root

$ source all.sql

$ GRANT ALL PRIVILEGES ON <dbname>.* TO '<your
username>'@'localhost'; FLUSH PRIVILEGES;

$cd ../; rm -rf /var/lib/mysql/data/db_backup_dir

—NATINET—IR—%EF>T2D2D MySQL F—F¥R—R Pod A 7OY T
INTVWBZEILRYET,

31.4. E%

oc rsync AYV KNI, V9547V MOV TCA—AILD rsync AXY REFRLEY., D5
B, VE=—PAVFTF—IZE rsync AX Y RBH B EDPBEICRYET,

rsync "O—AIFLIF) E— POV TF—IZRWGE, tar 7T—HA 7HO—HILITERI N, tar
N7 7ANERBRATZEDIERAINZIVTF—ICEEINET, tar Y E— bV TF—THA
TERWBHICOIE—IFERBLFT,

tar DO E—75%I3 rsync EERRICHEET ZERTIIHY FH A, =& XK rsync IZ5BET 1LY b
)—%ER L (FELRVWIGEER)., V—RERWEBODEDD 771 ILDHEEEFELET,

pa

Windows Tl&. cwRsync 7 54 7> kN oc rsync AY Y RTHEBTHLHICAI VR
h—JLEh, PATH IGEMI N2 BENHY FT,

31.5. COPY SOURCE Di57%E

oc rsync AY Y ROV —ZB|#EO0—AIT14 LI ") —F/PodTa4 LI MN)—DWThh%ES
BIZ2BENrHYET, B2DT7 7 IIVIERIFETIETR—FINhTVWEHA,

Pod T4 LI N —%$EETZ2HE. T4L VM) —ZDHIC Pod &% T 2REDNHY XY,
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I <pod name>:<dir>

EHED rsync DFEERAKIC. T4 LI M) =B REXL—49— (/) TRTT2HE. T1L 7
N)—DRBEOHANBEICIE—INET, TOTHRVWHEEIE., T4LIMN)—BEDPZORBIART
EHIIBEICIE—INZET,

31.6. COPY DESTINATION Di5FE

oc rsync AV Y RDOBEBIHET A LI MN) —%BRBI20ENHYET, T4 LI MN)—DEEE
9. rsync AOAE—ICERAINZGEE. T4 LI MN)—DERINZET,

31.7. 585 TD 7 7 1 L DY

--delete 757, O—HITA LI RN —ICHBW)E—RTFTALIN)—IZHDT7A4ILEHIBRT
51-OICFERATEET,

31.8. 7 7 M ILZEEIC DWW T O#EER 2 [F HA

--watch 4 7> ava@Ad2E, AV Y NIV —RNRRATIFANY AT LADEEEZE=Y—L,
RENMELRETNOZRABLET, COFIHERET S&. AT Y MFEARICRITINE T,

FEHIERWIERTIBORICETIN, RRICEILTZ2 774V AT ALICE > TEREMUH L ASHEG
MicETINnAanLDdICLET,

--watch#+ 7> a VA FRAT 2548, BEILEE oc rsync IEINZEIMOFERA%SE® oc rsync

YR LUFEITRET 2B EARKICARYET, TDRD, --delete 72 ED oc rsync DFED
FUOHELTHERAINZRL 7S/ TIOEBFEZHIEITEET,

31.9. =& 7% RSYNC #aE

oc rsync IV Y RIFBED rsync FEAX Y R4 DA TV avERRLEHA. oc rsync T
FMEATELAWVEED rsync IV Y RSA Vv F T a V% FHAT 555 (--exclude-from=FILE 7+ 7
vavRE) ULTDLDITEED rsync @ --rsh (-e) 7 7> 3 > 71 RSYNC_RSH IRIEZ# % o]
WRELTHERTZIENTEET,

I $ rsync --rsh='oc rsh' --exclude-from=FILE SRC POD:DEST

FLBUTZRTLET,

$ export RSYNC_RSH='oc rsh'
$ rsync --exclude-from=FILE SRC POD:DEST

EERDOBHDONTNEEED rsync 2 E— b2z TOYSLELToc rsh #FAT 5L ICERE
LT YE—KPod ICERTEEELIICLET., INSIF oc rsync 2ETT2REAEZERYET,
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5R32E R— MNERix

32.1. &

OpenShift Container Platform (& Kubernetes IC##A F 7= #BEZ I L TPod ~D/R— MNEriX &
R—KLET, FlE. T7—F77Fv—1 25BLTIEIL,

CLIZERLT12ULtOO—HILR— % Pod ICERETEZET, ChICLY., IBEINER—NEE
EZ v LDR—bTA—AIICY) v RV TE, Pod DFFIER— MA/DNST—H HEETEET,

32.2. EARMARERAE
R— MNEEEDHR— ME TCLI ICHEAATNTWVWET,

$ oc port-forward <pod> [<local_port>:]<remote_port> [...[<local_port_n>:]
<remote_port_n>]

CLIFa—¥—Il&oTHEEINELETNEThOO—AIR—KTY YRV L, LFTHAIATWSE T
ArINTEHEEERITLET,

R—MIUTOEREFEBLTEETZET,
5000 54T MIR—K5000 cO—AITY vy RV L, Pod ® 5000 ICExEL T,
6000:5000 54 7 NEKR—K6000 TA—HILICY v R L. Pod ® 5000 ICEEEL £,

15000 X7 VAT MIEETDOO—HILR—F%ZRERL, Pod D 5000 ICERIXL £,
I3 0:5000

=& ZIE, R— b 5000 8L 6000 TO—HILIZ vy RV L, Pod DR— bk 5000 & £ U 6000 ~/H
S5F—45EETDICIK. UTFAETFTLET,

I $ oc port-forward <pod> 5000 6000

R— b 8888 TH—AJLICY YR L. Pod M 5000 ICExiX T B ICId, UTFEERTLET,
I $ oc port-forward <pod> 8888:5000

ZZER—bMTO—HIVICY) v RV L, Pod D 5000 ICEET 2I01E, LFE2EITLET,
I $ oc port-forward <pod> :5000

Flld. UTFZERTLEY,

I $ oc port-forward <pod> 0:5000

323. 7O 3L

754 7 blE Kubernetes APl H#—/X— (I L TER%#ZE1TL T Pod ~NDR— bEREEERITLE T,
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B32% R— b

I /proxy/minions/<node_name>/portForward/<namespace>/<pod>
LEED URL ICIEUTAEENZE T,

e <node_name> &/ — K® FQDN TY,

e <namespace> (&% —%" v b Pod M namespace T9Y,

e <pod> (¥ —4"v b Pod DEZRITTY,

UTFICHlERLETS,
I /proxy/minions/nodel123.openshift.com/portForward/myns/mypod

R— MREEEKR%Z APl H—NN—|TEELRIC, V54TV MISELRCRAN) —LZYR—bTBED
IERET7y SO —RLET, RAEDERETIE SPDY 2FHALTVET,

V4T MNEPod DI =7y NR—KMEBL port N\v ¥ —TRAKY —LZEHRLEFT, AN —L4
IKETRAFENDTRTDT—FId Kubelet BETH —7' v b Pod BLUVR—MMIEFINFET, Ak
I, EREINER T Pod B OEFEINDZIARTDT—FEI 4TV MDODEILR M) —LALITEFS
hi’a—c

94TV ME, R—MEGEEBRIMRTTEEITRTDRARN) =LA, Py T —RIhikERE LV
EeRoEmzMALETT.

= a-3]
' HMICOWTIR, [7—*%50Fv—1 A4 REBBLTIEIL,
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FEIBE HEAE! —

33.1. &

Linux ICi&, SystemV & POSIX EWD 2 DDA TORBAEY —F TPV MhHY EF, Pod D
AT F—EPod MY 75 ANS I Fv—aYFTF+— IPC namespace %45 L. System V HH X

EN—ATPVzIMNAHBETEET, AETEEZNON POSIXEBAEY —F TV N 2HETS

FEICDODWTHHRBALET,

33.2. POSIX HBE X E) —

POSIX B X £ —TId. tmpfs #' /dev/ishm ICX DY hINZREHLHY £, Pod DIV TF+—I&
ETNHDOY IV b namespace HA LAWED, R a1—L%ZHERALTHEL /devishm % Pod D& 3
VFT—ICRELET, UTOFITIE, 22037 FH—RBTPOSIXHEEXE) %ty N7vTd
2HEERLTVWETY,

shared-memory.yaml

apiVersion: vi
id: hello-openshift
kind: Pod
metadata:
name: hello-openshift
labels:
name: hello-openshift
spec:
volumes: 9
- name: dshm
emptyDir:
medium: Memory
containers:
- image: kubernetes/pause
name: hello-containeril
ports:
- containerPort: 8080
hostPort: 6061
volumeMounts: 9
- mountPath: /dev/shm
name: dshm
- image: kubernetes/pause
name: hello-container2
ports:
- containerPort: 8081
hostPort: 6062
volumeMounts: Q
- mountPath: /dev/shm
name: dshm

tmpfs R1) 2 —4 dshm 23 8E L £,

dshm T hello-containerl1 ® POSIX B X EY) —&2HBMICLF T,

®©0
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BIBFEHELEY —

9 dshm T hello-container2 ® POSIX £ X E) —&#BMILE T,

shared-memory.yaml 7 7 1 JL %A L T Pod Z{EK L £ 9,

I $ oc create -f shared-memory.yaml
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BME TS ) r—avDEEMN

34.1. &

YIRNDITDOYRATATIE, AVR—RY MI—BNLRE (—RBNICERISDbh 2R Y), RET
S—. FREEABOKEEFRICEATIMABEREICIVEETRAZZENHY £, OpenShift
Container Platform 7 ) 4 —> 3 vIilid, EETAHAWVWIYTF—2REL. ThICHIET 2726 DE
ZL DA T avhrbhyFd,

342 J7O—JAFERALEZOAYTFF—DANILARF T VY

TO—JIRRETHROI VT F—TCTEHMICEITT 5 Kubernetes DENMETY, IRBEFETIX, 2 D091
ToT7Oa—ThHY. TNETNHIPENRICERINhTWET,

Liveness 7O—7  liveness 7A—7&. liveness 7O— AR EINTWZ AV T FT—DRITHTH D H
EIDEHBILET, liveness TO—THKRHT % &, kubelet IEZDHERERY & —
IKEDWTOYTF—%@HTLET, Pod RED
template.spec.containers.livenessprobe 2% > %5 %E L T liveness
FIv I ERELEFT,

Readiness 7’0 — readiness 7O—7 AV T F—HEREZRBTET 2N EINEHFI L F T, readiness

7 TO—7HMaAVFF—TKRTBHBE. TV RRA4v Iy bO—5—FaV T+ —
DIPT7RLADNTRTOIY RRA Y MHSHIBRINDEDICLEFT, readiness 7
O—7 Y7 +—rERTHOBETE. ThHOF -5 NS T714 v 7 %%E
LBRVWEDICZYRRA Y ROV MA—F—IIR L TESEESLOICERATE X
¥, Pod ZE®D template.spec.containers.readinessprobe 2% v #'#%
BREL Creadiness Fx v 7 2R ELE T,

TO—TDEBBYAIVTIE, WEBEATRINE2DOD 74— RTHIEXINhFT,

74— K Bl
initialbelaySeconds YT+ —0 70— 7FB%OFHEER-.,
timeoutSeconds TO—T7hRT$T2FETOFEIER (T 74/ b:

1), ZOEFE%BE % &, OpenShift Container
Platform (7R —7 KRB LAZEDEARLET,

EE5D07O—TEUTD3I DOAETHEETEET,
HTTP Fx v ¥

kubelet (Z web hook #EBE L CaAVFF—DEEEZHRLEFT, COFTy ZIEHTTP ORBREZI—
KA 200 i 5 399 F THEDFZBEICEREEARINET, UTFE. HTTPFxz v o Ax&EERLE
readiness F v 7 DHITY,

$5134.1 Readiness HTTP ¥ v ¥

readinessProbe:
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FLHMETFTIVr—avDEEN

initialDelaySeconds: 15

httpGet:
path: /healthz
port: 8080
timeoutSeconds: 1

HTTP Fx v 7., ThHPRDJIHEALEINTWBHEESIEHITP RF—49 XA 0—RERT 7)) yr—
YavIkBELTWET,

AVTF—RTFIv 7

kubelet IOV FF+—ARNTOAVY Y REETLET, RT—FY R0 TCFIv IR TITREEETHDE
HRINZET, UTEAVTF—ETHE%=FERLKL liveness Fx v 7 DHITT,

- cat
- /tmp/health

f5134.2 Liveness AV 5+ —RTF v ¥
llvenessProbe
exec:
command:
1n1t1alDelaySeconds 15

R

timeoutSeconds /XS X —¥ —|F. IVFF+—FTFTF v D Readiness H LV
Liveness 70— 7ICITZEEHY FH A,

TCP Y5y hFxv Yy

kubelet ixTVFF—ICLTY sy MR EERTLET, AVFFHF—WEFz vy TEREREIL
TEXLBEBILDAERETHDEHFRINET, UTIXTCP VY Yy N Fx v U AE%FERL K liveness
FTvIDPTT,

port: 8080
initialDelaySeconds: 15

timeoutSeconds: 1

$134.3 Liveness TCP V4 vy hFx v ¥
livenessProbe:
tcpSocket:

TCP YTy hFxvUid, AR TITBFETY vRVERBLABWT TY r—2avIBELTVLE
-a_o
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ANRAFTYIICDWTOFMIZ. Kubernetes RF a2 XV b BB LTLEIW,
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http://kubernetes.io/docs/user-guide/walkthrough/k8s201/#health-checking

FEISTmE ARV
E3E A X b

35.1. i &

OpenShift Container Platform M 4 ~X > k(& OpenShift Container Platform 7 5 X4 —® APl A7 ¥
MIFLTRETDZIAIRYMIEDVWTETIMEINE T, 1RV MILY, OpenShift Container
Platform (&') V —RICEKF LRWHETIHREICELTWVWERAARY MIDWTOERZEHTIFT, X
oo BREBSLIVCEERENMM—INALAETIYRTLAVR—IR Y MIDVWTOBREFRATES4LD
IKLET,

35.2.CLI IC& B 1M XY hDXRR

LUFOARY REFE>THETAY I ROARY FO—EBEEZRMBTEEY,

I $ oc get events [-n <project>]

35.3. VY —JILTDARY NORFR

Web O Y —JL®D Browse — Events R—Y TC7OV IV MDARY NERRTEXZET, Pod BLV
FTOAARXRY N R EDMDEZL DA TV MIIXHMBD Events ¥ 7HH Y. ThidF T2 o MIC
EETZIRNYNERRLET,

35.4. 8 EMRA RV N—&
Z Dty 3> Tld. OenShift Container Platform D4 XY MNIDWTERBAL ¢,
K351 REA RV b

E:0] B4

Failedvalida Pod SR EDMREEICK L F L7,
tion

#3527 F—MRV b

Hui B4

Backoff Ny oF7 (BER) ICLYavyFF—rKELELE,
Created AVFF—MERIhE LT

Failed FIVIHERR/EREN DV RER L & L 72,

Killing AVFF—ABEKRTLTVET,

Started AvFr—rEFHLE L.

Preempting ftbtd pod % BB HFH T,
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E:0] B4

ExceededGrac AVTFHF—Z 084 LI BEOHFHELIAIIC pod ZEIE LFHATLE,
ePeriod

KRIIEFEMA RV b

e A
Unhealthy AVTHF—HDEETREHY FEA.

K3IBAAA—TJA RV B

E2:T) tEA
Backoff Ny A7 (AVTF—iEE. A A=Y DTI),

ErrImageNeve 4 X —< @ NeverPull Policy D:gRbHY £,
rPull

Failed AX=IDTIITEKBLFE LT,

InspectFaile A A=V DREICKBLE L,

d
Pulled AA=IDTIVICEIIL, AVTFF—A A=IDBIT I VICTTICEINTWET,
Pulling A A=V % T LTVET,

KIBSEAA—IIR—TIv—ARV |

E:0] B4

N

FreeDiskSpac EETARVREIEETIEENMRELF L,
eFailed

InvalidDiskC BNRT 1 RIVBRETY,
apacity

&356 /—KARV

E:0] B

FailedMount ARY)a—LdDYo Y MIKBRLUELRE,

3

(3

0



B/IBE ARV b

E:0] B4

HostNetworkN RARNDRY NT—=O BN R—FINTVWEHA,
otSupported

HostPortConf KA NK—KOESE
lict

Insufficient 22X CPU D HLICHY FH A,
FreeCPU

Insufficient EIAEY—D+RICHY FHA,
FreeMemory

KubeletSetup Kubelet Dy k7 v FITKREBLZF L7,
Failed

NilShaper YIANR—DEBEINTVEEA,

NodeNotReady J—RDEFDTETVEEA,

NodeNotSched J—RBRHF T a—LAERETIEH Y T A,
ulable

NodeReady J—RDEFHTETVET,

NodeSchedula J— RPN 2T 21— I)LATRET T,
ble

NodeSelector J—RELIVY—DF—BHrHYET,

Mismatching

outofDisk TARIVDEIRENFRLTVEY,
Rebooted J—RHIBEFLI L.,

Starting kubelet ZEE L TWE T,

FailedAttach RY21—LDT7YYFICKBLE L,
Volume

FailedDetach R a2a—LDT7HYy FRERRICEKEBLE L,
Volume

VolumeResize R 21— LDIFRABIMIKELUE L,
Failed
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E:0] B4

VolumeResize EBICARY 2 —L%HERAMENUE LT,
Successful

FileSystemRe 77 AT AT LDORBRMEMIREL £ L,
sizeFailed

FileSystemRe EBICT7AILY AT ADEEMENINE L,
sizeSuccessf
ul

FailedUnMoun R)a2—bDTo Y MERICKBLE L,
t

FailedMapVol R)a1—LDIyEYTICKRBRLE L,
ume

FailedUnmapD FTINAZADI Y EV TEBRICKEL Z L,
evice

AlreadyMount RY2—LDBNTTIIIRT Y NINTVWET,
edVolume

SuccessfulDe RY2—LDTYY FHREBICBBRINE LT,
tachvVolume

SuccessfulMo R a—LAEBICTOY MINFE L,
untVolume

SuccessfulUn RY21—LDIY Y MPEBICBBRINE LT,
MountVolume

ContainerGCF AVFF—OAR—I AL I avIlkBLE LA,
ailed

ImageGCFaile A A=V DAR=Y ALV avVIZKRBLE L,
d

FailedNodeAl 2 R 7 LFHID Cgroup HIRRIASIICKE L % L7,
locatableEnf
orcement

NodeAllocata 2 RT LFHID Cgroup ®lIRREBRICL £ L7,
bleEnforced

UnsupportedM ROV NATSavhERBTY,
ountOption
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E:0] B4

SandboxChang pod DY KRRy IV ANEBEINZE LT,
ed

FailedCreate pod D> KRRy 7 ZDEMRICKEL F L7,
PodSandBox

FailedPodSan pod H¥ KRy 7 ZDRREBERFICKEL £ L7,
dBoxStatus

*35.7Pod 7—h—A RV b

E:0] B4

FailedSync Pod ORIHAN KB L £ L7,

K3 VAT LA RV B

EA:T] A
SystemOOM 95 24 —IZ OOM (out of memory) JREENFE L F L 7=,

#<35.9 Pod 1 R~ k

E:0] B4

FailedKillPo pod DIELEICHKREL F L7,
d

FailedCreate pod AV T+ —DERICKB L ZF L7,
PodContainer

Failed pod 7—% T 1L U N —DERICKBLZE L7,

NetworkNotRe XY NT—DDEBHNTETVERA,
ady

FailedCreate ER TS —: <error-msg>.

SuccessfulCr {ER & L7z pod: <pod-name>.
eate

FailedDelete HIFR T 5 —: <error-msg>.

SuccessfulbDe BBk L 7= pod: <pod-id>.
lete
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2%35.10 Horizontal Pod AutoScaler 1 X bk

i

SelectorRequired

InvalidSelec
tor

FailedGetObj
ectMetric

InvalidMetri
cSourceType

ValidMetricF
ound

FailedConver
tHPA

FailedGetSca
le

SucceededGet
Scale

FailedComput
eMetricsRepl
icas

FailedRescal
e

SuccessfulRe
scale

FailedUpdate
Status

B4

L 7 &_75“’\\%—6?0

LIS —%BNRRABEL VY —F TV MIEBRTETEHATL,

HPAZL 7Y A2 a2 — R TCEFHATL,

RBERAN) YOV —R54TTT,

HPA IREBICL 7)) Az ETE F L,

EED HPA NDEHITKER L £ L7,

HPAOY hO—5—&, 94— v NDBREDRT—) VJEBRBTEEFHATLE,

HPA O hO—5—&. 4—45 v NOREDZRY—Y VY /5EEBTEE L,

RRLEAN) VRZREICLEEROL T A¥OI Vv Ea— MIKBLELE,

FLWH A X:<size>; EH: <msg>; TS5 —: <error-msg>

HLWH A X:<size>; EH: <msg>.

WROBEHICKBLF L7,

#35.11 Xy h7—2 4 R | (openshift-sdn)

£

Starting

NetworkFaile
d
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B4

OpenShift-SDN #BifA L £ 9,

pod DEY RT—=0 A4V H =T 2—KBLRY, pod BMEIELE T,



B/IBE ARV b

#35.12 %Xy h7—2 4R b (kube-proxy)

E:0] B4

NeedPods H—EXR— K <serviceName>:<port> & pod BXHETY,

#3513 RY a—LA XV}
i eA

FailedBindin FIAAREARAIRAR ) 21— LD, ARL—YISADEREINTVWEEA,
g

VolumeMismat R 2—LYAXFLIFISAD, ERORBEERYZET,
ch

VolumeFailed BH A pod DERTZ—
Recycle

VolumeRecycl R 21— LOBRARICEELET,
ed

RecyclerPod pod DEBEFARFICKELET,

VolumeDelete R 2—LDBIRIFICKELET,

VolumeFailed R 2—LDHIKREBEOLTS—,
Delete

ExternalProv BRORY 2 —LHWFRFLIEIARY 7 b7 TTOEY a3 =V IRz SICH
isioning £ LET,

Provisioning Aa—Lp7OoEya=-vJICkBLE L,
Failed

Provisioning JOoEYaz=v I LER) a—LDBEELIS—
CleanupFaile
d

Provisioning R a—LPERBICTOEY a3 eSICRELET,
Succeeded

WaitForFirst pod DR T a—) Y TETNA Y KMEELZET,
Consumer

K35.14SA T4 90Ty
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E:0] B4

FailedPostSt NV RS —71% pod DREENTKBL £ L7,
artHook

FailedPreSto NV RS —H pre-stop ICKEL F L7,
pHook

UnfinishedPr Pre-stop 7v 5T LEEATL,
eStopHook

K35A5TFTOM AV M

E:0] aBA

DeploymentCa FTTOAAY MDF v EIVICKEBLE L,
ncellationFa
iled

DeploymentCa TTAAA VI F P EILINFE L,
ncelled

DeploymentCr LWL yr—vavaryhao—5—%&FExKLELE,
eated

IngressIPRan Y—ERIZEIY H TS Ingress IP b’ Y £H A,
geFull

#3516 A7 a1—F—ARV b
E:0] B4

FailedSchedu pod DR Y 2—1) > JITKE: <pod-namespace>/<pod-name>, DA RV b

ling l&. AssumePodVolumes DKM, /N1 v ROEBLHZE, BHOEHTRELET,

Preempted / — K <node-name> (2% % <preemptor-namespace>/<preemptor -
name>

Scheduled <node-name> | <pod-name> NIEEFICEIY HTOLNhFE L,

#35.17 DaemonSet 1 X b
EAT) S%ER

SelectingAll Z M DaemonSet (&£ pod #BIRL TVWET, BTRVWEL VY —DRETT,
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i

FailedPlacem
ent

FailedDaemon
Pod

B/IBE ARV b

B4

<node-name> ~® pod DEEICKBL £ L7

/— K <node-name> T, MED#H %7 —F pod <pod-name> ARDOMY E L
Tco TDpod DERTEHAITLET,

#35.18 LoadBalancer Y—EX M1/ RV +

i

CreatinglLoad
BalancerFail
ed

DeletinglLoad
Balancer

EnsuringlLoad
Balancer

EnsuredLoadB
alancer

UnAvailablelL
oadBalancer

LoadBalancer
SourceRanges

Loadbalancer
IP

ExternalIP

UID

ExternalTraf
ficPolicy

HealthCheckN
odePort

UpdatedLoadB
alancer

568

O— KRS UH—DEKRT S —

O— KNS UH—%HIRLET,

O—RKRNSUH—%BRLET,

A—RMRSUH—ZRELI L

LoadBalancer +—EXRICFIAATRER / — KhiHY A,

##1® LoadBalancerSourceRanges #%xL £9 ., ffl: <old-source-
range> - <new-source-range>

FLWIP7RLRERRLEY, ffl:<old-ip> - <new-ip>

HEIPT7 RLRZRRLEY, fl:Added: <external-ip>

FwLWUID #%kREL %9, ffl:<old-service-uid> - <new-service-uid>

# L\ ExternalTrafficPolicy #%Xk=~L %9, #l: <old-policy> -
<new-ploicy>

#7 L\ HealthCheckNodePort =%~ L £9¢, #fl: <old-node-port> -
new-node-port>

FFRAAMTO-—RMNSUS—ZEHLE L,
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E:0] B4

LoadBalancer FERRANTOO—RNS YUY —EFRICKBLE L,
UpdateFailed

DeletingLoad A— KRS UH—%HRLET,
Balancer

DeletingLoad A— KRS VH—DHIBRITS—,
BalancerFail
ed

DeletedLoadB O— KRS UH—%HIRLZE L,
alancer
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B368 BEEHOEE
FI6E RIELEHDEE

36.1. RIEZBDRES L VR ERR

OpenShift Container Platform I% oc set env A Y RARHEL T, LTV Fyr—yavarybo—5—
FETTOM AV MEREREDPod TV TL—h FDOFA TV NOBREEHOBREFLITHRE
EMRAERTLES, £/, PdBLVPPod TV TL— b EaEOIA TV NOBREE#H A —EBRTFL

¥9, 2Oav Y RiEBuildConfig # 7Y/ N CHEATZIEHTEET,

36.2. RIEEHD—ERT

Pod #721d Pod 7 7L — N DREEHE —BXRRT 2ICEF. UTFEERTLET,
I $ oc set env <object-selection> --1list [<common-options>]
ZDHFITIE. Pod pl DI NTORIBEEH Z—ERTLET,

I $ oc set env pod/pl --list

36.3. RIEZHDRTE

Pod 7V 7L — MIRBEHERET 210, UWTFEERTLET,

$ oc set env <object-selection> KEY_1=VAL_1 ... KEY_N=VAL_N [<set-env-
options>] [<common-options>]

REAFT>avEBRELET,

*Fav S8H
-e, --env=<KEY>=<VAL> REZHDFXF—EEDORTERERELET,
--overwrite BEORESHOEHAHEELE T,

UTOFITIE, MADITY KT 704 XY MEE registry CTIRIEZE STORAGE 2 EE L £ 9,
RAOOAT Y RIXE /data > TEML, 2 DEBDIY Y NILE /opt ZF>TEHLE T,

$ oc set env dc/registry STORAGE=/data
$ oc set env dc/registry --overwrite STORAGE=/opt

DLTOFITIE, IRIEDY )L TRAILS. CTHEZLRI2FOBEBELEHAKREL, ThoasH—1—0DL
TYr—vavavhO—5—r1ilEBmMLEY,

I $ env | grep RAILS_ | oc set env rc/rl -e -

UTFDFITIE, rc.json TEEINAZL T r—Yavaryhao—S—%2ZHELFEFHA, KDY IC,
BH I N/IREE STORAGE=/1local S YAML A 7V ¥V NAFIRT7 74 )L rc.yaml ICEZAHF
-g_c
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I $ oc set env -f rc.json STORAGE=/opt -0 yaml > rc.yaml

36.3.1. HEIMICEBMI N REBLEH
%36.1 HEMICEMX h - BETH

3 £

<SVCNAME>_SERVICE_HOST

<SVCNAME>_SERVICE_PORT

=Bl

TCPR— K53 ZREL. V75249 —IP 7 KL X10.0.0.11 &Y BT S5h/cH—EX KUBERNETES
EUTORBEER ZERLE T,

KUBERNETES_SERVICE_PORT=53
MYSQL_DATABASE=root
KUBERNETES_PORT_53_TCP=tcp://10.0.0.11:53
KUBERNETES_SERVICE_HOST=10.0.0.11

pa )

oc rsh YV RAEFEHALTIAYTF—ICLTSSH #%£1TL. oc set env #=E1TL
THRAERIRTOEH Z—BRRLET,

36.4. IRIREH DL E IR

Pod 7V 7L — N CIRIEZH A REMRT 2101, UTEERTLET,

I $ oc set env <object-selection> KEY_1- ... KEY_N- [<common-options>]
BE
KED/NA 7 (-, U+2D) IFHBTT,

ZOFITIE, BREEHENVLELVENV2 27704 XY MEE AL A SHIBRLE T,

I $ oc set env dc/dl ENV1- ENV2-

ZhiE, IRTOLFYs—2aryay hO—F—HoRIBEHEN ZHIRLE T,

I $ oc set env rc --all ENV-

IhiE, L7V r—vayayhO—5—r1iDaVFF—cl M OREEHENY 2HIBRLET,

I $ oc set env rc r1 --containers='cl' ENV-
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EI7TETaT
EI7E TaT

371. &

vadik, L7 sr—yavarvhbO—5>—] &IXWBMIC. Pod #EEOHOL ) A& HICET
TEHETEITLEY, YVaTREIRIDEERNBEBIRRZEBIEL., 77714 77 Pod. B LUK
L7 Pod ICOWTDBERTEDRAT—YREBEHLET., YaT%8lkd2&. ER LA Pod L 7
DAMEIBRINE T, ¥ 3 TIE Kubernetes APl D—ETHY, Ihidfbd (A7 o 54T &
FE#ICoc OY Y RTBETEXZET,

TaTICDOWTOEMIZ. Kubernetes D RF 2 XV hEBRBLTLIEIW,

37.2. ¥ 3 TOEK
VaTREIUTOERBO TERINE T,
o PodT V7L —K:Pod MEXKTZT7 T r—>avaiEadlLEd,

o F 7 arvdparallelism /XS5 A —4%—: V3 TOERTICFEAT S, EITLTERITINS
Pod DL 7)) A#iEIEELE T, CAPEEEINTUWAWSGE, T 74/ ML completions
NTA—H —DEICEREINET,

o F a3 dcompletions /XS A —4—: V3 TOERTICFEAT S, EITLTERITINS
Pod DEEEBELE T, TNAEBEINTVLRWEE, 774 MBI 1 ICEREINZE T,

LTIk, job YV —ZDHY Y FILTT,

apiVersion: batch/vi
kind: Job
metadata:
name: pi
spec:
parallelism: 1
completions: 1
template:
metadata:
name: pi
spec:
containers:
- hame: pi
image: perl
command: ["perl", "-Mbignum=bpi", "-wle", "print bpi(2000)"]
restartPolicy: OnFailure

1. Y3 7HUITLTEITIS Pod DL T hEDA T avDETYT, 774 KT
completions DEICEREINZE T,

2. VaJdARTELTN— VT B3LDICNERPAdDEERTETEHOA S avDETT., T
TAILMIICHBEINET,

3. Ay bhA—F—bEKT B Pod DTV FL—KTT,

4. Pod DBEEIR)—T9, chid, Ya7arybo—Z—IKEBERAINIEA. i
. TEERIOFIR] ZZR LTSI,
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oc run ZEALTE-OATY LY a T2 L. BEITZIEHTEEY, LTIy FRIE
AIDOBFIICHEEINTWERALY a T2 KL, ThEaEBLFT,

$ oc run pi --image=perl --replicas=1 --restart=0OnFailure \
--command -- perl -Mbignum=bpi -wle 'print bpi(2000)'

37.2.1. BEFRN D HIPR

a7 HKROBEREERY V—E Pod ICOABEAIN, YaT7aAry bO—F— ICEERINIEA. &
L, Y373y bO0—5—R@YaTdazmTEFTCHATIZLON—RIA—TFT1 v IInFT,

F D7 restartPolicy: Never X 7zI|d --restart=Never |[C& Y. restartPolicy:
OnFailure 7-|d --restart=0OnFailure EE UEMELNEITINE T, DF Y., YaTHKRKT 3
E. BT ZET (FLIIFHTHEEINSIEIT) BEITHRELET, ORI Y—EBESTZY T
VATLDHEHFRELET,

Never /R >—TlE, Ya7arybaO—>— HrBEEFEERITLET., TRThOBHTRIC, Va7
A MO—Z—@EYVaTRAT—YRADKKHEED L, FRPod ZEXKLET., Thid. ThThoD
HITNKMT BN Pod DEHAEZ D EABKRLET,

OnFailure R ) > —TI&. kubelet ’*BiEEIZ#ETLET, TNTIhORATICLY I TRAT—4 2R
TOERBMBMIESTZRTIEIHY FEA. I5IC, kubelet (ZE L/ — R T Pod DiEENCKE LAY 3
TEBHRITLEY,

373. a3 TDRy—=Y VYT

Y37l oc scale AXY Y K% --replicas A 7Y a Vv EHIFERL TR —LT7y LY, R
T=WF I LEYTZIENTEET, Chidy a TDIFEICIE spec.parallelism /35 X —4 —
HEEBELET, ChilkY, HTLTEITINTVWS Pod DL 7Y AFHAEEIN, V3 THARTI
nxv,

PToavxy RigEEEDOYa T4 FILEFERL, parallelism /X5 A —4%—% 3 ILRELE T,

I $ oc scale job pi --replicas=3

4 . s 0

L) r—>avaybO—5—0OR7—") Y JTlE oc scale AY¥ Y K% --
replicas 7 7> a v EHIEALEFIA. LTV y—>aryary hO—5—FED
replicas XX —4—%ZHL XY,

37.4. xREIBE DR E

a7 AEHTBHMIC. activeDeadlineSeconds 71 — /L RABREL CHERBEERTH &N
TEFT, TP PWEBEATEEIN, T7AIMNTRBEINTEA,. BEINTLWAWEEIE. £k
Ih3EREBEHY FHA,

sREEIF. RO Pod PR T P a—I)LINRRHOLEEIN, Ya G Tch2HEEERL
FY, CNIRIEBTOLEDIFEEZBHL., TTO (I RV ERITTB7HDICBEMR Pod DL 7Y 75
) SIFEBARICEHINE T, BEINLYA LT D MIHET S E,. ¥ a3 7k OpenShift Container
Platform T T7T3IhFx 7,
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PI7E a7

LLTFofix, activeDeadlineSeconds 7 4 —JL K& 30 QICFEET D Va7 O—EHARLTWE
£

spec:
activeDeadlineSeconds: 1800

375. VaTREBDONY VA TR) ¥ —

vaTdld, REDHENARIS—REDERICLYBRATOREQBZBARICKHEARINDS
BEHYET, YaTOBRATERAEEET 5ICIL. .spec.backoffLimit 7O/NRF 4 —%&ELFE
To TDT714—IRIETT7AILMTOICEREINEY, Y3 JICEAEMITFTONIKELL Pod & 6 2
HERE L TIRBEEM/Ny U 4 73EIE(E (10s. 20s. 40s ..) ICEDWTHFERINE T, ZOHFHIR
&, I hO—5—OF v JBITKE L Pod B ICELCRWGEICBREINE T,
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538% OPENSHIFT PIPELINE

38.1. I &

OpenShift Pipeline IC& Y. OpenShift TOF7 7)) r—>av@EIL R, 704, LU TOE—MIC
X9 BHIEAEEEICARY £, Jenkins @ Pipeline EJL KX b5 F Y — Jenkinsfiles, & & U
OpenShift ® K X 1 > EAEEE (DSL) (OpenShift Jenkins 7 54 7~ N TS5 74V TRIEINZ) OH
EHLEEFRTEZIEICLY, TRTOVFVAICETZEEREILR, TR M FFO40EL070O
E—RNADNRA T4 VEERTEET,

38.2. OPENSHIFT JENKINS 7 54 7V N TS 04 >

OpenShift Jenkins 7 24 7> 8 7574 > & Jenkins ¥ 24 —IZ4 >~ A h—JLE N, OpenShift DSL
BT 7)) r—>a>® JenkinsFile A CHIARBETHBZMELNHY ET, TDTZ 74 ~iE. OpenShift
Jenkins 4 A=Y DFEMARKFICT 74N TA VA M—ILI N, BRMICINEFT,

DTZTAVDA VAN =ILELVREICDWTOFEMIZ. [Pipeline DETHRE] 2#8RBLTLKE

T LY,

38.2.1. OpenShift DSL

OpenShift Jenkins 7 54 7> N 7S 74 %, Jenkins 2 L — 7 h 5 OpenShift APl &BET B729DIC
Fluent (innd & 5 7) X 1 )LD DSL =& # L £9. OpenShift DSL (& Groovy X Z~NR—X &L TH
Y, fE. EILR, 7704, BLTHIRBREDT FUTr—23vD34 794 0LV EHEHT 3 HE%
RHELET,

APl OF#IE. ETHRD Jenkins 1 YV RAY VYV ARICH DTS TA VDIV S5A4A Y R¥a Xy MIRBES
NTWEY, ThERFTBICE, UWTEERITLET,

o MIRDNRATSAVTATLEERLET,
e DSL FF X MNEH D TICH % Pipeline Syntax =7 v 7 L7,

o EAlMOFTEHS—T 3 X=a1—Hm5, Global Variables Reference 27 ') v 7 L9,

38.3. JENKINS PIPELINE R h 57—
7’02 % AT OpenShift Pipeline ZfEA ¥ % ICI&. Jenkins Pipeline EJL KA NS 7Y —%FEHT 3
MEAHYEYT, CORARNSTI—EY—RYRY M) —D root T jenkinsfile #fFHT 2L DI
TIAILNEEINE T, UTOREF T avEiRHELET,

e BuildConfig RD A > 54 > ® jenkinsfile 7 1 —JL K,

e YV —X contextDir & DEEETHEAT % jenkinsfile DIFZFT% 28R % BuildConfig AD
jenkinsfilePath,

R

Z 7> a>®d jenkinsfilePath 7 1 —JL Ki&, YV —X contextDir & DEETHER
T2774IVDOEFT%EIBEL T, contextDdir "EWRINZIHFE. T 74 MEY R
VMY —DIL—RMIREINZ T, jenkinsfilePath KA INDZIFE. T 74k
I% jenkinsfile ICEREINZ T,
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Jenkins Pipeline Z h 57 —ICDWT DML, [Pipeline A k7Y —DF T2 av ] #8RLTL
EEW,

38.4. JENKINSFILE

jenkinsfile (FIR#ER/R groovy EEBEXEFERAL T, 77V 5r—2avDEE. EILR, BLUTTF
TOAAY MIWT 2EFMaREEATREICLE T,

jenkinsfile FULTFOWVWTNHIDAETIEETE X,
o V—ROA—RYRIKN)—RIZHZ 771 IDEM,
e jenkinsfile 71 — /L RZFERA L TEI REBRED—EE L THAIAL,

RO TV avaFERAT Z5HE,. jenkinsfile Z LA TFTOBROVWETNMATT Y -3 vy —2
O—RYRI N —ICHPAOBEDHY £,

o VRIYMY—DI—HMIIHD jenkinsfile E WD EZHIDT 71 L,
o JARIYMNY—DY—2R contextDir DJ)L— MIH 3 jenkinsfile & WD ZFIDT 71 )b,
e YV —X contextDir (CEH:&E L T BuildConfig @ JenkinsPiplineStrategy 7> 3> ®
jenkinsfilePath 7 1 —JL RTEEINDAFD 7 7M1V BEEINBDHE), BEINQL
BEIE. VR M) —DIL—MIREINZET,
jenkinsfile (& Jenkins AL —7 Pod TETINF T, I I Tld OpenShift DSL = EAT 2IHEIC
OpenShift 7 54 7> DN F 1) —%FAAREICL TE K BEIHY F T,
385.Fa—hMUT7IL
Jenkins Pipeline A L7 7Y —2 3 Y OEI RBLTT 7O ICDWTOFEMAREREA
i&. TJenkins Pipeline ®F 22— k1) 7JL] SR LT EIL,

38.6. ;¥ h Ev ¥

38.6.1. Jenkins HE1 7O K<Y 3 = v FDERMIL

NRATS54VDEN RRENMMERI N BI5E. OpenShift IRIBERTIRT/OY z/ bTr/OEY 3=
VXN Jenkins Y RAY — Pod BH B0 EIDNERERE L F T, Jenkins YA —HNR DM 5405
B, INDPBENICERINE T, ZOBENMBETRWVD. F/IE OpenShift DAERICH B Jenkins
Y—N—%FHTIHEE. ChEEWNITEZIIENTITET,

FE#iZ. TConfiguring Pipeline Execution] #ZR L T 72X W,

38.6.2. R L— 7 Pod D% E

Kubernetes 7574 ~ £ AR D Jenkins 41 X —JICEHRIICA VA MN—ILINFT, TOTSTA4 VI
& o T. Jenkins ¥ 24 —I& OpenShift TR L —7 Pod Z4EK L. Pod ICREY a TOREZ VY1 A
BIRMTZEREIC. EITHROVaTEETNLICEFEL THREARRTEET,

Kubernetes 75 V4 R L TAL —7 Pod Z/EM ¥ 2 HEICDWTDFMIE. Kubernetes 735 5
1VESRLTIEIY,
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5539 CRON v 3 7

39.1. i &

cron>aJE VITORFTATIVa—I)LEEFKRICIEETESLDICLT, B0 Va7 %
R—Z2ICEJRLZFT, Cron ¥ 3a 7k Kubernetes APl D—E8THY., fthd ATV b9 4T &
FE#ICoc OY Y RTBETEXZET,

Digk

==
[=]

Cron 23 73RV 1—I)LORTEFETEIWI BT OYaTF Ty bk

BRLETH, PaTOEMRICKBLEY, 2D20Ya THMERI NS AEEHEDH B
REDHYFET, DD I TREIRNEETHILENHY., BEFIRZRET
LMENDHYET,

39.2. CRON ¥ 3 7 DYERK
Cron P a JOEREIIUTOERIY THERINE T,

o cronFEATEEIND RV a—)l,

o RDYAaTDERBIFERAINZYaTTFrTL—NK,

o VI TEBIATZODA T 3V ORI (BB A SHADEEICEY RS Y 21—l S hib
FAARIBYT 2158). YaTDERITVTHONRWVES, YaTJoRKRELTAYY MIhET,
INDEEINLRWGHIEHBEIREI NI A,

e ConcurrencyPolicy: + 7Y 3 VORKETRY ¥—, Cron ¥ 3 TR TORKEITY 3 T %
WIBT B2AHEEBELE T, UTORARBETR) S —D1 DDA %EETCEET, IIMIEE
INRWES, ARETEFITLILIIICTI7AIVIEREINET,

o Allow:Cron ¥ 3 7xREFICEITTEXT,
o Forbid: ERFETEZZIEL, BRIOETHNMET L TVWARAWEEIZROETEEKLET,
o Replace: ARFICEITINTWVWE Y a TERMYBL, ThafiRya JICEIHMAET,

e CronYVaJDELAEHATZA T avDTI5Y, Thd true lCBEINTWVWBIHEE., %k
DITRTODEFTNMELEINF T,

LA, Crondob )Y —RXDY Y FILTT,

apiVersion: batch/vibetal
kind: CronJob
metadata:
name: pi
spec:

schedule: "*/1 * * * *©u
jobTemplate:
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http://kubernetes.io/docs/user-guide/cron-jobs
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85398 CRON ¥ a7

spec:
template:
metadata:
labels:
parent: "cronjobpi"
spec:
containers:
- hame: pi
image: perl
command: ["perl", "-Mbignum=bpi", "-wle", "print bpi(2000)"]
restartPolicy: OnFailure ¢)

1. VadORYTV21—I)ITY, TOPITIE, PaTE1H9TEICETINET,
2. VaJdFv L —brTE, ThE. YaToHryTILICBTWET,
3. ZTDCron Y aJTERMINETITOSNIVERELET,

. Pod OBEEIRY >—TY, Thif, Ya7arho——II3ERINEEA. FllIE.
ERRIDEES L UHIRI 2R LTI W,

i

oc run 2FELTE —OT Y KhScronVaTEERL, BHTDE&HTEFET, UTFpav U R
FEROFITHEEINTWSEE L cron ¥ a 7&K L. ThEaEHLFT,

$ oc run pi --image=perl --schedule='*/1 * * * *' \
--restart=0OnFailure --labels parent="cronjobpi" \
--command -- perl -Mbignum=bpi -wle 'print bpi(2000)'

oc run C. --schedule # 7> avidcron BXODRA TV 1 —ILEaZIFANT T,

pa )

Cron ¥ 3 7OEREFIC. oc run |& Never F 7|3 OnFailure BEER') & — (--
restart) DAH%EHYR—MLZET,

B b
WERL > CronVa JxHIBRLET,
I $ oc delete cronjob/<cron_job_name>

INERTTBHIET, RERT—TA 770 NOEREHITET,

39.3.CRON ' 3 7DV )=V 7 v 7

.spec.successfulJobsHistoryLimit & .spec.failedJobsHistoryLimit D7 1« —J)L K&
ToavTd, INLDT4—ILRT, BT LAYITERBMLAEYa TOZThETNERET 8%
BELFET, 774IPMT. oDV aTORFHREIENEN I E 1 ICEREINE T, FIRICO %
BETDE, BTRICRBT 2ROV aTOVWTNERFLEE A,

Cron ¥ a7iEYa7® Pod REDT—T4 77 MN)V—REZDEFILTEIENHYET, 21—

H—IBREEEEZREL THWIS 3 T7EEFNSHD Pod NETICHEIND L DICT DI ENEET
T, WEET, ThICHBRTE2207414—J)LKA Cron ¥V a7H#iIChHY £7,
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apiVersion: batch/vibetal

kind: CronJob

metadata:
name: pi

spec:
successfulJobsHistoryLimit: 3
failedJobsHistoryLimit: 1
schedule: "*/1 * * * *!
jobTemplate:

spec:

QOO 2B TERY 2 TOB (F7 )L ME 3 ISHRE).
OO T 2RBMLETHERY 2 TOB (T 7 )L MM 1 ISHRE),
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5540% CREATE FROM URL

40.1. &

Create From URL (URL WS DERR) &, 1 X =V A KUY =L, A A=V 8T, Tl TL—rD
5 URL 2#185RTE 5 LD ICT BHEETT,

Create from URL (&, BATRBVICAR T4 ~ 1) X MBI N7z namespace DA A —J A N —LFETYV
TU—PTOHEBELET, K74 M) R MIIE, T74J)UMT openshift namespace B'EFh £
9, namespace =R 74 M) X MIEMT BICIE.  [Configuring the Create From URL Namespace

Whitelist] ZZ8B LTI,

HAI LRIV EaEETEET,

[ 1

OPENSHIFT

OPENSHIFT

orensir O

INSDORY VL, BRI —XFITERINLCURL XY —Va2FBLES, 2—H—IC3 7
OV MNaBIRT B2 EARDBTOV T MBEINZFE T, RIC Create from URL 77— 7 O0—1'#x
xFd,

402. A A—J AN —LBLVA A= 9T DFEHR

40.21. 7 L) —XFHINSA =4 —

T4k

imageStream FERINSA X—  true XF5
JAN)—=LTE
e ()
metadata.nam
e D&,

imageTag FERINSA X—  true XF5
JAMN)—LTE
HINd
spec.tags.na
me DfE,

=

namespace AT A=Y false X openshift
AN —LBLV
AA=VHTEE
£ namespace @

HHl,

name DT T r— false XF51
>3 VHEICERS
nsdyy—X%&H
AMLET,
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T4k

sourceURI TV r—2ay false XF5l
DY —RA— K%
ELGtURY b
) — URL,

sourceRef sourceURI Ti#  false XFF
EXNBTSY
r—ravy—2x
BN A
F. AT, FhiF
S N

contextDir sourceURI Tg false XF75l
EXNBTSY
F—avy—2R
A—ROYT74
L2 M)—, EIL
RoavsF+R b

FALORY—&
LTHERINE
¥,
P
NIA=F—BO FHINLEXFIZURLIYA—T 4 VI INTVWIRELNHY X
ER
40.2.1.1.
create?

imageStream=nodejs&imageTag=4&name=nodejs&sourceURI=https%3A%2F%2Fgithub.c
om%2Fopenshift%2Fnodejs-ex.git&sourceRef=master&contextDir=%2F

403. 7> L — hDEHA

40.31. V) —XFHI/INFT XA =4 —

T4k

template FRAINETYS  true XF5
L—RNTEEIN
%
metadata.nam
e D&,
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T4k

templatePara a2V el YA false JSON
msMap X—8H—RELE

IWRROHIET S

ErazzEznd

JSON /X5 X —

=<y 7,

namespace FERIZ27V7 false XF51 openshift
L—hEED
namespace D%

RV

Ao

P
NIA—=H—ED FHINLEXFIFIURLIVIA—T 4V IJINTWBRENHY F
-a_o

40.3.1.1. fll

create?template=nodejs-mongodb-example&templateParamsMap=
{"SOURCE_REPOSITORY_URL"%3A"https%3A%2F%2Fgithub.com%2Fopenshift%2Fnodejs-
ex.git"}
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BMNE ARYL)Y—RAEENODF T T MDIERK

41.1. KUBERNETES h XA ¥ L)Y —2XADEZH

Kubernetes APl Tld., Y —RIIBFEEDFEEDO APIA 7z h@aAL Va3V ERETDHIV KRR
AT, LEZE, EILMYEINEPod )Y —RIZIEPodA T/ bl y>avhEax
nxd,

HRY LYY —RIX, Kubernetes APl #¥i3k 9 2 H, /2 E 7O I MFERIFIVSRI—IHBED
APl %8 A9 5 E%=HREILTDATITY MNTY,

HRY LYY —REE (CRD) 7 7 1 ILiE, MEDF TV NOBEEEHEL, APl H—N—H54 7
YA LD EENEBTEDESICLETS,

—

¥
PDSRY—EEBEDHDN CRD ZERTIFTH, FHAMY EEZIAHFD/NN—Ivay
AHYBEICIE. CRDDS ATV MNAa{ERRTEZ T,

41.2.CRD S DHRI LA T 9 NDIER

ARG LFATITY MIE, FEDISON A—RZBVHRAILT A —ILREEHBIENTEET,

AR SA
e CRD =KL E Y,

FI7

1. AR LF T hDO YAML EEZEZERLE T, LLTFTDEZHFITIE, cronSpec & image
DHRY LT 4 =)L KD CronTab 91 TDHRY LA T MIREINET, TDYA
TlE. HRAYL)Y—REFEFTV Y bD spec.kind 714 —ILKHASEEBLET,

apiVersion: '"stable.example.com/v1" g

kind: CronTab g
metadata:

name: my-new-cron-object Q
finalizers:
- finalizer.stable.example.com

spec: @

cronSpec: "* * * * /5"
image: my-awesome-cron-image

HRAG LYY —RRENS TN —TEBLOAPI A= 3y (BEIIN—Y 3 V) £i8EL
%7,

ARG LYY —AEBEDYA TE/ELIET,
TV bOBFEEELET,

TV MND 774 F 54— %BELET, 72744 =&k a2 bhaO—>—
NATOTI MOHIKREIICRE TS 2REDHDFEERETEDLOICLET,

FTOVMDIA TICEBDREEZEELFT,

® 000 O
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BUNEARILYY —RAEELDODATI I DK

2. ATV IO RNT7AINDEREIL. 7TV bEFERLET,

I oc create -f <file-name>.yaml

MNI3. WRILA TV NOEIE
FT2x MEFEHRLERICE. ARIL)Y—REEEBTEET,
AIIR M

o NRY LY —REZ (CRD) £ L ET,

e CRDMSATV Y MEERLET,

FIF
1. BREDEEDARY LYY —RICDVWTORREIMF T 2ICE. UTFEADLET,

I oc get <kind>
UFICHlERLES,

oc get crontab

NAME KIND
my-new-cron-object CronTab.vl.stable.example.com

)Y —RBTRAXFENENEFEINT, CRD TEEINDBEHEF I IEERFOVT N
N BIUVEBDEBEZEETEL I LITERLTLLEIWL, UTRANCAY £T,

oc get crontabs
oc get crontab
oc get ct

2. HRAA LYY —22DO—YAML T—49 tHRT 22 ENTEET,

I oc get <kind> -o yaml

oc get ct -o yaml

apiVersion: vi
items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: ""
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
name: my-new-cron-object
namespace: default
resourceVersion: "285"
selflLink:
/apis/stable.example.com/vl/namespaces/default/crontabs/my-new-cron-
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object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: '* * * * /5! Q
image: my-awesome-cron-image 9

Q07 7>/ FOEBRICERLE YAML A5 DHRE LT —9 KERINET,
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FAREFTINVT—2avAEY—DYAIVYT
FAE 7T b= a3 XE)—DYAI VYT

42.1. =&

Z Tk, 77— 3 VEFEH OpenShift Container Platform %@ L TU T & RT 2BICE
IDOBEHRERBELET,

1. AVFF—eINE7 V=3V AVR—RVERADAE)—BLT) RIVEHEEHFBIL,
FTNODBEHERLTELIIAVTFTF—AE)—INSA—FH—%BET 3

2. AVFTF—bINAET7 Y —>3 v 094 4L (OpendDK &) %, BREINAOIVTF—
AFY=NSA=F—ICEDVWTHRBEICETINGLIZRET S

3. AvF+—TD ICEEET AT —BEAEDIS—REEZSL., ChEf#Rrd D

42.2. 5 R 1ER

% 9" OpenShift Container Platform IC& 2 IV Ea1— )Y —2ADBEAZDHELE LFATH LR
DFIBIELZ & 2BBOLET,

TIN5 —23 v AE)—OHA IV TIZDOVWTIE, UWTFHAEBERRS > MIRYET,

o TNENDEED)Y—X (AEY—. cpu. AL —2)ICDWTIE, OpenShift Container
Platform TlE# 7> a3 > D BR 8LV IR D% Pod &IV T FH—IRETEET, 2
Tl XEY—BREAEY —HIROAERLET,

o XAEVY—FEK

o XEY—EXR{EIX. FBE I N BIHE OpenShift Container Platform 24 ¥ 1 —5—ILRE%
EzFd, A7Va1—5—1F, AVFF—D/—RADRTTVa1—)LEICXE) —EBKR%E
ZEL., AVTFT—OFEROEOIGERIRINAL /) — R TERINWAAATY—%2T7 VRS
7LET,

o /—RDOXEY—H"FEWEISN D&, OpenShift Container Platform (Z X E ) —FRAA X E
)—ERAZRLHBBLTWVWEZIVFF—DIE I avaBELET, AT —HEDR
RKADEL BHE. /— KD OOMKiller IFEKD A M) 2 RAICEDOWTIYTFH—T
TOEREERL, Cha@ilikT92580HY X7,

o XEY—HIR

o XEY—HIREMEEINTUVWRES., AVFT—DIRTOTOERICE|Y B THRER
AEY—IN—REIREEELE T,

o AVFF—DIRTOTAERATEIYYHTONDZIXAEY —HXEY —§IREBET 55
A. /— RO OOMkiller lZavF7+—07O0tERAEFTCIGERL, Tha@EkTLE
-a—o

o XEN—FBREXTY—FHIROEANIBEINDIHZE, AT —HIRDIEIEIX T —EK
DELYERETVD, FEIhEELLRITNIERY A,

o EX

o VIRA—FBEEEIATY —DEXME., FIRE. ChoDmMAICTLTI+—9 %5 Y
T3h, WTFNICEEIY B THRWEDICTEIENTEET,
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o VI RA—BEEIXAE)—DEXRE., FIREZALIEIINASOEAICOVWTT 740 ME
HEYYETBEZEE, ZROHOVWTHICET 742 MEZEIY Y THWEDIZTEZED
TXEY,

o VSR —BEEZIE. VSRY—DF—N—03Iy NABETILOICHERENEET D
AEY—ERDERLEXTEET, Il OpenShift Online 2 ETIThhE T,

423. A NS TY—

OpenShift Container Platform T7 7 —> 3 VXA ) —% YA DV T2 FIRIILUTDOEY TT,

1. FEINZVTF—OAEY —FEAHDOHR

PUEBICFREISNZTEBLVOE—IBOIYTF—DOATY —FEREUZILET Bl N0
HFANEET), AVFF—CEFLTEAINTVWIAESDOHZTRTOTOERENBT
EBICANDEIICLTLEIW, EXE AMYOTTYr—vavidHBRIY T %
ML TWBENE DI =R LET,

. 1) R 27 (risk appetite) D¥I51

I3 VD) RVBFAHFLET., JURIBFOLRILIMEWEES, IVvFF+H—I13F8
INBE—IVEOFEABELEY—VVDNR—t Y TF—JICB L TXE)—52ERLET, Y
AVBENEL 2356, FEINZTHDOFEHAEICIGECTAE) —2ERTHIENLYHE
PRIGENHY £,

CAVTFFIF—OXAEY —EROH

FEICEDVWTOAVTF—DAE) —BREZRELET, BRI 7TV 5r—2avDAEY) —
FHALYERICRRTIZIEDNEF LWEEAZFT, BERPETEDRE, /5R9—864LT
I3 —H DERANEMRICAY, BRMETERE, 7TV 5r—2avDIEI Y3 v OARE
A< RYET,

AV T DX EY —HRORE (BELIEZH)

MEBRFICOVTFTF—DAEY) —HIRZHRELZX T, FIRZERETSE, AVTFTF—DITRTOD
TOCVADATY —EHEOAHHIHIREBAZBEICA YT F—O7OEAN T CIEEIRR
TIN3H, FHLAWXAEY) —FHEOBEL RHICEARICT 5 ( [fail fast (B < KT
%)) &HIT, OERETCICHILETZEWVWD 2 DODFEANHY £,

—ER D OpenShift Container Platform 7 5 X4 —TIZHIREAZRET Z2HELNHY £9, FHIRIC
EOWTEXRAE LEXTIHEN’HYET, T, —WOT7 TV Tr—avAA—=IF BX
BLY ERENMERELIENLREINDFIREICEKFL X T,

AE)—HIRIPBEINDIBEES. THEFREINBZE—IEBEOIVTFF—DOXE) —FHEE
BEIX—IVVDN—tYT—V LY EBWMEICERET SR EETETEHA,

TPV = a v EBRINhTWEZ EDRESR

BHYRIBEEIE. BEINZERBLUHIRBEICEELTTZ 7Y yr—a UARABIATWS S
CHEBERELET, TOFBEIF., IVMABEDXE)—5T—ILT257TV5r—aviisnwte
CICHTRFEFYET, BYDELTIE, CHICDODWTEHRALE T,

42.4. OPENSHIFT CONTAINER PLATFORM T® OPENJDK 414 >

FT7 4 kD OpendDK REIF IV TFF—bINABRETII#EELFHEA, V7577 —T OpenDK %
EITT2HBERBISEMD Java X T —RELZBE TSI ENMI—INER>TWVWSELHTT,

JVMDAE)—LAT77D MIEHT, N"=UavVITEEFELTBY. AETIEHINIC DV TEFHMICIEEREA
LEtHA, LEL. IYTF—TO0pendDK ZEITT BBEDRY — MIH>THBRLKEEUTD 3D
DXAEY) —FEEDIRIDNERIRIVICRYET,
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FATBBFTINVI—aVAEY—DYA4IVT

1. WM BKe—THA1A X LEXT 3,
2. WM BRFEAAE) —%2ARL—T 4 VI RTLILEBRT 2L DRT (BYRIFE).
3. AVFF—AHDITARTOIVM 7AERNBEEICHBEEINTWSE I EAHERT 3,

AVFF—TOETICAIFTTIVM 7—7 00— R ERBICAET 2 HEICODVWTEHAETRHEVWEEA
M. CTHIIRERDIVM A T a3 VA BIITRET B I ENVEBICLADIIBELHY T,

42.41. JVM s Ke—TH 1 XD LEX

#Z<DJava 7—70—RIZBEVWT, WM E—FREAXEY —DHRAHIDE—DIV Y1 —I—TT,
HEF = T OpendDK &, OpendDK A" Y T FH—HNTEITINTLEINMIADI D LT, E—FICFERX
nN3aEa—b/—RKRDOXEY—D&K 1/4 (1/-XX:MaxRAMFraction) 5 ¢ 2 LD 77 4 J)L b
TREINET, TOLOH, AVTFT—DAEYY —FIREBFEINTWVWIHEICIE., COEMFZA—
R=54 KT ENBATY,

EREERITIIHEELT, 2D2ULEDAEEEFERATEET,

1. AVTF—OXE) —FIRNIFEINTHS Y., JVM TEERHAA T a v R—bIhTw
3IHEICIE. -XX:+UnlockExperimentalVMOptions -
XX:+UseCGroupMemoryLimitForHeap 2% EL 9,

IhIZLY, -XX:MaxRAM DIV T F—D X E Y —HIRICEREI N, ZRE—TH 1 X (-
XX:MaxHeapSize / -Xmx) /' 1/-XX:MaxRAMFraction I[CEREINE T (T 7 4L K TlE
1/4),

2. -XX:MaxRAM, -XX:MaxHeapSize F7zl& -Xmx ODWIFhhzBEELEX LT,
DA T avIliE, BEON—RIA—FT 4 VIDBRBEBICRYETH, REY—VVEFETE
ZEVWDHRDDHY FT,

42.4.2. JVM D KREBREAEY) =2 ARL—FT A VIV AT ALAIERTDEORET

T 74 BMT, OpendDK IZKRFEAXEY —5FARL—T 4 VI RATALAICEBBHIGRELEREA. Ch
< DavrFr—fkIhicdava7—270—RIZIFBELTVWETHA, fIAEL T, avFF—RAIC
JVM EHETZEBMDT VT4 7R TOCADH 27—V 00— RDGFEEERTILENHYET, T
NSOEBMOTOCRERA T4 T7OTOCATHZHBEPENMD JVM DFE, £LEIN52D00
HAEHETHIBELHY ET,

[OpenShift Container Platform Jenkins maven Z L —74 X — | [ELUFD JVM BI#%FH L T JVM
WKRFEAXEY —%ZFRL—T A VIV RATLICERT DL D@L ET: -XX:+UseParallelGC -
XX:MinHeapFreeRatio=5 -XX:MaxHeapFreeRatio=10 -XX:GCTimeRatio=4 -
XX:AdaptiveSizePolicyWeight=90 Ch 5DE|#IE, B HTONAXEY) —DMERAFDOXEY —
(-XX:MaxHeapFreeRatio) @ 110% %##BA. AX—Y L Y ¥ — (-XX:GCTimeRatio) T® CPU B
D 20% = FAT2EEREICE—TAE) —%2FRL—FT A VIV RTLIGRT ZENERINT
WEY, 77V 75— avoe—7EYETHPHOE—TEY BT (-XX:InitialHeapSize/ -
Xms TEEXINS)ATEZZEEHY FEA. FMBERICOVWTIE. [Tuning Java's footprint in
OpenShift (Part 1)1 . [Tuning Java’s footprint in OpenShift (Part2) ] . & &1 TOpenJDK and
Containers] ZZRB LTIV,

4243. VT F—AHDITARTHOJIVM 7OZANBEYIHEEINTVWR I EAHERT 3
BHOIMAELIYFF—CEFINDEA. ThALOTRTHABEIICEEINTWE I & 5RET

DRENHYET, Z<DT—UO—RTIE. TRHLENO JVM I memory budget D/NN—tE v F—I %
HETI2RENAHYET., CHICLYRERRET -V UDNEKINZBELHY £,
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%< DJavaV —IVIE VM 2R ET 2 HICRBEOR LI REEH
(JAVA_OPTS. GRADLE_OPTS. MAVEN_OPTS 7&:&) Z A L £9, BEUIAREMNETR JVM ITEI
TWBZLEBRBIDDONBBTRVERLHY T,

JAVA_TOOL_OPTIONS ERIBEZ L IC OpendDK IC& > THEA I, JAVA_TOOL_OPTIONS TIEEX
N3EIFIVM ITY RSV TEREINZMOA T avIilLd>TEEEINET, 77400

T. [OpenShift Container Platform Jenkins maven 2 L —7 4 X —<] (& JAVA_TOOL_OPTIONS="-
XX:+UnlockExperimentalVMOptions -XX:+UseCGroupMemoryLimitForHeap -
Dsun.zip.disableMemoryMapping=true" 25 ELTCINLDA T a Vv HRAL—TA A—ITRH
TINZITARTOIVM 7= O0—RIZHLTT 74 MTHEAINZELDICLET, Ihid. EBINOD
AT aVHREBILRD I EARIT DIRTIEHY FEAD. FBEFICIFZIEET,

42.5.POD I CD X E ) —EKH L VU'HIRDIRFR

Pod IS XA EY —ERBS L CHIRRASIMICHRET 27 7)) r— 3 > id Downward APl % {FEH 3 % i
ERAHYET, UTDODRZRY NMIINDAEDLDICETINEIIZRLTWVWET,

apiVersion: vi
kind: Pod
metadata:
name: test
spec:
containers:
- hame: test
image: fedora:latest
command :
- sleep
_ "3600"
env:
- name: MEMORY_REQUEST
valueFrom:
resourceFieldRef:
containerName: test
resource: requests.memory
- name: MEMORY_LIMIT
valueFrom:
resourcefFieldRef:
containerName: test
resource: limits.memory
resources:
requests:
memory: 384Mi
limits:
memory: 512Mi

# oc rsh test

$ env | grep MEMORY | sort
MEMORY_LIMIT=536870912
MEMORY_REQUEST=402653184

X E) —HIBR{EIX. /sys/fs/cgroup/memory/memory.limit_in_bytes 7 7 M J)LIC&>TaAV T
FT—ANLHEANBIEETEET,

42.6. OOM (T & % 5 H#& T DEOMT
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FATBBFTINVI—aVAEY—DYA4IVT

OpenShift Container Platform (&, Y7+ —DIXRTOTOCRADXE!) —FEHREDEFIAE) —
FIREBZ DM, F/ld/ —ROAEYY —2FVTSN 2L EDRLUDRENELCZHBEICI VT —
OOt REBEHIRT T 2HENHY FT,

TOEZAN OOM ICL > THEFIR T IN 2GS, VT -9 CIKKRTI35a0HNiE. KT LA
WEEHEHYET, JVTF—DOPID1 7OERAN SIGKILL 2Z{FF 2546, AV T F—IdT <ITK
TLEY, ThUADBEE. VT F—OEMEIIMO 7O ZOBEICKEFEL T,

AVFF—HTCICRT LAWES., OOM ICL 28R4 TIZLUTO LD ICHETEZ T,
1, AVFF—O7O0ERIESIGKILL V7 F IV AZELLIEARTI— K137 TRT T 5,

2. /sys/fs/cgroup/memory/memory.oom_control M oom kil 17 V4 —HEHT %,

$ grep 'Noom_kill ' /sys/fs/cgroup/memory/memory.oom_control
oom_kill @

$ sed -e '' </dev/zero # provoke an OOM kill

Killed

$ echo $7?

137

$ grep 'Noom_kill ' /sys/fs/cgroup/memory/memory.oom_control
oom_kill 1

Pod ® 1 D ED 7O+ XA OOM THEHHET I, Pod T NIHEWTKT 254 EIRFTHZH
EDMEEDHARW), 7 = — X Failed. ¥EHIE OOMKilled (Z7Y £9, OOM 'CE%%U%T*TLT\_ Pod
I& restartPolicy DEICL > THEET2HBE0’HY T, BREEIINAVEEIE.
ReplicationController &MY hA—5—h" Pod DR L7ZAT—4% R %&5BH L. B Pod ICEX#
H 2 Pod ZERR L £7,

BEBINQWMES, Pod DAT—F RFLUTDOLDICRY X,

$ oc get pod test
NAME READY STATUS RESTARTS AGE
test 0/1 OOMKilled (C] 1m

$ oc get pod test -o yaml
status:
containerStatuses:
- name: test
ready: false
restartCount: 0
state:
terminated:
exitCode: 137

reason: OOMKilled
phase: Failed

BEBINZIZE, TORAT—FREIUTOLIICRYET,

$ oc get pod test
NAME READY STATUS RESTARTS AGE
test 1/1 Running 1 im

$ oc get pod test -o yaml
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status:
containerStatuses:
- name: test
ready: true
restartCount: 1
lastState:
terminated:
exitCode: 137
reason: OOMKilled
state:
running:
phase: Running

42.7. TEY kI N7 POD M2k

OpenShift Container Platform (&, / — KD XE) —MEVTSNhEZD/ —RHAS5 Pod2TEY T
2HBENHYET, AT —SHEDEAWIL T, IEVYaVIEERBILTbh2HBE8HhNIE %
ITRHRWSFEEHYET, EBRIEIYaviE, EAVFTF—DX4 7O (PID1) A
SIGTERM ¥ 7 FILEZELTH L, 7OCZANT TITRT LTLWAWEAIFRIC/AR > T SIGKILL ¥ 7
FIVEZETEZIEABRLET, EETRAVWIESYaYEEIVTF—DAA7TOEAN
SIGKILL > VIV %=BIFICRET D& AR LET,

IEY I/ Pod D7 = —X& Failed (2. IEH (& Evicted ICR2Y 3, D5
A. restartPolicy OEICEFKRA<BREINEFHA, /L. ReplicationController A& D> b
A—>—I& Pod DKRBMLERT—4H X %ZB#H L. HL Pod ICEX#bH 23R Pod Z/EK L F T,

$ oc get pod test
NAME READY STATUS RESTARTS AGE
test 0/1 Evicted 0 im

$ oc get pod test -o yaml
status:
message: 'Pod The node was low on resource: [MemoryPressure].'

phase: Failed
reason: Evicted
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BOTWET, COEBEZEMCTZICNE, [—FHAM —YDRE] 28RBLTE
Iy,
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| 70/0Y—=7LEa—1) =& RedHat #@mDY—EXLNLTT) =XV b

(SLA) THYK— F I TH LT, HEENIC=LTANTEREASBY. Red Hat TIRER
BEBECORAARELEtA. 77/ 0V FLE1—HlEE. BAREFEORS
HEEAE Y Y — 2RI T TIRMT BT EICL Y, BEBICHERETZ FLTWEE
S BRTOERBICT — KAy I EBBHWALZEEBHELTVWET, Red
Hat 7% / OY— 7L E 1 — 04 £ — M REEICET 28 L W ESIE. (72
OV 7L E1— DY R— NEE) £8BLTEIL,
UFOEMT—BR N —VABETEET,

o« AVFF—INETIUS—2avAVE—RY RO—BR L —YBLTY R BHEY
BIL. ThODBMAERETEIAVTF—O—BR ML —YRSA—9—5BET

o AVFTF—bINETTYr—>3 5084 L (OpendDK 72 &) %, BREINZIAVTF—
D—BRARNL—=INRFTA=F—ICEDVTHRBEICEITINZDLOERET S

o AVFTFT—TOETICEHETEZIAT) —BFAEODIS—REEZZKL. ChEERT S
43.2. =B

Pz
—BEZA ML —YAFEAT BEIIC. OpenShift Container Platform 2 T Eax—K1) Y —
Al ZEDIDICHERTEINZHRLET,
TV —=2a3V—BAMN =YY A IV TIIOVWTIE. UTFHAEEBELRS Y MIRYET,
o TNETNDEHEDY)Y—X(XEY—, cpus APL—2 —BFFAML—=2) I2DWVWTIE,
OpenShift Container Platform Tl&#4 7> 3 > ® BRK 8L U HlIBR DfE% Pod D&V 7+ —
ICRETEET,

—BRAML—JDER

o —BFRANL—VDEKREEZIEET 2HEICIE. OpenShift Container Platform 24 ¥ 2 —5 —IZ
HENMHYET, ATVa—F—F AVFFTF—D/—RANDRT T 21— )VBFIC—FFA ML —
VEREERL., BRINL/—RFLET, EBRINA—RKRAN—Y%Z27 22470 7T0 3
VTFFT—TERATESLDICLET,

—FA ML —Y DOHIR
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—BRRANL—YDRIRMEAXIEET HBEICIE. IVTF—D2TOERICEIY B TAREAXE
J—IN—RHEIRZHEEL T,

—RA ML —VEREHROMAZI/ET H5EICIE. —FA ML —JORIRIER. XEY—
BEREULDEICIEES 2RENHY T,

B

VS5 —EEERF, —KAML—VOEKE. FIRE ChS5OmMAICTLTI +—9%E|
YETZD. WINICBEIYETRAWEDILTEIENTEIEY,

PSR —EEBEIE., —BAMNL—YDEXE, FIREZAIEINSOBAICOVWTT 74/
NMEEEIYYETBZEE, ZROHDOVWTHNICET 72 MEZEIY M THWEDIZTEZED
TXZEY,

VSR —BEBEIE, VSRY—DF—N—03Iv hNeBETZHDIC. ARENVEET 52—
BEARNL—YDEREEX EEXTEXE Y, ZNid OpenShift Online 72 & TiThh F 7,

433. A NSTT—

OpenShift Container Platform T7 7 —> 3 vV O—BA ML=V B AUV TF3ICE. WTE1T

Wxd,
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AVTF—O—RAMN —YTREEINZFEHELZHMLET,

EIEEH' OpenShift Container Platform 3.10 T—BFA ML —2 D70/ OV —7L B2 —#Ee
ZEMELTWBIHEICIE, RERICFRINZFEEISSLOCE—IKOIAVYTF—DXAE) —
FERAEHRILEY (Bl: BOBRET R MERT), AV T F—THTLTETINTVLSHEENED
HEZITRTODTOELREDTERBICANDELIICLTLKEIV, LEXE X107 Y
FT—=2aVvhEET7 74 ULPOAF YV TI—BAN —VAERBEETHTEEOHZABR Y Y
ThEERTENEIDERRLE T,

IE Y avDY RV EEmLET,

IEIYa VD) RVBEFAHRLET., JURIBHFOLRILIMEWEGE., IVTFF+H—I13F8
INZE—IVBOFEREELREY—YVDEEGIKHRLT—RHRAMN L —VE2ERLET, YRS
BN ELR2HBEICE. FRINZFEHOFEREICH L T—RHAN —YVEERTZIEN
L YEIRIGEDHY T,

AVTFFHF—D—BANL—VEREZRELZET,
D2VFMEICEIVWTIAVTFF—D—BANL—VEREABZELFT., BEXRAT7 TV Ir—> 3
VO—EEA ML —VDFEAKENLY ERICKRIRINZIFIINEZLL, BERPETE2HE
I, 95 R9—D7 +—9FRRRHIENERT, EXMETE2HEICIE. 7SV r—2 3
YODIEYVY avOAEE S RYET,

CEICHLCT, AT F—O—BRBAMNL—VDFHIREZRELE T,

MHEIILT, AV TF—D— AN —VHRZZRELEX T, HIRZEZETSE. VT
FT—DE2TOEATHEAINZ—BAN —VDOEEHIFHIREBX %L, OVvFF—070Ok
ZEAEICFEIETZEVWHIRENrHYET, Lz, AVvTFFH—d, —BANL—YOFER
ENFHETICEBTEIENRVERETIHEICARS (DFY., ZJzM4ILT77—AMN D, OV
TH—MNTOERERAFILET ZAEEDRHY £,
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—&B®D OpenShift Container Platform 7 5 X4 — T3 HIREZRET 2 HENH
YEF, FIRICEDVWTEREZLEXTIHENHYET, £, —EBOT7TY
T—=2avAX—UF BRELYERENERELQIEDLEEINDHIREIC
kEFELET,

INSDEIRIABEINTWVWBFESICIEK., E—IBICFEIWZOVYTFHF—)Y—ADFERE
I, BEY—VVDEEEMATBUELY EDRCERELAVEDIICLTLEIY,

5, 77V r—vavEREELET,
BEYIRIGEIE, RELAERSLVCFHREICEELTTZ ) r—2a vy BB IhTWS 2 E
EHIALET, COFIEIZ. IVWMBEDXAE)—%T—ILT27S)r—raviisnwcel
ICHTIRFYET,

434. TEY kI N7 POD M2k

OpenShift Container Platform (&, / — RO—BZA ML —I W25 E, /— RS pod AT E
I hNIBGENDHYET, —RAML—YDHEEDEIGICEL>T, TEIVYa VD ERBICITONS5E
EHNE THonBVWEEEHYET, EERIEV a3 VTR, FIAVFF—0EHRTOER, PID
1L SIGTERM > 7/ FILEZEL, D LEBIRE > THLTOCANFLARITINTWBIBAICE
SIGKILL > 7+ IV EZELEY, EETHRVWIES 3 VTR, FAVR—XY NOEETOEZHED
BEIC SIGKILL > 7 F IV =25 LET,

2pod D—EEZRMELTRT—Y ROEREZT2ICIF. UTFEEITLET,

$ oc get pod test
NAME READY STATUS RESTARTS AGE
test 0/1 Evicted 0 im

$ oc get pod test -o yaml
status:
message: 'Pod The node was low on resource: [DiskPressure].'

phase: Failed
reason: Evicted

IEY NXIN7 Pod @7 =— X4 Failed IC. M (I Evicted (272U £3, TDIFHIC
I&. restartPolicy DEICEARR K BREEINEE A, /<72 L. ReplicationController &M~ b
A—>—(& Pod DRBMLAZRT—H X %ZB#H L. &V Pod ZEX#X 2% L\ Pod Z/ER L F T,
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