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BIE HE

AHT A KiE. OpenShift Container Platform 7 5 X4 —MD/N7 #—< > X %A_LE L. OpenShift
Container Platform Z7O4 7> a3 YRy I DERBRDBLRIVTRAT—Y VT ETIAERIIODVWTEDF
IE>H=RE L TWET, T KEITIE. OpenShift Container Platform 7 2 24 —DEIL R, R
=DV J, Fa—ZVTOHRRETS VT 1 ADGHAINLTVET,
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FEIEERTTDIETHDOEHDICHELN RAFTAREEIHZ2DTEELTLEIL,



FEWHBRBINBIAI VA MNIAE
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21. IKEFERE/RDEGA VA =)L

J—=RIKRAKME, Ry NT7—2IC72AX LT, atomic-openshift-*, iptables & & U docker
RED RPM IKEFEBZEA VAN —ILLET, INODEKER{REZFRICAVAN—ILTSEE. RPM A
AVAMN=IBRBICRRA NI EIMAEE 77 EAINDZDTIERLS, BRERBEICOAMITIEIAEINS
ed, FYMERMICA VAN —ILERITTEET,

T, ZOHFEFEF1IY T+ —EDEHATLIYZAM)—IZT7 IV EATERVWI I VICERILEET,

2.2. ANSIBLE 1 ~ X b —)L D &xiE{L

OpenShift Container Platform @4 > X k —JLFETId Ansible ZfEA L £9, Ansible (&i17 L TE1T
TEHREICKRILDE, REN DR VA M—ILERELE T, L. ThODBERFa—=
THToavEBMLTISICHETZIENTEET, FIFAAHEER Ansible 32EA T2 3 v D—EIC
DWTIE, TAnsible DE&E] ZSHBL T EIL,

B

WITENMEIZ., 41 X—2 L Y R M) —* Red Hat Satellite ft—/SA—&E0aryFoyy —
2ICEBREMNIBDEABEELHY FET, Y—NN—DA VY TSAKNS I F v — Pod AR
L—FT A VIO RTLADNY FERERFTZET, COBBEDRETE Z2HEMELH
YET,

LA Ty y—%ARICHA /I bO—IL/ — R (LAN EBE) oA VA MN—5—%FTLET, 7
A RITY TRy bT7—2 (WAN) TOEITP., *v NT—VEGHIRUNZABEEDOHZRIETDT ~
A M=V DETIFHEL A,

Ansible Tl&. RHEL 6.6 LA % & L T OpenSSH M/X—< 3 > H' ControlPersist 4% /R— K9 3
CEHEERTDHIER. VTRI—AHNDOII VLS RFETIC, V5 RA9—EBEULLANASA VR
h—S—HDRITINDLIICTEHRED, MED/NN T -V RPRT—) U JICET 2R RES
nEd,

LUFE, Ansible TXELINTWBHESEMEARA TN, KERERI XY —DA VA h—ILP
B %ITD 728D Ansible DFEREHFITY,

# cat /etc/ansible/ansible.cfg
# config file for ansible -- http://ansible.com/

[defaults]

forks = 20 g

host_key_checking = False
remote_user = root

roles_path = roles/

gathering = smart

fact_caching = jsonfile
fact_caching_connection = $HOME/ansible/facts
fact_caching_timeout = 600
log_path = $HOME/ansible.log
nocows = 1

callback_whitelist = profile_tasks


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installing_clusters/#configuring-ansible
https://www.ansible.com/blog/ansible-performance-tuning
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[privilege_escalation]
become = False

[ssh_connection]
ssh_args = -0 ControlMaster=auto -o ControlPersist=600s -0

ServerAliveInterval=60
control_path = %(directory)s/%%h-%%r

pipelining = True
timeout = 10

‘D TA—VIE20ICRET DI ENBIEATYT (74— IDFLLRBEA VA MN—VITKERT BETEEM
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3.1. OPENSHIFT CONTAINER PLATFORM Y X% —R R N DT TS 4
T4 R

OpenShift Container Platform 1 ¥ 73X 59 F ¥ —T, Pod k35714 vV DMICKREFERAIND

7 —# /X Z1F OpenShift Container Platform ¥ 24 —RZ k & eted EIDT—4 /XX T9, OpenShift
Container Platform APl #—/N\— (Y 29 —/N{ F Y —D—) i, /—RDRAF—F R, v hT—7
BE. Y=Ly MREICDWT eted ICHERLE T,

UFZERGFTLTIDRS 714 v IR R emELLLET,
o YRY—KRAM&eted —N—ZHEIES
o YRY—IKRAMEATLATVI—MMELS, B¥ELLBWLANEE) vV 2K S

OpenShift Container Platform ¥ 24 —(&, CPU BRZ8BRHT 57TV ) 774 AInfenN—T 3
YD)V —REFEBRICF v 2 LET, L. 1000 Pod RiED/NEER Y X —Tid. D
Frydalldy, ERTEZREDCPUBRZHIRT DHICKEDAT) —NREIN D AREMN
BHYES, 774 MDFv+ v a4 XE 50,000 MY—TFH, JY—ADHYAXITEL>T
15 2CGBAEY—Z2EHBTE2REITHARIZ2TRMEI’HYET, FrviadH(X

I%. /etc/origin/master/master-config.yaml TUAT DR EEFHL THR/NTEZET,

kubernetesMasterConfig:
apiServerArguments:
deserialization-cache-size:
- "1000"

3.2. OPENSHIFT CONTAINER PLATFORM / — KRR NDHET SV 57 4
A
OpenShift Container Platform / — RE&E 7 7 1 JLICIE, iptables FHARAR. SDN *v k7 —2 ®

Maximum Transmission Unit (MTU), 7OF>—E— RKRQEDEELRAF TV avrAEEFhEzT, /—K
ERETDHICIE, BEYR [/ —REEYy /] 2ZEBLET,

Pz
N node-config.yaml 7 7 {1 LA BEERELBWVWTLEI L,

J—REEET7 74 )L TIE. kubelet (node) 7O RICEIHMEET &N TEET, kubelet --help %=
RITTHE. MAATRAT T3y —EBERRTEET,
Pz
kubelet 7+ 7°> a3 > I&, OpenShift Container Platform T RTHR—KrINTHE ST,
7y TZAKY—LD Kubernetes TERTHERAINTWBRTIFRVWDT, # 7> a v
ICE > TREYR— MCHIBRAHY £,
Pz

OpenShift Container Platform D& /NN—2 3 Y THR— KM INTVBEIRADFIRICDOWVWT
& 05285 —DFIR] OR—=JESRBLTLEIV,


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#modifying-nodes
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/etc/origin/node/node-config.yaml 7 7 1 JL Tld. pods-per-core & & U max-pods D 2 DD/NZ
A—=H =D/ —RIZAT V21—V TES Pod DRABEHHLET, A 72 avNELLEMAIN
TW3EEICIE, 2 D0RDEWMEZFERAL T, /— RO Pod BAFHIRINET, ChHoDEEZBAS
E. UTORKRENEELZXT,

e OpenShift Container Platform & Docker M4 T CPU EAEAN LR T 2,

e Pod DR a—Y) Vv IDEEINEL D,

XEY—ARBOYTVADNELDEARYEDHSD (/—RDODAEY—EICL D),
e P7RLADT—ILEHET %,

)Y —Z2DA—/NN—aI v kPRI Y., PV I5r—avonRT7 37—V AMMETT 3,

R

Kubernetes Tl&, B—a Y57+ —%R#HF 9 % Pod IXEEICITF 2 DDV T+ —%FHA
LEY, 2D2BDAVFF—REEEDIAY T F—DEERICRY NT—V %28ET BT
DIFERAINE T, TDDH, 10D Pod 2ETT 5L AT LTI, EEIZIE20 Y
TF—=HIRITINTWB I EILRY ET,

pods-per-core l&. /—ROT7OEyH—aF7HICEDVWT/ — KO ETTES Pod HEHREL F
T, Iz&EZE 470y —a7%BEH L/ — KT pods-per-core »' 10 ILREINBHE. &
D/ —KTHIIN S Pod DAL 40 (TAY T,

kubeletArguments:
pods-per-core:
_ "10"

' p= =)
pods-per-core % 0 ICERET 5 &, T DFHIRHIEIMICARY £,

max-pods (&, /—RDTONRFT 4 —IIhhb BT, /—RKRHPEITTE2 Pod BEBEEMBICKEL F
¥, U524 —DFIRE] TiE max-pods DHR—MINZHRKDEICDOWTEHRALTWET,

kubeletArguments:
max-pods:
_ I|250|I

LEEDHITIE, pods-per-core DT 7 4 J)L MEIL 10 TH Y. max-pods DT 7 # )L MEIE 250 T
T, IhiE, /—RIZHZAT7EHH 25 LETARWGEE,. 77 4JL M Tld pods-per-core IR % 5%
ETI2ERICRYET,

OpensShift Container Platform 2 5 X4 —D#EFIRICDOWTIE, A YV AM—IL RFa XV D TH4
VUJICEAYTREREE] £ avESRLTCEIW, #EOHAXE, AVFF—DRT—F R
BE#HBFD OpenShift Container Platform & Docker MEENEICAR>TWET, DL ITEHEINS
ZET, REDOTT—HDEZIAHME, YZXH—* Docker 7OEZ®D CPU ICERM MY X
ER


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installing_clusters/#sizing
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3.3. OPENSHIFT CONTAINER PLATFORM ETCD 'R 2 N D#E TS U 7 «
A

etcd (&, OpenShift Container Platform 23 EICERT 5 F —E{EDDEHA M T TY,

OpenShift Container Platform M etcd D/X—T 3V AMNL—=—Y2F—TDN—= 3V
N—=3Y

3.3 LRt 2.x v2

348BFLU35 3.x v2

3.6 3. V2 (7 v 77 L—K)

3.6 3. V3 (F#84 YA h—IL)

etcd 3.x Tlk, 73R4 —DH A XIWH BT, CPU. XEY—, XY NT—9, T4 RVBEHEER
T2, A7—ZEYT4—BLUONRNT -V ROEZERBRIEBENBAINZE L7, eted3.x IE. on-
disketcd 7= R—2AD 2 27 v TH{TEEHRILT 2RAEERIGOA ML —Y APl ZEELF T,
#1TDEM T, OpenShift Container Platform 3.5 M etcd 3.x I v2 E— RDFFXFEW>TWVWET,
OpenShift Container Platform 3.6 LAFETl&, #A VXA M—ILTVI DA ML —YE—RPFEHRAINZE
¥, OpenShift Container Platform OUBION—T 3 STy T L—RKLTH, v2 15 v3 ICEHE
TRBITINhItHA, BEINTUWS Playbook A LT, RFa XY MIEBEDOTOERITHELL.
T EBITTDIMENDHY X,

etcd /N\— 3 > 3 ICIE, on-disketcd T—9R—AD 2 X7 v THBITEBHRIET 2BRAEHRFIEDR b
L—Y AP BZEREINTWE T, BITOBEMT. OpenShift Container Platform 3.5 @ etcd 3.x & v2
E—RDFEFFEA>TWET, OpenShift Container Platform 3.6 LA T, #FiRA VA M—ILTv3 D
AML=YE—FMEAINE T, BEEN etcd AF—T % v2 15 v3 ICRITT 2 %#0E (BITICEHE
T4 LPRIIREST) NTE B &L D IS, OpenShift Container Platform 3.6 TIdB&HIIIC
D7y TITL—REEFTINFEFRA, L, BEVWTRM2To7/#ER. Red Hat IZBEEFD
OpenShift Container Platform 7 5 24 —% etcd3.x A NL—YE— R V3 ICRBITT B 2 & o< L
F9., CNIFFIC, KEBERISAY—%FRAINTVWEIHEAP. SSDRMNL—VEFIATERVLY
FTVFRENZHLET,

B

41 M OpenShift Container Platform @7 v 74 L — R Tld, etcd A F—< DRITH
£7TY,

WA VA= TAML—=YE—RFRZVIICEETHDITMMA. OpenShift Container Platform 3.6

i&. £ OpenShift Container Platform 4 4 Z(Zxt L TH&HIMIIC quorum reads 23R4T L F 9, Zhid.
eted ICHT B2V ) —DAELK R T—FERIBVEDICTBLOHICETINET, &—/— KD
etcd V5 RY—TlE, &I BT —9HPA>TVWTERRIEIHY FEADN. EFREISRIY—T—K
BICFERINZETAMD etcd 7704 X~ M Tlk, quorumread (&7 T1) —DFERIEMICA D &
SICLE Y, quorumread I&, T—4 XR—XAED WL AT (linearizable) AL T, §XTD
D547V MIUSAY—DRFOREBICEFRINZEDONRTIIN, BUIEBDHARY BLUVEX
AADNRIINET, NT7+—7 Y ADOMALICET 2EHIE. etcd 3.1 D announcement Z&H L TL
EX W,

OpenShift Container Platform (£, etcd % L T Kubernetes BAA HERIBFRUA DEBINIER % (R1F
TEIREBETDIENEETY, & 2L, Kubernetes BAAIC OpenShift Container Platform A%&10


https://coreos.com/blog/etcd-3-1-announcement.html
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T HHEETHEICA D DT, OpenShift Container Platform I, eted IC4 X—Y, EJL K, v
A=Y FDBEREREFELE T, RIERMIC, etcd RRA MDD T+ =< VY RAPH A IV JICBET 2880
ZDMMDOHEIEEIFIL, Kubernetes & IEKIBICEAY £3, Red Hat I&. OpenShift Container Platform
DA—RT—RPNFA—F—%ZRICANT etcd DRAT—FEY T4 —P/RT+—<IVR%&TFTRb
L. ROEBEAQHEEERAZRETIDLDICLTVET,

INT =<V ZADMAELIE, cluster-loader 2—7 1 ') 7«4 —T 300 / — K® OpenShift Container
Plattorm 3.6 7 224 —%FHAL T, EELINTVWET, etcd3x (R L —TE— R v2) & eted 3.x
(RAML—=YE—RV3) AT Z &, UTORICRIND LI T+ —< Y 2ADHELHEAFEICHESRT
E

BREDHDIRETDRAMNL—Y IOPS HNAIBISHEAD L TWS:

Full run 10PS

1500 = ctcd-3.1.7, storage
mode v2

= ctcd-3.1.7, storage
mode v3

1000

v3-gt IOPS

il u.,lm

(lower is better)

EZELRETDR ML —Y IOPS AKIBICHEAD L TWS:

10


https://github.com/openshift/svt/tree/master/openshift_scalability
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Steady State IOPS

1250 = ctcd-3.1.7, storage
mode v2

1000 = ctcd-3.1.7, storage
mode v3

v3-qt IOPS
E|
(%3]
=
—
E—
I

200

- L

I mrir

(lower is better)
B L /0 T—%DRR, mME— RTDFE IOPS
Average Read+Write IOPS

600

400

IOFS

200

etcd-3.1.7, storage mode v2 etcd-3.1.7, storage mode v3

(lower is better)

APl #—/8— (R 24 —) & eted 7OEZDEAD CPU EAEAFS LTWS:

11
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CPU Usage
150% B =tcd-3.1.7, storage
mode v2
B =tcd-3.1.7, storage
mode v3
100%
a0%

0%
controller CPU apiserver CPU etcd CPU

(lower is better)

APl H—/N— (Y24 —) & eted 7OELRDEADXEY —FAREFES L TWS:

Memory Usage (RSS)

2 B =tcd-3.1.7, storage
mode v2
B =tcd-3.1.7, storage
1.5 mode v3
(778
7]
=
= 1
=
m
s ]
0.5

apiServer RAM etcd RAM

(lower is better)

BF

OpenShift Container Platform Teted # 707 74 Y > L71&IC, etcd IEDEDR
L=2A4 0Ty hBLUTI M Ty MESREICEITLTWETY, SSD AL, LEDHH
BY/EZAHBREEETIECCUETERAMNL—YTeted AT I EABMHRLE
ER

12
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etcd3.1 M3 /—KJUFRX%— (quorumreads ZBMICLTA ML —Y v3 E— R%ZER) TEITLEY
1 X0 BRIFEZHBLTHDE, mARY YA ZFLUTOL D ICRY £,

reads vs. I/0 size bucket
30130

40000
30000

sooon — 17390

reads

10682

10000 6945

L L g T\ LA S, R U S -

b o =
B S S, A A M ol A Sy S < P
~ A e A R 90. Lo g
1/0 size bucket
F/, EZXAATAXEUTOLSICHRY FT,
writes vs. I/0 size bucket
40000
30812
30000
20000 17161
& 14348
= B554
7981 55
10000
. 2730
1684 1"
1136 301 23 1 0 % 0 0 0 0 2

170 size bucket

pa )

etcd 7O RIFBERIXEY —KNETHY., YRY¥—/API H—/"—TFO+ 2R3 CPU
SHNETY, INLIEE. BT Y UPREBYIVHTHEREYT 2 ETEMARTICR
YET, etcd EYRY KA MNEDRBEZ&ZELT 5. BLRAMITRY—&
etcd ZHRARET 5N FRORY FT—JZRELET,

3.3.1. OpenStack T PCI /NZA X)L —%fFEfA L7/ eted / — FADR b L — IR

KB RIRIE T etcd 2REI T B/ etcd / — RICZA ML =Y & FTIERCRET 2I1TIE. NVMe
(Non-Volatile Memory express) 7/314 X% B etcd / — KITET PCI XA ZIL—%FEHALET., h
% Red Hat OpenStack 11 LI TERET % 1ZIE. PCl 7/31 A EIE$ % OpenStack A~ Ea—~J/ —
FTLULTFZRITLTLLLEIL,

13
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1. Intel Vi-x ¥ BIOS THEMEINTWBRLDICLET,

2. IOMMU (Input-Output Memory Management Unit) Z &%t L £ ¢, /etc/sysconfig/grub 7 7
4 )L T, GRUB_CMDLINX_LINUX D17RIC. IR THEH>T intel_iommu=on iommu=pt %
EBmMLEY,

3. L TFAZE4TL T letc/grub2.cfg #BEM L X7,

I $ grub2-mkconfig -o /etc/grub2.cfg

4. YATL=BEHLIT,

5. > hO—3— /etc/nova.conf ZLLTD L D IEREL T,
[filter_scheduler]
enabled_filters=RetryFilter,AvailabilityZoneFilter,RamFilter,DiskFil
ter,ComputeFilter, ComputeCapabilitiesFilter, ImagePropertiesFilter, Se
rverGroupAntiAffinityFilter, ServerGroupAffinityFilter,PciPassthrough
Filter
available_filters=nova.scheduler.filters.all_filters

[pci]

alias = { "vendor_id":"144d", "product_id":"a820",
"device_type":"type-PCI", "name":'"nvme" }

6. d~ hO—>—T nova-api & nova-scheduler B8 L 9,

7. v Ea— b/ — KO /etc/nova/nova.conf TULTDL D ICEREL X T,
[pci]
passthrough_whitelist = { "address": "0000:06:00.0" }

alias = { "vendor_id":"144d", "product_id":"a820",
"device_type":"type-PCI", "name":'"nvme" }

IRAAI—9 % NVMe 7/34 2D address. vendor_id & & U product_id D 7E{E % EX
/YBICIFE. UTEETLEY,

I # 1lspci -nn | grep devicename

8. dvEax1—bpr/—KTnova-compute BB L X7,

9. £179 % OpenStack /X—2 3 Y TNVMe Z AT S5 L D ICEKEL. eted / — N TEEL X
ER

34.TUNED 7O 7 A VA LRI NDRT—=Y VT
Tuned (&, Red Hat Enterprise Linux (RHEL) & & UMt Red Hat & & TH®%: Tuning 707 7 1 LD

BEEXH=XLTY, Tuned (&, sysctls, BIREE., h—RINIAXY R4V F T2 avaED Linux
DEREENRITAXLT, BERDT7—IVO0—RDNRT+—IVRAPRT—ZE) 71 —DEHITHIEG
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&, A—RINT—ROICKRETZEERT )V ITDLEREZRZLICE P L. 1 VX N—ILEICEFHNIC
AT ALICEBAINET,

Tuned 707 74 )Lid. 7O7 7M1 IVEO#ES, 707 741 LMRBRETERINSZNE D NMITL
Y, 7O 74 IV ERBIRT2HOBEEEY Y THETYR— ML ET, openshift 7O7 7 1)L
I&. openshift-node & openshift-control-plane 7O7 7 1 JLDIMT., ThSDEIERE% FH
L £9 ., OpenShift Container Platform 7 7\ r—> 3> /—K&av haO— L7 L—>r/—RKRDOEAH
KRB ST 2Fa—=VIhHEFENE T, openshift-node & &£ U openshift-control-plane 7O
77A4NE TV r—=yavsivtarybO—ILTFL—r/—RIZZERTEBREINET,

openshift 7O7 74 I TO7 7 A4 IVBEB DI TH 23%E 1. OpenShift Container Platform > 2 7
LICEEINZFa—=VTE. X7 AHILKR MAEITOD throughput -performance (RHEL D5

7 #J)L M) & RHEL E@IF D virtual-guest %7-id RHEL Atomic Host / — K@} ® atomic-guest
EHRAEDETERINZE T,

BHEVDIYRATATED Tuned 7O 7 7 A IILDBEMICHE > TWENEHET BICIIUTEEITLE
£

# tuned-adm active
Current active profile: openshift-node

Tuned ICFE9 2 5EMIE#RIL. TRed Hat Enterprise Linux /87 # —< Y 2F 21—V 7 H4 Kl =B8R
LTI,
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/creating_images/#creating-images-s2i
https://access.redhat.com/documentation/en/red-hat-enterprise-linux-atomic-host/7/getting-started-with-containers/chapter-11-using-the-atomic-tools-container-image
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installing_clusters/#install-planning
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HR— NABPERAEDEERMDE, OverlayFS ICBT %55 L W EHRIL. [Red Hat Enterprise Linux
(RHEL)7 V) —2Z2 7/ —h] BB LTIV,

EREBEORA. VT F—AX—I9aVFTF—Droot 77 AV RATFLARNL—=JICIK, BED
TOYITFNAR(W—TTNNA RN DLEBIC, H/EBAR) 2 —LEE (LVM) >V F—ILAFERT 3
EEHRELET,

R

W—TFNRAREFERTDE. RTA—VRICEEN’HDAREELIHY FT, TOFE
FERAZMHETIIITN. UTOEBEEA vy E—IHATICEBHEINET,

devmapper: Usage of loopback devices is strongly discouraged
for production use.

Please use " --storage-opt dm.thinpooldev™ or use “man docker"
to refer to

dm.thinpooldev section.

AMNL—YDEREERHICT BICIE. docker-storage-setup 1—7 1 )71 —%FRALT. RED
FHHOoZ< =B8ELET,

=110

1. Docker A NL—UFERBICHIDT 4 R RS54 THH 3356 (Bl: /devixvdb) 1IZ1&, UUT %
letc/sysconfig/docker-storage-setup 7 7 1 JLITEIM L £ 9,

DEVS=/dev/xvdb
VG=docker_vg

2. docker-storage-setup —EX=HBEEIL 7,
I # systemctl restart docker-storage-setup
BitE%IC. docker-storage-setup T. docker_vg &E W) ZEIDRY 2 —L%EREL
T, OV T—IDMEBR) 2a—L%EFHRLET, RHEL TOY > 7OEYa=ZVJICEAT SR

FaxrvhiE, TLVMEEAA K] THREBETEEYS, FIREX LAY 2 -4l 1sblk O7
YRTRRLET,
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https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/?version=7
https://access.redhat.com/documentation/ja-jp/Red_Hat_Enterprise_Linux/7/html-single/Logical_Volume_Manager_Administration/index.html
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# lsblk /dev/xvdb

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

xvdb 202:16 0 20G 0 disk

Lxvdbl 202:17 0 10G 0 part
—docker_vg-docker--pool_tmeta 253:0 @ 12M O lvm
| —docker_vg-docker--pool 253:2 @ 6.9G 0 lvm
L-docker_vg-docker--pool_tdata 253:1 0 6.9G 0 lvm
L-docker_vg-docker--pool 253:2 0 6.9G 0 lvm

pz o-1o)
oo7AEYa v IdINAERYY a—LAREIYIOYNINT, JPAILVRATLL

BWOT (BRIDIYFTF—ITIEXFS 774 IV A7 LDV, df DHEAICIE
RRINFEHA,

3. Docker M LVM > Y T—LAFEALTWR I E2MRB LT, T4 AVEEBOEAREEZE=4
1) > 794 %ICIE. docker info I< > K&{HRALEY., Pool Name
I%. /etc/sysconfig/docker-storage-setup THEEL V6 &AL TY,

# docker info | egrep -i 'storage|pool|space|filesystem'
Storage Driver: devicemapper

Pool Name: docker_vg-docker--pool
Pool Blocksize: 524.3 kB

Backing Filesystem: xfs

Data Space Used: 62.39 MB

Data Space Total: 6.434 GB

Data Space Available: 6.372 GB
Metadata Space Used: 40.96 kB
Metadata Space Total: 16.78 MB
Metadata Space Available: 16.74 MB

T7AIKTIE, PV T—IVETBO7OY I TNAAD 40% 2FATEZELIICEREINRTVET,
ZRhL=YEFEALTVLICDON, LM IZBBMICT—ILARK 100% £ THRL £9, Data
Space Total DEATED LVM 734 ADFHH A ZI—HLABWVWDIE, ZOEBAHICLYET, 2D
B #hHkaR$%iTiE. Red Hat Enterprise Linux &, B2—/X\—7 1 2 3> DA% EAT % Red Hat Atomic
Host DA TCHERT2AMNL—YDO7 TO—F 2 HET 5HDIERAINTEE L,

BIFICHBWT, RedHat T4 A MY Ea2a—>32® Docker 13IL—TF Ry o<y KAEFINER
IN=RT7AWICTIAFIIBEINTVWET, BEVDOVRTFATIL—TNy I E—REFAHLTWL
DHNEIDEMRTDICIE. LTAEIFTLET,

# docker info|grep loop0®
Data file: /dev/loop®

BF

Red Hat (&, EREREDOT7—-/0— K2FEHAT 5> Y F—ILE— KTl DeviceMapper
ARNL=YRIAN—Z%EATEIEZBHEELETT,

Overlay (&, Red Hat Enterprise Linux 7.2 DFf R T, AV TF—F V94 LDI—RAT—RICDWVWTH
HR— b3, BEREOIRE. R—YFv v aHAENTEICARZEH. 2ENRAE) —FHEK
HETRIFCRBERTESHEELHY T,
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5.4.1. SELinux T OverlayFS 7z |& DeviceMapper % R 3 % Flm

OverlayFS 7 7 1 IV AT LDERFAIE, AL/ —RTA A= AHBIT 507 F—MET Linux
R=TIF vy IaplHBEINBEEATY, OverlayFS D DFMHEICE Y. AV T F—DREEFFOHASD
(I/0) AR Y (BEIUMEMTI YT F—OREFEIERE). AROA A —ID /) —RTETIATL
2HBEICXEYY —DFEAENINBPLET, IhoiEVwWThs, (EWRT77—LA%RE)QAVTFF—D
Fr—rvl—bhzad, BEZHZHELTIHEEP. I X—JOABRICEENSZWVREREDE K DIRIE
THRAHY T,

7O I ZVIDTNARN AV T F—TEICEIY BTSN BDT, DeviceMapper TlER—
FrvPaDHBETETEEA,

pa )

DeviceMapper (&. Red Hat Enterprise Linux @7 7 # JL k@ Docker A b L —YF&E T
¥, AVTF—RA ML —UHTE LTD OverlayFS DFER KL MAFTHY ., S%DY
I) — 2T Red Hat Enterprise Linux % OverlayFS ICT7 7 # )L N TH1T9 % Z & £ #ET
T9,

5.4.2. Overlay & Overlay2 D75 7 RS54 N—D B

OverlayFS 31 =AY 7 7 A IV AT LD1DTY, F77AIVVATLDLEICHDT 7AINY AT L%
BERD (A—1NN—LA195)ENTEFET, BRI LEBOI77MIVY AT ALICEHEIN., TEBOZ7 74
WORTLIIEKREBEOXFICARYEYS, AVTFT—P DVD-ROMBREDT 7 AN RT LA A =Pk
BEDI—F—THAETE, R—ADAM A=V EHARYVERAT 1 ZICEINE T,

OverlayFS &, B—®D Linux RA R T22DF74 LI M) —ICBEEL. ThbiE 1 D074 L7 K
J)—&ELTRRLET, ThoDTFa Ly N —XBEBEBEFEEN, e 0tRiFa=ArTOotrE
MEEh T,

OverlayFS 1. 2 DD 57 K54 /X— overlay 7% overlay2 DW\WFhh % FEH L £9., Red Hat
Enterprise Linux 7.2 DBF=TlE, overlay 757 RS54 N—=AHR—rIhhdkH127%2Y £ L7, Red
Hat Enterprise Linux 7.4 Bfs T, overlay2 A"t R— kI b & D127 Y % L7, Docker 7—EV ED
SELinux |&. Red Hat Enterprise Linux 7.4 THR— R INZLDICRY F L, Y R—MNRBEPIFA
Dev by, BFEWVWD RHEL /N— 3 > TO OverlayFS OFBICET 215 IE. [Red Hat
Enterprise Linux ) ) —Z2 / — K] ZBRLTLLEI W,

overlay2 K54 /N\—(&, RRK 128 D TEIZH B OverlayFSfEE%= R4 71 JTHR—KNLEFT
M. overlay RS A /N—[ETFED OverlayFSEE 1 DTLMEL FHA. TORBENRE

T. overlay2 NS4 /X—DFHH. docker build 72 & DREEREED Docker AV Y RD/NT 4 —< v
AHBENTEY., Y R—MNFTZT7 7MLV AT LATHERAT % inode VR BRY ET,

overlay K54 /N\—|&, FEICH S E—D OverlayFS BEE THEET 2D T, EH®D OverlayFSERB & L
TEBBEBDAA—VERETIEHA, fDYIL, &1 A —UREEIL. /var/lib/docker/overlay OJEE
TICHRBDT A LY M) —E LTEEINFIT, TEICHIBEBEHEIND T —Y%2SRT 256

. AR—ZAMEHIEEINLFEELTN—R)VINMFERINET,

Docker (& inode DERAICEVWTHENRWVWD T, overlay K4 /X—TId4: <. OverlayFS D% %
overlay2 RS A N—%ZFATEHIENHEEINTVET,

Tt

pa 3

RHEL Z7-i& CentOS T Overlay2 = f#H 3 % (lid, /N—2 3> 3.10.0-693 LAFED /N —
JVavHImETT,
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https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/7/html/7.2_release_notes/technology-preview-file_systems
https://access.redhat.com/solutions/2908851
https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/?version=7
https://docs.docker.com/storage/storagedriver/overlayfs-driver/
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HF6E —RFR ML —Y DREL

6.1. IE

pa )

Z?DbMEw 7%, OpenShift Container Platform 3.10 T—BA ML —YDF o/ OV —7
LEa—%2BMELABEICOABAINET, OB, 77 4L N TIEEMIC
BOTWEY, COMEEZBEMICTZICIE. —BANL—YODEE] 28RBLTE
T,

P2
' 79/8Y—=7LEa—") ) —R& RedHat #@mOY—EXLNLTT) =XV b

(SLA) TIEHR—FINTHES T, HBEMICTELTRVWTREMELH Y. Red Hat TIXER
BBECOEREHELIEA, 77/ 00 —FL Ea1—#HEd, E4RRFIEDOESD
HEBEA ) ) —RICHERIT T TR T 22 &ICL Y., BERICHEEAT AN LTWEE
T, FARIOCRAIICTA— RNy I 2EHFHEWLECIEEZBNELTWEY, Red

Hat 77 /0OY—7 L Ea—#EDHYR— NIREEICETIELWVERIEZ. 77/

OY 7L Ea—#gEDYR— MEH] #25R LTIV,

Pod l&, —R7 7M1 IV DRFLEDRTIFEEFIC—RKRAMNL—Y%2EALIET, TO—FKAML—VIE,
5D Pod BRI L YRS B 2 &FR<, —KA ML —YIF Pod 2K THETE I EA,

OpenShift Container Platform 3.10 &Y £§ID/NN—T a3 U Tk, —BEO—AI A ML —=YF, VT
FT—DEXAHTTEERER. logs T4 LY ) —, EmptyDir RY) 2 —L%EAL T Pod ICABINT
WEL7, B—AIRAML—2DT AT Y MDD RWT EICEAET SHES LT, UTORENE
FnFxd,

e Pod IFFIAHEEAO—NIAML—2DH 1 X&FRH L AL,

e PodH"O—HIAML—YEERLTEERICEY HTONRBRWAREELNH 2,

e O—HJLRANL—UIE BestEffort (RARITA—R) DY Y—RTH 2,

e Pod [fttd Pod TA—HANA ML —IDN—ICARZETEY PEIN2HEENHY., +24R
ML —UDEIRI NS FTH L L Pod IFFFAT S 1L7RW,

—BZX ML —VIIERRIC Pod ICABRINTWETA, Pod D—BERX ML —YDFEARICKT 2ERPH
[RAERETZHALAEDEBIMINTVWET,

pa )

. CRI-O YT+ —=3Y9 A LELTHEAL, 77MIUR=—20F Y J%AFYJICfHE
A ALTW2BRICOH, AT F—AOJDEEEFZAELET,

—BREARNL =YY AT LAROD Pod $RTTHAEI N, OpenShift Container Platform (CIXEEE S £
V1—H—HIHILLERPFHIREBI Y —ERAARIET 2HEAERVREERTEIENEET
T, e —BRAML—Y TR A=y b, BTED IO BFFLEFRAMNL—Y RT3 =7V
ZIZDWTOREEIE—EIHY FH A,

6.2. —fiENRRA ML —YHA RS A Y
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-configuring-ephemeral-storage
https://access.redhat.com/ja/support/offerings/techpreview/
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J—RoOB—ANLRAMNL—=VIF, T53A)—NR=FqvaveEtwthrd)—nR—F4>aVIlPET
XFET, —BO—HILAIL—=VICE. T53AT)—NR=—F4aVvDHMNMERTETET, 5147
)—/R—F 423V TlE, root ES VYA LD2 DY R—MINTWET,

e Root
Root /8A—F 4 ¥ a ik, 77 #JL b T kubelet @ root 74 L ¥ b 1) — /var/1lib/kubelet/
& /var/log/ T4 LY M) —%RFLET, TOD/NR—F1>av% Pod. ARL—FT4 V7
¥ 27 Is, OpenShift Container Platform ¥ 27 LAF—E Y DETHETEE I, Pod &,
EmptyDir R 2—A, AVTF—OJ, A A—=VERB. VT F—0OEXAAHHERE % FH
LTZDNN—=T1423VIZT7 I ERATEZXT, OpenShift Container Platform (&, I D/N\—7F «
SAVOHRET I RRAENHEETELET,

o TUHNA A
SUFALN—=—FT 4 aviE, A—N—LAT7AIIRATLIERATRERLY T3 D/ —
T 1> 3> T9, OpenShift Container Platform (&, CD/X—F 1> a VDS L VOHEET Y
TRERFELTRBLET, TONRX—FT42aVIiliE, AVTF—AXA—VBEBEEZIAAT
BEAEBIESENET, TVIM LNR—FT 42 a VI EFEETDIHEIE. root /XA—F 4> 3 V(T
A XA—VRBEHEIAATERBEESINE LA,
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Jaxd = > .
BT7E xv N7 =V O&m#Ek

7. Xy NDO—9ONRTx—< >V 2D EE(L

OpensShift SDN (& OpenvSwitch, VXLAN (Virtual extensible LAN) k> &)L, OpenFlow JL—JL,
iptables AL E T, COXRY NT—2k, V¥ VRIL—L, XY NT—PA VI —TT—RAH—
K (NIC) D4 70— K, TILFF 21—, ethtool DEREEFERAL TFa—=V IHAEETT,

VXLAN (. 4096 A5 1600 BLALEICR Y N7 —20#A B2, MEBRY N7 —J2ETHRE 2 OEHREH
EBMIN34E, VLAN TOFEMREINF T, ThicLY, ERDZVRATALALETEITINTVWSIE
BTH, Y—ERADERICHD Pod IRTHEEICBETETZLIICRYET,

VXLAN (&, User Datagram Protocol (UDP) /X%y MRV RIMEINIE RS T4 v 05T RTHTE
WELE T, CPUBRAEAEFLTLEVET, INOSOAEBE LTRE/ Ty ME, BE)FIC
T—IDPBHBLABVWEIICTZDITEEDOF Ty V7 LIL—ILOFRIZIRY £F, CPUNRT+—T
VRILE TR, ZDEDITWEF —/N—~y RIBEZ B ET, EROF—NR—LALUADFRY b
D= EHRDBE, ZI—=Ty MDY, LATFVI—DEBLET,

979 R RIEEIIY, RTAZILD CPUNRT+—< 2V ATIE, 1Gbps ZIEZZMNMIEBAIZRY b7 —
P2I—Ty NEIBTEET, 10 £/l 40 Gbps BREDHFBWHIEHIED ) VI 2 FEAT 2B EICIE.

NI A=V ANMERT 2HBENHY £F, Thik, VXLAN R—ZDIRETIZBHMOBET, AV 7T
7 —* OpenShift Container Platform BB DB TIEHY FtHA. VXLAN MY RILICEKEFET 51y b

T7—2%, VXLAN ZERICLYRKRD/INT =TV AIZRY £,

1Gbps BLEIKT B IC1E. UTFERFTLTAETL,

o XA TATDAVTF—=I—FT 14 VI DXREEFART S, DA T aviliE, L—9—TD
W—F 1 VT F—TIDOEHFLE, OpenShift SDN DEABFICIXFEE L AVWEERRFLDZE
EEEI’HYET,

e Border Gateway Protocol (BGP) &, B2 —FT 1 VI/EMERET IRy NI—0 TS5
4> %FHET %,

o WXLANA 7O0—RKWIEDxy NTD—9F7H T4 —%FRLET., VXLAN 70— KiF, X
Fy NOF Ty O Y ASEERED CPUA—/N—A~Ay RE, YRFALADCPUDMILRY N7 —
T TH—EDFERON—RIzT7IIBHILET, chitkY., CPU YA )LD Pod 7
TV —2arv THEATEDZEDICERIN, 21— —ERXY NI—014 VIS5 ANSY
Fr—DFEHREAZFATEELDICRYET,

VXLAN # 70— RTRLA TV —RBEBRINIEAN, CPUBAREFILATVY—TXMNTEHRD
LEY,

74.1. %y N7 —2TO MTU O&iE1t

EE 7 Maximum Transmission Unit (MTU) B2 DHY EXF (XY N T7—9 A4 V9 —T 2 —RAA—K
(NIC) MTU &. SDN #—/8—L A MTU TF).

NICMTU (&, BFEVWDRY hT—JTHR-FMINZRREUTTRITRERY FHA, RIN—TY
MemBElLT %5, RRDEZFBRTDLDICLTLCEIV, REBWLA T Y—ICEVWTHRE
g 2ICid, NS WMEZRRL T,

SDN Z#—/"—L 14 ® MTU &, &IETH NICMTU &Y 50 /814 DIl RirhidhYFHA, Ch
&, SDN A —/IR—L A DAY HF—ICHHLET, ZTDRH, BED Ethernet *Yy N7 —2I Tl&k, D
% 1450 ICEREL TLKEIW, v VRT L —LO® Ethernet v N —27 DIFEIE. Th % 8950 I
BRELTLEIY,
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/architecture/#openshift-sdn
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-configuring-native-container-routing

BTE Xy b7 -V DOm#EL

R

50 N MDA ==L 4~ & —I[& OpenShift SDN ICEHEL £9, fttd SDN V) 2 —
YavOGERIDEEETESHIEI2REN’HY T,

MTU 2533 2%, @EtIA/ —RBEYY TA2RBELT. LTI avaTBELET,

networkConfig:

mtu: 1450 €

networkPluginName: "redhat/openshift-ovs-subnet" g

@ Pod#—/3—L A %v b7 =2 ® Maximum transmission unit (MTU)

9 ovs-subnet 735 7 1 >~ DK E X redhat/openshift-ovs-subnet (. ovs-multitenant 7'
74 > DHEE redhat/openshift-ovs-multitenant (Z. ovs-networkpolicy 75 74 >~ ®
&k redhat/openshift-ovs-networkpolicy ICERELE T, Thid, thd CNIE#D T
ZUTAVICHERETEET,

= a-13]
OpenShift Container Platform SDN Z#M9 23 X TDYRI—E LV / — KT MTU #
A XEEBTIREIHYET, T/ tun0 A V¥ —T7x—ADMTU Y4 XIEIV5R
H—%5EBRTBDIRTD/) — R TCEA—THBIUELrHYZET,

72. 2y ND—0H Ty NDERE

OpenShift Container Platform I&, Pod & H—EXRICHLTIP 7 KL ABEARHELET., T 71K
EDOHFARBEIILULTDOESY TY,

o ZADYZRY—HAXIE£1024 /—K
o 1024 /—RZ &I, /23 %E|Y H T3 (Pod THIFAREEA IP (& 510 1@&)
e HT—EXADIP 7 KL RIEH 65,536 &

ZL DFE. INLDORY NT—DEF7OM AV NRICEET B2 ENTEEFHA, TDOLD, LR
ICDWTHDETENIMEICRY T,

XY MNT—ODY A XEEICEAT BHIRIF. [SDN DFRE] ICEEHINTWET,

LY KBELRBEASHET 58413, Ansible 1 YRV M) —T 74 )LD [0SE3:vars] o avic
UTOHEEEZRETDLIICLTLREIN,

[0SE3:vars]
osm_cluster_network_cidr=10.128.0.0/10

Zhnic&Y, FETERIP 7 RNLAS510ENEIYHTSOENDS 8192 / —RAFAIINET,

AVAM=ILLTWBY 7 D727 /X—=23 2D/ — K/Pod ®LERRICDWTIE, OpenShift Container
Platform F¥ 2 X > MIH B Y R—FDHEIRICODVWTSRLTLEI W,

7.3. IPSEC D1k
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#modifying-nodes
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#configuring-the-pod-network-on-masters
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/—RERZX bDOBES{E. BE51IC CPUKENMERINZDT, EATS2IPEXF21Y T4 —YRTLAIC
POh5T. J—RORIN—Ty NELIVCPU EREDOAEATDNT # =TV RICHENHY FT,

IPSec (&, NIC ICEET BHNICIPRAO—RLNLTIS 74 v 7 %BES{LLT. NICAZ70—RIC

FRAINTLIDTREEDHZ 71 —IL N 2RELXT, DF Y., IPSec B"EWMAIZFEICIE. NIC 77
I L—YavBEEFERTERVWEESHY. RI—Ty hORD. CPU ERERDLRICDRAY

9,
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8.1. OPENSHIFT CONTAINER PLATFORM HAPROXY L —% —D X 7 —
VT

8AAR—RAFZAVDNT+—<T VR

OpenShift Container Platform JL—% —| &, %8 T A" OpenShift Container Platform #— & X D4 &R
RS T4 v I ITRTIIHTEZERSIV MERYET,

1 FICALIBI NS HTTP ERICDWT, B—D HAProxy IL—4% —D/X 7 # —< Y A %Ml § 3546
IS, NT74—=IVRFE, UTE2EUCE<DERICL>TEEHLET,

HTTP keep-alive/close €— K

W—h5147

TLSEy>avBEREOISA 7Y MR-
=7y Mb— b Z & DORIRFERE
=45y Mb— MK

Ny JITY RY—NR=DR—=IH (X

EMERZAVTISAMNSVFv— (Ry hT—2/SDN V) a—> 3y, CPUARY)

BERDRETDNT A=V RFERY TITH. FRIEE Y4 XA 4vCPUM6GB RAM D/XT Y v o4

ZORA VRIS VATTAMLEY, E—O HAProxy JL—% —(&. Jb— Kk 100 E%ZLIE L. 1kB #HY

R=VICHIET BNy VTV FTHRImINFTHA, UTZ0EBTEFT,

HTTP keep-alive €E— KD F ) # DIFE:

KBSt BT & D HTTP(s) T3k
=L 22577
edge 11642
passthrough 33335
re-encrypt 11521

HTTP close (keep-alive 72 L) D>+ 1) # DIz E:

BT ED HTTP(s) XK

5771

1780


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#install-config-router-overview
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/architecture/#route-types

OpenShift Container Platform 3.10 R — Y Y L UNRT A —< VY AHAL K

KBSt BT & D HTTP(s) T3k
passthrough 3488
re-encrypt 1248

TLS v ¥ a vERIE. BS)—MIERAINTWE LA, HTTP keep-alive DiG&E &, BE—D
HAProxy JL—4 — D" R—I 44 TH 8kB TH. 1 Gbit D NIC #88HIIEB I ENTEFT,

EHFO 7Oy Y —HIREBEINLRTAIINTEITTIH5EE. LBORXT YUY I OISO RV R Y
ADNT =X VAD2BEDIR T+ —IVRAICRDBIEEFRTEEY, TDF—1N—~Aw K&,
TV OISO RICHBRBIEBICEYREEL, THIEZELDIFE. TSTAR—KI5I RR—ADIKR
HUEICHEBERATEET., UTORIE, W—9—DEBRTHERATZT7 IV r—2a v oDVWTDHA R
T9,

FI)Vr—avi FPIVy—avv47

5-10 BHAR T 7AW/ Web —N—FkigFvrviaAOFo—

100-1000 BV T UV EERT BT S ) r—vay

BE. HAProxy IZFERA T 2RMICE > TERYFEFTH, 85100007 F) r—> 3 v TI— D&
PHETITENTEEY, BRI VT VYDA —ERERBETZT ) r—2 3 vDIFEIL.
COHFITBEIVLRLAQYET,

TN T—2avIilwLlT, SYSEKDIL—MERBEL, W—FT 1 VY ITBDODKERY =Y VI %535
B, =9 —DYv— R 2 FRATINEL DY T,

8.12. R #4#—< v ADEEI

8.1.2.1. ZAEREBDRE

HAProxy DA4 —SE) T4 —CRHLIBETF 21—V JaEER/IRS X —4%—D 1 DI, maxconn /¥
SA=H—=DHYET, TONRSA—=9—F, TOELRAFOERRAFEGREREDEICKRELE T,
ZDINT X —4 —%FAETT % ITIE. OpenShift Container Platform HAProxy JL—4 —®DF 704 X > b
FXET 74 J)LIT#H B ROUTER_MAX_CONNECTIONS BREZEHAMHEEL T LI,

R

BEICIE 7OV NI Y RBLUVARBRAY I IV RAESENE T, Thid2 D0ERESE L
THhHO Y hINZFT, %9 ROUTER_MAX _CONNECTIONS DEAER L LD ELTWBE
WO 2EBUEICARDEIICEELTLIEIW,

8.1.2.2.CPU B L UEYRBF 74 =5 1 —

OpenShift Container Platform T, HAProxy JL—4 —l3dBE—D 7O 2D & L TEIFTINET,
OpenShift Container Platform HAProxy JL—4 —(@ &, FEEHMEL. BOZWIAT7 2 HOWEHRET
VWF7Otyo T (SMP) &Y E, AEHAEL. HOPRVWITHABEINLIRATLATLYEN
e 74+—<VRERBELET,


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/architecture/#router-sharding
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#concurrent-connections

B8E IN—T 1 VT Dm#Efk

HAProxy 7O+t 2% 1 DM CPU O7IC. F/ABDCPUITILRY KT—VEIYAAEE=VTT S
ELRYRNT=IONT =TV ANALTZERICHY £9, R L Non-Uniform Memory Access
(NUMA) / — RIC7OEREEYRABATRBET 2, HELB Fr vV 15RELTXEY—T £
ZERLPTKRYET, L. ZOLNLOHEIEIE. /AT )y o057 RERIETIE—RIIICTATEE
TF, RPAHIJKZ T, irgbalance (., EIYAHERE (IRQ) AhniE. EEIIC PCI
(peripheral component interconnect) A—HA Y74 —&ENUMA 774 Z7 14 —%0EBLZXYT, 75T K
RIETIE. COLRILVOBERIT—BINICARL —T 4 VIV AT LICRREINEE A,

CPU E=> 74 taskset F7-IZ HAProxy @ cpu-map /X5 XA —49 —%FRA L TERITINET, D
TALYT147E. 7OEXIDECPUI7IDD2 DD ERY £9, /=& xI1E. HAProxy 70+
Z1%ZCPUOT70ICEZVTTBICIE. LATD1T% HAProxy MEXE 7 7 1 )LD Global €7 ¥ a3 »I(C
EmMmLEY,

I cpu-map 1 0

HAProxy 2 E 7 7 A LDEBICDWTIE, THARS YA XI N/ HAProxy L—4 —D7 7041 %5
BLTLEIW,

8.1.2.3. /XNy 7 7 —EINDOHE

OpenShift Container Platform HAProxy L —4% —BRD/Ny 7 7 —%ET, 7TV r—varvnron%
FEERVIGEDANY F—H A4 X&FIR L F 9., HAProxy /85 X —4 — tune.bufsize 1P L T, &
YREWAY S —ZWNEBL, Z<ONRT) YO0S9 RTONA =PRI 20— KNS U4 —THF
AXINZTTUr—arviE, EBEICKE W cookie #FATZT7 ) r—2a v alEIES &
NTEEY, 27ZL. ThIZLY, ZHOEHBIHABRINTVLIHEAE, AFTOXE) —FERRICE
ENHYEY, FEICSDERDPEAINTWRIGERICEK., X T —FEAXE. ZOFa1—VJHEE
BINZ A= —DBMEIFIFEALET,

8.1.2.4. HAProxy H&ZdiAH DizElt

Websocket #ffi/: & ORIFEHG < BEHH. RWI 54 7Y MY —/"X—HAProxy ¥ 41 L7 h&fEW
HAProxy Bt A A BB EMAEHDIND E. HAProxy 7O ZADEHA VY RAIV 2{bIhTLED
AEEENHY EFT, 5D TOERIE HAProxy SRENBHARAAINBENCABIN TV HWE
HEUNBTIRENHYET., IhO5DOBZKOTOERIEE, YRATLICRRELRARININMY., XE
) —ARROREAREDERBIC DR DEREMENH 2 7-DICEBBHNEIFE X FE A

COMEICKEZEZ DI —9 —DIRBEEHIT. I

ROUTER_DEFAULT_TUNNEL_TIMEOUT. ROUTER_DEFAULT_CLIENT_TIMEOUT. ROUTER_DEFAULT
SERVER_TIMEOUT & & U RELOAD _INTERVAL 72 & T,
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9.1. &

OpensShift Container Platform (&, Heapster TIREL TNy I TV RICREFTRELA M) VX ZRFEL
F 9., OpenShift Container Platform DEEEZIL, 1 DD1—HY—( v ¥H¥—TJx—ATAVTF—PIV
R—FXVRMAN)IRERRTEET, TNOEDARNYIRIE, RT—=VVTDIA4I VT EREEY
W9 % 7281, Horizontal Pod Autoscaler THERINZE T,

UFDORMEY VTR ANV VRAVR=—RVNDRT—) VJICET2RRERHILET,

pa 3

Hawkular & & O Heapster i ED X MY V2RIV R—%x Y NOBEBRT—Y V7 &
OpenShift Container Platform TldHR— kI TWEHA,

-

9.2. OPENSHIFT CONTAINER PLATFORM D#3EE15

e E D OpenShift Container Platform 1 75X 50 F v —/ — K TA K'YV X Pod %34T
ER

o XNYYRADBERFITIXTEANL—2%EHT %, USE_PERSISTENT _STORAGE=true % :%7E
LEY,

e OpenShift Container Platform * k') 2 2577’04 X~ kT METRICS_RESOLUTION=30 /%5
A—4 —%{R¥ 9 5, METRICS_RESOLUTION 27 7 # )L MED 30 &Y /NI WMEILRET
ZZEFHELTVERA, Ansible X ) 2 2DA VA MN—=)LFIBEAFERT 2HEIE. D/
Z X —4% —|d openshift_metrics_resolution ICE XX T LI,

o RAKMXAKNY YR Pod A1EE X ©r 7z OpenShift Container Platform / — K%L E=Z4 1)~
JLT, RANVZATLDRERR CPUBLUAEYN —) ZRBVERETHRET 2, TDLIR
BEARRICLY., X MYV R Pod CRIBEHNRLET AN HY T,

e OpenShift Container Platform /X—<3 > 3.7 D7 X kN TlE., &K Pod 1 25,000 D72 k& —
A% OpenShift Container Platform 7 2 X4 —TE=%# Y V73X hF L,

93. V5 RAI—AKNY D ZADABAEEHH

210 & & T 990 D OpenShift Container Platform / — RTERLZTANTIE., 10500 LT 11000 D
Pod " ZhZEFhE=41) v XN, Cassandra T—IR—ADH A1 XH, UTFDORICEEHDEE TEN
LZFL7,

+RK9I1IVSRI—HND /) — KE/Pod BUIcEH T < Cassandra T— I R—ADA L —JEH

Cassandra X b 1HHZYD 18EH=Y D

L — DEmEE Cassandra R b Cassandra R b
L —J 1k L —J 1k

210 10500 1 B 500 MB 15 GB 75 GB

990 11000 1 B¥fEIC 1 GB 30 GB 210 GB
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https://github.com/kubernetes/heapster
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/developer_guide/#dev-guide-pod-autoscaling
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#infrastructure-nodes

BIF ISRY—AMNVIRDRT—YV VT

LROFETH, R PL—VBHAEH LABABRRVED I, FROY A XA —/N—~y k&L
TH120 % B L F L7z,

METRICS_DURATION & & U METRICS_RESOLUTION DENT 74 K (ENETN 7 HE 15F) O F
FDHEIE. LEDEICHZ LI, BREFKELTEIED Cassandra A AL —Y DY 4 XEH %5
BY5IENTEET,

Digk

==
[=]

OpenShift Container Platform X k) 27 2l&, A NY IV RT—9DTF—H AT &

LT Cassandra 7 —49 RXR—R&FHT DT, XN IRBREDOTOERT
USE_PERSISTENT_STORAGE=true |CE%7E L /c3ZEICIE. NFSTRY hT7—J R
NL—YDEEBICPVAT 74 MTEBEEINEY, 272 L. Cassandra KF 2 X
YMNIHBLIIT, FYNT—U A KL —T &, Cassandra 2 A &b THEAT
BIEFHELTVWEEA,

9.4. OPENSHIFT CONTAINER PLATFORM X 1) 2 X POD DR T —") >
5

X MY U X Pod (Cassandra/Hawkular/Heapster) 1 v b Tlk. &1& 25,000 ® Pod #€=% 1) /T
TFEY,

OpenShift Container Platform X k') 7 2 Pod BAE1T3N 3/ — ROV R T LDARIERL T LS
W, ZDIEHREMEA L T. OpenShift Container Platform X k1) 2 X Pod ¥ % A —IL 7o b L. &
# D OpenShift Container Platform / — NICEBRZ 08T 2UEBENHINEDI D ZHEL XS,
OpenShift Container Platform X b 1) 7 Z heapster Pod D24 — Y Vv JIZHE L TVWEH A,

9.4.1. IR M

OpenShift Container Platform X k) 2 207 7O ICk#ERA b L —Y % ER L 7235HEI1CIE. OpenShift
Container Platform X k') 7 2@ Cassandra Pod (% X7 —") > 74 %gi1lC. ## Cassandra Pod A
FRINZ LI, KGR 2—L4 (PV) 2ERT 2RELrHY T, L. BINICTOEY a =Y
JIN% PV &HRL T Cassandra 2’7 704 SNBEICIE. COFIERILHEHY FHA,

9.4.2. Cassandra IV R—RXV NDRH—1Y V5

Cassandra / — RIZk#ERA ML —Y A FRHTZ2DT, LTUr—ravyay bhO—5—TRY—=ILFD
URRT=IWVTy TERFTITBIEETETEEA,

Cassandra 7 S A9 —D A7 —1) >V JIZIE. openshift_metrics_cassandra_replicas Z#H %%
BLT, 77044V N BEITITIMEIrHYET, 774/ NTld Cassandra 7 5 A9 — |8 —
J—RDIVZRI—ER>TWVWET,

OpenShift Container Platform X k') 2 Z® hawkular pod % 2 DD L 7Y AICZAT—ILT v T§ 3IC
iE. U FEERITLET,

I # oc scale -n openshift-infra --replicas=2 rc hawkular-metrics
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https://docs.datastax.com/en/landing_page/doc/landing_page/planning/planningAntiPatterns.html
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/developer_guide/#dev-guide-persistent-volumes
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/configuring_clusters/#deploying-the-metrics-components

OpenShift Container Platform 3.10 R — Y Y VB LCNRTA—< 2V RAHA K

Flhlg, 1RV N) =74V EBHLT, 77014 AV NEBEITLET,
= o-1o)

Cassandra 7 A9 —IC LT, il /—K&BMLAEY., BEED ./ — RKZHIR L 723%
Bl VS RI—IIRELET—YDERIN ISR —L2AEBTBELBINET,

RAT—=WI I v aERTTBICE LTERTLET,

1. AVFF—IC)E—MDS TV ERT BEEIE. BIFRT 5 Cassandra / — RICTH L TUTAE
TLET,

I $ oc exec -it <hawkular-cassandra-pod> nodetool decommission
AVTFF—IICOQ—AILTTIERTBBAICIE. RDYICUTEERITLET,
I $ oc rsh <hawkular-cassandra-pod> nodetool decommission

ZOaAX Y RIE, T—YAEIVSRAY—LDEICOAE—T DT, EFICLIES K BEFELIIMY Z
9, FIEDEHIRTIE nodetool netstats -H CTE=¥ VI TEFT,

2. EDAT Y RICAINT 2 &, Cassandra 4 YAV ADrc & O ICRAT—ILF 9V LET,

I # oc scale -n openshift-infra --replicas=0 rc <hawkular-cassandra-
rc>

Z N T Cassandra Pod MBI RI N ZE T,

BF

2= TOEANRET L, BEfFE®D Cassandra / — R FREE S Y ICHEEET 535
AIZIE. T D Cassandra 1 ¥ 24~ R &R % Persistent Volume Claim (PVC, ki
R 2—LFER)Drc HHIRTEEY, PVC 2HIfR9 5 &, 2D Cassandra f ¥ R ¥
VAILEERIT LN TWET—IDZRICHIRINZDT, RT—ILF I UHTEHND
EBICET LA BEIC. Kbh/icT—49%EBrTd5lEETEEHA,
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$10E £ 525 —OFIR
F£10E 7 5 X5 —DHIR

10.1. &

LUFD b Ew 2 TlE, OpenShift Container Platform DA 72 =7 RDHIRICOVWTEEHTWVWET,

ZL DIFBE., INSDLEWVMEZBAIDE, 2RI T2 —<TVAMETFLET, BT LE. V5R
H—IIEENIRETIDITTIEHY FHA,

CDREY ITHBNALTWVWBFIRICE 2 TIE. RRBRDISRAIY—Z[RICLTWEEDEHY £,
IS5 2 —DBENNIWSEEICIEK, HIRRBEAIL THRARY FT,

eted N\—YaVYPRAMNL—UT—SHRALGE, BEDL S WMEICHEZSA2EREZHHY IT,

10.2. OPENSHIFT CONTAINER PLATFORM 7 5 X 4 — DR

IR D 3.7 DHIRR 3.9 OHIR 3.10 OHIR

J— kg lal 2,000 2,000 2,000

Pod % [0] 120,000 120,000 150,000

J—RZE®D Pod # 250 250 250

A7 T ED Pod £ T7#)MEIKX10T T7 4 MEIKX10T T7FIMERHY FHE

¥, YR—bLTWEER T, YHR—MLTWEE A, YR—bMLTWIE
KEIX., /—RZTED KEIX., /—RZTED KiElE, /—RZTED

Pod #&ERLCTY, Pod #&RLCTY, Pod ##&ERLCTY,
namespaces % 10,000 10,000 10,000
EILRE: S TS50y BmEAL 10,000 (Z7 #JL kD 10,000 (Z7 #JL kD
ZANSFU— Pod: X E ) — 512Mi) Pod: X & ') — 512Mi)
namespace Z & ® Pod 3,000 3,000 3,000
#lcl
H—p 2 ld 10,000 10,000 10,000
namespace Z & D — ZEAL ZEAL 5,000
B2
H—ERXRZEDNY ST 5,000 5,000 5,000
v RE
namespace Z& DT 7 2,000 2,000 2,000
=ESOAS &
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#admin-guide-max-pods-per-node
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HIRR DT 3.7 OHIR 3.9 OFIR 3.10 DFIFE

[a] SCEHDFIREBRA DI SR —RBYR-bINFEEA, BEDI SRS —ICAENT I EERF LTI,

[b] < CICEEHD Pod #Hid, TR MFAD Pod TY. KERD Pod Bid. 77U —>a>vDxE)—. CPU. AbL—
VEMHICLYRRY T,

[c] Zhid, REOEEICHT Zxe LT, HED namespace ILHZ2A TV MR L TRET Z2HEDH B, ¥
Z2FLAROAY MA—=JLIL—THD I E T, B—D namespace ICHEEY A TDF TV bOENEL LB E, IL—
TOARIERL, FEORBEELZLEST 2EFENMETLET,

[d] iptables Tld. EH—ERAR—FEEY—EADNY IIY RICHBTZIY M) —AEFFNET. KEOY—ERD

Ny DTV REIE, TVRRA Y MDA TV MY A RXICHKEDNHY ., TORR, VAT LRBICEEINDET—9Y
1 XCEHEESZFY,

10.3. 7 5 29 —DHIRICELELRIRFE

BF

J—RKRTYRBYY —AEBEIHTRIS54T925E, Kubernetes A7Y 2 —5—n
Pod OEEERFICITY Y Y —ARIEICHEEESZXEY, Swap X T —%EMICT 5728
CEFTTEBNBICDODWVWTHERLTLEIL,

B DSEE . J— RICEREBETE % Pod DMAMMF L £7,
I HS2H—TEDBEK Pod B / J—RTEDFME Pod B = J— REAE

J—RTHEETDPod#E., 77U r—YaVvBRKICEYERYET, 7TV —2a3 VDX E
J)—. CPU, AMNL—YEHAERETLTLEIW,

>F ) AH

PSR —T&122200 D Pod #58ET BHEIC. /— KT EILRK250 D Pod H'H % 2 & =Hitr &
LT. RETEHE9OD/ — RKHPREIIARY FT,

I 2200 / 250 = 8.8

J— R#%& 20 ICBY ITIHBEICIE. /—RESHD/ —RTEIC110 D Pod IZEDHY 7,

I 2200 / 20 = 110

104. 7 ) r—> 3 VERICEDELRESE

TIVr—oaVvBREOHIEZEZTHEL LD,

Pod ¥4 7 Pod # BRAXEY— CPUO7 AXFEA ML=
apache 100 500MB 0.5 1GB
node.js 200 1GB 1 1GB
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#disabling-swap-memory
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/installing_clusters/#install-planning

$E10E 7 5 A9 —DHIR

Pod ¥4 7 Pod # BRAXEY— CPUO7 XA ML=
postgresq|l 100 1GB 2 10GB
JBoss EAP 100 1GB 1 1GB

HEEM:CPUI7 5508, XE')—450GB 8L TR bL— 1.4TB

J—=RDA VR VAP A XE, FLEICG U TEREZAETEET, /— KDY Y —RIEFA—/"—1
TYRINBZEDREL, TTAAA VN FYFTIE, NIW —RTEHEEP LY, KTV —
FTEAEBOLAZY LT, ALY Y—RE2%2RHTZIEETEET, ERHLOBEEEYA VRSV
CEDIARAMNBREDEREEERT 2MENHYET,

7 — REERl BE RAM (GB)
J—K(#FTvav 100 4 16
J—K(#FTvav2) 50 8 32
J— K (F 7 av3) 25 16 64

IV r—oavildoTR A—"—33v b ORBICELTVW21DEHNIE. T TRVEDE
HYFT, LEAF JavaT7 TV r—ave, RKEWR—VEZHEATEZT TV r—2a %<
. A== 3Iy MIHBTEEFEA. HEROXE)—IE, BOF7 TV r—2aVIlEATEEE
ho LERDHITIE, BIBRE—MHGLLEERELTHI0% A —/N—2I vy FEINTVLET,


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.10/html-single/cluster_administration/#admin-guide-overcommit

OpenShift Container Platform 3.10 R — Y Y VB LCNRTA—< 2V RAHA K
BNME VSR —O—49—0DFEH

11.1. 75 249 —0O— 49 —DHEE

PSR —O—F—&lE, V3 R9—ICHLTCIFEIEFRA TV M eEZHTTO14THY—ILTH
Y, I—HY—FRDIZRY—F TPV MR LET., VTRY—AO—49—%2EILR, BE. ET
LT, IEIFERTTRY—DIREEIZH % OpenShift Container Platform 7704 X > ND/IXT 4 —<
VAXNY O ZRERELET,

11.2. 75 R9—O—45—DA VA=l

9 5 X4 —0O—%—|4 atomic-openshift-tests /Xy r—JILEFNFET, ThESA VA M=ILT BIC
. UTFZERTLET,

I $ yum install atomic-openshift-tests

AVAM=ILDE DB E., TANHEDEITZ 7 1)L extended.test (& /usr/libexec/atomic-
openshift/extended.test I[CECE I N T,

11.3. 7 SR —O0—45—DEIT
1. KUBECONFIG %/, EIEE kubeconfig DIFFTICEEEL £,

I $ export KUBECONFIG=${KUBECONFIG-$HOME/.kube/config}

2. HARAFNTWBTRAINEBEEFALTYVSRY—O—49—%5ETL. 52057 FL—hrE
IWREFZ7OAM LT, TTAMA Y IDPRTTBETEHELEET,

$ cd /usr/libexec/atomic-openshift/
./extended.test --ginkgo.focus="Load cluster"

F7/zld --viper-config D7 3 /% EML T, 21— —EHRDHRETY FRAY—O—F—%
EITLET,

$ ./extended.test --ginkgo.focus="Load cluster" --viper-
config=config/test g

ﬂ ZDHFITIE. configl EWDHTTFa Lo M) —Il testyml 7 7 A ILHEBREBEINTWE
T, ARV RSA VTR, 7740M94 TEWRFIEY —ILAEHNICHIETT 2D T, &
E77ANEIRFRLTEITLET,

11.4. V5 R9—0O0—9—DERE
BHDOT > TL— b Pod #58. namespaces (FAY TV M) #EHERLET,

PSRY—O—49—DHRET77AI)VA config/ 774 LI MN)—ICRELET, TNODERET 74
IWTBBINE Pod 774ILETYTL—MT74I0IE, content/ 7 T4 LU RMN)—IZHYFET,

11.41. 587 1 —J)L R
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K111 IVFRY—A— Y —DHRLENDT 1 —IL K

74— K

BNE ISR —O0—9Y—DEHA

EL

cleanup

projects

tuningset

sync

#&11.2projects DETFD7 1 —JL K

74— K

true £/ (& false ICRELF T, REZ &IC 1
DDEHREZZRELEFT, true (RET S

&, cleanup &, TRAMDREKICI SRy —0O—
&' —HMER L 7= namespaces (7OY T b) §XT
HZHIFRL 9,

1 DFREBOEEMEESNALT TAH TV Y

N, projects DEETIC. #EKT % & namespace
NEFEIN, projects ICIEHADH TAY F—n
BRIEEINTVWET,

BREZEIWKI DOEEMEEINLY TF TP Y
h. tuningset Tk, Fa—=vJty N2ER
LT, 7AYo b»H TV MERIIH L TR
EARRYAIVIEBNTHIENTEET
(Pod. T¥ 7L —hAE),

REZEICI DOEEDNBEINLAT Va3 vy
TATVTO N, ATV MEBRBFICRETE S
NEIDLEBMLET,

B4

num

basename

tuning

configmaps

secrets

pods

B, ERXTZ700 7 MID 1 DDES,

XFEH, 7OV hDR—RALZDER, HEHLHE
ELARVWEDIZ, E—D namespaces DEAH
Basename |IZEBMINF T,

XF5, 7V MIBERYTEZFa—=vIty
D1 DDEHR. ZHIEXHRD namespace IZT7 7
OqLZEYd,

F—EEDRT7—E, ¥—Id ConfigMap D %R T.
&l Z D ConfigMap DYEEITTD 7 7 4 ILADI/INZT
7,

F—CEORT—E, F—E¥—o L v bO&H]
T, [BEZDY— Ly NOEBRTD 7 74 ILAD
INZATT,

FTOA4 T2 Pod D1 DFLEESHOEREETFOY
TAHTIH b
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Z4—J)EK B

templates FTOA43TTL—bD1 2FLEZHOER
EFEOHYITA TV b

#F11.3 pods B L U templates D7 1 —JL K

74—J)E Bl

total ZDO74—ILRIFFERLEEA,

num B, 770492 Pod &7V 7L — ML

image XFH, FILHEEER) RY MY —ITR 9 % Docker
14 A= M URL,

basename X=F5, ERT 5TV L — b (F7ld Pod) DR—

2201 DDES,

file XF, O—AIT 7AIADIRZ, KT 2
PodSpec £/ Id7 Y 7TL—hDWVWENHNTT,

parameters F—&{EDRT, parameters OB FT. Pod F
7T L= b TCA—N—=54 RTHEOD—ES
BETEET,

#%11.4 tuningset OB TD 7 1 —JL K

74—J)E Bl

name XFH, Fa—=vJty hOEZHL, 7OV b
DF 21—V 5EHRTDRHICIEE LELERIE—K
L¥9d,

pods Pod IC#EA XN % tuningset #HAId 20747
D=7 N

templates T 7L—MIEAINS tuningset = H5I9 %
Y$TFTIU b

#%11.5 tuningset pods ¥ 7l tuningset templates DB FD 7 1 —JIL K
74—J)E B

stepping YITXTVI b, RFY TR —>THT
V) MNEERTZHBAIERTZRT Y TERE,
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BNE ISR —O0—9Y—DEHA

Z4—J)EK B

rate_limit YITFTVV N, ATV MERBEEAFIRT
BLODEEFRF1—=v Tty FDRE,

#11.6 tuningset pods F7zId tuningset templates. stepping DETFD7 1 —JL K

Z4—IVEF Bl

stepsize B, A7) MERE—BHELLT 2 £ TITEK
T54FTVU M

pause ¥, stepsize TEHELALA TV U MUEERK
BIC—BHELET 2T

timeout B, A7V MERICEII LA 2 BEICK
MY 2FTHET DM,
delay B, ROERERE THET 0 (I VW),

#11.7 sync DB TD7 1 —JIL K
Z4—IVE Bl

server enabled &V port 74 =L REFOHTAT
vz bk, 7—I)l{E& enabled #i5E 9 % &. Pod
HEEATZEODICHTTP H—N—%EHTE2HED
NMEELEY, port DEHILY v RV F 5 HTTP
Y—N—R— E2EHELFT (TT72IKTIE
9090),

running 7—IL{E, selectors IC—HT %S RILHIRES
T 7- Pod ' Running OREICAZ FTHEL X
£

succeeded J—IL{E, selectors IC—HT 2SNILHEES
17z Pod »* Completed DIRREICA 2 £ THRHEL
9,

selectors Running 713 Completed DIKAED Pod IC—
BHe2tELI9——8&

timeout XF7%, Running Z7z|& Completed DIRRED
Pod & L THLREAZI A LTI MTZHETD
B, @ LIS DIEIL. B [ns|us|ms|s|m|h] % &
LTLEIW,
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VSR —O—5—DFHRET 71 IVIEEAXRNR YAML 7 7 1 LT,

provider: local g
ClusterLoader:
cleanup: true
projects:
- num: 1
basename: clusterloader-cakephp-mysql
tuning: default
templates:
- num: 1
file: ./examples/quickstarts/cakephp-mysql.json

- num: 1
basename: clusterloader-dancer-mysql
tuning: default
templates:
- num: 1
file: ./examples/quickstarts/dancer-mysqgl.json

- num: 1
basename: clusterloader-django-postgresql
tuning: default
templates:
- num: 1
file: ./examples/quickstarts/django-postgresqgl.json

- num: 1
basename: clusterloader-nodejs-mongodb
tuning: default
templates:
- num: 1
file: ./examples/quickstarts/nodejs-mongodb.json

- num: 1
basename: clusterloader-rails-postgresql
tuning: default
templates:
- num: 1
file: ./examples/quickstarts/rails-postgresqgl.json

tuningset: 9
- name: default

pods:
stepping: g
stepsize: 5
pause: 0 s
rate_limit:
delay: 0 ms

IVRY—IVRFRAMNDA T 3 VERE, local ICEREL T, BEICRVWAOI Ay -V %[O

ﬁbi’g_o

2]
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BNEEHVRY—AO—5—0DFEH
IDFa—=v Tty NTld. BESIBRP Ty TE/E. EHOD Pod /Ny FER. £y NETOD
—BHELAREATEICRYET, V529 —0O0—9—lF. DEIDORTFY THART LEIEEEZY
(g ATV TTIE A7V AN BERINTHD, MHBE—BELELXT,

O EEHRE. ROA TV bEFERTHETM I UBBEFELET,

11.5. BEFI DA

IDENTIFIER XS X —4 —H1—H—F U L — M TCEHZINTLWRWEEICIE., T L — MDER
M error: unknown parameter name "IDENTIFIER" TS5 —TCXKLFd., 7V L—b%ETT
04 92%EIE. COIT—HDRELLVEIIC. UTFTDONRSXA—=9—%FU L —MIEBMLTLE
T,

{
"name": "IDENTIFIER",
"description": "Number to append to the name of resources",
llvaluell : lllll

}

Pod 27704 5158, CONRIAXA—5—%2BMT2BEEHY FEA.
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F12E CPU XY R—Y v —DfEH

12.1. CPU ¥ X — 2 v —DHEEE
CPUT*—Yv—ld, CPUUI—TAEBLT, 7—0— RERED CPUICHIBRLEY.
CPUTR—Yv—ld. UTDELSIRBMAZEINZT7—o0— RICRILET,

e TXZ7FR\ CPUKBRIAKLEARIRS

o TOEYH—DFrvLi1IROHELZIIIEE

o LATVYY—DEVWRY ND—OTFT)r—>arvnBs

o MOTOEREEHEL, B—D7OtYyH—Fv v asHBTZIEIHRNH2EE

12.2.CPU Y r— Y v —DERE
CPUTR—Yv—ZRETDICIF, UTZERITLET,
1. 772avT /—RICSNILERELET,
I # oc label node perf-node.example.com cpumanager=true
2. 9= v N/ —RTCPURR—Yv—DHR—MEEMILET,
I # oc edit configmap <name> -n openshift-node
B
# oc edit cm node-config-compute -n openshift-node
kﬁéeletArguments:
.%eature—gates:

- CPUManager=true
cpu-manager-policy:

- static
cpu-manager-reconcile-period:
- 5s

kube-reserved: g

- cpu=500m

# systemctl restart atomic-openshift-node

ﬂ kube-reserved [ENEDKRETYT, TDEIF. REICEDETHRAETIMNEIHY
£

3. A7 1 2F/IFEHMEEKRKT S Pod #ERLET, HIRS L VCERD CPU DIEIZEEIZT B
MEINHY FT, hiF. THRO Pod EHOIT7OEICHRY £,

# cat cpumanager.yaml
apiVersion: vi
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kind: Pod
metadata:
generateName: cpumanager -
spec:
containers:
- name: cpumanager
image: gcr.io/google_containers/pause-amd64:3.0
resources:
requests:
cpu: 1
memory: "1G"
limits:
cpu: 1
memory: "1G"
nodeSelector:
cpumanager: "true"

4. Pod ={E L E 7,
I # oc create -f cpumanager.yaml
5. Pod B IRIVBEIN// —RICRATVa2a— LI TWRZ & aERLE T,

# oc describe pod cpumanager

Name: cpumanager-4gdtn
Namespace: test
Node: perf-node.example.com/172.31.62.105
Limits:
cpu: 1
memory: 1G
Requests:
cpu: 1
memory: 1G
QoS Class: Guaranteed

Node-Selectors: cpumanager=true
region=primary

6. cgroups BIEELKEREINTWS I AR LET, —HEFELTOEAOPD Z#BEBLET.,

# systemd-cgls -1
1 /usr/lib/systemd/systemd --system --deserialize 20

—kubepods.slice
| kubepods-podeeclab8b_elc4_11e7_bb22_027b30990a24.slice

| | f—docker-
b24e29bc40210640571941dc513538595¢c317d29412c8e448b5e61a29c026d1c.sco

pe
| | | “44216 /pause

QoS P&fE Guaranteed ® Pod I, kubepods.slice ICEEEINEJ, D QoS ® Pod
I&. kubepods OFT# % cgroups ICEREINZE T,

I # cd /sys/fs/cgroup/cpuset/kubepods.slice/kubepods-
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pod@eclab8b_elc4_11e7_bb22_027b30990a24.slice/docker -
b24e29bc40210640571f941dc5f3538595c317d294f2c8e448b5e61a29c026d1c.sco
pe

# for 1 in "1s cpuset.cpus tasks™ ; do echo -n "$i "; cat $i ; done
cpuset.cpus 2

tasks 44216

7. NRDH XY THAINS CPU —EZHRLE T,

# grep ACpus_allowed_list /proc/44216/status
Cpus_allowed_list: 2

8. YRATLLEDHID Pod (Z DIFE L burstable QoS [EEIC4H 5 Pod) %, Guaranteed Pod IC
AYETONALATTEITTEAVWI L EZHRLE T,

# cat /sys/fs/cgroup/cpuset/kubepods.slice/kubepods-
burstable.slice/kubepods-burstable-
podbe76ff22_dead_11e7_b99e_027b30990a24.slice/docker -
da621bea7569704fc39f84385a179923309ab9d832f6360ccchff102e73f9557.sco
pe/cpuset.cpus

0-1,3

# oc describe node perf-node.example.com

Capacity:

cpu: 4
memory: 16266720Ki1
pods: 40
Allocatable:
cpu: 3500m
memory: 16164320Ki
pods: 40
Namespace Name CPU

Requests CPU Limits Memory Requests Memory Limits

test cpumanager-4gdtn 1 (28%)
1 (28%) 1G (6%) 1G (6%)

test cpumanager-hczts 1 (28%)
1 (28%) 1G (6%) 1G (6%)

test cpumanager-rowrq 1 (28%)
1 (28%) 1G (6%) 1G (6%)

Allocated resources:
(Total limits may be over 100 percent, i.e., overcommitted.)
CPU Requests CPU Limits Memory Requests Memory Limits

3 (85%) 3 (85%) 5437500k (32%)  9250M (55%)

CORETIVICIE, CPUO7R 4 EHY £, kube-reserved % 500 I ) A 7ICEREL
T. Node Allocatable DT BLDHIC, /—RDLFEHNSAT D¥N%8|TFY,
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Allocatable CPU A 3500 I Y O 7 THBIEAMERATETT, Thik. ThEFhra7%
1 DZIFANDZDT, CPUYR—V v —Pod DRI DEEITTEXBEVWIEKRICAY ET, 1
DOIAT7LKIE, 1000 ) I 7ICHEHHBLET,

4 DHDPod 272 a—IL&DETBRE YRATALIFPod ZZIFANETA, ATV a—
WEEIhIEA,

# oc get pods --all-namespaces |grep test

test cpumanager -4gdtn 1/1 Running
0] 8m
test cpumanager-hczts 1/1 Running
0] 8m
test cpumanager -nb9d5 0/1 Pending
0] 8m
test cpumanager -rowrq 1/1 Running
0] 8m
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#13% HUGE PAGE DE&E#

13.1. HUGE PAGE D#%gE

AEY—E, R=YEMENZT7Ov I TEEBEINET, ZL<DYRTATIE, 1 R—=VIL4Ki TT,
AEY—1Mi 1F 256 R—UIC, X E Y — 1Gi I 256,000 R—TICHYE LE T, CPU ICIZ. REDXE
)—EEBI1=v " HY, N—RIZT7TIDEIBR—VYVIANEZEELEYT, I VRL—23aY
w2 744 R/\w 77— (TLB: Translation Lookaside Buffer) (. {RIED SYPEBEADR—I v EV Y
DIMRBERN—RT 2 7F v+ v >aDIETT, N— RV T7DIERTEINLRET7 KL XA TLB
IKHNIE, Ty EYTETIEPCRETEET, I TRVWGEICIE, TLB I ANEREL, Y RAT A
BENMES, VINIITPR=ZADTZ RLRAZHBIZT7 A —IbNy 73N, NT+— 2V ZADEBENRE
LEd, TLBDH A XHPEEINTWVWENDT, R—IH A X%EPFT LI, TLB I RADEIEEBSTA
EixdHY FHE A

Huge Page &1d, 4Ki FUKREWAEY) —R—I DI ETT, x86 64 7—F TV F+—Tlk 2Mi &
1Gi D 2 DA —#&B97% Huge Page 11 A TY, BIOT7—F 77 F v —TlEH 4 XIFERY £9, Huge
Page 2T 2ICI1E. 77V r—2avhRETETELIICOI—REEZIRLADBELNHY £,
Transparent Huge Pages (THP) (. 77U 4 —> 3 vl & %5357 LIC. Huge Page DEE%* HENL
LEDELETH, #lIMLAHYET, I, R—=IHY A I 2Mi IZHIRRINE T, THP Tld, THP @
TI7ZUNREET, AEY—FRAEI S QY. RN EIY., N7+ RDETICDRHY,
AEN)—R=IUHPOVIINTLEDAEMELHY ET, COLIREBEANS, 7TV Ir—2avid
THP TiE7& <. FFEY B TEHD Huge Page ZFHT 5 & D ICERET (F-HE) ShaGadrhyU F
ER

OpenShift Container Platform Tl&, Pod @7 7V r—> 3 YA EFIEIY HTEHD Huge Page =Y
LT, HETZET, UTOMEY I TIE. TOHERICOWTEHBALET,

13.2. AR

1. /— Rl&. Huge Page DBE% L R— M TX % & 5T Huge Page #ER/I1ICEIY HTHZHEN
HYFET, /—RiE, B—H 4 XD Huge Page DAHEFRICEIY HTEHIENTEET,

13.3. HUGE PAGE Dl &

Huge Page I&. ')V —X&® hugepages-<size> AL TCIVTF—LRILDY Y —REHTH
BAHETY ., M XE HED/ —RTHR—IMINZREAV/NRY MaNA F Y —FK (BEELEFE
B ICEZS!AET, LEZIE. /— KN 2048KIB DR—IH A4 X5 HR—NFT2HEI1F. Ry a—
JVAIEEZR ') ¥V — X hugepages-2Mi Z AR L F¥F 9, CPU P X E!) —&IF£7%4 Y, Huge Page (&4 —
N=23Ivy baHR—-—MLEHEA,

kind: Pod
metadata:

generateName: hugepages-volume-
spec:

containers:

- securityContext:

privileged: true
image: rhel7:latest
command:
- sleep
- inf
name: example
volumeMounts:
- mountPath: /hugepages
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name: hugepage
resources:
limits:
hugepages-2Mi: 100Mi G’
volumes:
- name: hugepage
emptyDir:
medium: HugePages

‘D hugepages DX ) —£l&. EBEICEIYHTIEICEELE T, JDEIRK. R—IJH4 XTERE
L 7= hugepages D X E') —ZITIHEE LRV T LIV, =& 2 . Huge Page 41 XA 2MB &
REL. 77— 3>IC Huge Page T/Nv 2 7 v 79 % RAM 100 MB % £ 9 3154114,
Huge Page I 50 I3 L £9, OpenShift Container Platform IC& VY, ETEMEBARTINE
¥, EEROHICHBELDIC, 100MB Z BEFEIBE T T,

TS5y N7+ —LICE>TIE, EHD Huge Page 1 XA HR— KM IT25DEHYET, HEDHA

A D Huge Page =&Y HT3ICIE. Huge Page D&~ >~ R/NZ X —4% —DAEIIC. Huge Page 4
ZDFER/INZ X —4 — hugepagesz=<size> ZIEE L T LI, <size> DfEIF. /N1 KTEET
ZRENHYET, TOB. 723V TRT—IH 74 v 7 X KKnMgG] #1EETE X9, 774/
b @ Huge Page # 1 X%, default_hugepagesz=<size> DELH/ T A —F —TEHETZFEJ, &
L WiE#RIE. THuge Page & & U Transparent Huge Pages] 258 L T 72X,

Huge Page ZXIZFIREA L TRIFNIERY A, FIRMBEINTVWSICEM D LT, BERH R
EINTULWRWESICIE., IhAT 7L MIRYET,

Huge Page I&. Pod DR OA—7THEIINFE T, AVTFT—DREE. SEBDON—2 3V TFEIL
TWEY,

Huge Page A"Y7R— b § % EmptyDir /R ) 2 —Ald, Pod EXR&L Y %< D Huge Page X E') — %38
BE9BHElETEEZHA

shmget () T SHM_HUGETLB % &M L T Huge Page #B&3 27 /) r—>a >
i&. proc/sys/vm/hugetib_shm_group IC—3 2@ VI — T TRITT 2HELNHY 7,
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5145 GLUSTERFS X kL —Y TO &1L

141. T—9R—AQAVN—=Y RE—=RICETZH4M K
TINVG—=2avilavnN—Y RE-REFERATZ2HEICE. BEVOT—70— ROEEICL > T,
gluster-block & GlusterFS E— RZEWRITONB LI, TOREY IV THIAINTWEHS REXR
ZANTS0 T4 RITHED £HITLTLEIWL,

14.2. 7 ANEZEHDT T) r—>ay

OpenShift Container Platform 3.10 Tld. T 5D SQL T—9RXR—R %2 FHAT 2HES LI CFEHR LAV
HBARICEEL CREATR M ThbhE Lk,

e Postgresqgl SQL v9.6
e MongoDB noSQL v3.2

INLEDT—IR—ZDAML—=YIF, AVNR=IURE—RDAMNL—VYIFRY—DPOEEBELTVE
ER

Postgresgl SQL RV FI—JIZDWTIE, pgbench BAF—4F RXR—ADRYFI—VIERAINTVE

L 7. MongoDB noSQL XY F<—2IZDWTI&. YCSB Yahoo! Cloud Serving Benchmark A"\ > F
Y —7IfERAI N, workloada. workloadb. workloadf "7 2 bXI N E L7,

14.3. 7 R— kXK

#*x14.1 XY 1 bJL: GlusterFS

T—HINR—2 N S ZA P R/ % off ICTBNT+—< onicgTBdNT -V
K: GlusterFS AL AL
Postgresgl SQL [=qW
e performance.st e performance.str
at-prefetch ict-o-direct

e performance.re
ad-ahead

e performance.wr
ite-behind

e performance.re
addir-ahead

e performance.io-
cache

e performance.qu
ick-read

e performance.op
en-behind
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MongoDB noSQL =40
e performance.st e performance.str

at-prefetch ict-o-direct

e performance.re
ad-ahead

e performance.wr
ite-behind

e performance.re
addir-ahead

e performance.io-
cache

e performance.qu
ick-read

e performance.op

en-behind
#%14.2 K% 1 b JL: gluster-block
T—HINR—2R A2 KL=y TV R gluster-block
Postgresql [=qW
MongoDB =40

FRDLDIZ GlusterFS D/N T 4 —< V RAZH#Z, IVN—U RE—ROBRHA A —VTRHEINS
F—IR—22T7AT7AINICTTICEEFNTVWET,

14.4. 7 X MER
Postgresql SQL 7— % RXR— 2 DIizE &, GlusterFS & gluster-block M/37 # —< > R LIZIFRA CHER &

7Y F L7z, MongoDB noSQL 7—4% X—XXDFE &, gluster-block /X7 + =<V ZADANERLTW
=MD T, MongoDB noSQL 7—#4 RXR— X |CTIL, gluster-block R—ZXDRA ML —YZFHALTLEIW,
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