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252Z MANAGING NODES

21 E

You can manage nodes in your instance using the CLI.
When you perform node management operations, the CLI interacts with node objects that are

representations of actual node hosts. The master uses the information from node objects to validate
nodes with health checks.

2.2.LISTING NODES

YRAY—ICRHEINDZITARTD/ —REe—EBRTTBICIF. UTF2ERTLET,
$ oc get nodes
NAME STATUS ROLES AGE VERSION
master.example.com Ready master 7h v1.9.1+a0ce1bc657

nodei.example.com Ready compute 7h v1.9.1+a0ce1bc657
node2.example.com Ready compute 7h v1.9.1+a0ce1bc657

To only list information about a single node, replace <nodes with the full node name:
I $ oc get node <node>

InsnavY ROBAICH D STATUS FICIE. / — ROLUTORENRRIINE T,

£21/— FRDREE

= Bl
Ready /—RiE StatusOK 2R L. YR —DHLRITINBIANILAF TV I %N
LTWEY,
NotReady J—RREIRIY—DOLETINBAINZAFIVIENRZALTVWERE A,
SchedulingDisabled J—RKADPod DEEEZ AT 2—ILTEEXEA.
ya 13!
STATUS 7lJiZiE. CLI T/ — FOREEMRRETIRWEEIC/ — KIZDWLWT Unknown
NRRINFET,

REDREDERAEURE/ — NICDWTOFMBEREZIE T 5ICIE. UTEEITLET,
I $ oc describe node <node>
IR

$ oc describe node node1.example.com
Name: nodel.example.com

12
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Labels: kubernetes.io/hosthname=node1.example.com
CreationTimestamp: Wed, 10 Jun 2015 17:22:34 +0000
Conditions:
Type Status LastHeartbeatTime LastTransitionTime Reason Message
Ready True Wed, 10 Jun 2015 19:56:16 +0000 Wed, 10 Jun 2015 17:22:34 +0000 kubelet is
posting ready status
Addresses: 127.0.0.1
Capacity:
memory: 1017552Ki
pods: 100
cpu: 2
Version:
Kernel Version: 3.17.4-301.fc21.x86_64
OS Image: Fedora 21 (Twenty One)
Container Runtime Version: docker://1.6.0
Kubelet Version: v0.17.1-804-g496be63
Kube-Proxy Version: v0.17.1-804-g496be63
ExternallD: nodel.example.com
Pods: (2 in total)
docker-registry-1-9yyw5
router-1-maytv
No events.

2.3. ADDING NODES
To add nodes to your existing OpenShift Container Platform cluster, you can run an Ansible playbook
that handles installing the node components, generating the required certificates, and other important

steps. See the advanced installation method for instructions on running the playbook directly.

Alternatively, if you used the quick installation method, you can re-run the installer to add nodes , which
performs the same steps.

2.4. DELETING NODES

When you delete a node using the CLI, the node object is deleted in Kubernetes, but the pods that exist
on the node itself are not deleted. Any bare pods not backed by a replication controller would be
inaccessible to OpenShift Container Platform, pods backed by replication controllers would be
rescheduled to other available nodes, and local manifest pods would need to be manually deleted.

OpenShift Container Platform 7 2 24 —H'5H / — R&HIBRY 21213, LTFE2ETLET,
L HBRLESELTWS / —KHSPod #BE LET,

2. /J—RATVz U MEHIRRLEY,
I $ oc delete node <node>

3./ =R/ —F—EDLHIRINTVWE I L ZHRALET,
I $ oc get nodes

Pod I&. Ready REEICHZHEYD/ —RICFLTOHART T 1—ILINET,

4. If you want to uninstall all OpenShift Container Platform content from the node host, including
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all pods and containers, continue to Uninstalling Nodes and follow the procedure using the
uninstall.yml playbook. The procedure assumes general understanding of the advanced
installation method using Ansible.

2.5. UPDATING LABELS ON NODES

To add or update labels on a node:

I $ oc label node <node> <key_1>=<value_1> ... <key_n>=<value_n>
FMAEREERRT BICE. LTFZ2ERTLET,

I $ oc label -h

2.6. LISTING PODS ON NODES

1DLED/ —RICTRTEEIGER L Pod 2—ERTT BICIF. UTZ2ERTLET,

$ oc adm manage-node <node1> <node2> \
--list-pods [--pod-selector=<pod_selector>] [-0 json|yaml]

BRLE/—ROIARTEEIGERL Pod 2—EBRTTSICIF. UTZ2RITLET,

$ oc adm manage-node --selector=<node_selector> \
--list-pods [--pod-selector=<pod_selector>] [-0 json|yaml]

2.7. MARKING NODES AS UNSCHEDULABLE OR SCHEDULABLE

T7#4)BMT, Ready A7 —%9 ZADEER/ —RER TV a—-I{RELTI—IINZET, DF Y,
R Pod D/ —RICERETZZENTEEY, FHT/—RKERTVa— @ gAELTI—7
T3&E Tl PodD/ —RTORTYVa—d7Ovs3InExd, /—RKREDERE Pod ICIEHENLDH
UEHA

1DFLIFEBDO /) —RER TV a—IbHRAELTY—0F3IE. UTEETLET,
I $ oc adm manage-node <node1> <node2> --schedulable=false
).

$ oc adm manage-node node1.example.com --schedulable=false
NAME LABELS STATUS
nodei.example.com kubernetes.io/hosthname=node1.example.com  Ready,SchedulingDisabled

BESRTATYV21—ILREAD /) —RER TV 21— IFHRELTY—IF3ITIE. UTFEERITLET,
I $ oc adm manage-node <node1> <node2> --schedulable

F72lE. FED/ — R4 (fl: <node1> <node2>) #i5E 9 5KH V) IC. --selector=<node_selector>
7 avEFRBLGRRLAE/ —REZRT V1 —IRRFLERT V2 —ILWEAELTY—2T 3
ZENTEZET,
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2.8. EVACUATING PODS ON NODES

Evacuating pods allows you to migrate all or selected pods from a given node or nodes. Nodes must first
be marked unschedulable to perform pod evacuation.

Only pods backed by a replication controller can be evacuated; the replication controllers create new
pods on other nodes and remove the existing pods from the specified node(s). Bare pods, meaning

those not backed by a replication controller, are unaffected by default.

To evacuate all or selected pods on one or more nodes:

I $ oc adm drain <node1> <node2> [--pod-selector=<pod_selectors]

-force 7 7> a v aEFEAT 2 &, X7 Pod DHIRRERHINICETTE XY, true IKREIND &
Pod AL 7)) —> 3>y hO—5—, ReplicaSet, ¥ 3 7. daemonset. 7zld StatefulSet TE
BINTWRWGETHHIBRIMRITINE T,

I $ oc adm drain <node1> <node?2> --force=true

You can use --grace-period to set a period of time in seconds for each pod to terminate gracefully. If
negative, the default value specified in the pod will be used:

I $ oc adm drain <node1> <node2> --grace-period=-1

--ignore-daemonsets Z{#A L. IN% true ICERET % &. Deamonset TEE I N7 Pod ZHEET
TET,

I $ oc adm drain <node1> <node2> --ignore-daemonset=true
~timeout 2 AT 2 &, PUETHFIOFRBAEZZETCEIET, EOIFERDOIFEZZEL X T,
I $ oc adm drain <node1> <node2> --timeout=5s

You can use --delete-local-data and set it to true to continue deletion even if there are pods using
emptyDir (local data that will be deleted when the node is drained):

I $ oc adm drain <node1> <node?2> --delete-local-data=true

BEERTETICRT T4 TV Ma—BRRTSICE. ~dry-run 7 7> avaFERAL. chi
true ICEREL X7,

I $ oc adm drain <node1> <node2> --dry-run=true

Instead of specifying specific node names (for example, <node1> <node2>), you can use the --
selector=<node_selector> option to evacuate pods on selected nodes.

2.9. REBOOTING NODES

TSy NI+ —LTETINZT7 IV r—oavaEFEEETIC/ — NEBREET 510K, £9 Pod D
BiEZEETTIRENHYET, b—T14 VIBEBICEL > THRAMELNEINTWS Pod IZDWT

&, MERTIZ2REBEEHYEFHA, APL—Y (BEBIFIT—IR—A)ZMEETEBEDM®D Pod IC
DWTIE, ZNEHNT1 DD Pod BA—BFRICA 754 VIR >THEEEBLAZFFEILRD I EAERT D0
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EXHYET, AT— M7 Pod DEEMIZT U r—a vy TEICERYF TN, WTFhogs
TH., /—RKRDIET7 7 14 =5 14— (node anti-affinity) 2 L T Pod NMERATREA / — KREITELDIC
DT DEDICAT YV 2a—F—ERETDHIENEEICRYET,

AMOEEELT, W—F—PLIAN)—DEOIRBREERA VISAMNSVIFY—452ETLTWVWS /) —
REWMIBST ZHEERFTTILELIHYET, BIL/ —ROBETOELIANERAINET T, —5OD
Ty —RAIDVWTEBLTEL I ENEETT,

2.9.1. Infrastructure Nodes

475 AMNSUFv—/— KIE, OpenShift Container Platform IRIBED—E & ERITT 2 72DICT NI
NfFFonk/—RKRTY, |{E. /—FOBEBZEEITIREEELAEELT 1 VIFRANTY
Fr—45ERTTEHODICFIATESE3DUELED /) —RZBRTBIEDNTEET, UTOYFVFT
&, 220D/ — RDOAHHFIBEAEEAIHE IC OpenShift Container Platform TR{TIN 37 7)) 75— 3
YOY—EREFTLIMRABVWEICHBBEEZRLTVWET,

o J—RADPRTVa2—IR/EHELTIY—I7INTHY. §TD Pod DBEHIITTHNRTW
o

e ZD/—RTEFINTWBLYRAN)—PodH/—RKRBICBTFO4 I3, Thix. /—
RBAEADLYAM)—PodZETLTWRZEAEKRLET,

o /—RBIERYIa2—I{WRHAELTY—I7IN, BEITHONIS,

o /—RBD2DODPod IV RKRAVMNERRETZH—ERIZ, ZhHA/—RAIKET7 O
A INDZEFTOEVEHEIRTOIY RBRA Y MEELS,

3DDAVISANSVFvy—/—REFERITZALTOCRATIEY—EXRDRAELEFEA, LD
L. PodDR4Ta—YvJiIc&y, BELTO—T—Y 3 VILRINWAERED/ —RiE€EO Q) LY
AN —AHEFTLTWBZEICRY, D 22D/ —KRIE22DLYAMNY—E1D2DLYRANY —%
TNETNERTLET, REDMRREE LT, PodDIT7 714 =74 —%2FHTEEYT, ChIFBRETR
NBMTHETE % Kubernetes D7 IV 7 7HEETT A, EHRE T —rO— NI T 2FERIEHR—K
IhTWwIFEthA,

2.9.2. Using Pod Anti-affinity

Pod DIET7 74 =74 —l& /—RFRDIET7 74 =74 —EREFERYET, /J—FDkET7T74=
T4 —DHE. Pod DT FOA K& ABBEURIBRADIEMIBRVWBEITITERPELCE T, Pod DIET
74 =7 1 —DHEE required (WE) F 724 preferred (B%) DWITNMICERETE T,

Using the docker-registry pod as an example, the first step in enabling this feature is to set the
scheduler.alpha.kubernetes.io/affinity on the pod. Since this pod uses a deployment configuration,
the most appropriate place to add the annotation is to the pod template’s metadata.

$ oc edit dc/docker-registry -o yaml

template:
metadata:
annotations:
scheduler.alpha.kubernetes.io/affinity: |
{
"podAntiAffinity": {
"requiredDuringSchedulinglgnoredDuringExecution™: [{
"labelSelector": {
"matchExpressions": [{
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"key": "docker-registry",
"operator": "In",
"values":["default"]

1]
)

"topologyKey": "kubernetes.io/hostname”

BF

scheduler.alpha.kubernetes.io/affinity is internally stored as a string even though the
contents are JSON. The above example shows how this string can be added as an
annotation to a YAML deployment configuration.

This example assumes the Docker registry pod has a label of docker-registry=default. Pod anti-affinity
can use any Kubernetes match expression.

The last required step is to enable the MatchinterPodAffinity scheduler predicate in
/etc/origin/master/scheduler.json. With this in place, if only two infrastructure nodes are available and
one is rebooted, the Docker registry pod is prevented from running on the other node. oc get pods
reports the pod as unready until a suitable node is available. Once a node is available and all pods are
back in ready state, the next node can be restarted.

2.9.3. Handling Nodes Running Routers

T & A EDIHZE. OpenShift Container Platform JL—4% —% %479 % Pod Id7R A MDR— KRB L
¥, PodFitsPorts 247 ¥ 1 —5—QahzEICLY, ALR—MEFRATZI—49—PodBEL/—RKT
EITINBRVWEDICL, PodDFT 74 =274 —DERAINETT, L—9—OETRAMZHIFTSD
WKIP7TANLF—N—ZFABALTWRHEICE, MICEITIZIERHYIEA, TRAMEZEERT
% 7= IZ AWS Elastic Load Balancing 78 & DAY —ER % FH T 5)L—4% — Pod DIFEIF. TD &
BN —EZNIL—4 — Pod OBFEEHICT L THIGL T,

In rare cases, a router pod may not have a host port configured. In those cases, it is important to follow
the recommended restart process for infrastructure nodes.

210. /— R Y)Y —XDERE

You can configure node resources by adding kubelet arguments to the node configuration file
(/etc/origin/node/node-config.yaml). Add the kubeletArguments section and include any desired
options:

kubeletArguments:
max-pods:
-"40"
resolv-conf: 9
- "/etc/resolv.conf"
image-gc-high-threshold: €)
- "90"
image-gc-low-threshold: ﬂ
- "80"
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@ O kubelet TEFTTE S Pod DRAH
@ V7T DNSERBEDN—RELTHEAING Y VILA—DOFRET 71,

g AA=—VDHAR=I AL I aVvhHBICETINZEEDT A AVEHEED/NN—tEY N, TT72I)
N:O90%

Q AA—TVDHR—T ALV aVvhr—ELEEZTINAVEADT 1 RV EHED/A—t Y N, T
74 M 80%

FIARRER T RTD kubelet £ T aVvaRRTZICIF. UTFEERITLET,
I $ kubelet -h

This can also be set during an advanced installation using the openshift_node_kubelet_args variable.
For example:

openshift_node_kubelet_args={'max-pods': ['40", 'resolv-conf': [/etc/resolv.conf’], 'image-gc-high-
threshold'": ['907, 'image-gc-low-threshold': ['80'}

2.10.1. Setting Maximum Pods Per Node

pa 3

See the Cluster Limits page for the maximum supported limits for each version of
OpenShift Container Platform.

-

/etc/origin/node/node-config.yaml 7 7 4 JLTld. pods-per-core & & U max-pods D 2 DD/
A==/ —RICRAT V21— TESPod DEAFZFELI T, WFhoF T avsERIH
TWBIHBE. 2D0DHADNIVWHDIET/ — KD Pod MHLFHIRINET, ChoDEEZBASE. UT
DIRADFRELF T,

® OpenShift Container Platform & Docker D75 T CPU EAERAEINT %,

® Pod DR T a—Y YV ITDREINEL D,
o XEY—FREDODIFYYANELZAEMEDNHS (/—RDAE)—EICL>TERS),

o P7RLRADT—ILABET S,

)Y —RDA—NR—=0ZIv b, BLVNILLZT TV T5r—23vDRT =XV ZADET,

= 1o}

Kubernetes Tld, B—OVFF+—%{FE T2 Pod IZERICIZ 2 D20V FFH—%{FEH
LEd, 228DV TFH—EXEROA VT F—DREEREIICRY NT—V%RET 57
DIFERINE T, TD7RH, 10D Pod ZFHTBHV AT LTIE, EEICIF 2003
FTF—DNEIFTINTWB I EICRYET,

pods-per-core l&., /—ROT7OEYyH—IT7HICEDVWT/ —RKHAERITTES PodHAEREL F
T, LEZE 470y —a7%BEH L7/ — KT pods-per-core »* 10 ILEREINDIHE. D
/—RTEHITINS Pod DERAEUL 40 IZY F T,
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kubeletArguments:
pods-per-core:
- |l1 Oll

! Pz
. pods-per-core %= O ICERET B &, ZDFHIRAEMICAY FT,

max-pods sets the number of pods the node can run to a fixed value, regardless of the properties of the
node. Cluster Limits documents maximum supported values for max-pods.

kubeletArguments:
max-pods:
- ll250ll

L DHITIE. pods-per-core DT 7 #JL MEIE 10 TH Y. max-pods DT 7 # )L MEIE 250 T,
Zhid, /—RIZHZ2ATHD 25 LETRWRY, 77 #JL b TlE pods-per-core D FIfR %= & E T 5
JEIKRYFT,

2.11. RESETTING DOCKER STORAGE

As you download Docker images and run and delete containers, Docker does not always free up mapped
disk space. As a result, over time you can run out of space on a node, which might prevent OpenShift
Container Platform from being able to create new pods or cause pod creation to take several minutes.

For example, the following shows pods that are still in the ContainerCreating state after six minutes
and the events log shows a FailedSync event.

$ oc get pod

NAME READY STATUS RESTARTS AGE
cakephp-mysql-persistent-1-build  0/1 ContainerCreating 0 6m

mysql-1-9767d 0/1 ContainerCreating 0 2m

mysql-1-deploy 0/1 ContainerCreating 0 6m

$ oc get events

LASTSEEN FIRSTSEEN COUNT NAME KIND SUBOBJECT
TYPE REASON SOURCE MESSAGE

6m 6m 1 cakephp-mysql-persistent-1-build Pod

Normal Scheduled default-scheduler Successfully assigned
cakephp-mysqgl-persistent-1-build to ip-172-31-71-195.us-east-2.compute.internal

2m 5m 4 cakephp-mysql-persistent-1-build Pod

Warning FailedSync kubelet, ip-172-31-71-195.us-east-2.compute.internal Error
syncing pod

2m 4m 4 cakephp-mysql-persistent-1-build Pod

Normal SandboxChanged kubelet, ip-172-31-71-195.us-east-2.compute.internal Pod

sandbox changed, it will be killed and re-created.

COBBICTT 21 D0R%E LT, Docker ANL—Y 5B EL., Docker CRERT—F 14T 7
I NEHIBRTBIENTEET,

Docker ANL—Y % HBEETSZ/— KT, UTEERITLET,

LUTOITY REETLT /—RERTVa1—IREAELTIT—I LET,
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I $ oc adm manage-node <node> --schedulable=false

2. LFDO~v > K%ERFTL T Docker & & U atomic-openshift-node t—EX &2 v v NSOV
LEY,

I $ systemctl stop docker atomic-openshift-node

3HUTFTOIRY REEFTLTO—AILDRY 2a—LT4 LI MN)—%HIFRLET,
I $ rm -rf /var/lib/origin/openshift.local.volumes
DAY RNEFE, A—HAIA A=V DFvv2a%al)T7LES, TORER. ose-* 1 A —2
EECAA—IDPBEIIVTILENHYET, ThILLY, A A—IJZMNT7REELET
M. Pod DEBNFFEINMEL D AIREEDLHY £ T,

4. /var/lib/docker 71 L7 ) —%HIBRL F 7,

I $ rm -rf /var/lib/docker
5 UTFDIYY RZEITLTDocker ANL—YZBERELET,
I $ docker-storage-setup --reset
6. LD F%EEITLTDocker A L —YZBEMRLET,
I $ docker-storage-setup
7. /var/lib/docker 74 LV ) —%BEMRL XY,
I $ mkdir /var/lib/docker
8. LTFma~v Y K&EZFEFTL T Docker & & U atomic-openshift-node 4 —EX = HBi2& L £ 7.
I $ systemctl start docker atomic-openshift-node
9. LFDIXR Y NEEFTLT/—RERTVa—IRRELTY—VLET,

I $ oc adm manage-node <node> --schedulable=true

2.12. CHANGING NODE TRAFFIC INTERFACE

By default, DNS routes all node traffic. During node registration, the master receives the node IP
addresses from the DNS configuration, and therefore accessing nodes via DNS is the most flexible
solution for most deployments.

If your deployment is using a cloud provider, then the node gets the IP information from the cloud
provider. However, openshift-sdn attempts to determine the IP through a variety of methods, including

a DNS lookup on the nodeName (if set), or on the system hostname (if nodeName is not set).

However, you may need to change the node traffic interface. For example, where:
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® OpenShift Container Platform is installed in a cloud provider where internal hostnames are not
configured/resolvable by all hosts.

® The node’s IP from the master’s perspective is not the same as the node’s IP from its own
perspective.

Configuring the openshift_set_node_ip Ansible variable forces node traffic through an interface other
than the default network interface.

To change the node traffic interface:
1. Set the openshift_set_node_ip Ansible variable to true.

2. Set the openshift_ip to the IP address for the node you want to configure.

pa )

Although openshift_set_node_ip can be useful as a workaround for the cases stated in
this section, it is generally not suited for production environments. This is because the
node will no longer function properly if it receives a new IP address.

-
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oy 5
B3 1 —H—0DEE

L BE

a—4—& &, OpenShift Container Platform APl EEET 2TV T 1 T4 —C9, A—F—&, 77
Vr—oaveERRTIRAREDHZEEONE, /TR —%2ERBI2EBEDHZEEHYET, 21—
H—id, JI—TDITRTOAVN—|CERAINZNNA—Iv Y aVvERETDIIL—TICEYHTSE
ENTEEY, EZIE APIT7VERETIV—TIRHELT, ZDTIL—TDITRTD AV /N—|C
API 7O tR %2532 ENTEET,

This topic describes the management of user accounts, including how new user accounts are created in
OpenShift Container Platform and how they can be deleted.

3.2. A —H—DERK

The process for creating a user depends on the configured identity provider. By default, OpenShift
Container Platform uses the DenyAll identity provider, which denies access for all user names and
passwords.

UTFTo7O0vATl, Il —Y—%2FERLTHSO—-IILEZDI—HF—IEBMLET,

1. Create the user account depending on your identity provider. This can depend on the
mappingmethod used as part of the identity provider configuration. See the Mapping Identities
to Users section for more information.

2. iR A—4v—IInELRO-ILEZRAELET,

# oc create clusterrolebinding <clusterrolebinding_name> /
--clusterrole=<role> --user=<user>

Z Z T, -clusterrole # 7> a VIIMEBER ISR —O—ILICRY FT, & 2X, HFilR1—
Y= LT, V5RAY—HDIARTIITT BT7 IR %5 459 % cluster-admin ¥R % 5
TBITIE UTFEERITLET,

# oc create clusterrolebinding registry-controller /
--clusterrole=cluster-admin --user=admin

For an explanation and list of roles, see the Cluster Roles and Local Roles section of the
Architecture Guide.

VSR —BEERF, B1 T -DT7 I EALNIIDOEELERERITTEEY,

R

Depending on the identity provider, and on the defined group structure, some roles may
be given to users automatically. See the Synching groups with LDAP section for more
information.

33.2—4%—8LUID Y X MDXRTR
OpenShift Container Platform D1 —4#—&&El&. OpenShift Container Platform PN D DIHZATIC{R

BINET, PTATVT14T4 =701 5 —DFEEEMBHJ. OpenShift Container Platform (&0 —
IWR—=Z2DT 72 ZAHIE (RBAC) BHRE LV TIL—T AV N—=2y TREDHEMBREZNEICRELE
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B/IFI1-—Y—DER
T, A—HF—BRETL2ICHIRTZICE, 2—HF—THV Y MIMATIDT—Y LHIRT 2BELDH
L) i’a—o

OpenShift Container Platform Tld, 2 DDA 7Y 9 49 4 7 (user & L ' identity) IC. 714 T
FTATA—=TANA Y =HD1—HY—-F—IhNEFNZET,

1-—Y—DOREDY R FERETBICE. UTFERFLET,

$ oc get user
NAME UID FULL NAME IDENTITIES
demo  75e4b80c-dbf1-11e5-8dc6-0e81e52cc949 htpasswd_auth:demo

IDDIRFEDNY) A NEEEBT 5ITIE. UTZETLET,

$ oc get identity

NAME IDP NAME IDP USER NAME USER NAME USER UID
htpasswd_auth:demo htpasswd_auth demo demo 75e4b80c-dbf1-11e5-8dc6-
0e81e52cc949

200F TV MIATET—HT B UDHH B EITERL T LIV, OpenShift Container
Platform OF A AR L/ BICRIETONA I —DEBREERTIT 2HBATCEET 21— —ErH 55
B, TOA—H—-RIF. DYVRAMIAWRHEARNZSRBRIZI VN —DHB7DICHELRCARY E
-a—o

3.4. T —T DK

3 —#—{% OpenShift Container Platform ICER T BTV T4 T4 —THS—AHT, 1—HF—DEv H
CHREND 1 DOUED I —TIBRT 5 ELTEET, T—TH. HAKY S —REDHE
DEIICHZLDAI—V—% 1BILERTIEP, X—IvraviaERoi—¥—IC1EINE5T3
BRMEIRILET,

If your organization is using LDAP, you can synchronize any LDAP records to OpenShift Container
Platform so that you can configure groups on one place. This presumes that information about your
users is in an MDAP server. See the Synching groups with LDAP section for more information. If you are
not using LDAP, you can use the following procedure to manually create groups.

FRIIN—THERT 21T UTEETLES,
I # oc adm groups new <group_name> <useri> <user2>

&2, west VI —THEER L. TDVIL—THIC john BL U betty 1 —H—%EICIF. LT %
EITLET,

I # oc adm groups new west john betty

TIW—THMERI Nl & 2BRB L. JIL—TICHER T Oh1—Y—%—BRRTDICIE UT%E
EITLET,

# oc get groups
NAME USERS
west  john, betty

Next steps: * Managing role bindings
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35 1—H—BLUVTI—TINILDOEE

TNV EI—HY—FBETIV—FITEBMT 2I101F. UTFERITLET,

I $ oc label user/<user_name> <label _name>

& 22— —% D theuser T, TRILDY level=gold DIFEICIE. UTDLIIZRYET,
I $ oc label user/theuser level=gold

INIWEHRT SIS UTFZ2ERITLET,

I $ oc label user/<user_name> <label _name>-

A—HF—FRRFIN—TDIRIVERRT I UTFTEETLES,

I $ oc describe user/<user_name>

3.6. 21— —DHIE
dA—H—%HIFRT DIk, LTFEESTLET,
. Aa—H%—La—KAaHIKLET,

$ oc delete user demo
user "demo" deleted

2. A—%—ID ZHIFRL £,
A—HY—DIDKFERTZTATYT14T4—TANA Y —ICEERIFSNZE T, oc get user
TaA—H¥—LI—Ffro7aOnNM¥y—ZERELET,

ZDFITIE. PATYT14T4—70/4 5 —%I& htpasswd_auth TF, a7 Kid, LLFD
EDICRYETY,

# oc delete identity htpasswd_auth:demo
identity "htpasswd_auth:demo" deleted

DFE=EWITZE, 1 —F—FBEQTA V) TERARYIET,

LEOFIEDTETRIEZ. A —H—2BU®OTA VT EE. FHRDT LV > b OpenShift Container
Platform ICfEB I N £ T,

A—HY—OBOJAVERIS ETRHEE (A, HHHENEHEERL. TOT7HU Y MEK
AIHIRT 2ENHZHE). TOA—Y—%, REINLTATYT 4T 14—F0O/1 5 —D5%;
Ny P TV K (htpasswd. kerberos D) NHHIRT 2 EHTEET,

fe& Zd htpasswd Z A L TW2HE, ZEOI1—H—HK&/VX 7 — KT OpenShift Container
Platform ICERE X 17z htpasswd 7 7 1 LTV M) —%HBIR L E 7,

Lightweight Directory Access Protocol (LDAP) Z 7z & Red Hat Identity Management (IdM) 7at & D 4 ER
IDEEICOVWTIE, 22— —BEY-IZzEALTA—Y—ITV M) —ZHIRRLET,
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41. B E

OpenShift Container Platform Tl&, 7OV xJ MIEEA T2 7 b aD$EL. 28T 27<DICER
INnFEd, BEEHIE BARBIEEOVI I bADT IR 5AE5L. EEREORE IOV Y D
ERREFT LY, B 70V ) NANOEEBEEREZGS LAY TEET,

42. 70V DL 7O Y 3 =V
You can allow developers to create their own projects. There is an endpoint that will provision a project

according to a template. The web console and oc new-project command use this endpoint when a
developer creates a new project.

421\ 70V hOT VT L — NDERE

The APl server automatically provisions projects based on the template that is identified by the
projectRequestTemplate parameter of the master-config.yaml file. If the parameter is not defined,
the APl server creates a default template that creates a project with the requested name, and assigns
the requesting user to the "admin” role for that project.

BMBOARYLTOY Y N Ty TL—MEERTZICIE, UTEERTLET,

L REDT 740 MTAY I Ty TL— M eEoTHRIALET,

I $ oc adm create-bootstrap-project-template -o yaml > template.yami

2. ATV N EBMT D, FLEEBEA TV MN2ZEETEEICELY, TFRAMI T«
4 —T templateyaml 7 7 1 LEZEBL X T,

3TV —bheEmPHRAAFT,

I $ oc create -f template.yaml -n default

4. FHHAFENTT VT L— NEBSRY % & D master-configyaml 7 7 1 LEZEELE T,

projectConfig:
projectRequestTemplate: "default/project-request”

TOV I NERNEEINDE, APIIZT Y TL—MNTUTONRSA—Y—A2BXHZFT,

NIA—5— B

PROJECT_NAME PARDES/RNOEA-TNZY -
PROJECT_DISPLAYNAME IOvzy hDORRA, BICTEET,
PROJECT_DESCRIPTION IOy NOHA, ZICTEET,
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NRIA—5— B
PROJECT_ADMIN_USER ERB1—H—D1—H%—%4,

PROJECT_REQUESTING_USER Z&X3¥231—H—D1—H%—%,

Access to the APl is granted to developers with the self-provisioner role and the self-provisioners
cluster role binding. This role is available to all authenticated developers by default.

422. )7 7O a = S0EME

Removing the self-provisionerscluster role from authenticated user groups will deny permissions for
self-provisioning any new projects.

$ oc adm policy remove-cluster-role-from-group self-provisioner system:authenticated
system:authenticated:oauth

When disabling self-provisioning, set the projectRequestMessage parameter in the master-
config.yaml file to instruct developers on how to request a new project. This parameter is a string that
will be presented to the developer in the web console and command line when they attempt to self-
provision a project. For example:

I Contact your system administrator at projectname@example.com to request a project.
or:

To request a new project, fill out the project request form located at
https://internal.example.com/openshift-project-request.

Y FILYAML 7 71

projectConfig:
ProjectRequestMessage: "message”

43. ) —RKR+EL 2749 —DFEH
J—REL 7% —I&, Pod DEBEZHIE T D7=DICSNILAFMITFONZ/ —REFHRAINET,
¥

Labels can be assigned during an advanced installation, or added to a node after
installation.

431959 —L2ETOT I N/ —RELIVY—DBTE

VSR —BEEIF, VFRI—E2RTD/—REL V5 —%FEAL T Pod DECEZRE / — NICH
[RIDIENTEET,
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/etc/origin/master/master-configyaml TY XY —RE7 7ML &wEL. T 74N/ —KEL Y
Y—DEEBIMLET, Ihif, IBEIN% nodeSelector B LICTRTDTOY Y NTERI N
e Pod ICEAINE T,

projectConfig:
defaultNodeSelector: "type=user-node,region=east"

ZTEAEBAWICT 57<HIC OpenShift —EX = Hi2EIL T,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

432. 70V NEETOD/ —REL VY —DETE

J—REL VY —%FoTEZDTOY Y MeElT 5ICIE. 70T T b DIERKEFIC --node-
selector # 7> a v AFALE YT, L& xlE, BHDY — 3 ¥ %EE OpenShift Container Platform
ROV —DH2HBAE. /—RELIY—%2FRALT. HEV—YarvD/—RIZDH Pod =770
19 % & D5 ED OpenShift Container Platform 7OV x ¥ M4FIRT B &N TEET,

LR TIE. myproject & WD ZFIOHFHR 7O 7 MEIEM L. Pod % user-node & & U east DT
T ohik/ —RIZF7O492ELDIBELET,
$ oc adm new-project myproject \
--node-selector="type=user-node,region=east’'

WoAZDIATY RAERFTINDE, THAEETOVII MRICH D TARTD Pod TN L TEE
ENBRETD/ —RELIVIY—IZRYET,

R

new-project 7 7TV RIFV SRV —EBEBESLUVHEREEIYY KD ocadm & oc D
MATCHEATEETH, ocadm AT RDAHH/ —REL VY —%F>7FHE 70O
Ty NOERICFIETEE Y, new-project ¥ 7a< > Kk, 7OV ¥V hDEIL7
TOoEYa VIR OV ) NEKELVFIRT LTI EEA,

oc adm new-project ¥ > K% {FHT % &, annotation /> arhA 7OV MIEMINZET,
7OV MEREL. T74) M%E EEXT B & DI openshift.io/node-selector (B4 fRE T X £
ER

metadata:
annotations:
openshift.io/node-selector: type=user-node,region=east

T, LTFoax Y REFERALTEETOY Y7 bD namespace DT 7 # )V MEA LEXTEE T,

# oc patch namespace myproject -p \
'{"metadata":{"annotations":{"openshift.io/node-selector":"region=infra"}}}'

openshift.io/node-selector A*ZZ D X F 7! (oc adm new-project --node-selector="") (X E I N 515
A, 7OV NMIUE. VT RI—2EDT 74 MDBREINTWEIHBATEEEERED/ — Rt
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LY —RBHYFEEA, ThiF, VSRS —BEEFRIT I3 M 2RELTHEHREREOIOV I M
/=R Ty MIHIRLEY, 1V I7S5ZAMNS 9 Fv—FB3MOTOY I TSRS -2
ZATT 1= LEYTEBIEZERLET,

A3 FRARENMEET S/ — LIS —

OpenShift Container Platform developers can set a node selector on their pod configuration if they wish
to restrict nodes even further. This will be in addition to the project node selector, meaning that you can
still dictate node selector values for all projects that have a node selector value.

fcEziE, oYz MAERDT /57— 3~ THERK (openshift.io/node-selector: type=user-
node,region=east) SN TH Y, FAXREHIFD/ — KL V5 —%ZDTOI Y D Pod ICERET S
%& (Bl: clearance=classified). Pod (£Z 1 5®M 3 DD F X)L (type=user-node. region=east. & &
U clearance=classified) ##2 ./ — NICOA R T a—)LI N F T, region=west »* Pod ICEREI 1
TW3IHBEA., PodidZ Rl region=east & &£ ' region=west 235D/ — REZER L TCEHRIL FH

Ao TRIVIFTDDIBICOHEETE D7D, Pod @R TYa—ILIhFEHA,

4.4, 1——Hi-Yyoe) 77O Y a v sIsniEaod s NROE
R

The number of self-provisioned projects requested by a given user can be limited with the
ProjectRequestLimitadmission control plug-in.

BF

7Oz MOBEXRTYTL—ID, FHE7OPc ) hOTFYTL—MDEE] Tt
BAXh 2 7Ot X %FH L T OpenShift Container Platform 3.1 (£ 7 & Z LRI D /X —
Tav)TERINZHBE. ERINDT Y 7L — MNIIiL. ProjectRequestLimitConfig
ICER XN 37/ 7— 3~ openshift.io/requester:
${PROJECT_REQUESTING _USER} M"EFhZFzt A, 7/ T—Y 3 VIXEINT 20E
BHYET,

In order to specify limits for users, a configuration must be specified for the plug-in within the master
configuration file (/etc/origin/master/master-config.yaml). The plug-in configuration takes a list of
user label selectors and the associated maximum project requests.

LI —RIEHFIGHEINE S, BEOI—H—II—HIT2HM0ELI5—F OV ) hD&x
ABEHRT2DICERINT Y, ELIF—DHEEINTVLRWGE, FIREIRTOI—H—IC
BRAINEY, OV FORRKBEMPBEILTWAWSGE, BHROTO0Y 7 MIREDOEL S
H—ICH L TEHFAINET,

LTOEEIF, 21— —H-VDsa—"NILERERE2 70V 7 MIEEL. SR levelzadvanced
AE¥OI—H—Ilcx@LT107avzs b, SR levelzadmin #F>1—H— I L TEEIFRED 70O
) MEFTLET,

admissionConfig:
pluginConfig:
ProjectRequestLimit:
configuration:
apiVersion: v1
kind: ProjectRequestLimitConfig
limits:
- selector:
level: admin ﬂ
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- selector:
level: advanced 9
maxProjects: 10
- maxProjects: 2

1-H— IR TAV I NEROSABHBREINAN EEBKLET,

'D t L 4 % — levelzadmin M4, maxProjects IFIEEINhEHA, Thid., TOSNILERED
9 t L 7% — levelzadvanced DA, FAKD 10 7OV T MHHFITINF T,

3DHOIVRMN)—ICIEtELIY—DPEEINTWERA, ThiE. ELIY—DERIO2 DD
W= EFEIRWI——(ICEAINE I EA2ERLET, IL—IILIFIERBICGEMINDGH, &
DIV—IVIIERERIIEET BD2VEIHY X,

Pz

[1—H—BLCTI—TINIVDOEE] TR, 21— —8LVTIL—TDIRI%E

mi. BIBRL., RRTBAHEICODVWTFHFBRLTVWET,
ZTEEMAZRICENODEEAZABMICT %I21E. OpenShift Container Platform ZBi2&# L £ 7,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers
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55% POD DEHE

5.1. 8t &

This topic describes the management of pods, including limiting their run-once duration, and how much
bandwidth they can use.

5.2.1[E%17 (RUN-ONCE) POD HifE d lBR

OpenShift Container Platform |& 185247 (run-once) Pod 2 L T Pod ®F 704 ¥ EJL KDE1T
BREDH RV HERITLET, 1EZEFT (run-once) Pod I&. RestartPolicy »* Never ¥ 7= (% OnFailure ®
Pod TY,

92 249 —EHEE(E RunOnceDuration DZIHIEH TS V4 > % HER L. 1EI%EST (run-once) Pod &
SHEAEDFIR ZBHEICRITTEE T, HRAtINZ &, V53R —EETNOLDPod &7V 71 7
BTLEDELZET, TOLDAFIREFZITFZELRERIE, EINRREDIRIVPARVEEEICHEZ>T
RITINBIEZH<CIEIIHYET,

5.2.1. RunOnceDuration 7S5 714 Y DHE

ZDTZT4VDHREICIE. 1[EIFET (run-once) Pod DT 7 # )L NENEIR 2 SHDZ2HELIHYET,
COHRIE T O—/NILICERINETH, 7AV I MIOHRICL >TBEBRAONZ I ENHY F
_a—o

kubernetesMasterConfig:
admissionConfig:
pluginConfig:
RunOnceDuration:
configuration:

apiVersion: v1
kind: RunOnceDurationConfig
activeDeadlineSecondsOverride: 3600 ﬂ

ﬂ 1[B]2£47 (run-once) Pod @7 O—/N)LDT 7 # )L ME (FEAL) #IBELE T,

522. 70V MDA RS LEEDIEE

1[B1Z2E4T (run-once) Pod @ /' O— NIV R HRBBEZEBET S &ICMA. EBERE 7/ 7—2ay
(openshift.io/active-deadline-seconds-override) Z4FE 70 =2 MIBIML., FO—N)LDF 7 #
IWMEZEEZTHIENTEET,

apiVersion: vi
kind: Project
metadata:
annotations:
openshift.io/active-deadline-seconds-override: "1000" ﬂ

Q 1[E%17 (run-once) Pod DF 7 4 )L M AMHEAR (MEAL) #1000 MICEESLET, EEXICE
RAY3EIEF XFIEATEEINZREN MHY X,
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5.2.2.1.Egress —% — Pod @7 704
$l5.1 Egress L—% —® Pod EZED Y~ FIL

apiVersion: v1
kind: Pod
metadata:
name: egress-1
labels:
name: egress-1
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
containers:
- name: egress-router
image: openshift3/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE @)
value: 192.168.12.99
- name: EGRESS_GATEWAYQ
value: 192.168.12.1
- name: EGRESS_DESTINATION 6
value: 203.0.113.25
nodeSelector:

site: springfield-1 ﬂ
ZDPod THEAT ZHICY SR —BEENTFNTSE/ —KFTEY MDIPTRL R,
/—RBARTERINZT 74 NT— o4 EEUE.

Pod M#EHEIL 203.0.11325IC) 1LV hEhFET, YV—RIP 7 KL RIF192168.1299 T
£

Pod & Z ~RILH A M springfield-1 D/ — RICO&HT7O4 INhET,

o 009

pod.network.openshift.io/assign-macvlan annotation (I 75/ <) —Xy N7 =94 V¥ —T 2 —2R
ICMacvlan RY KT =04 V9 —7 2 —R&EERLTH L, i Pod DRy b7 —72 namespace I
17 L. egress-router AV T F—%EEILX T,

' )z 6
Preserve the the quotation marks around "true". Omitting them will result in errors.

Pod IZ|d openshift3/ose-egress-router 1 X —Y RT3 —aVFF—HMEFH. OV T
FT—IIFHETE—NTEFTINDDT, Macvlan 4 ¥ —T7 1 —R%EHELY, iptables L—IL &ty
N7y TLEYTEET,

IRIEZHIT egress-router 1 X =21 L, FHTSZ 7KL RAZ2HERLET, Ch
&, EGRESS SOURCE %= IP 7 KL R & LT, %7 EGRESS _GATEWAY #45 — ko x4 & L TER
$35&D Macvlan 22 EL £,
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NAT IL—ILBEREI N, Pod DI SAY—IP 7 KL ZAD TCP F/=ld UDP IR— kA DN
EGRESS DESTINATION DEILR—MICUF AL I MINDBEIICLET,

DSRAY—HND—ED /) —RKRDIHIMIEEINLY—RXIPT7RLRAAZERTE, IEESIN ALY —hDx
4 ’éﬁﬁi'c X256, 2T ANARELR / — K%/ 9 nodeName % 7= nodeSelector 23§ET 5 Z &

5.2.2.2.Egress L—4% —H4—E20O7 704

BE. egress =9 — %SRBI DY —ERZERT IBENELZFZENHYET (L. Thidw
FTLEMATIEHDY FHA),

apiVersion: v1
kind: Service
metadata:
name: egress-1
spec:
ports:
- name: http
port: 80
- name: https
port: 443
type: ClusterlP
selector:
name: egress-1

Pod N DH—ERICEMTEDLDICRYZET, IhoDEKIE. FHINKZ egressIP 7 KL A%
FERALTHABY—N—DOFIGTER—MIVITIL I hINFET,
5.2.3.Egress 774 77 #—JLT®D Pod 7 ¥ Z A DHIR

OpenShift Container Platform ¥ 5 24 —&EB& (L egress R ¥ —&FAL T, —HFELIETRTD
Pod BNV SAY—MOT IV EATEBRHB T RLRAEHIRETEET, ThiCLY., UTHTREICAY F
-a—o

o Pod DXEEERERRR MIFHEIRL, NTV v o409 —y MADERERABTERVLIIC
ER-R
F7E
o Pod DXEEE/NTY v IA4VH—3y MIHIBRL., (75 R9—HD) REBKRR ~ DK% 5
ACERWVEDICT B,
e
® Pod WY 2BADBWVEEINLZASBY 72y M/RZAMIEETERWVWLDIZT 5,

7OV NIEBDELD egress R Y —THETE, LERIFEBEINL IP EHEAD <project
A>DT7 U ZR%HFT5—AHT. ALT7 VX% <project B> ICX L TIEEBTHIENTEET,

You must have the ovs-multitenant plug-in enabled in order to limit pod access via egress policy.
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7O0Y v NEEHEIZ. EgressNetworkPolicy # 7YtV NAERT B2 & E. AV TV NTHER
§TE2ATO VN aiRETHIEETEEHA, £/, EgressNetworkPolicy DER ICBEE L T D
WL DD DFIRD B Y F7,

L. T2 8702 k(&£ oc adm pod-network make-projects-global T4 0—/\)L|C
Iz TOY T M) Ilidegress Y Y —%RET DI ENTEEHA,

2. (oc adm pod-network join-projects # R L T)2 20 7OV J hav—TY T 2HBE. ¥—
DLE7av I hOWThTE egress R V—%FRATHI&IETEEHA,

3 WTFho7 7OV bEEHDegress R o—F TV MR O ENTEEEA,
FEROFROVWTNMNMIERTZE. 7OV bDegress R P—ICEENHKEL. TRTOAE
FYNTI—=U RS T4v oD ROy TINBABEELGHY T,
5.2.3.1. Pod 7 7 Z A HIBR D% E
Pod 7V AHIRZRET 2ICIE, oc AV Y NE/IERESTAPI 2 AT 20ENHY £, oc
[create|replace|delete] =9 % &. EgressNetworkPolicy # 7Y =V N &#BIFTEX X
9, api/swagger-spec/oapi-vljson 7 7 1 JLICIE. 7T U MOBBERIEICDWVWTD API LRI)LD
FHERIrEENE T,

Pod D7 7 AHIR%ZFZRET 5 1CIE. LTFERITLET,

L WRETEHTIOV TV MBEILET,

2. Pod OFIRARY > —IZDWTD JSON 7 7 1 ILEER L F T,

I # oc create -f <policy>.json
3 RS —DFMIBEREE>TISON 771 ILERELF T, UTERBICAY FT,

{

"kind": "EgressNetworkPolicy",
"apiVersion": "v1",
"metadata”: {

"name": "default"

b

"spec": {
"egress”: [
{
"type": "Allow",
"to": {
"cidrSelector": "1.2.3.0/24"
}
b
{
"type": "Allow",
"to": {
"dnsName": "www.foo.com"”
}
b
{
"type": "Deny",

lltoll: {
"cidrSelector": "0.0.0.0/0"

33



OpenShift Container Platform 3.9 ¥ 5 X 4 — &1

RO TR TOT I MEBIMENhE &, IPEFE1.23.024 BLVPRXA M VE
www.foo.com ~"DAD NS T 4 v ZIIEFRIINETH, TOMITRTOHAELIP 7 KL AAD
TOERAIEEINET (RVY—DPHAEB NS 71 v VICOHFBERINDDTHD Pod AD ~
S74vIRBHEEZITEREA),

EgressNetworkPolicy DJL—JLIFIBRICF v /X, —BII2RIDDIL—ILHAERINE
¥, LEOHID I DDFIEFIEICEER LIZHE. 0.0.0.000 L—ILAZMFzyvIIh, I
TORZ 74y 7IC—HL, TNOHITARTEZERT 5746, 1.2.3.0124 & & U www.foo.com
ANDKRZ 714 v I REFRIIhEFEA,

RAA Y RZOEHIE30WLURICKRMINF T, EFEDOHIT www.foo.com (F 10.11.12.13 |CfF
RINFTAHA, 20.21.22.23 ICEEINE LE T, OpenShift Container Platform Tld&x &
30MERICIN 5D DNS BEIICHB LT,

5.3. POD T# A g7 w15 g D il BR

QoS (Quality-of-Service) NS 74 v 7> x—EYV % Pod ICER L. ZOH BRI REAFEEE RN
ICHIBRT 22 &N TEEY, (Pod o D)Egress AT 714 v Jid, BELEZL—MNEBAZ/NT Y b
HBICROY TRV TICL>TUREBINE T, (Pod ~D)Ingress NS 714 v V1E. 7—%
EMRIICMEBTEZ LDV —EVITRTY M aFa—ICANTUEINE S, Pod ICFRET Bl
FRIE. ftbdD Pod DFIFHIEICIIHEEZSZFHE A,

Pod DFEIRZHIFRYT 2ICId, LTFZEITLET,

. A7V NEZJISON 7 71 I)L%AER L. kubernetes.io/ingress-bandwidth & & O
kubernetes.io/egress-bandwidth 7 / 57— 3 VA FRALTCT—49 bS5 714 v VDREEIEE
LEd, & ZIE. Pod D egress & & U ingress DA DHIEIEA 10M/s ICHIBR Y 5 1T,
UFZEEITLET,

BIS.2 FIRAFREI NI PodA TV MEER
{
"kind": "Pod",
"spec": {
"containers": [
{
"image": "nginx",
"name": "nginx"
}
]
2
"apiVersion": "v1",
}

"metadata”: {

"name": "iperf-slow",

"annotations": {
"kubernetes.io/ingress-bandwidth": "10M",
"kubernetes.io/egress-bandwidth™: "10M"

}

}
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|
2. A7V NEEEFEBALTPod R LE T,

I oc create -f <file_or_dir_path>

5.4. POD @ DISRUPTION BUDGET ({Z1lLIRRED T E) DR E

A pod disruption budgetis part of the Kubernetes API, which can be managed with o¢ commands like
other object types. They allow the specification of safety constraints on pods during operations, such as
draining a node for maintenance.

R

Starting in OpenShift Container Platform 3.6, pod disruption budgets are now fully
supported.

-

PodDisruptionBudget (. FEFICEEIL TW2REDH B L T hDORNMIELIFA—EVF—V%
BETBAPIA T TV NTYE, INOAETOVIIMIRETZIEWE. /—RDAVYFFVR (Y
SRAI—DAT—=IWVI IV FEEIZAI—DT Y T L — R EDET) BILERILE, ZOREE
(/—RDOBEERTIEA) BRMNAIESI Y 3 VOBEILOAFFIINET,

PodDisruptionBudget 7 7 = 7 D& EIF. UTOEXEREBATERINTUVWET,
¢ —EDPodICHTBEINIDYII) —HEETHEIINILELI S —,
o BFEHAIICHIATREICTZ2UREDH S Pod DR/NEAIRET 2AALEL NI,

LAFI&. PodDisruptionBudget ')V —X D4 > FILTY,

apiVersion: policy/vibetai 0
kind: PodDisruptionBudget
metadata:

name: my-pdb
spec:

selector: 9

matchLabels:
foo: bar
minAvailable: 2 €)

Q PodDisruptionBudget (£ policy/vibetal AP| 7' )L— 7 D—ETY,

Q —ED)Y—RII/TZIRILDY ) —, matchLabels & matchExpressions D#ER 1 FRIEH
IKEEINET,

© FARCHATETHIBEDHS Pod DRMI, Thicid, BREILE/A—EYT— (il 20%)
ZIEETDINFINZHEATEET,

LROA TV MEFETYAML 7 7ML EER LBE. ThEaUTOLSICTAY Y MIEBNT
B5ZEDNTEET,

I $ oc create -f </path/to/file> -n <project_name>
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LTF%%E4TL T, Pod ® disruptionbudget ¢ RTD 7OV LY NTHIRTZIENTEET,

$ oc get poddisruptionbudget --all-namespaces

NAMESPACE NAME MIN-AVAILABLE SELECTOR
another-project another-pdb 4 bar=foo
test-project  my-pdb 2 foo=bar

PodDisruptionBudget |&. /& T% minAvailable ® Pod A 257 ATERITINTWVWBRIHHIXEET
HBEHRINET, COFIREBAZITRTOPodiEFTEI Y a3 VvOFRERY XT,

S5.5.INJECTING INFORMATION INTO PODS USING POD PRESETS

A pod presetis an object that injects user-specified information into pods as they are created.

8%

Pod presets is a Technology Preview feature only. Technology Preview features are not
supported with Red Hat production service level agreements (SLAs), might not be
functionally complete, and Red Hat does not recommend to use them for production.
These features provide early access to upcoming product features, enabling customers
to test functionality and provide feedback during the development process.

RedHat D7 7/ AY—7L Ea—HEDHYR— MIDWTOHM
I&. https:;//access.redhat.com/support/offerings/techpreview/ 2S8R L T EX Wy,

Using pod preset objects you can inject:
® secret objects
e ConfigMap objects
® storage volumes
® container volume mounts
® environment variables

Developers only need make sure the pod labels match the label selector on the PodPreset in order to
add all that information to the pod. The label on a pod associates the pod with one or more pod preset
objects that have a matching label selectors.

Using pod presets, a developer can provision pods without needing to know the details about the
services the pod will consume. An administrator can keep configuration items of a service invisible from
a developer without preventing the developer from deploying pods. For example, an administrator can
create a pod preset that provides the name, user name, and password for a database through a secret
and the database port through environment variables. The pod developer only needs to know the label
to use to include all the information in pods. A developer can also create pod presets and perform all the
same tasks. For example, the developer can create a preset that injects environment variable
automatically into multiple pods.

pa )

The Pod Preset feature is available only if the Service Catalog has been installed.
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5% POD D&M

You can exclude specific pods from being injected using the
podpreset.admission.kubernetes.io/exclude: "true" parameter in the pod specification. See the
example pod specification.

For more information, see Injecting Information into Pods Using Pod Presets.
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6.1. BE

This topic describes the management of the overall cluster network, including project isolation and
outbound traffic control.

Pod & DOHEIEREDFIRALED Pod LRNILDRY N —JH4EEICDWTIE, Pod DEETHBINT
\I\i_a—o
6.2.POD Xy N —V DEIE

When your cluster is configured to use the ovs-multitenant SDN plugin, you can manage the separate
pod overlay networks for projects using the administrator CLI. See the Configuring the SDN section for
plug-in configuration steps, if necessary.

6.21. 70V bRy N T—IADENN
7OV bEREOTOY IV MRy MT—JICBMIESBIE, UTFE2ETLET,

I $ oc adm pod-network join-projects --to=<project1> <project2> <project3>

In the above example, all the pods and services in <project2> and <project3> can now access any pods
and services in <project1> and vice versa. Services can be accessed either by IP or fully-qualified DNS
name (<service>.<pod_namespaces.svc.cluster.local). For example, to access a service named dbin
a project myproject, use db.myproject.svc.cluster.local.

Ik, BEOTOV Y MEEBET 20 Y IC —-selector=<project_selector> + 7~ 3~ & FH
THIEETEEY,

63. 70 TV bxy NT—U D0k
TOVIIRMRY ND—VBVSAI—DODBLZY., TOHEETTZITE. UTFEETLETD,
I $ oc adm pod-network isolate-projects <project1> <project2>

LERDHITIE. <projectl> & & U <project2> DI RTD Pod 8L UVH—ERIK, VTR Y—ADT
A—/NLUAD 7OV T D Pod BLUVHY—ERICTIVERATES, TOHERITTIEHA,

Tk, BEOTOV Y MEEBET 2 Y IC —-selector=<project_selector> + 7~ 3 >~ & FH
THIEETEEY,

63170V by N7—2D 5 O—/1N)LE

TAYII ML IZRI—HDIRTDPod BLUVH—ERICTIERATESDLIICT 2D, D
WaRRICT BT, UTFZ2ERITLET,

I $ oc adm pod-network make-projects-global <project1> <project2>

LEEDHITIE. <projectl> & & U <project2> DFRTD Pod 8L U —ERIEIF I —RADT AN
TDOPodBLUPHY—ERICTIVERATE, TOHDGZEEHAEICARYFET,
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Tk, BEOTOV Y MEEBET 20 Y IC —-selector=<project_selector> & 7~ 3 >~ & FH
THIEETEEY,

6.4.)L— NEBLTVINGRESS A7V 1 9 MIBITBHRAMNEDEESHIEDE
ke

OpenShift Container Platform Tl&, Jb— b B L Wingress # 7V 7 DK R MEZDFHRERHIEIET
7AINTERIINTWVWET, ik, cluster-admin O—)LDORWI—H—(E, EREFICDHIL—
Y—Frldingress 7 TP TV NDRRANBERETE, TORREBEETEIARCARBIEEEKLTYL
F9, 7220, W—hrBLWLingressA T2V hOZDFHIRIE, —FXALIFITRTOI—HF—IIHL
TENTHIENTEET,

Digk

H
[=]

OpenShift Container Platform (&7 72 = 7 MERKD Y 1 LR Y v T ER L T

EDRAPMNZDREEWIL—KPingress A 7V 7 N&HFIT B8, L—bF
Teldingress A 7 7 M, EWIL— MDA ZDHRRAMNEEZEL/2Y., ingress &
T RDPBAINBZEEICHBIL—MDRANEENA D vy 0 BAEEMED
HYFEY,

OpenShift Container Platform 7 2 24 —EEE(E, {FHETEHEIL—FNDFRAMNZZH/ETEEY, &
oo HEDIA—H—NINhEERTTEBLIICO—ILEZERTEIEETEIET,

I $ oc create clusterrole route-editor --verb=update --resource=routes.route.openshift.io/custom-host
RIS, FRO—ILE1—HF—IIRNA V RTEET,
I $ oc adm policy add-cluster-role-to-user route-editor user

ingress 7 7YV NDKRRANEZDFHREHLEEEMITZIEETEET, ThEETTDHILE

T. cluster-admin O— LA FLBRWI—HF —DYEKEZ S ingress 7 7V 2V PDKRAMNEEIRETE
5EDICRYET, NI, ingressZ TPV NDKRR NBDIREEFFT BB E MR E T Kubernetes
DENEICHKTE S % OpenShift Container Platform W4 > X b —JLTH&RICIIB E T,

1. LL'F% master.yaml 7 7 1 JLITEM L XY,

admissionConfig:
pluginConfig:
openshift.io/IngressAdmission:
configuration:
apiVersion: v1
allowHostnameChanges: true
kind: IngressAdmissionConfig
location: ™"

2. ZEABMICTBEHIC. TAY—H—EX2BEELE T,

I $ systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers
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6.5.EGRESS b5 7 1 v 7 Dl

PSR —EEEIEL, RAMLRIVTHEZOENIP7RLRAEHE/ —RICEIYHTEZIENTE
T, PNV T5—YavRARENTNRTNOT7 ) 5—2av—ERICERAIP7RLRAEREET
BIFE. 77AT 94—V T OV ERAERTEZTAEATIDT7 RLRAEERTZZENTEET, 7
Dk, BEAREBIXT 7OA A MRED nodeSelector A L T, FAFREDTOY Y D5 egress
W—4—%F70O04 L, BMWIPT7 RLAHDEFNIEIY B TENALKRR NI Pod HMEET 5 2 & %2 FEER
TEEY,

The egress pod’s deployment declares one of the source IPs, the destination IP of the protected
service, and a gateway IP to reach the destination. After the pod is deployed, you can create a service to
access the egress router pod, then add that source IP to the corporate firewall. The developer then has
access information to the egress router service that was created in their project, for example,
service.project.cluster.domainname.com.

REBEDHNED firewalled ¥ —ERICT VR T2HENH25HE. EROREINLY—EXURLT
<7 T r—> 3> (fl: JDBC ##EIER) T. egress b—% — Pod DH—E X
(service.project.cluster.domainname.com) ICxf L THUH LETIT B I ENTETET,

You can also assign static IP addresses to projects, ensuring that all outgoing external connections from
the specified project have recognizable origins. This is different from the default egress router, which is
used to send traffic to specific destinations. See the Enabling Fixed IPs for External Project Traffic
section for more information.

4 SEaC
The egress router is not available for OpenShift Dedicated.

OpenShift Container Platform 7 5 24 —EBEE, LTF%2FEHAL Tegress 571 vV &FHIEITE X
_a—o

72747 I24x—)
egress 77 A7 04—V EFEATEIE, ZIFANTRERREEN 74 v I R)D—%EHEL. BFE
DIV RRAVMNFRFIPEE (P TRY M) DAHEBHI Y KRS > K (OpenShift Container
Platform N®D Pod) MBET X2 ZITANARELRY —T Y NET BRI ENTEET,

V—%5—
egress IL—% —%AFEHAT B & T, FBAAEEARY—EREZER L. N5T7 4 v I EREDIREEITE
BETIEFET, NIKLY, ThODHAEBDRERI T 74 v VEZBMDOY —ADLELNDZEDE
LTREBLEY, ZHITEY namespace DIEFED Pod DADN NS T 1 v I & T—HR—=2|CF0O
FO—EEFETEIY—ERX (egress L—F—) EBIETEDLDOALT —IR—ZANMREIND 20D,
X217 —WERKELTRILBET,

iptables
52 M OpenShift Container Platform ADY Y 2 —> 3 VDIEMCE, REMNS 714 v JIEAY
N2 iptables L —ILEER T2 ENTEET, ThHDIL—ILid, egress 77 AT+ —IL &Y
£ DA T aVEHFALEITHS, FEDTOD TV MIFIRTZ I EIETEEHA,

651LHAE) Y —AANDT IV R %HIRT B7<HDEgress 774 70+ —ILDEMA

As an OpenShift Container Platform cluster administrator, you can use egress firewall policy to limit the
external addresses that some or all pods can access from within the cluster, so that:

e Pod DMEEZWERZ MIHEIRL, NT Vv o4 vs—y hADERERBTIRVELDIC
ER:E
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FEERY NT—VDEHR

F7zE

o PodDWEEANT Y v o4 —y MIHIRL., (VF5R9—HD) AEBHRR bADEHEAER
BTERVWELIICT B,
F7lE

o Pod WY 2IBADABWVEEINLZASBY T2y M/RZAMIEETERWVWLDIZT 5,

You can configure projects to have different egress policies. For example, allowing <project A> access
to a specified IP range, but denying the same access to <project B>. Or restrict application developers
from updating from (Python) pip mirrors, and forcing updates to only come from desired sources.

=

You must have the ovs-multitenant or ovs-networkpolicy plug-in enabled in order to limit pod access
via egress policy.

70Y v NEEHEIZ. EgressNetworkPolicy 7 7Y =/ NAERT B2 &E. AV TV NTHER
§TE2ATOV N ARETHIEETEEHA, £/, EgressNetworkPolicy DER ICBEE L T D
WL DD DFIRDHY F7,

o F7ANKMTOY Y b (B LTV oc adm pod-network make-projects-global T2 0 —/\JLIC
Izt 7Oz M) Ilidegress R O —%BETDZIENTEEHA,

e (oc adm pod-network join-projects =R L T)2 20OV Y haY—T T 2HBE. ¥ —
DLE7av I hOWThTE egress R O —%FRATHIEIETEERHA,

e LWFhDTOVTI PEEBD egress RS —A TV YV hERFDIENTEE A,

FEROFROVWTNMNMIERTZE, 7OV bDegress R P—ICEENHKEL. TRTOAE
FYRT—=U RS T70v oD ROy TINZAREMELHY £,

oc OV RF/IZ RESTAPI Z{FEHA L Tegress R > —%{EL £, oc[create|replace|delete] %
&/ L T EgressNetworkPolicy + 7> = 7 N Z1##{FTX £, api/swagger-spec/oapi-vljson 7 7
AIITIE, ATV 7 MERBRICHEESE 2 HEICDVTD AP LRIVOFEIERIAEEFNE T,

egress R ¥ —%RET BITIE. UTFEEITLET,
L WRETHTIOV Y MIBELETS,

2. Create a JSON file with the desired policy details. For example:

{
"kind": "EgressNetworkPolicy",

"apiVersion": "v1",
"metadata”: {
"name": "default”
2
"spec": {
"egress": [
{
"type": "Allow",
"to": {
"cidrSelector": "1.2.3.0/24"
}
b
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{
"type": "Allow",
"to": {
"dnsName": "www.foo.com"
}
b
{
"type": "Deny",
"to": {
"cidrSelector": "0.0.0.0/0"
}

RO TR TOT I MEBIMENhE &, IPEFE1.23.024 BL VU RA M VE
www.foo.com ~ND ST 4 v VDFFRAIINE TN, ZOMDITRTOHAELIP 7 KL AANDT
JERAFEEINET, CORYY—EBABINST7 1 v I ICOAHBRAIND 2D, TOMTA
TDOPodND NS T4 v I 3HEEEZITEHA.

EgressNetworkPolicy DJL—JLIFIBRICF v /X, — BT I2RMDDIL—ILHAERINE
¥, LEOHID I DDFIEFIRICESR LIZHE. 0.0.0.000 L—ILAZMFzyIIh, I
TORZ 74y 7IC—HL, TNHITARTEZEERT 5748, 1.2.3.0124 & & U www.foo.com
ANDRZ 714 v IREFRIIhEFREA,

Domain name updates are polled based on the TTL (time to live) value of the domain of the
local non-authoritative server, or 30 minutes if the TTL is unable to be fetched. The pod should
also resolve the domain from the same local non-authoritative server when necessary, otherwise
the IP addresses for the domain perceived by the egress network policy controller and the pod
will be different, and the egress network policy may not be enforced as expected. In the above
example, suppose www.foo.com resolved to 10.11.12.13 and has a DNS TTL of one minute, but
was later changed to 20.21.22.23. OpenShift Container Platform will then take up to one minute
to adapt to these changes.

pa 3

The egress firewall always allows pods access to the external interface of the node the
pod is on for DNS resolution. If your DNS resolution is not handled by something on the
local node, then you will need to add egress firewall rules allowing access to the DNS
server's IP addresses if you are using domain names in your pods. The default installer
sets up a local dnsmasq, so if you are using that setup you will not need to add extra rules.

1. JSON 7 7 1 L% L T EgressNetworkPolicy # 7Y =7 N &R L F 7,
I $ oc create -f <policy>.json

a3

Exposing services by creating routes will ignore EgressNetworkPolicy. Egress network policy service
endpoint filtering is done at the node kubeproxy. When the router is involved, kubeproxy is bypassed
and egress network policy enforcement is not applied. Administrators can prevent this bypass by limiting
access to create routes.
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6.5.2.AE )Y —ZAD B Pod NS 714 vV %R AIREICT 578D Egress L—4 —®D
A

OpenShift Container Platform egress L —4 —i3. fROAERTHERAINTVWAVWTSAR—F Y =2 P
TRLREFERALT, BEINALVE—MN—NR—ICrS T4 v 0%5)FTA LI NTEIH—EREET
LET, TOY—ERIZLY, PodiFTRTA M) ARNIPZRLADSDT IV CADHEHFTTE LD
IKREINALY—N—EBETIELIICRYET,

8%

egress L—4 — TR TOREERDDIFERAINZ ZEPEHINMTVWERA, %
D egress L —F —&EKT B ET, FY MNT—ON—ROzT7DFIR%A2E|Z LTS
AREMEIHY ET, L&A, TRTOTAYV I MNELET T r— 3 VI egress
W—8—% i T5E. YVINIITOMACT RLAD T A NI —IZT =Xy T
BHENCARY N T—VA V=D —ANNEBTETEO0—HAIMACT KL ZED L%
ATLED MR HY X7,

BF

Currently, the egress router is not compatible with Amazon AWS due to AWS not being
compatible with macvlan traffic.

FrOA4 A MCEY 2EEER

Egress)b—4% —IE 2 DEDIP7RLABLUPMACT RLRE/—RDTSA4) =Ry NT—0 4>
4 —27x—RITEML 9, OpenShift Container Platform 27 X # )L TEITL TLWRWEEIE, 7\
ANR=NAYF—FIF IS RTANA T —DEMDOT RLRAEZFTT DL ICKRET I2HENHY X
ER

Red Hat OpenStack Platform

OpenShift Container Platform % Red Hat OpenStack Platform #{f>TF 704 L TW3 G4,
OpenStack IRIETIPBLUMAC T RLRADKRTA MY RAMNEERTZ2HELNHYET, IhET
biawe, BEEFREXKBLET,

neutron port-update $neutron_port_uuid \
--allowed_address_pairs list=true \
type=dict mac_address=<mac_address>,ip_address=<ip_address>

Red Hat Enterprise Virtualization

Red Hat Enterprise Virtualization =8 L TW %154, EnableMACAntiSpoofingFilterRules %
false ICEREL TWARELNHY F T,

VMware vSphere
VMware vSphere Zfff L TW3I15A 1. vSphere IZ#EZ A v FDEF 2 74 —REICDWVWTD
VMWare RF a2 AV FESBLTL IV, vSphereWeb 754 7Y MM BLRZA MDIRIER A v F
%ERL T, VMWarevSphere 7 7 # )L hE&EZRRL. EEL XY,
ESIK. UTFABEMMIINTVWE I EZHERLET,
e MAC7RLRDEE
o AXEELIX (Forged Transit)

o MIEARIE— N (Promiscuous Mode) $&1E
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Egress L—% —E—FK

The egress router can run in two different modes: redirect mode and HTTP proxy mode. Redirect mode
works for all services except for HTTP and HTTPS. For HTTP and HTTPS services, use HTTP proxy

mode.

6521 )%14 LY hE—KTODEgress L—¥— Pod ®F 704

DALY P E—FRTIE, egress)b—49—Ild, S T74 v 0 EMEBDIPT7 RLANS1DLLEDIEE
IP7RLRICUZA LY NTBDIliptables L—ILEEy b7y TLET, FHINAY—XIPT
NLRZFERTI2BEDH SV F4 7> b Podld. 5BEIPICEEERT 2DTHAL, egress)b—4 —
IKERT2LDICEEINZRENHYFET,

1. EEEZEALTPod&REZFRLET,

apiVersion: vi
kind: Pod
metadata:
name: egress-1
labels:
name: egress-1
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
initContainers:
- name: egress-router
image: registry.access.redhat.com/openshift3/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE @)
value: 192.168.12.99
- name: EGRESS_GATEWAY 6
value: 192.168.12.1
- name: EGRESS_DESTINATION ﬂ
value: 203.0.113.25
- name: EGRESS_ROUTER_MODE 9
value: init
containers:
- name: egress-router-wait
image: registry.access.redhat.com/openshift3/ose-pod
nodeSelector:

site: springfield-1 G

Q FSATY—RY NT—9P 49 —T7x—XTMacvlan Ry NT—H 4 V9 —T71— %
EER L. IhEPodDXy k7= 70Y 9 MIHBITLTHS egress-router AV F
FT—ABELET, "true" OFY DBIEFEZOFTEFHRLIET, ThoaEET2E, T
S—DMEELET, TIATN—RYRNT—=IA V9 —T—RPUHNDRY NT—D 4
H#—TJ7xT—AXTMacvlan A V¥ —T7 2 —R%EEKT BICIE. 7/ T7—2a v DEEZHA
VH—T T —ADEENIERELEY, L&A, etht Z#FEHALET,

9 IP address from the physical network that the node is on and is reserved by the cluster
administrator for use by this pod.

g J—RTCHEBAINBETF 74N IMNF— 94 EEALETY,
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Q NST4 v IDEEFXERBIHNEY—/N—, ZOHITIEX. Pod DEHEIL 203.0.113.25 12 1)
4L hNINhET, V—RIPT7 KL RI£192168.12.99 T,

9 Ihildegress L—F —A A= LT, chdt TinitavFF+—] &LTF7O143h
TWBZEZRLTWVWET, LLEID/N— 3 > D OpenShift Container Platform (3 & U
egress L= —A A= FZDE—REHR—IMLTELT, BEOIVTF—&LT
EITINBZBEIHY F L1

@ Pod &5 L site=springfield-1 DR EI N/ — RICOAT TO1 IhET,

2. LEEDOEEZFEAL TPod ZFRLE Y,
I $ oc create -f <pod_name>.json
Pod MERINTWEHEDI D ZHRT DICIE. UUTFZEITLET,
I $ oc get pod <pod_name>

3. egresss =9 —%SRT 2 —EXZEHM L. (D Pod AAPodDIP7 KL RZRDIFbhn
2L0ICLET,

apiVersion: vi
kind: Service
metadata:
name: egress-1
spec:
ports:
- name: http
port: 80
- name: https
port: 443
type: ClusterIP
selector:
name: egress-1

Pod BN DH—ERICEITTEDLDICRYET, IhoDEkiE. FHIN/ egressIP 7
FLRZFEALTHASBY—N"—DIET 2R—MIVFIL I bINET,

egress L—% —Dt v b7 v 7FI&. openshift3/ose-egress-router 1 X —Y TEHRINS lnit AV T
F—] TEIIN, ZOIVFF—IEMacvlan 1 V9 —7 = —R%REL. iptables L—I)L%Et v k
Ty TTEDLIIBET—NEITINZET, iptables L—ILDE Y b7 v FRTEIC, ThIFRT
L. openshift3/ose-pod O~ 7+ —7H Pod "i@Hl T INZ X T HWEDNDY RV ZERTLARV) ET
KRBICARY £T,

IRIEZHIT egress-router 1 X =21 L, FHTSZ7 KL RA%2ERLET, Ch
&, EGRESS SOURCE %= IP 7 KL R & LT, %7 EGRESS _GATEWAY #45 — ko x4 & L THER
T3 Macvlan 22 EL £,

NAT IL—ILBEREI N, Pod DI SAY—IP 7 KL ZAD TCP F/zld UDP IR— kA DN
EGRESS DESTINATION DEILR—MICUF AL I MINDBEIICLET,

DSRAI—HNDO—ED/) —ROAMNEEINLY—RIP7RLRAEERTE, EEINESF— DT

1% FEATEDHE. ZITANTRER / — K% /39 nodeName 7= & nodeSelector 2§ €9 % 2 &
NTEZET,
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6.5.22. BEBROBE~AD)FTAL I b

BIDHITIE, EEDKR— N TD egress Pod (X7 I&ZDXIET 2 —E X)) ADOEFKILE—DIEL IP IC
AL RINFET, R—MIL>TIIERDELDBEIPEZRETDIEHLTEET,

apiVersion: vi
kind: Pod
metadata:
name: egress-multi
labels:
name: egress-multi
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
initContainers:
- name: egress-router
image: registry.access.redhat.com/openshift3/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE
value: 192.168.12.99
- name: EGRESS_GATEWAY
value: 192.168.12.1
- name: EGRESS_DESTINATION
value: |0
80 tcp 203.0.113.25
8080 tcp 203.0.113.26 80
8443 tcp 203.0.113.26 443
203.0.113.27
- name: EGRESS_ROUTER_MODE
value: init
containers:
- name: egress-router-wait
image: registry.access.redhat.com/openshift3/ose-pod

ﬂ This uses the YAML syntax for a multi-line string; see below for details.

EGRESS_DESTINATION D& {TIZLLTD 3 DD 14 TOWEFhMIAY FT,

® <port> <protocol> <IP address> - This says that incoming connections to the given <port>
should be redirected to the same port on the given <IP address>. <protocols is either tcp or
udp. In the example above, the first line redirects traffic from local port 80 to port 80 on

203.0.113.25.

® <port> <protocol> <IP address> <remote port> - As above, except that the connection is
redirected to a different <remote port> on <IP addresss>. In the example above, the second
and third lines redirect local ports 8080 and 8443 to remote ports 80 and 443 on 203.0.113.26.

o <fallback IP address> - If the last line of EGRESS_DESTINATION is a single IP address, then
any connections on any other port will be redirected to the corresponding port on that IP
address (eg, 203.0.113.27 in the example above). If there is no fallback IP address then
connections on other ports would simply be rejected.)

6.5.2.3. ConfigMap D[ IC & % EGRESS_DESTINATION DigE
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BEIYEVITDEY POY A XBKEVD, FLIEINIERICEEINDHE. ConfigMap %A
LT—E%ZAETHIFL, egress L—F —Pod BN EIHNS—E%2HmAHAINDLDICTEIENTEE
T, ThIIE, 7OV NEBEED ConfigMap ZIRETZ 2 & WO AN HY FTH. ThITIFF
RZEOAVTF—DEFINEH, BEEIIPod EEZEERETSHIEIITETEHA,

1. EGRESS_DESTINATION T —4% &L 7 71 L& ER L E T,

$ cat my-egress-destination.txt
# Egress routes for Project "Test", version 3

80 tcp 203.0.113.25

8080 tcp 203.0.113.26 80
8443 tcp 203.0.113.26 443

# Fallback
203.0.113.27

ZERITEAA VM EIDT7ANICEBINTES I EISERLTLLETIL,
2. ZD7 74D 5 ConfigMap 47V M EERLET,

$ oc delete configmap egress-routes --ignore-not-found
$ oc create configmap egress-routes \
--from-file=destination=my-egress-destination.txt

Z I T. egress-routes |[&EK I35 ConfigMap # 72 =V MDEZRFIT. my-egress-
destination.txt (37— 4% OFEAEY TD 7 7 1 ILDZBI T,

3. RIRD & D I egress b—% — Pod EZx&EK L £ T4 ConfigMap 2IRiEE /2 a3 v D
EGRESS _DESTINATION I EEL £ 9,

env:
- name: EGRESS_SOURCE
value: 192.168.12.99
- name: EGRESS_GATEWAY
value: 192.168.12.1
- name: EGRESS_DESTINATION
valueFrom:
configMapKeyRef:
name: egress-routes
key: destination
- name: EGRESS_ROUTER_MODE
value: init

pa )

egress JL—4 —I&, ConfigMap "EBINTHEEHIFNICEFINTIHA, BEFENET
%IClE Pod ZBiEELF T,

6.5.2.4.Egress L—# — HTTP 7O%>— Pod @7 704

HTTP 70X > —E— K Tld. egress L—4% —IFR— bk 8080 THTTP 7OF > —& LTEITINE
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T, NI, HTTP XIE HTTPSR—ZADY—EREBETDISM4T7 Y NOBBICOMMERELET
N, BEFTNOABEIEIDICISATY NPod ADEL DERIIFRETY, BIELTHERET S
ZET, TAOYVSLIEHTTP 7%y —A2FHTLELDICERINET,

L AlELTUTFZERALTPod 2R LE T,

apiVersion: vi
kind: Pod
metadata:
name: egress-http-proxy
labels:
name: egress-http-proxy
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
initContainers:
- name: egress-router-setup
image: registry.access.redhat.com/openshift3/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE @)
value: 192.168.12.99
- name: EGRESS_GATEWAY 6
value: 192.168.12.1
- name: EGRESS_ROUTER_MODE ﬂ
value: http-proxy
containers:
- name: egress-router-proxy
image: registry.access.redhat.com/openshift3/ose-egress-http-proxy
env:
- name: EGRESS_HTTP_PROXY_DESTINATION 6

value: |
I*.example.com
1192.168.1.0/24

*

® 00 O

48

T5A4) =Ry NT—V 4V H—T1x—XATMacvlan XY KD =04 V9 —Tx1—%
ERRLTH DL, ThEPodDRry hD—2 70219 MIHITL. egress-router IV 7
FT—%ZRELET, "true" DAYDEIAFTEZZDEEFHLEFT, ChoxEBTIE, T
S—DRELET,

An IP address from the physical network that the node itself is on and is reserved by the
cluster administrator for use by this pod.

J—RBFATERAINSZT 74V NT—ho x4 ERUE,

IhiFegress L—F —A A =TI/ L. THHAHTTP 7OF>—0—%&LTF7Oq
INTWBE®D, iptables D) FA LV ML—ILEZRETERVWI EARLET,

TOXY—DBREAETAIEET I2XFNFIE YAML OEHTXEITT, Zhid, init
VT F—OMOBIEZHTIEAL., HTTP 7O0F > — v 5+ —0BELTHE LTEE
INBZEITERELTLETWL,
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EGRESS_HTTP_PROXY_DESTINATION fEICA FOWTNAEIEETEF T, /. *%FEH
TEHIENTEET, ThIE TITRTOY E—MNBEANDEREZHFAT] §52 225K F

ER

BEDETICE, HFAEAIERTIERO 12O —T2IBELET,
IP7 KL R (f1:192.168.1.1) 3821 T2 IP 7 RL ANDEHKZFATL XS,
CIDR #3F (f1: 192.168.1.0/24) | CIDR &8N DEHKEHFTL T,

RZ K% (fl: www.example.com) [FFEE KRR bADTOF > —%2FATLET,

HEICHIT SN D KX A V% (Bl *.example.com) (XU R XA VB LUVZDHY T K AL
YOIRTADTOF > —%2FALET,

EROVWTANIC! EFIF D&, BERRAFTINEOTEAL, FEEINET,

BEOITHN *DIHE. HEEINTULWAVWTRTOEDOHIHFITINFT, £k, Faxh
TWERWTRTOEDOIEEINE T,

2. egresss =9 —%BRT 2 —EXZEHM L. (D Pod AAPodDIP7 KL RZRDIFbhn
2L£D0ICLET,

apiVersion: vi
kind: Service
metadata:
name: egress-1
spec:
ports:
- name: http-proxy
port: 8080 €))
type: ClusterIP
selector:
name: egress-1

‘D http R— FA'EIC 8080 ICRESNTWB I E&2MRALET.

3. http_proxy /2% https_proxy Z# % &EL T. 754 7 b Pod (egress 70 F <~ — Pod
TIERW) ZHTTP 70XV —%2FAT2LDIERELE T,

env:
- name: http_proxy

value: http://egress-1:8080/ ﬂ
- name: https_proxy

value: http://egress-1:8080/

@ FE2THERINEY—EZR,

pa 3

TRTDEY b7 v 7T http_proxy & & U https_proxy IRIZEZHMAMNEILR S
RRTIFHY FHA, LREETLTCEEEREY b7y THERINRVES

&, Pod TEFTLTWBY—ILELRBYIRIZITICODVWTDORFaIAY N ES
BLTCEIWY,
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&4 LY NT % egress Ib—4 —D LFEDHI & FEERIC. ConfigMap Z#F L T
EGRESS _HTTP_PROXY_DESTINATION 23§95 &HTE X,

6.5.2.5.Egress L—#% — Pod M7 T A LA ——DHMIL

LAY —yayvaryhO—5—%FRAL. Y9091 L%FH<T2®HIC egress L—F —Pod D 12D
AE—ZBICHERTESLDICLET,

L UFAERLCL YV y—yaryay bhO—S—DBRE7 74NV AEERLET,

apiVersion: vi
kind: ReplicationController
metadata:
name: egress-demo-controller
spec:
replicas: 1 ﬂ
selector:
name: egress-demo
template:
metadata:
name: egress-demo
labels:
name: egress-demo
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
initContainers:
- hame: egress-demo-init
image: registry.access.redhat.com/openshift3/ose-egress-router
env:
- name: EGRESS_SOURCE
value: 192.168.12.99
- name: EGRESS_GATEWAY
value: 192.168.12.1
- name: EGRESS_DESTINATION
value: 203.0.113.25
- name: EGRESS_ROUTER_MODE
value: init
securityContext:
privileged: true
containers:
- hame: egress-demo-wait
image: registry.access.redhat.com/openshift3/ose-pod
nodeSelector:
site: springfield-1

Q replicas "' 1 ICEREINTWA I EAHRALET, 12D Pod DANIEEIND
EGRESS_SOURCE [E%«MERFERTZ 5/HTY, INnEk. L—F9—DBE—OE—DHN
SRV site=springfield-1 A EIN/ / — R TEITINZ I EE2EKLE T,

2. COEHEAFHALTPod ZERK L9,

I $ oc create -f <replication_controller>.json
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3 REETBICIE. LFY =23y PO—5—Pod MERIN TV EHE DI D EHRLF
_a—o

I $ oc describe rc <replication_controller>

65.3. 48R VY —ZAANDT IV R ZHIRT 572D iptables JL—ILDfEFA

9525 —EEEDHICIZ. EgressNetworkPolicy D E 7 )L egress L —49 —DIRRHADRE NS
TAvII/LTT7I2avaETT20EOHZEEENVBGZELNHYET, ZDFEICIE.
iptables L—ILEBEER L TN EETTEIENTEET,

EAE, HEDEBEANDNZ 74 v I %207IRRT 2IN—ILEFRLEY, 1HITEICREINS
BEHZBASREERZHTLBAVEIICLELYTEIY,

OpenShift Container Platform (&1 2 4 L iptables JL—IL % BEIIENT 2 AEEZREFELTVWEHA
B, BEEENCDL ORI AEFETEMTEIGMARELET, &/ — NIZEHBFIC, filter

7 — 7))L IC OPENSHIFT-ADMIN-OUTPUT-RULES &t W) ZDF z—V AR LET (Fz—VH T T
IKEELTVWAVWERELEY), EEBENCOF—VIZEBMT Z2ITRTDIL—ILIE, Pod BBV 5
A —HICHBBHEANDITRTDONZ T4 v 7ICHEAINTT (ENUAD NS T4 v ZICIEERAI N
FHEA)

COWEEZFEAT ZRICIE. FRIREVWLONIDRI’HY T,

L &/ —RIDIW—IDMERINTWE Z EZ2HERT2DREEREDY X 7IC/4Y £9, OpenShift
Container Platform [Nz BEIMICHESR T 2 AEIIEBE LI EA,

2. b—Ilid egress L—F —IC& > THIFRY—%ERBETZ NS T4 v ZICIFEAINT, IL—IL
I& EgressNetworkPolicy L — LB INARICRITINE T (ZDE
&. EgressNetworkPolicy TIEBINZ ~cZ 74 vV IERRINEHA),

3. /—RIZIE TAER] IP7 RLRE THEB] SDNIP 7 KL ZOEADH B 7. Pod Hhd ./ —
REEIFZ/—RDEIYREI —~DEHROUBIIEMHICHY XT, TDH, —ED Pod &/ —

RE/Pod EXAY—BD RS 74 v 2 IDFz—VEBEBBLETH, iDPod &/ —R
fl/Pod EXRAY—RD NS T4 v 7 ETNENA NIRRT EZBEIHYET,

6.6. 47O NNS T4y I DEMIP DEMIL

PSR —BEEZIIFEDENIP7ZRLZAEZ7OV IV MIEIYYT, NST14vIDNARHIOBES
ICEBRATEDLDICTEZET, ChiF. PS T4 v I A BEDRBEICEETE-ODICERINET 74
UMD egress L—8 —DIFHEEIFERY FT,

BAEBERIP NS 74 v/ IdBEERBILTDIET, V5RAY—DEFa1)FT1—%@ELET,
INPEMICINE E, IBEINATOVIV MDLDIRTORENDERIEIELCEEY —XIP %
HELEFT, 2FY., IRTOHAENY—ZADNZDOR T T4 v I EBHBTEDLIIIRYET,

egress)l/ Y —DIFHEEIFEMLRY. IThid EgressNetworkPolicy 7 7 14 77 # —JLIL—JLIZEDWT
TINFET,

BWIPABRICT BICIE. UTEEIFTLET,

1. WEX IP T NetNamespace #FH L X7,

I $ oc patch netnamespace <project_name> -p '{"egressIPs": ["<IP_address>"]}'
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fe& z21E. MyProject 7OY =7 % IP 7 KL 21921681100 ICEIY HT 3 ITIE. UTFAERT
LEd.

I $ oc patch netnamespace MyProject -p '{"egressIPs": ['192.168.1.100"]}'

The egresslPs field is an array, but must be set to a single IP address. If setting multiple IPs, the
other IPs will be ignored.

2. egressIP ZWER /) — RKRAMIFETEYHTEY, /— RKKZ ~D HostSubnet 7 7Y =
7 hDegressiPs 71 —ILRERELET, TO/—RKRAMIEIYHTIHEDHBEED
HDOIPEEDDIENTEET,

$ oc patch hostsubnet <node_name> -p \
'{"egressIPs": ['<IP_address_1>", "<IP_address_2>"]}'
7= & Z1E node1 I egress IPs 192.168.1.100, 192.168.1101 & & U* 192.168.1102 A’ ETH 5B E
N LLTFDELDICRYFT,

$ oc patch hostsubnet node1 -p \
{"egresslIPs": ["192.168.1.100", "192.168.1.101", "192.168.1.102"]}'

BF

Egress IPs are implemented as additional IP addresses on the primary network
interface, and must be in the same subnet as the node’s primary IP. Allowing
additional IP addresses on the primary network interface might require extra
configuration when using some cloud or VM solutions.

7O MY LTLEREAEMIINGHBE. TO7OTVTI MHASLDTRTDegress N7 14 v
JIEEDegressPERANT D/ —RIIL—TFT14 73N, NATEZFEALT) ZDIPT KL RICHE
MINZF T, egressIPs A NetNamespace TEHREINTWEEDD, ZTD egressIPZRAMNT 3

J — R WIHE. namespace h'SD egress N 714 v ZIE ROy 7EhZET,

6.7.7¥ILFXx+ X MDBEMI

BF

WIFR T, VILFF v A MIMEFEHBOFEL/ZRBFI T —EXDRETOERICKREEL
THY, 5mEEOV ) 1—YavELTERBELTLWEEA,

Multicast traffic between OpenShift Container Platform pods is disabled by default. You can enable
Multicast on a per-project basis by setting an annotation on the project’s corresponding nethamespace
object:

$ oc annotate netnamespace <namespace> \
netnamespace.network.openshift.io/multicast-enabled=true

7)TF—2avEHIBRLTIILFFv A MNEERICLET,

$ oc annotate netnamespace <namespace> \
netnamespace.network.openshift.io/multicast-enabled-
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If you have joined networks together, you will need to enable Multicast in each projects’ netnamespace
in order for it to take effect in any of the projects. To enable Multicast in the default project, you must
also enable it in the kube-service-catalog project and all other projects that have been made global.

pa )

Multicast global projects are not "global”, but instead communicate with only other global
projects via Multicast, not with all projects in the cluster, as is the case with unicast.

6.8. NETWORKPOLICY O E®1E

The ovs-subnet and ovs-multitenant plugins have their own legacy models of network isolation, and
don’t support Kubernetes NetworkPolicy. However, NetworkPolicy support is available by using the
ovs-networkpolicy plug-in.

In a cluster configured to use the ovs-networkpolicy plugin, network isolation is controlled entirely by
NetworkPolicy objects. By default, all pods in a project are accessible from other pods and network
endpoints. To isolate one or more pods in a project, you can create NetworkPolicy objects in that
project to indicate the allowed incoming connections. Project administrators can create and delete
NetworkPolicy objects within their own project.

Pod #2889 % NetworkPolicy 7 72 =V M & #7272\ Pod IETLRICT VEZATEXTH, Pod 25
#8951 DLLE®D NetworkPolicy # 72 =V N &FD Pod E9BEINE T, ThoDDBEI N/ Pod
(&1 DLLE®D NetworkPolicy 7 72 =V N THAIINBEHRDOAEZIFANETT,

Following are a few sample NetworkPolicy object definitions supporting different scenrios:

o IRTDIF 714y %ER
702 7 MC Tdeny by default (77 # )L b THER)] #R{TIEBITIE. TTD Pod IZ—
B2, bF74vo%E—tNEFT L %AW NetworkPolicy # 7>z h&EBML £,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: deny-by-default
spec:
podSelector:
ingress: []

e 7O FAD Pod H5DEHGEDH %A
Pod AEIL 7BV Y FRDM®D Pod B 5 DEMEZITAND D, thDFOY Y bD Pod
PODEREERTTBLDICERETDICIE. UTFAEERITLET,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector:

ingress:

- from:

- podSelector: {}

e Pod FRIICEDWTCHTTPELUHTTPS F5 714 v I DH%ETA
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BFEDZ NIV (LLTFDOHID role=frontend) DfF\L\ 7z Pod ~AD HTTP 8L PHTTPS 7 7 2 XD
HEBFWICT BITIE. LT EERERD NetworkPolicy # 72 =7 K &BIML E 9,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-http-and-https
spec:
podSelector:
matchLabels:
role: frontend
ingress:
- ports:
- protocol: TCP
port: 80
- protocol: TCP
port: 443

NetworkPolicy # 72 =V MIMMEINZEDTY, DF Y, EED NetworkPolicy 7 7tV b %
HAEHOETEMARY NV —VBEHEETIEDNTEET,

& zE, ZDFITEREI Nz NetworkPolicy # 7V =7 hDiHE. AL 7OY = bAIC allow-
same-namespace & allow-http-and-https /R > —DE A A EFETEIENTEF T, ThitL Y,
S ~RJL role=frontend DfF\ 7z Pod IERRY O —THAINZTRTCOER. 2FY, AL
namespace M Pod M5 D F R TDHEHMHE. B & U 9T D namespace D Pod MHDR— b~ 80443 T
DEHmEZITANET,

6.8.1. NetworkPolicy 8 L T IL—% —

When using the ovs-multitenant plugin, traffic from the routers is automatically allowed into all
namespaces. This is because the routers are usually in the default namespace, and all namespaces allow
connections from pods in that namespace. With the ovs-networkpolicy plugin, this does not happen
automatically. Therefore, if you have a policy that isolates a namespace by default, you need to take
additional steps to allow routers to access it.

120FTa3vELT. TRTDY—ADLDTIVERAHFATE2EY—ERDOR) V—5FRTE
F9, ULTFEHITARY FT,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-to-database-service
spec:
podSelector:
matchLabels:
role: database
ingress:
- ports:
- protocol: TCP
port: 5432

IHICEY, =9 —FH—ERIZT7IVEATETETA, BRFICHDOI—H—D namespace ICH S

Pod 5 ZNICTIVERATEEYT, INS5DPod IXBEIINT) vy I I—9—%FRALTH—ERILT
JERATEDRD, CHICL>TRENRET D EIERBWVIET T,
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Alternatively, you can create a policy allowing full access from the default namespace, as in the ovs-
multitenant plugin:

1. SR)L%ET T # )L b namespace IEBIIL 9,

BF

You only need to do this once for the entire cluster. The cluster administrator role
is required to add labels to namesapces.

I $ oc label namespace default name=default
2. FMD namespace N DIEmEFRAIT 2R O — %ML ZF T,

R

Perform this step for each namespace you want to allow conntections into. Users
with the Project Administrator role can create policies.

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-from-default-namespace
spec:

podSelector:

ingress:

- from:

- namespaceSelector:
matchLabels:
name: default

6.82.# 7O Y hDF 7 # )L b NetworkPolicy DE&E

VS22 —EEBEIF, FRIOD ) FOERBFIC, ToAMMDOTOY VM TF YT L—NEEEL
TF 7 #J)V b® NetworkPolicy 7 727 b (1 DULE) OBEEREBMICTEET, ChEERITTS
IKE. LATFZTVWET,

1. Create a custom project template and configure the master to use it, as described in Modifying
the Template for New Projects.

2. WEX NetworkPolicy # 73V V7 hASTU LTV TL— M 2RELE T,

I $ oc edit template project-request -n default

4 s )

NetworkPolicy # 72 =7 b &BIET Y 7L — MIEHSICIE. ocedit a7 >
ReEFERALET, BEFERTIX. ocpatch 2#FRALTA 7Y 2 b% Template
Y —RIEBMT B ERFTEEEA,

a. TNETNDT 74 MR 2 —% objects BB7IDEFRE L TEMLET,
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objects:

- apiVersion: networking.k8s.io/v1

kind: NetworkPolicy
metadata:

name: allow-from-same-namespace
spec:

podSelector:

ingress:

- from:

- podSelector: {}
- apiVersion: networking.k8s.io/v1

kind: NetworkPolicy
metadata:

name: allow-from-default-namespace
spec:

podSelector:

ingress:

- from:

- namespaceSelector:
matchLabels:
name: default

6.9. HTTP STRICT TRANSPORT SECURITY OB M1t

HTTP Strict Transport Security (HSTS) /R & —l&, RANTHTTPS NS 714 vV DH%FHFAT 5t
FaYT 4 —DHEEMETY, T74INMT. IRTOHTTPEREEI ROy FTIhFET, Ihid. web
A4 MNEDOHEOREMEBFELLY., 2—F—DDICEFaTART IV r—>a v aRET IO
‘IBEY,

HSTS AAEMICI NS &, HSTS &4 41 b H 5 Strict Transport Security N 4 — % HTTPS & ICB 0
LEd. Y¥41 L% bT%I/IL— b TinsecureEdgeTerminationPolicy {&% {#fH L. HTTP % HTTPS
ICERTBHLIICLET, L, HSTSHBEMICINTWBIGEIK. BXROZEERICI ATV MDY
FTRTDEKR%EZ HTTPURL BS HTTPS ICEE T 5HDIC) F M1 LI NOBEBEN RSBV FT, Zhid
9547V M THR—NINZBEIFAR<, max-age=0 25X ET 5 E TEMITEE T,

8%

HSTS l&tF 2 7% JL— b (edge termination & 7zI& re-encrypt) TOHHEEEL 9§, &
DEEEIE. HTTP F7/E/RRAZI)—J)b— MIIF#E L TUWEH A,

JL— M LT HSTS 2#B3MICT %ICIE. haproxy.router.openshift.io/hsts_header {& % edge
termination E 7z ld re-encrypt L— MZEML £ 9

apiVersion: v1i
kind: Route
metadata:
annotations:
haproxy.router.openshift.io/hsts_header: max-age=31536000;includeSubDomains;preload
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BF

haproxy.router.openshift.io/hsts_header {EIC/XT X —& —DAR—A P Z D DEH
A>2TWRWZ & =R L XY, max-age DADNREICRY XY,

HED max-age /3T A —H —|&, HSTS R O —DEMEARE (MWEL) 2 RLET, 774 7> M.
RARDS HSTSAY S —DH B MEEZET 2HICITHEIC max-age ZFEH; L F9 . max-age 1% 1
LTI MIRBE, VATV MIR)—EWHELET,

Z 7 3 > ® includeSubDomains /S5 X —4% —F, V547V ML, RRAMDITARTOY T KX
AVDNERANERBFRICMIBINE LDICIEBRLET,

max-age ' 0 LY KEXWIFE, 7> 32 ®D preload /35 X —4 —[ZHBH—EXDN DY A hEZ
NETNOHSTS 7)O—RDYRMIEHZIEEFHFTLET, & ZIE. Google REDH 1 M
preload B'BEEINTWB YA NO—BEEZEKLET, 770 —EFIhoD) A MEFERL. 1 b
EXFEET BRITE HTTPSIRETOHBIET 271 MEHIBITE £ 9, preload FZENRWBEE. 735
DH—EANY Y —%EE T Z72DICHTTPSREATHA NEBELTVWIRENHY £,

6.10. A)I—7y NORBIBEDO KNS TV a—FT4 Y

OpenShift Container Platform T7 704 X237 7Y r—> 3 v Tld, HFEOHY—ERBETHEEBILR
WEBEENIRET ZRE, XY NT—2DRIN—Ty NORBEIELEZZEDHY T,

Pod DAV EEDRERZHEFE L LWGEIE. ULTOAEEZFRL TN 74— Y ADBEEZDHLF
_a—o

e ping £/ ld tepdump REDNNT Y N7 S A —%FERALTPod EZD/ —RKED NS
T4y ESHLET,
ez, BBEZELCIE2EEABHRLTCVWARICE / — K Ttepdump Y —ILERTLE
T, YA M TCHFY TFvr—LAET—9%HRAL. ZEBLUVZEINLRY VY TEHRLT
Pod AND/ DD NZ 74y IV DFEREZAMLET., FEEEIEK. / —ROM V59 —T7x—
APMBD Pod PR ML=V FNA R, FET—9TL—UDEDNZ T4 v I TH—/IN—
AO— K9 %3%B A 1C OpenShift Container Platform THRE T AL HY £7,

I $ tcpdump -s 0 -i any -w /tmp/dump.pcap host <podip 1> && host <podip 2> ﬂ

@ rodipiEPod®IP7RLRTY, UFOATY KZETLTPod D IP 7 KL 2ERE
LEd,

I # oc get pod <podname> -0 wide

tcpdump (&2 DD Pod EIDIRTD NS 71 v I DEEND /tmp/dump.pcap D7 7 1 )L %
ERRLFT, BENICIEK, 7714 XZ2&/NMRICHASDICEEZBIRT 27 CAIEME
BEBRRLATSCRICIETF AT —%2ETTEIENRVWTLED, UTODLDIC/ —FE
TNRTYRNTF AT —%ETTEIEETETET (XH S SDN 2HRT %),

I # tcpdump -s 0 -i any -w /tmp/dump.pcap port 4789
¢ ANY—=IVIDRI—Ty FELVUDP RIL—Tv MEBIET 5 720DIC iperf 72 & DF 151

AEY—IVEFERALET. RMLRY JOREERTT B0 RIS Pod BB, RIS/ — K
MOV —IVERITLET, iperf3V—ILIE RHEL7 D—8 & L THARFNTWET,
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iperf3 DA VA M—ILBELIERICOVWTOFHMIE., TB5DRedHat V) 2—>a v &28RBLTLKE
e AW
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FIBEY—ERT7HI Y NOEE

BIBEY—ERT7HY Y NDETE

VAR =3
1 —4#'—A% OpenShift Container Platform CLI £7zld web IV YV — L FEHT %1546, APl h—2 ik
3 —+4—7% OpenShift Container Platform APl (Cx L CEREEL £ 9, 7= L. — 31— —DERELIER

ZRATERWEES, LUTOLDICTVR—R Y MDY APIIEUH L%ﬁ’)@?b\ﬁ{ﬂktﬂ)iﬁ'

o LY —v 30y baO—5—bPod BERT 2H. THITHIRT B72HICAPIEVH L %

o OVFF—ROT7TVr—avhrREBMTAPIEUE LAEEITT 5,
o NEF7 SNV r—a N EZY—FHIIBEESENTAPIEVE LAEETT 5,

H—ERT7HhO Y ME, KA —Y—DFRABFHRERBEETICAPI 77 2R & LY FRRICHET 5%
EIRELET,

72. 11— —Z2BLCTIV—T

TRTCOY—ERTHDI Y MIE, —fB1——D&HICO0—IILafE5TE1—H—ELAEEMNIT S
NTWET, 1—4—LZIFF07OV I NSLUVEGRIDPORELET T,

I system:serviceaccount:<project>:<name>

& Z L, view (FR) O—JL% top-secret 7O TV hD robot t—ERXT7HU Y MIEBIMT IC
. UTFZERITLET,

I $ oc policy add-role-to-user view system:serviceaccount:top-secret:robot

BF

TAV IV MNTCHEEDY—ERTHIVMITIERAMS5TIRELNHZIHEIL. -2
7SV ARFEATEEY, Y—EXT7HAVVINETZ OV M6 2757 %ER
L. <serviceaccount_name> ZiEEL 9, ThIZLYU Y1 TIXADHRET B AEEM
MNBY., POECRZBELLEY—ERXRT7ATV Y NDOIHMAETERLD,. COFERE
Ad3Zsx@m< BEDLET, UTIFFICRY £T,

I $ oc policy add-role-to-user <role_name> -z <serviceaccount_name>

7OV MHOSEFTLABVGEIE. UTOFICRT LIIC-nATVavaFRALTS
NABEEINSE IOV Y M® namespace #IBEEL T,

TRTCDOY—ERTADY MIUTD 220 TN —TDAYNR=TEHY £,

system:serviceaccount

RATLDETRTDY—ERT AV IDREENET,
system:serviceaccount:<project>

EEINLZTOVTI NOITRTDY—ERT AV Y MDEEFNET,
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EZIE, TRTOTAVIYI MDITRTOY—ERTHD Y hh top-secret 7OV Y bDY Y —
AERRTEDELIICTBICTIE. UTFERTLET,

I $ oc policy add-role-to-group view system:serviceaccount -n top-secret

managers 7OV TV hOIRTOY—ERTHI Y hH top-secret 7O =V hDY Y —RA%&IRE
TEBHLDICTBITIFE. UTFERITLET,

I $ oc policy add-role-to-group edit system:serviceaccount:managers -n top-secret

73.0—EXT7AHT Y NOEE
H—ERXRT7HO YV MNE, E70 2V MIBETDAPIA TV MNTT, Y—ERT7HY Y N2 EHE
951213, sa £/-IlF serviceaccount 7 TP TV MY A TEHICoc AY Y REFHTZH, Tt
web AVY —ILAEFERATEIENTEET,

REOC7OV I NOBEDOY—ERT7HI Y NO—EBERETHICIK. LTEETLET,

$ oc get sa

NAME SECRETS AGE
builder 2 2d

default 2 2d
deployer 2 2d

MDY —ERT ATV b ERT 21013 UTFZRITLET,

$ oc create sa robot
serviceaccount "robot" created

H—EXT7HTY MOERET SIS, UTFD2200Y—7 Ly M EEMICENINE T,
e AP h—2o v
® OpenShift Container L ¥ X b ) —DEREEIER

INLIRT—ERT7AVV MRk T 5 ERTTEET,

$ oc describe sa robot
Name: robot
Namespace: projecti
Labels: <none>
Annotations: <none>

Image pull secrets: robot-dockercfg-gzbhb

Mountable secrets: robot-token-f4khf
robot-dockercfg-qzbhb

Tokens: robot-token-f4khf
robot-token-z8h44

VATLEEY—ERTHIYMIAPI N—9 YV EL IR N —DRIERNBICHD I EAHERELE
-a—o
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BIEY—ERT7HU Y MOERE

EREINDAPI h—0 Y ELTYRN) —DFEEERISHRINICRE I E@EHY TEAD, ¥—T Ly
NZHIFRT 5 ETMYBETIENTELY, Y—J Ly hDHIRIN B &, FHROY—I Ly MHYE
BEKIN, ChICEIEDYFT,

7.4. H—ERXT7Hho v NREEOBERL

H—EXT7AT VNI, TIAR—FNRSAF—TELIND M=V VEFEAL TAPIHIIK L TRREES
hEd, REABTRH—BHITZNRNTVYIRAF—ZZHERALTEREZRIELZE T,

Y—ERT7HO Y NN —=OVDEREBMICT 3ICIE. ¥ A4 —T /etc/origin/master/master-

configyml 7 7 1 )lx@ serviceAccountConfig X ¥ ' #%Z&EH L. (F#& AIQ) privateKeyFile &
publicKeyFiles —ED— 34 5/X7Y) v 0 F¥x—T 71 )L &IBELZT,

serviceAccountConfig:

masterCA: ca.crt ﬂ

privateKeyFile: serviceaccount.private.key 9
publicKeyFiles:

- serviceaccount.public.key 6

APl H—N—DIRH T ZEIAEARIL T D LOHDIFERINSECAT7 71,

TZ3AR=—KNRSAF—T 74 (=20 v DEZRA),

909

NRTVY I RSAF—T 74 (=0 VDRIEA), T4 R—K"F—T 71 ILDREINL TV
mBE. NIy oF—aAVR—XV MIFERINET, BHONTV v I F—T 74 I % EHT

E. M=V NRTY Y IF—DVWETNHOTRIETEZZHBEICRTANLONEYT, ThIlLY, B
BEBF—DO—TFT—2avhageRRY., LaDEBEZEIEKRLZ M= VIFKAE LTZITA
nonxd,

75. BEHY—EXT7HD VB

H—EXT7AHT Y ML ELR, T7OMXA Y NBELVZDMD Pod 5ERTT2DIIETOV Y
NTRHEICRY FT, ¥ AY—D /etc/origin/master/master-configyml 7 7 1 )LD
managedNames ;X E (X, IRTODFOYV Y MIBEEMERINZ Y —EXT7AD Y M EFIBILET,

serviceAccountConfig:

managedNames: ﬂ
- builder @)

- deployer 6

- default @)

ITRTOTAY Y NTEBERT 2 —ERTAT Y FO—E,

A builder service account in each project is required by build pods, and is given the system:image-
builder role, which allows pushing images to any image stream in the project using the internal
container registry.

®9

9 7OV Y hDdeployer Y —ERXT7 AT Y MEF7OA4 Xk Pod TRHREIZLRY, LT
—ravavhO—5—L07OYV I PO Pod DRRELVERAAREICT S
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system:deployer A— /LM 5 XN F T,
Q FIAINRDY—ERTAHIY ML BOH—ERTHIY MBEEEINAVEY., DT RTO
Pod CEHINE T,

All service accounts in a project are given the system:image-puller role, which allows pulling images
from any image stream in the project using the internal container registry.

76 A YVISANSVFYv—H—ERXAT AUV K
—BWDAVITSARNSIVFy—2 bO—F—F Y—ERT7HU Y FRAERZEAL TEITINX
To UTOY—ERT AV ME, H—/N\—DEREIEFIC OpenShift Container Platform 1 Y 73X k5

PFv—7O2 Y b (openshift-infra) ICEE I N, 7529 —2EKTUTOO-IIFTEINZE
-a_o

Y—ER7HV Vb B
replication-controller system:replication-controller O—JLDE|Y 2T
deployment-controller system:deployment-controller O—JLDE|L) HT

build-controller system:build-controller O—JLDEIY HT, X 5I(I. build-controller #—E X
TAD Y MNE, FHEMED EILR Pod ZEKT 27OICRERNEEXF1 YT 10—
AVFTFRAMIBEARFNZET,

INSDH—ERT7ATY MERINZ 7OV M ERETZICIE. YRY—T
/etc/origin/master/master-config.yml 7 7 1 JL® openshiftinfrastructureNamespace 7 1 —JU K
ZRELET,

policyConfig:

openshiftinfrastructureNamespace: openshift-infra

7.7. 5—EXRT7HO 2V NBELUVY—T LY b
Y A% —T [etc/origin/master/master-config.yml 7 7 1 JL® limitSecretReferences 7 1 —JL K %
true ICBEEL. Pod DY —27 Ly hSRBREY—ERTAT Y MNTHRTA M) RMIAND I ENRBEIC

mB5EDICLET, TDE% false ICERET 2 &, Pod 7OV TV hDIRTOY—I Ly &SR
TEBLIICRYET,

serviceAccountConfig:

limitSecretReferences: false
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8.1 HE

You can use the CLI to view RBAC resources and the administrator CLI to manage the roles and
bindings.

8.2. VIEWING ROLES AND BINDINGS

Roles can be used to grant various levels of access both cluster-wide as well as at the project-scope.
Users and groups can be associated with, or bound to, multiple roles at the same time. You can view
details about the roles and their bindings using the oc describe command.

Users with the cluster-admindefault cluster role bound cluster-wide can perform any action on any
resource. Users with the admin default cluster role bound locally can manage roles and bindings in that
project.

pa )

Review a full list of verbs in the Evaluating Authorization section.

8.2.1. Viewing Cluster Roles
P29 —O—IELVPENLOEEMIFTONIIL—ILEY FaRRTBHICE. UTFTZ2ETLET,

I $ oc describe clusterrole.rbac
Viewing Cluster Roles

$ oc describe clusterrole.rbac
Name: admin
Labels: <none>
Annotations: openshift.io/description=A user that has edit rights within the project and can change the
project's membership.
rbac.authorization.kubernetes.io/autoupdate=true
PolicyRule:
Resources Non-Resource URLs Resource Names Verbs
appliedclusterresourcequotas [] [] [get list watch]
appliedclusterresourcequotas.quota.openshift.io [] [] [get list watch]
bindings 1 [ [get list watch]
buildconfigs [1 [] [create delete deletecollection get list patch update watch]
buildconfigs.build.openshift.io [] [] [create delete deletecollection get list patch update watch]
buildconfigs/instantiate [] [] [create]
buildconfigs.build.openshift.io/instantiate [] [] [create]
buildconfigs/instantiatebinary [] [] [create]
buildconfigs.build.openshift.io/instantiatebinary [] [] [create]
buildconfigs/webhooks  [] [] [create delete deletecollection get list patch update watch]
buildconfigs.build.openshift.io/webhooks [] [] [create delete deletecollection get list patch update
watch]
buildlogs [1 [] [create delete deletecollection get list patch update watch]
buildlogs.build.openshift.io  [] [] [create delete deletecollection get list patch update watch]
builds [1 [ [create delete deletecollection get list patch update watch]
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builds.build.openshift.io [] [] [create delete deletecollection get list patch update watch]
builds/clone [ [] [create]

builds.build.openshift.io/clone [] [] [create]

builds/details  [] [] [update]

builds.build.openshift.io/details [] [] [update]

builds/log 1 [ [get list watch]

builds.build.openshift.io/log [] [] [get list watch]

configmaps [1 [ [create delete deletecollection get list patch update watch]

cronjobs.batch  [] [] [create delete deletecollection get list patch update watch]
daemonsets.extensions [} [] [get list watch]

deploymentconfigrollbacks [] [] [create]

deploymentconfigrollbacks.apps.openshift.io [] [] [create]

deploymentconfigs  [] [] [create delete deletecollection get list patch update watch]
deploymentconfigs.apps.openshift.io [] [] [create delete deletecollection get list patch update
watch]

deploymentconfigs/instantiate [] [] [create]

deploymentconfigs.apps.openshift.io/instantiate [] [] [create]

deploymentconfigs/log [] [] [get list watch]

deploymentconfigs.apps.openshift.io/log [] [] [get list watch]

deploymentconfigs/rollback [] [] [create]

deploymentconfigs.apps.openshift.io/rollback [] [] [create]

deploymentconfigs/scale [] [] [create delete deletecollection get list patch update watch]
deploymentconfigs.apps.openshift.io/scale [] [] [create delete deletecollection get list patch
update watch]

deploymentconfigs/status [] [] [get list watch]

deploymentconfigs.apps.openshift.io/status [] [] [get list watch]

deployments.apps [] [] [create delete deletecollection get list patch update watch]
deployments.extensions [] [] [create delete deletecollection get list patch update watch]
deployments.extensions/rolloack [] [] [create delete deletecollection get list patch update watch]
deployments.apps/scale [] [] [create delete deletecollection get list patch update watch]
deployments.extensions/scale [] [] [create delete deletecollection get list patch update watch]
deployments.apps/status [] [] [create delete deletecollection get list patch update watch]
endpoints [1 [] [create delete deletecollection get list patch update watch]

events 1 [] [get list watch]

horizontalpodautoscalers.autoscaling [] [] [create delete deletecollection get list patch update
watch]

horizontalpodautoscalers.extensions [] [] [create delete deletecollection get list patch update
watch]

imagestreamimages [] [] [create delete deletecollection get list patch update watch]
imagestreamimages.image.openshift.io [] [] [create delete deletecollection get list patch update
watch]

imagestreamimports [ [] [create]

imagestreamimports.image.openshift.io [] [] [create]

imagestreammappings  [] [] [create delete deletecollection get list patch update watch]
imagestreammappings.image.openshift.io [] [] [create delete deletecollection get list patch update
watch]

imagestreams [1 [] [create delete deletecollection get list patch update watch]
imagestreams.image.openshift.io [] [] [create delete deletecollection get list patch update watch]
imagestreams/layers  [] [] [get update]

imagestreams.image.openshift.io/layers [] [] [get update]

imagestreams/secrets  [] [] [create delete deletecollection get list patch update watch]
imagestreams.image.openshift.io/secrets [] [] [create delete deletecollection get list patch update
watch]

imagestreams/status  [] [] [get list watch]

imagestreams.image.openshift.io/status [] [] [get list watch]

imagestreamtags [] [] [create delete deletecollection get list patch update watch]
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imagestreamtags.image.openshift.io [] [] [create delete deletecollection get list patch update
watch]

jenkins.build.openshift.io  [] [] [admin edit view]

jobs.batch [1 [] [create delete deletecollection get list patch update watch]

limitranges 1 [] [get list watch]

localresourceaccessreviews [] [] [create]
localresourceaccessreviews.authorization.openshift.io [] [] [create]
localsubjectaccessreviews [] [] [create]

localsubjectaccessreviews.authorization.k8s.io [] [] [create]
localsubjectaccessreviews.authorization.openshift.io [| [] [create]

namespaces 1 [] [get list watch]

namespaces/status  [] [] [get list watch]

networkpolicies.extensions [] [] [create delete deletecollection get list patch update watch]
persistentvolumeclaims [] [] [create delete deletecollection get list patch update watch]
pods [1 [] [create delete deletecollection get list patch update watch]

pods/attach [1 [] [create delete deletecollection get list patch update watch]

pods/exec [1 [] [create delete deletecollection get list patch update watch]

pods/log 1 [] [get list watch]

pods/portforward  [] [] [create delete deletecollection get list patch update watch]
pods/proxy [1 [] [create delete deletecollection get list patch update watch]

pods/status 1 [ [get list watch]

podsecuritypolicyreviews [ [] [create]

podsecuritypolicyreviews.security.openshift.io [] [] [create]
podsecuritypolicyselfsubjectreviews [] [] [create]
podsecuritypolicyselfsubjectreviews.security.openshift.io [ [] [create]
podsecuritypolicysubjectreviews [] [] [create]
podsecuritypolicysubjectreviews.security.openshift.io [] [] [create]

processedtemplates [] [] [create delete deletecollection get list patch update watch]
processedtemplates.template.openshift.io [] [] [create delete deletecollection get list patch update
watch]

projects [1 [ [delete get patch update]

projects.project.openshift.io [] [] [delete get patch update]

replicasets.extensions [] [] [create delete deletecollection get list patch update watch]
replicasets.extensions/scale [] [] [create delete deletecollection get list patch update watch]
replicationcontrollers  [] [] [create delete deletecollection get list patch update watch]
replicationcontrollers/scale [] [] [create delete deletecollection get list patch update watch]
replicationcontrollers.extensions/scale [] [] [create delete deletecollection get list patch update
watch]

replicationcontrollers/status  [] [] [get list watch]

resourceaccessreviews [] [] [create]

resourceaccessreviews.authorization.openshift.io [] [] [create]

resourcequotas  [] [] [get list watch]

resourcequotas/status  [] [] [get list watch]

resourcequotausages [] [] [get list watch]

rolebindingrestrictions [] [] [get list watch]

rolebindingrestrictions.authorization.openshift.io [] [] [get list watch]

rolebindings [1 [] [create delete deletecollection get list patch update watch]
rolebindings.authorization.openshift.io [] [] [create delete deletecollection get list patch update
watch]

rolebindings.rbac.authorization.k8s.io [] [] [create delete deletecollection get list patch update
watch]

roles [1 [] [create delete deletecollection get list patch update watch]
roles.authorization.openshift.io [] [] [create delete deletecollection get list patch update watch]
roles.rbac.authorization.k8s.io [] [] [create delete deletecollection get list patch update watch]
routes [1 [] [create delete deletecollection get list patch update watch]
routes.route.openshift.io [] [] [create delete deletecollection get list patch update watch]
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routes/custom-host  [] [] [create]

routes.route.openshift.io/custom-host [] [] [create]

routes/status 0 [ [get list watch update]

routes.route.openshift.io/status [] [] [get list watch update]

scheduledjobs.batch  [] [] [create delete deletecollection get list patch update watch]

secrets [1 [] [create delete deletecollection get list patch update watch]

serviceaccounts  [] [] [create delete deletecollection get list patch update watch impersonate]

services [l [l [create delete deletecollection get list patch update watch]

services/proxy  [] [] [create delete deletecollection get list patch update watch]

statefulsets.apps [] [] [create delete deletecollection get list patch update watch]

subjectaccessreviews [] [] [create]

subjectaccessreviews.authorization.openshift.io [] [] [create]

subjectrulesreviews [] [] [create]

subjectrulesreviews.authorization.openshift.io [] [] [create]

templateconfigs  [] [] [create delete deletecollection get list patch update watch]

templateconfigs.template.openshift.io [] [] [create delete deletecollection get list patch update
watch]

templateinstances [] [] [create delete deletecollection get list patch update watch]

templateinstances.template.openshift.io [] [] [create delete deletecollection get list patch update
watch]

templates [1 [] [create delete deletecollection get list patch update watch]

templates.template.openshift.io [] [] [create delete deletecollection get list patch update watch]

Name: basic-user

Labels: <none>

Annotations: openshift.io/description=A user that can get basic information about projects.
rbac.authorization.kubernetes.io/autoupdate=true

PolicyRule:
Resources  Non-Resource URLs Resource Names Verbs

clusterroles  [] [] [get list]
clusterroles.authorization.openshift.io [] [] [get list]
clusterroles.rbac.authorization.k8s.io [] [] [get list watch]
projectrequests  [] [] [list]
projectrequests.project.openshift.io [ [] [list]

projects [] [] [list watch]

projects.project.openshift.io [] [] [list watch]
selfsubjectaccessreviews.authorization.k8s.io [| [] [create]
selfsubjectrulesreviews [] [] [create]
selfsubjectrulesreviews.authorization.openshift.io [] [] [create]
storageclasses.storage.k8s.io [] [] [get list]

users  [] [~] [get]

users.user.openshift.io [] [~] [gel]

Name: cluster-admin
Labels: <none>
Annotations: authorization.openshift.io/system-only=true

openshift.io/description=A super-user that can perform any action in the cluster. When granted to a
user within a project, they have full control over quota and membership and can perform every
action...

rbac.authorization.kubernetes.io/autoupdate=true
PolicyRule:

Resources Non-Resource URLs Resource Names Verbs
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Name: cluster-debugger
Labels: <none>
Annotations: authorization.openshift.io/system-only=true
rbac.authorization.kubernetes.io/autoupdate=true
PolicyRule:
Resources Non-Resource URLs Resource Names Verbs

[/debug/pprof] [] [get]
[/debug/pprof/*] [] [get]
[/metrics] [] [get]

Name: cluster-reader
Labels: <none>
Annotations: authorization.openshift.io/system-only=true
rbac.authorization.kubernetes.io/autoupdate=true
PolicyRule:
Resources Non-Resource URLs Resource Names Verbs

[1 11 [get]

apiservices.apiregistration.k8s.io [ [] [get list watch]
apiservices.apiregistration.k8s.io/status [] [] [get list watch]
appliedclusterresourcequotas [] [] [get list watch]

EEOO—IICNA Y REINEEA—HY—BLCIIN—T5RT, VS5R9—DO—ILXA VT4V TD
BEDEY NEKRTTDICIE. UTAEIFTLET,

I $ oc describe clusterrolebinding.rbac
Viewing Cluster Role Bindings

$ oc describe clusterrolebinding.rbac

Name: admin

Labels: <none>

Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:

Kind: ClusterRole

Name: admin

Subjects:

Kind Name Namespace

ServiceAccount template-instance-controller openshift-infra

Name: basic-users
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
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Name: basic-user
Subjects:
Kind Name Namespace

Group system:authenticated

Name: cluster-admin

Labels: kubernetes.io/bootstrapping=rbac-defaults
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:

Kind: ClusterRole

Name: cluster-admin
Subjects:

Kind Name Namespace

ServiceAccount pvinstaller default

Group system:masters

Name: cluster-admins
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: cluster-admin
Subjects:
Kind Name Namespace
Group system:cluster-admins
User system:admin

Name: cluster-readers
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: cluster-reader
Subjects:
Kind Name Namespace

Group system:cluster-readers

Name: cluster-status-binding
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: cluster-status
Subjects:
Kind Name Namespace
Group system:authenticated
Group system:unauthenticated
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Name: registry-registry-role
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:registry
Subjects:

Kind Name Namespace

ServiceAccount registry default

Name: router-router-role
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:router
Subjects:

Kind Name Namespace

ServiceAccount router default

Name: self-access-reviewers
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: self-access-reviewer
Subjects:
Kind Name Namespace
Group system:authenticated
Group system:unauthenticated

Name: self-provisioners
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: self-provisioner
Subjects:
Kind Name Namespace

Group system:authenticated:oauth

Name: system:basic-user
Labels: kubernetes.io/bootstrapping=rbac-defaults
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:

Kind: ClusterRole
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Name: system:basic-user
Subjects:

Kind Name Namespace

Group system:authenticated

Group system:unauthenticated

Name: system:build-strategy-docker-binding
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: system:build-strategy-docker
Subjects:
Kind Name Namespace

Group system:authenticated

Name: system:build-strategy-jenkinspipeline-binding
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: system:build-strategy-jenkinspipeline
Subjects:
Kind Name Namespace

Group system:authenticated

Name: system:build-strategy-source-binding
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: system:build-strategy-source
Subjects:
Kind Name Namespace

Group system:authenticated

Name: system:controller:attachdetach-controller
Labels: kubernetes.io/bootstrapping=rbac-defaults
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:

Kind: ClusterRole

Name: system:controller:attachdetach-controller
Subjects:

Kind Name Namespace

ServiceAccount attachdetach-controller kube-system
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Name: system:controller:certificate-controller

Labels: kubernetes.io/bootstrapping=rbac-defaults
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:

Kind: ClusterRole

Name: system:controller:certificate-controller
Subjects:

Kind Name Namespace

ServiceAccount certificate-controller kube-system

Name: system:controller:cronjob-controller
Labels: kubernetes.io/bootstrapping=rbac-defaults
Annotations: rbac.authorization.kubernetes.io/autoupdate=true

8.2.2. Viewing Local Roles and Bindings

All of the default cluster roles can be bound locally to users or groups.
HAY LO—=HIO—ILEERTEET,
A—ALDA—INA VT4V TERTTDIENTEET,

EEOO—IICNA Y REINFA——BLVOIIV—T%RT, O—AHILOO—ILN1 VT4V TDIR
EDEY NERTTBICIE. UTFTAEFTLET,

I $ oc describe rolebinding.rbac

By default, the current project is used when viewing local role bindings. Alternatively, a project can be
specified with the -n flag. This is useful for viewing the local role bindings of another project, if the user
already has the admindefault cluster role init.

Viewing Local Role Bindings

$ oc describe rolebinding.rbac -n joe-project
Name: admin
Labels: <none>
Annotations: <none>
Role:
Kind: ClusterRole
Name: admin
Subjects:
Kind Name Namespace

User joe

Name: system:deployers
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole
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Name: system:deployer
Subjects:
Kind Name Namespace

ServiceAccount deployer joe-project

Name: system:image-builders
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:image-builder
Subjects:

Kind Name Namespace

ServiceAccount builder joe-project

Name: system:image-pullers
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:image-puller
Subjects:

Kind Name Namespace

Group system:serviceaccounts:joe-project

8.3. MANAGING ROLE BINDINGS

Adding, or binding, a role to users or groups gives the user or group the relevant access granted by the
role. You can add and remove roles to and from users and groups using oc adm policy commands.

LTo#EAFERL, O—AHLoO—IbN\A VT4 VI TOI——FFTIV—TOEEMIT N
O—J)LEEETBEIC, AV MI-NnT7STTIEETEEYT, ThANEEINTLARWEEIC
X, WEO7OS ) MFEARAINZET,

%8.1Local Role Binding Operations

av vk Bl

$ oc adm policy who-can <verb> <resource> DY =/ LTT7 o> avaEEFTTER1—H—
ZERLFT,

$ oc adm policy add-role-to-user <role> BEINAO—ILEZREOTOYV ) NDIEEL—

<username> P—IINI YV RLET,

$ oc adm policy remove-role-from-user REOCTOYV 7 hOBELI—Y—DLEEINL

<role> <username> O—ILZHIBRL £7,
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av vk Bl

$ oc adm policy remove-user <username> REOCTOY ) MOEEELI—Y—EThoDO—
IWDFTRTEHIRLET,

$ oc adm policy add-role-to-group <role> BEINAZO—LEREOOY Y NOBES

<groupname> W—=TICRA 2V RLET,

$ oc adm policy remove-role-from-group REDCTOYV I NOIBEITIV—THLEBEI N

<role> <groupname> O—ILZHIBRL £7,

$ oc adm policy remove-group <groupname> REOC OV I MOEE/IL—TE&ZThsoO—
IWDFTRTEHIBRLET,

You can also manage cluster role bindings using the following operations. The -n flag is not used for
these operations because cluster role bindings uses non-namespaced resources.

8.2 Cluster Role Binding Operations

av vk Bl

$ oc adm policy add-cluster-role-to-user BEINAO—IILEISRI—DITRTOTOD T
<role> <username> I hOEBEI—HY—IINI VY RLET,

$ oc adm policy remove-cluster-role-from- BEINAO—IILEISRI—DITRTOTOD T
user <role> <username> I NDEBELI—YF—DSHIRLEFT,

$ oc adm policy add-cluster-role-to-group BEINAO—ILEISRI—DITRTOTOD T
<role> <groupname> I MNDEBEIIV—=TITNA Y RLET,

$ oc adm policy remove-cluster-role-from- EEINAO—INEISRY—DITRTOTOD T
group <role> <groupname> I NDIBETINV—THSHEIBRLET,

feEzIE, LT 21T L T admin O—JL % joe-project @ alice 1—H—|TEBIMTE X,
I $ oc adm policy add-role-to-user admin alice -n joe-project
RIS, O—ANLDOO—INRA T4 v TRRL, HAOKEBMINTWE I EZ2ERALIT,

$ oc describe rolebinding.rbac -n joe-project
Name: admin
Labels: <none>
Annotations: <none>
Role:
Kind: ClusterRole
Name: admin
Subjects:
Kind Name Namespace

User joe
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User alice ﬂ

Name: system:deployers
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:deployer
Subjects:

Kind Name Namespace

ServiceAccount deployer joe-project

Name: system:image-builders
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:image-builder
Subjects:

Kind Name Namespace

ServiceAccount builder joe-project

Name: system:image-pullers
Labels: <none>
Annotations: <none>
Role:

Kind: ClusterRole

Name: system:image-puller
Subjects:

Kind Name Namespace

Group system:serviceaccounts:joe-project

ﬂ The alice user has been added to the admins RoleBinding.

8.4. CREATING A LOCAL ROLE

7OV h0O—ANA—LEFERT BICE. UTOaITY FERITLET,
I $ oc create role ...

The following excerpt from the help of this command describes its usage:

Create a role with single rule.

Usage:
oc create role NAME --verb=verb --resource=resource.group/subresource [--resource-
name=resourcename] [--dry-run] [options]
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Examples:
# Create a Role named "pod-reader" that allows user to perform "get", "watch" and "list" on pods
oc create role pod-reader --verb=get --verb=list --verb=watch --resource=pods

# Create a Role named "pod-reader" with ResourceName specified
oc create role pod-reader --verb=get,list,watch --resource=pods --resource-name=readablepod --
resource-name=anotherpod

# Create a Role named "foo" with API Group specified
oc create role foo --verb=get,list,watch --resource=rs.extensions

# Create a Role named "foo" with SubResource specified
oc create role foo --verb=get,list,watch --resource=pods,pods/status

Options:

--dry-run=false: If true, only print the object that would be sent, without sending it.

--resource=[]: resource that the rule applies to

--resource-name=[]: resource in the white list that the rule applies to, repeat this flag for multiple
items

--verb=[]: verb that applies to the resources contained in the rule

For example, to create a role that allows a user to view pods, run:

I $ oc create role podview --verb=get --resource=pod -n bob-project

Optionally, annotate it with a description.

To bind the new role to a user, run:

I $ oc adm policy add-role-to-user podview user2 --role-namespace=bob-project -n bob-project

8.5. CLUSTER AND LOCAL ROLE BINDINGS

A cluster role binding is a binding that exists at the cluster level. A role binding exists at the project level.
The cluster role view must be bound to a user using a local role binding for that user to view the project.
Local roles should only created if a cluster role does not provide the set of permissions needed for a
particular situation.

Some cluster role names are initially confusing. The cluster role clusteradmin can be bound to a user
using a local role binding, making it appear that this user has the privileges of a cluster administrator.
This is not the case. The clusteradmin cluster role bound to a certain project is more like a super
administrator for that project, granting the permissions of the cluster role admin, plus a few additional
permissions like the ability to edit rate limits. This can appear especially confusing via the web console
Ul, which does not list cluster role bindings (which are bound to true cluster administrators). However, it
does list local role bindings (which could be used to locally bind clusteradmin).
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9.1 BME

AVR=KRTBAX=U®, 9TF1FLEY, VSRAIY—TETLIEYTIAX—V%GIHTEZZEN
TEXEYd., COEBHNDLEDIFERATES 2 DDOMEELrHY T,

Allowed Registries for import is an image policy configuration that allows to restrict image origins to
particular set of external registries. This set of rules is applied to any image being imported or tagged
into any image stream. Therefore any image referencing registry not matched by the rule set will be
rejected.

ImagePolicy 247574 Y #FRAT2E. VSR —CORTEHFATE2MIA—VEIEETEET,
CHNITRFRTRIRR—IBEERAINTWVWET, ZOMEEICEY., UTEHETEIENTEET,

¢ A A—IY—RAA=IDTIWIFERTEZBLIYRAN)—ICDVWTDIEE,

o A A—SDERRAAXA—UHABYITHIFICL>TERINGWVWLD PodDA I 2 —89 TILRS
1T ANTOERTEREIT S,

o AVFTFTF—AA—ISRIDFR: A X—JDSRIVEHIRTEH. FIFEKRT S,

® [mage annotation restrictions: limits or requires the annotations on an image in the integrated
container registry

92. 41 VR—MNAICFATINBLYRAN)—DERTE

You can configure registries allowed for import in master-config.yaml under
imagePolicyConfig:allowedRegistriesForlmport section as demonstrated in the following example. If
the setting is not present, all images are allowed.

BIONA Y R— MRICEFAIIhB LI X MY —DRER

imagePolicyConfig:
allowedRegistriesForimport:

domainName: registry.access.redhat.com ﬂ

domainName: *.mydomain.com
insecure: true 9

domainName: local.registry.corp:5000 6

@ HEEINEEFATRLIYZMI DO A—VEHFALES.
g mydomain.com DEBDH T RA A Y THRAMNINBFEEF1TRLISZAMN)—DSDA
A—T%FATLET, mydomain.com (ZFRT4 M) X MIEBMIhFHA,

g R— I EINEEELZAN) —DoDA A—VAHFTLET,

BEIW—IVELTOBETERINTWVWET,
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e domainName: RX NEZTHY, 77> a3V TEDREIE <port> P71 v I RIIRY, T
THEKRBRITAILRA—RXFE 2. HHPRBEINET, 71 RH— KXFE : REIY XFEDHT
BOBMAICBLL ZENTEET, 714 RH— NERYY XFORIZIFEOEIIERAI N
i’a—o

e insecure: :<port> DI H domainName IZRWGE, —B T 5R— N &HFIT 2720 ICFER
INBT—ILETTY, true DiFE. domainName (1 V7 R— MEFICIEREF 2 7RIS I DER
INTVWBERY, Y74 v I AH 80 DR—MHPBREINTVWED, ThIFR—MDBKRIEBEED
LYZARNY—IZ—BLZEY, false DIFE. 714 v I AN 1443 DIR— D, FEHR—MH
KEEDODLYAMN)—D—HBLET,

W—IDRLCRAA Y DEFaTRR—NEFEFaTRR—MNOEAIC—HT 2156, IL—ILid2E
—EBXRRINZIE YT TT (1A insecure=true HNFZEI N, £ 5 1EId insecure=false N EI N X
EDE

BfiINhTWaRWA X—USBIE, IL—ILOFEMETIC docker.io I L TEMixINET, ChbEKRD
A4 M) RMIEMT BICI1E. domainName: docker.io Z##FAHA L £ 3,

domainName: * JL—JLIZEBEDL VAN —DRRARMNZIC—HL T TH. R— MEIEKARE LT 443 1C
FIRINRREBICRYFET, FEDR— NTCHETEIEEDOL VA M) —IC—HIHEBIC
l£. domainName: *:* AR L X7,

AVR=—FRICFFAISNELYZAMN) —DFREATHREINDIL—ILICEDWT, UTFHETINZK
ER

® oc tag --insecure reg.mydomain.com/app:v1 app:v1 (&, mydomain.com JL— )L DALIE
Eo2THRTA M) RMIEBMINET,

e oc import-image --from reg1.mydomain.com:80/foo foo:latest £ 7571 ;) R MIEMI N
x7,

e oc tag local.registry.corp/bar bar:latest (3. R— rA 3 FBDIL—ILD 5000 (C—FH L 7\ 7=
OICEEINET,

BEEINAA—IDAVR—MILY, UTFOTFRAMDEIRIS— Ay E—IDERINFT,

The ImageStream "bar" is invalid:

* spec.tags[latest].from.name: Forbidden: registry "local.registry.corp” not allowed by whitelist:
"local.registry.corp:5000", "*.mydomain.com:80", "registry.access.redhat.com:443"

* status.tagsllatest].items[0].dockerimageReference: Forbidden: registry "local.registry.corp” not
allowed by whitelist: "local.registry.corp:5000", "*.mydomain.com:80",
"registry.access.redhat.com:443"

9.3.IMAGEPOLICY [ TS5 514 v DE/TE

To enable this feature, configure the plug-in in master-config.yami:

openshift.io/lImagePolicy:
configuration:
kind: ImagePolicyConfig

Blo27/7—>avdEDY TN T 74
apiVersion: v1

admissionConfig:
pluginConfig:
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resolvelmages: AttemptRewrite ﬂ
executionRules:
- name: execution-denied
# Reject all images that have the annotation images.openshift.io/deny-execution set to true.
# This annotation may be set by infrastructure that wishes to flag particular images as
dangerous
onResources: 6
- resource: pods
- resource: builds

reject: true ﬂ

matchlmageAnnotations: 6
- key: images.openshift.io/deny-execution
value: "true"
skipOnResolutionFailure: true G
name: allow-images-from-internal-registry
# allows images from the internal registry and tries to resolve them
onResources:
- resource: pods
- resource: builds
matchintegratedRegistry: true
name: allow-images-from-dockerhub
onResources:
- resource: pods
- resource: builds
matchRegistries:
- docker.io
resolutionRules: ﬂ
- targetResource:
resource: pods
localNames: true
- targetResource: 6
group: batch
resource: jobs
localNames: true

29 TNWRAXA—IIL T TR N EFERALTA A=V EBRL, Pod TAIXA—=IDTIL
TRZEEHLIT,

Array of rules to evaluate against incoming resources. If you only have reject==true rules, the
default is allow all. If you have any accept rule, the defaultis deny all.

W—ILEERTZ)Y—REZRLET, AEHEEINTVWAWEGE, T 7 4J)b MM pods (74
Y ET,

ZDI—IH—HT %155, Pod FEEINZIEZRLET,

AX=THFTIOT) NDAIT—IT—RBT27/T—2avn—&,

AAX =V %R TELRWEEIC Pod IFEKBLEEA.

Kubernetes )V —XTDA A=Y AN —LOFER%EZHFAIT 2IL—ILOEF, 77 4L MNEE
I&. pods. replicationcontrollers. replicasets. statefulsets. daemonsets. deployments & &

Wijobs A X =Y T4 —JLRTEALTAY TV MM A—VRN)—LDY TBREFERTZZ
EEFALET,
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CDI—ILHBERINZITIL—TELT)Y—REEELEFT, VY—ZAD*DFE. D
W—ILEZDTIN—TDITRTOY Y —RICERINFT,

o

LocalNames will allow single segment names (for example, ruby:2.4) to be interpreted as
namespace-local image stream tags, but only if the resource or target image stream has local
name resolution enabled.

o

pa )

If you normally rely on infrastructure images being pulled using a default registry prefix
(such as docker.io or registry.access.redhat.com), those images will not match to any
matchRegistries value since they will have no registry prefix. To ensure infrastructure
images have a registry prefix that can match your image policy, set the
imageConfig.format value in your master-config.yaml file.

9.4.IMAGEPOLICY 27574 VDT X b

1. openshift/image-policy-check Z# & L TE&EZT A ML ZE T,
EZE, LRROBEREFEALT. UTOLIICFAMLET,

I oc import-image openshift/image-policy-check:latest --confirm
2. ZOYAML ZEA L T Pod 2B L £9, Pod MERINBIETTY,

apiVersion: v1
kind: Pod
metadata:
generateName: test-pod
spec:
containers:
- image: docker.io/openshift/image-policy-check:latest
name: first

33RDLYRAN) —%ZSRYTBHID Pod ZEM L X9, Pod FESINIET,

apiVersion: v1
kind: Pod
metadata:
generateName: test-pod
spec:
containers:
- image: different-registry/openshift/image-policy-check:latest
name: first

4. AVR=FINTAA—V%FALTREL AN —%S8T % Pod 2K L F T, Pod X
ERIN, A A—JFREWRBI DL FTDMEICTM VT A MDPRRIINET,

apiVersion: v1

kind: Pod

metadata:
generateName: test-pod
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80

spec:
containers:

- image: <internal registry IP>:5000/<namespace>/image-policy-check:latest
name: first

5. AVR—RMINFAAXA=VEFALTHELYRAN) —%258RY % Pod 2 L £ 9, Pod &

ER S, A XA -V tRZHETDE. I IIDNEEINTV RV E 2B TEEY,

apiVersion: v1
kind: Pod
metadata:
generateName: test-pod
spec:
containers:
- image: <internal registry IP>:5000/<namespace>/image-policy-check:v1
name: first

. oc get istag/image-policy-check:latest " 541 ¥ = X A Hf§ L. I % oc annotate

images/<digest> images.openshift.io/deny-execution=true (CfEFA L £ 9, LLTFIEHICARY
9,

$ oc annotate
images/sha256:09ce3d8b5b63595ffca6636¢c7daefb1ab615a7c0e3f8eab8e5db044a9340d6ba8
images.openshift.io/deny-execution=true

. D Pod E#BERLE Y, Pod IFIEEINZE T,

apiVersion: v1
kind: Pod
metadata:
generateName: test-pod
spec:
containers:
- image: <internal registry IP>:5000/<namespace>/image-policy-check:latest
name: first
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10.1. &

Red Hat Enterprise Linux (RHEL) Y R F ATDAVTF—A A=V DELZICELY., UTFAERITTEE
ER

o VT —AX—YDBEDWREE
o A A=—IUHPBITAINTVARWNT &EDIESR
o RAMITINTEBHRIEEAAA—JEHRTZR)—DERE

RHEL Y RFATODAVTF—A X =TV DERILDVWTDT—F TV F v —ODFMIE. [Container
Image Signing Integration Guide] ZZSBR LTI,

OpenShift Container LY X M) —I&, RESTAPIRHTERZHREFT 2HEZRHMLET, ocCLI %=
FRALT. REEEADAA—T % web AV Y —ILERIECLIKRTRL, A X—VDELERIET S
ERNTEET,

pa )

Initial support for storing image signatures was added in OpenShift Container Platform
3.3. Initial support for verifying image signatures was added in OpenShift Container
Platform 3.6.

10.2. ATOMICCLI 2R L7=M X —Y DES

OpenShift Container Platform i&4 X —Y DE&ZZBEELL FE A, BRAICE. BERFT—IRT—
VAVILRBILREINDIHAREDO T4 X— N GPG F— D WBEILARYET, XETIE., 2D7—7
TJO0—ICDWTCEBLE T,

The atomic command line interface (CLI), version 1.12.5 or greater, provides commands for signing
container images, which can be pushed to an OpenShift Container Registry. The atomic CLI is available
on Red Hat-based distributions: RHEL, Centos, and Fedora. The atomic CLI is pre-installed on RHEL
Atomic Host systems. For information on installing the atomic package on a RHEL host, see Enabling
Image Signature Support.

BF

atomic CLI (%, oc login TEREFI N/-ftBAE 2 AL 9, atomicBL P ocIT U R
DEATELRAMNDOALI—HY—%FATELIICLTLEIV, &I, atomic
CLI % sudo & L CTfEA T %354, OpenShift Container Platform IC sudo oc login % &
ALTRTAVLET,

BREAA—JICEIYHTSBITIE, 2—H—IC image-signer 7 5 24 —O— LA RIFNiEAY FH
ho V53R —EBEEZIILUTZFEALTINZEMTEXT,

I $ oc adm policy add-cluster-role-to-user system:image-signer <user_name>

ARX=JICE Ty aBFICELTEXET,

I $ atomic push [--sign-by <gpg_key_id>] --type atomic <image>
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Signatures are stored in OpenShift Container Platform when the atomic transport type argument is
specified. See Signature Transports for more information.

atomicCLI ZEALTA XA —Y%Z2ty b7y 7L, EITTIHEICOVWTOFMIE. [RHEL Atomic
Host Managing Containers: Signing Container Images] R#& a2 X kA, F 7l atomic push --help H
NTEIBDFMEZSIHL TLEIW,

atomic CLI & & T OpenShift Container LY Z MY —DERICDOWVWTODT—27 70— DRFEDHICD W
Ti&. T[Container Image Signing Integration Guide ] TEREAINTWE T,

10.3. OPENSHIFT CLI (B L 7= 1 X —Y B DREL

oc adm verify-image-signature 1< > K% {#f L T. OpenShift Container LY X MY —IZ4 Vi R— K
INFAA—VDELERIITEET, ZOATY RIE, A A—VERITEEFNDM X—Y IDHEHE
TEBMNEIDERIELEFT, TITlE NTY Y I GPCF—%FALTEREEREMRIIL., RHEX
NZFHEID EEBEAA—IVDID(FIER) Oy FUIdfThhEd,

T7AIBMT, 20TV NiZ@EE $GNUPGHOME/pubring.gpg ICH %/87 ) v 2 GPG ¥—Y V5
/N ~/gnupg CTHEALET, 774 PMT, DAY RIFRIHEREZA A —I ATV MR
FLETZEWEHY FHA, TNEERTTBICE. UTFICRT LI IC-save 7S5 T 5IBEET 2HED

HYET,

pa )

A X—=YDEBELERILT %IC1E. 12— —IC image-auditor 7 5 24 —O— LA IFH
WY FEFth, V7R —BEERF. UT2FEALTINEZEBMTIET,

I $ oc adm policy add-cluster-role-to-user system:image-auditor <user_name>

Using the --save flag on already verified image together with invalid GPG key or invalid expected
identity causes the saved verification status to be removed, and the image will become unverified.

AA—VEBLZERET 2ICIE. UTOHAEFERALET,
I $ oc adm verify-image-signature <image> --expected-identity=<pull_spec> [--save] [options]

The <pull_spec> can be found by describing the image stream. The <image> may be found by
describing the image stream tag. See the following example command output.

A XA =T ZRDIRELH

$ oc describe is nodejs -n openshift

Name: nodejs
Namespace: openshift
Created: 2 weeks ago
Labels: <none>

Annotations:  openshift.io/display-name=Node.js
openshift.io/image.dockerRepositoryCheck=2017-07-05T18:24:01Z
Docker Pull Spec: 172.30.1.1:5000/0penshift/nodejs

$ oc describe istag nodejs:latest -n openshift
Image Name: sha256:2bba968aedb7dd2aafe5fa8c7453f5ac36a009639f1bf5b03f95de325238b288
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FIOEBEAA-—JVDES

$ oc adm verify-image-signature \
sha256:2bba968aedb7dd2aafe5fa8c7453f5ac36a0b9639f1bf5b03f95de325238b288 \
--expected-identity 172.30.1.1:5000/openshift/nodejs:latest \
--public-key /etc/pki/rpm-gpg/RPM-GPG-KEY-redhat-release \
--save

104.LYRMN)—APIDFERICL M XA —VBEANDT VR
The OpenShift Container Registry provides an extensions endpoint that allows you to write and read

image signatures. The image signatures are stored in the OpenShift Container Platform key-value store
via the Docker Registry API.

ya 13!
This endpoint is experimental and not supported by the upstream Docker Registry

project. See the upstream API documentation for general information about the Docker
Registry API.

10.41. API R TDA A —VELZDEZXIAH

HIRBLAEA A—JICEBMT 5ICIE. HTTPPUT XYy RAFEA L T JSON XM O— K% extensions
IV RRAYMIEETEET,

I PUT /extensions/v2/<namespace>/<namex>/signatures/<digest>

$ curl -X PUT --data @signature.json http://<user>:
<token>@-<registry_endpoint>:5000/extensions/v2/<namespace>/<name>/signatures/sha256:
<digest>

BLOAVFUYESD IJSONRA O— ROBEEIZLLTOL D ICARY FT,

{

"version": 2,
"type": "atomic",
"name":

"sha256:4028782c08eae4a8c9a28bf661c0a8d1c2fc8e19dbaae2b018b21011197e1484@cddeb7006d9
14716e€2728000746a0b23",
"content": "<cryptographic_signature>"

}
name 7 1 —JL RIZIE, <digest>@<name> XX D—BDETH 21 XA —VELZDLZRNEZENZE
T, <digest> [F1 X —T %KL, <name> FEBZDARIICAY T, BRADABICIE 2 XFORE

PURETTY, <cryptographic_signatures (&, OV T F—/A A=V S54 TS5 ) —THEAINTWSH
BRI TWBRELRDHY T,

10.42. API ZBHTDA X —IVEBLZDZmAEY

EBRLFEHDA A —TH OpenShift Container LY ZA M) —IZFTTIL Ty a3 TWB I EERELE
BE., WTFOIAYY ReFE>TEREHANDIENTEET,

I GET /extensions/v2/<namespace>/<name>/signatures/<digest>
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$ curl http://<user>:
<token>@-<registry_endpoint>:5000/extensions/v2/<namespace>/<name>/signatures/sha256:
<digest>

<namespace> (& OpenShift Container Platform 7AY V7 hEFELIEL VA MY —DYRI MY —%F
R L. <names> 34 A=Y )RY MN)—DEHIZIEL £, digestid (4 A — D SHA-256 F v ¥
Y LERLET,

BEINLAA—VICERT —IDEEINDIHE. LEEOIYY FHEAICEY., UTFD JSON EEDNE
BRINFT,

{

"signatures": [
{

"version": 2,

"type": "atomic",

"name":
"sha256:4028782c08eae4a8c9a28bf661c0a8d1c2fc8e19dbaae2b018b21011197e1484@cddeb7006d9
14716e2728000746a0b23",

"content": "<cryptographic_signature>"

}
]
}

name 7 1 —JL RIZIE, <digest>@<name> XX D—BDETH 21 XA —JVELZDLZRNEENZE

T, <digest> [F1 XA —TZ%ZK L. <name> FEBZDARICAY T, BRADABICIE2XFORE
PURETT, <cryptographic_signatures (&, OV T F—/A A=V S4 TS5 —THEAINTWSHL
RRICES TWBHREDHY FT,

1043. BZARNTHLDA A—VEBLOBEH A VR— b

OpenShift Container Platform (&, &% X b 75 X T D OpenShift Container Platform ¥ X4 — ./ —
NICEREINTWRIZBEIC, LYRANI—RBETALIN)—ZFALTAX—VERLEZHEA VR—
I\ L/i_a—o

LYARMY—BRETALIM)—ICIE, BBLYAN—(VE—NIVTF—AX—V%EETS
P—NR)BLUVENLIREINZ A VT VY DERENEEFNET, COE—T1 I N)—%FERHT
&, RENAVTFT—/A A=V DITRTDA—HY—FTHEINZLDIC, A KOav VR
FAVAETOaVTEDREEIBEST DLENHY FH A,

TI7AILMDLIYANY—E&ET 1 L7 M) —I&, /etc/containers/registries.d/default.yaml 7 7 A
WIZHY X,

TARTDRedHat 1 X—JIIDWTA XA —VELZOBEA viR— MaETT 2REH:

docker:
registry.access.redhat.com:
sigstore: https://access.redhat.com/webassets/docker/content/sigstore ﬂ

Q ELANPOURLAEESZELEYS. COURLIZ. BEELOEAIYICERINET,
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BOEAA—JDEH
pa 3]
OpenShift Container Platform IC& > THEIMICA Y R— M INBEBELIE, T74I KT

FIREE DIRREICARY, A A—VBEBEICLZRIEPVDEICRY ZET,

For more details about the registries configuration directory, see Registries Configuration Directory.
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BNEXA—-TNHE =TV

N1 gE

A—H—E DTV T4 T4 —ICRHL, BESERARICHEET 2EBRZHIRINALAETHETINE
NHzdhE LhIFtA, LEZE 7OV NEEEIL Pod DIERIEREZET INELNHZHIE
LhEFEtFtA, ThEEFTTDIAFEDIDELT, RA—T[HEX NV VAR THIENTEET,
A2d—HE =IO VL BEINZI—H—%BANTEH., ZORI—TILL>THEDT7 IV 3
ICEIRRT A N—2 > T9, IREST. cluster-admin ODAHARI—FFEN—O VAERRTEZE T,
11.2. ;14

20—7l&, b= D—EDAO—T% PolicyRules Dtz v MIZEHRL CEMINF T, RIC, B
NENSDIL—ILICH LTy FUIINET, BEXREMIE. BINOHFTREDLOHIC B EKEE
ISEES LD, RO—TIL—ILOWVWTINI—BLTWEBRERHY T,
n3.1—4%—x3—7

A—H—220—7 T, BEINAEI—F—ICDVWTDBEREMBTAIEICTA—HADEINE
T, TNOWEFA VT MR—RATH DD, IL—ILIZBENICERINET,

e user:full - Allows full read/write access to the API with all of the user’s permissions.
e user:info - Allows read-only access to information about the user: name, groups, and so on.

e user:check-access - Allows access to self-localsubjectaccessreviews and self-
subjectaccessreviews. These are the variables where you pass an empty user and groups in
your request object.

e user:list-projects - Allows read-only access to list the projects the user has access to.

n4.0—)LR3—7

A—J)LRAO—FIC& Y, namespace TT7 A NI —INBEEO—INERALLRIVOT IR EFLE
5ZENTEET,

e role:<cluster-role name>:<namespace or * for all>: 1§ X 117z namespace DHICH BV T R
4 —0O—Jb (cluster-role) THREINZIL—ILICZOA—T%FIPRL £7,

R

FE N, TIOERRDIRAL—MEBEEY, O—LIEY—2L v b,
A=A VT4 VT, BLVO—IREDYY —ANDT I CA%HFATLET
N, ZORA—TREENRSD)Y —ZAADT IV ERAHIRTZ2DICEILIEET,
Zhic&Y, FHLAWIRAL—Ya Vv aEBSIEDNTEE T, edit (RE)
BREOO—IVEIRAL—FINZO-IILERBINBWVNT ENLZWVWTTH,
=Ly hNDTIEREFEODO-IILDBEIFIO—IIDIAAL—avhEL
9,

e role:<cluster-role name>:<namespace or * for all>:!: bang (/) 2525 & TIDAA—ST
TPIOECADIZAAL—beHFTINFTH. ThUNCIELEOF EBRICAY FT,
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FREBAA—SODE=IY YT
FREAA—ISDEZ=ZIYY Y

121 8 E

You can monitor images in your instance using the CLI.

12.2. 41 X —JHREt DR

OpenShift Container Platform can display several usage statistics about all the images it manages. In
other words, all the images pushed to the internal registry either directly or through a build.

ERRKRDORETZRTT 2K, UTFZERITLET,

$ oc adm top images

NAME IMAGESTREAMTAG PARENTS USAGE

METADATA STORAGE

sha256:80c985739a78b openshift/python (3.5) yes
303.12MiB

sha256:64461b5111fc7 openshift/ruby (2.2) yes

234.33MiB

sha256:0e19a0290ddc1 test/ruby-ex (latest) sha256:64461b5111fc71ec Deployment: ruby-ex-
1/test yes 150.65MiB

sha256:a968c61adad58 test/django-ex (latest) sha256:80c985739a78b760 Deployment: django-
ex-1/test yes 186.07MiB

ARV RIZEY, LTFOBEBIRRINET,
® image D
® project, name, and tag of the accompanying ImageStreamTag
® potential parents of the image, using their ID
® information about where the image is being used
e flaginforming whether the image contains proper Docker metadata information

® size of the image

12.3. IMAGESTREAMS ¥ EtDER =

OpenShift Container Platform can display several usage statistics about all the ImageStreams.

ERRKRDORETZRTT 2. UTFZERITLET,

$ oc adm top imagestreams

NAME STORAGE IMAGES LAYERS
openshift/python 1.21GiB 4 36
openshift/ruby  717.76MiB 3 27
test/ruby-ex 150.65MiB 1 10
test/django-ex  186.07MiB 1 10

AT Y RICEY, UTFOBBARTZIINET,
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project and name of the ImageStream

size of the entire ImageStream stored in the internal Red Hat Container Registry

number of images this particular ImageStream is pointing to

number of layers ImageStream consists of

R4 A A=2DTIN—=VT

The information returned from the above commands is helpful when performing image pruning.
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55133 SCC (SECURITY CONTEXT CONSTRAINTS) OEH

5313% SCC (SECURITY CONTEXT CONSTRAINTS) D&

1B1LHE

Security context constraints allow administrators to control permissions for pods. To learn more about
this APl type, see the security context constraints (SCCs) architecture documentation. You can manage
SCCs in your instance as normal APl objects using the CLI.

. dE
; , You must have cluster-admin privileges to manage SCCs.

B

TI7F#IWEMDSCCEERBLAWVWTLEIW, TIAINIMDSCCEARYTA XT3
E Ty TTL—REICR@ENECBRBEENHY T3, KbV IC ##E SCC 2 /Fm L
TRV,

13.2. SCC (SECURITY CONTEXT CONSTRAINTS) O —&Z*7~

SCC DIRED—EZEFT 2ICIF, UTZEITLET,

$ oc get scc

NAME PRIV ~ CAPS SELINUX RUNASUSER FSGROUP SUPGROUP
PRIORITY READONLYROOTFS VOLUMES

anyuid false ] MustRunAs RunAsAny RunAsAny RunAsAny 10 false
[configMap downwardAPI emptyDir persistentVolumeClaim secret]

hostaccess false ] MustRunAs MustRunAsRange MustRunAs RunAsAny <none>
false [configMap downwardAPI emptyDir hostPath persistentVolumeClaim secret]
hostmount-anyuid false |[] MustRunAs RunAsAny RunAsAny RunAsAny <nonex>
false [configMap downwardAP| emptyDir hostPath nfs persistentVolumeClaim secret]
hostnetwork false ] MustRunAs MustRunAsRange MustRunAs MustRunAs <none>
false [configMap downwardAPI emptyDir persistentVolumeClaim secret]

nonroot false ] MustRunAs MustRunAsNonRoot RunAsAny RunAsAny <none>
false [configMap downwardAPI emptyDir persistentVolumeClaim secret]

privileged true  [*] RunAsAny RunAsAny RunAsAny RunAsAny <none>
false "]

restricted false ] MustRunAs MustRunAsRange MustRunAs RunAsAny <none>
false [configMap downwardAPI emptyDir persistentVolumeClaim secret]

13.3. SCC (SECURITY CONTEXT CONSTRAINTS) # 7 = 7 N DIRE

To examine a particular SCC, use oc get, oc describe, oc export, or oc edit. For example, to examine
the restricted SCC:

$ oc describe scc restricted
Name: restricted
Priority: <none>
Access:
Users: <none>
Groups: system:authenticated
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Settings:
Allow Privileged: false
Default Add Capabilities: <none>
Required Drop Capabilities: KILL,MKNOD,SYS_CHROOT,SETUID,SETGID
Allowed Capabilities: <none>
Allowed Seccomp Profiles: <none>
Allowed Volume Types:
configMap,downwardAPIl,emptyDir,persistentVolumeClaim,projected,secret
Allow Host Network: false
Allow Host Ports: false
Allow Host PID: false
Allow Host IPC: false
Read Only Root Filesystem: false
Run As User Strategy: MustRunAsRange
UID: <none>
UID Range Min: <none>
UID Range Max: <none>
SELinux Context Strategy: MustRunAs
User: <none>
Role: <none>
Type: <none>
Level: <none>
FSGroup Strategy: MustRunAs
Ranges: <none>
Supplemental Groups Strategy: RunAsAny
Ranges: <none>

pa )

Ty TIL—REICARYI YA AINKESCC HREFTBICIE. BEIERMS. 12——. &
W=7, IR, BLUOT7/T—=2 3 VUHMIIET T4 MO SCC DEREETREL AL
TLIEEI W,

13.4. 3% SCC (SECURITY CONTEXT CONSTRAINTS) D{ERX
R SCC ZEMT BICIE. UTFZ2EITLEY,

1. JSSON F/IEYAML 7 74 TSCC A EHLZET,

SCC (Security Context Constraints) # 7> 7 NDEE

kind: SecurityContextConstraints
apiVersion: v1
metadata:

name: scc-admin
allowPrivilegedContainer: true
runAsUser:

type: RunAsAny
seLinuxContext:

type: RunAsAny
fsGroup:

type: RunAsAny
supplementalGroups:

type: RunAsAny
users:
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- my-admin-user
groups:
- my-admin-group

473> & LT, requiredDropCapabilities 7 1 —JL RICHEAQEAREL T KO v THEE
% SCCITEBMYT 2 ENTEEY, BEINAKERZIVYFTF—Do ROy FINE I &IlR
YFEY, /=& 2, SCC % KILL, MKNOD. & &£1'SYS CHROOT OwEA KOy Tiee %
FOTHERT BICIE. UTFESCCATV TV MTEBMLET,

requiredDropCapabilities:
- KILL
- MKNOD
- SYS_CHROOT
FHETE3MED—&IX, Docker RK¥Fa AV NTHRETEXY,
Bk

HEEEIL Docker ICEINZ 70, A ALLEZFRAL TIRTOMES ROy S5 ENTEE
_a—o

1L RIS, EES 57 714)L%EL T occreate #£1TL X9,

$ oc create -f scc_admin.yaml
securitycontextconstraints "scc-admin" created

2. SCCAMERINTWB I AR LET,

$ oc get scc scc-admin

NAME PRIV ~ CAPS SELINUX RUNASUSER FSGROUP SUPGROUP
PRIORITY READONLYROOTFS VOLUMES

scc-admin true ] RunAsAny RunAsAny RunAsAny RunAsAny <none> false
[awsElasticBlockStore azureDisk azureFile cephFS cinder configMap downwardAPI
emptyDir fc flexVolume flocker gcePersistentDisk gitRepo glusterfs iscsi nfs
persistentVolumeClaim photonPersistentDisk quobyte rbd secret vsphere]

13.5. SCC (SECURITY CONTEXT CONSTRAINTS) DO Hli&
SCC =HIBRT B ICId. LFZEITLET,

I $ oc delete scc <scc_name>

P
T7 4 bDSCC ZHIRRY 2156, CNIEBEFHRFICBERNINIT,

13.6. SCC (SECURITY CONTEXT CONSTRAINTS) D E#7
BESCCZEMIZICIE. UTZEITLET,

I $ oc edit scc <scc_name>

o1


https://docs.docker.com/engine/reference/run/#runtime-privilege-and-linux-capabilities
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pa )

Ty 7T —REICARITA XINSCC ZRFTET BI0IE. BEIRG, 1—H—. 7
W—TLBICT 7 #IL D SCC DFREEMELBVWTLEIL,

13.6.1. SCC (Security Context Constraints) s EDH > 7L

BARMYZ runAsUser SR ED R W B E

apiVersion: v1
kind: Pod
metadata:
name: security-context-demo
spec:
securityContext: ﬂ
containers:
- name: sec-ctx-demo
image: gcr.io/google-samples/node-hello:1.0

ﬂ When a container or pod does not request a user ID under which it should be run, the effective UID
depends on the SCC that emits this pod. Because restricted SCC is granted to all authenticated
users by default, it will be available to all users and service accounts and used in most cases. The
restricted SCC uses MustRunAsRange strategy for constraining and defaulting the possible
values of the securityContext.runAsUser field. The admission plug-in will look for the
openshift.io/sa.scc.uid-range annotation on the current project to populate range fields, as it
does not provide this range. In the end, a container will have runAsUser equal to the first value of
the range that is hard to predict because every project has different ranges. See Understanding
Pre-allocated Values and Security Context Constraints for more information.

BA-RAYZ runAsUser SR ED R WS

apiVersion: v1
kind: Pod
metadata:
name: security-context-demo
spec:
securityContext:
runAsUser: 1000 @)
containers:
- name: sec-ctx-demo
image: gcr.io/google-samples/node-hello:1.0

ﬂ BEDI—H—IDZ#ERY %IV 7TF—F 7l Pod H* OpenShift Container Platform IC& > T
FTANLNZDIE, Y—ERT7HD Y NFEAIFA——ICZTDI—Y—ID 25F0/ 95 SCCADT
TEANMIEINTVEIHEDHTY, SCCIE, EED IDPHEDHBEAICH S ID. TLIFEKR
IKEEDI—Y—D%HFATLET,

This works with SELinux, fsGroup, and Supplemental Groups. See Volume Security for more
information.

13.7. 77 # )L b SCC (SECURITY CONTEXT CONSTRAINTS) D E#7
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T7A4IESCCIE. TNODNRDONLRBRWGEICIEITRY —DEERFICERINE T, SCCZT T+
WMy bT2H FRET Y TTL—NRICBIFED SCCEZHRDT 7 4 )V NEBRICEHT 2I1C
i3 UTFERITLET,

1. VEYy FF5SCCZHIRL., YR —ZBREBL TEZDOBEERZETLET,

2. oc adm policy reconcile-sccs <Y > R&2FEAL XY,
oc adm policy reconcile-sccs A7 Y Rid, §RTDSCCRY O —%FT 7 4L MEICEREL XTI H
T CICRELLAREMEOH ZEMI—F—, JIL—T, SR, 7/ 57— 3a VB LOCBEIBME R
LET, EEINDSCCARTRTDICIE, #7723 vRLTIOYY RERTT N £iid-o
<format> 7> a Vv CRBEITIHENEBELTCAY Y RERTLET,

RgIE, BIESCCONY I 7y THER>THS —~confirm 7> avaERALTT—49 &2KiHEL
i-g_c

R

BEIBMAPHFATAZY) 2y bd 254IE. --additive-only=false + 7> 3 V= FRAL %
-g_Q

P
SCCIZBXEIEL. 1—H—. JIL—T, SR, FLE T/ T—2avUNDhRS~<
1 XRELHBIHAE. INODREFAERFICKDNLET,

13.8. R TE
LT T, SCCEFRT 2—MMAsyF U4 BLCTRCOVTHBALET,

13.8.1. FFEN E SCC DT UV EAH S

ERENEBEIIN—THOI—F—F7/IE T —FIIx L T KR E Pod ZBINERR T 272D D7
VERENETBIEMVBEICRDIENHYET., ThZERITT2ICFE. UTZITVWET,

1. SCCADT I EREMNEST 21— —FLRBIIL—TERELET,

Digk

==
[=]

A—HY—ADT7 IV EANERE, 1—H—21 Pod Z EEFEKT BHEICDH

AfETT, FEAEDEFE., AT LEEI I —HF—DRKDYICERT S
Pod ICDWTIE, BAET 232 bO—F—DEHFERAINE Y—ERT
WOV M7 IR E/METIRENHY TS, 12— —DHKDHY IC Pod
“ERT BV —2DFIE LT, Deployments, StatefulSets,
DaemonSets REMNEENZE T,

2. LFZRITLET,

93



OpenShift Container Platform 3.9 ¥ 5 X 4 — &1

$ oc adm policy add-scc-to-user <scc_name> <user_name>
$ oc adm policy add-scc-to-group <scc_name> <group_name>

fe& Z2I1E, e2e-user D FHEM X SCCADT IV R AFHFATTZICIE. UTEERTLET,
I $ oc adm policy add-scc-to-user privileged e2e-user
3 BEE—REERTZLIICT YT F—D SecurityContext *ZEE L £ 7,
13.8.2. fFHEMNZX SCCOY—ERTAY Y NI EZADAES
First, create a service account. For example, to create service account mysvcacct in project myproject:

I $ oc create serviceaccount mysvcacct -n myproject

RIS, Y—ERT7 ATV M EBHERE SCCIZEBMLET,

I $ oc adm policy add-scc-to-user privileged system:serviceaccount:myproject:mysvcacct

TDRIFE. VY —AZADY—ERTAVY FORDYIERINTWE I EZHRELET, INEETT
%1Z1E. spec.serviceAccountName 7 1 —JL RZH—EXT7HDU Y MEIRELF T, Y—EXTH
DY NBREREOEFFICTDE, TIANMMDOY—ERT AT Y MBMERINET,

RICO DR EETIDDPodDAVFFHF—PDEF21UF4—AVFFANTCHEE—REAERLTWS
EEEERELET,

13.8.3. Dokerfile D USER IC & B4 XA —TJETDHERNME

BIEMXSCCADTIEREITARTOANIIEZBZ &L, 41 A—IUHDEFEY KT UID TEEIMIC
EITINBVWEIICISRI—DEXF2 T4 —%BMTDICIE. ULTFEERTLET,

L IRTORIHAINALI—F—IZ anyuidSCCADT7 IV R %[5 L Z T,

I $ oc adm policy add-scc-to-group anyuid system:authenticated

oy
= A

ZhictkY., USER A Dockerfile ICIEEINTWAWGEEIEX., 1 A—Y%)L— b
ID CTERITIBIENTEET,

13.84.)— NAEERTZOAVTFFHF—A A =DM

—EDAVTF—4 A — (f§l: postgres & £ UV redis) ICIE root 7V ZADNMETHY, R a1—LD
BREFEIODVTOVWK DODDFANEREINTVET, INODA A—JICDWVWTIE, H—ERT A
~ > h% anyuid SCC ITEINL £ 9,

I $ oc adm policy add-scc-to-user anyuid system:serviceaccount:myproject:mysvcacct
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13.8.5. L Y R M) —T®D --mount-host DO {FE

It is recommended that persistent storage using PersistentVolume and PersistentVolumeClaim
objects be used for registry deployments. If you are testing and would like to instead use the oc adm
registry command with the --mount-host option, you must first create a new service account for the
registry and add it to the privileged SCC. See the Administrator Guide for full instructions.

13.8.6. EINHEBE DR

BEICL 2 TlE, Docker ANBINERER L DHEBREE L TIREL L TOWAWKEEDN M A =Y TRHREICRSZ
EDHYET, CDIFE. Pod TR TEIMBEZEKRKT DI ENTE, TNIXSCCICHLTHRIET N
F9,

BF

THICEYA A= AFRINIHEEEF>TEITTEETH, THITHREBERIBEICO
HEITTIHELIHY £§, BINEEEZBMICT D72HDICT T 2 )L MD restricted SCC
AiRETHEIFITEEHA

JEroot I—H—ICL > THERAINSIHE, setcap A~X Y REFEHAL T, BIMEEEAERTZ 771
ICERU T IMENMIEINTWE I EZBRETIVREELHY FET, L& xIE. 1 A —T D Dockerfile
TlE. LTFTDLEDHITHRY FT,

I setcap cap_net_raw,cap_net_admin+p /usr/bin/ping

I 5 (THERED Docker DT 7 4L & L TREINTWBIHFAICIE. IhEEKRT 27201 Pod ftik%
ZTEITIVNERDHY THA, LEZIE NET RAWAT 7 4L hTHEINTS Y., HAEHNT TIC
ping TEREINTWBIFE. ping 2ETT 2DICFNAFIRISLEHLY FH A
BIMRE AR T 2 ICIE. UTERITLET,

1. R SCCHERLET,

2. allowedCapabilities 7 1+ —JL Rz L TEFI I iz EmL £9,

3. Pod OYERBEIC. securityContext.capabilities.add 7 1 —JL NTHEEEERL £,

13.87. VSR —DF 7 #I)L NEMEDEE

To modify your cluster so that it does not pre-allocate UIDs, allows containers to run as any user, and
prevents privileged containers:

R

Ty TIL—REICARYI YA AINKSCC HREFTBICIE. BEIERMS. 12——. &
W=7, SR, BLUVT7/TF=2 3 VHURIET 7L D SCC DEREAEIRE LW
TLIEI W,

1. Edit the restricted SCC:

I $ oc edit scc restricted

2. Change runAsUser.Type to RunAsAny.
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3. Ensure allowPrivilegedContainer is set to false.
4. Save the changes.
To modify your cluster so that it does not pre-allocate UIDs and does not allow containers to run as root:

1. Edit the restricted SCC:

I $ oc edit scc restricted

2. Change runAsUser.Type to MustRunAsNonRoot.

3. Save the changes.

13.8.8.hostPath R 2 — A TS 54V DFEHE

To relax the security in your cluster so that pods are allowed to use the hostPath volume plug-in
without granting everyone access to the privileged SCC:

1. Edit the restricted SCC:

I $ oc edit scc restricted

2. Add allowHostDirVolumePlugin: true.

3. Save the changes.

13.8.9. T & L 7=4FE SCC O HI[ElfE A

You may control the sort ordering of SCCs in admission by setting the Priority field of the SCCs. See
the SCC Prioritization section for more information on sorting.

13.8.10.SCC Da1—H—, JI)—TF/E 7O o bADIEM

Before adding an SCC to a user or group, you can first use the sce-review option to check if the user or
group can create a pod. See the Authorization topic for more information.

sCCik7avzy MIEEMNEINEFHA, KDYIL, Y—ERXRT7HDU Y M%E SCCITEML. Pod I
Y—ERAT7HD Y MNEERBET DN, FLFFEEINAWEGE X defaut Y —EX7H T NEFEHL
TEITLEY,

SCCZA—H—ITEBMYT BICid. UTFEEITLET,
I $ oc adm policy add-scc-to-user <scc_name> <user_name>

SCCAHY—ERT7HDT Y MIEMTSICIE, UTEETLEY,

$ oc adm policy add-scc-to-user <scc_name> \
system:serviceaccount:<serviceaccount_namespace>:<serviceaccount_name>

REOHBAIY—ERTHU Y MBS 27O Y MDFE. 2777 %FERA
L. <serviceaccount_name> D#%IEET B I ENTET XY,

I $ oc adm policy add-scc-to-user <scc_name> -z <serviceaccount_name>

96


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/architecture/#scc-prioritization
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/developer_guide/#dev-guide-authorization

55133 SCC (SECURITY CONTEXT CONSTRAINTS) OEH

BF

LD -z7357ICOWTIE, BFEBE, 7I7ECANMBEINLLY—EXRT7AV Y MDD
HFEINZD., TOFEREZEBCHELE Y, 70V 7 MIWAWESIE, -n
F7 avEFERALT. ThEREINS 70OV Y MO namespace #1I8EL T,

SCC & 7I—FITBMY BICIE. UTFEERITLET,
I $ oc adm policy add-scc-to-group <scc_name> <group_name>
SCC % namespace DI R TDH—ERT7 AT MBEINT 5ICIE. UMTFEETLET,

$ oc adm policy add-scc-to-group <scc_name> \
system:serviceaccounts:<serviceaccount_namespace>
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BUAZERgTa—- )y
14.1. B E

14.1.1. &

Pod DAV a—Y)vJld, 95R9—RAD/) — RKRADHIR Pod DECBEARET 2RI OERT
-a—o

AT a1—5—0—NKRIE, #HR Pod DERBICETNSEHREL. ThOERANTZDICKRBBELL
J—RZEFHHMLET, RIS, YRY—API ZFALTPod DA VT4 VY (Pod &/ —RD/INA Y
TAV)EEHRLET,

1412. 774 KNG a—=) VT

OpenShift Container Platform ICi&, IFEAEDI—HY—D=Z—XIIHIET BT 74 MR Y 2 —

S—HPEBINET, TIFIINZATTa1—F—& PodIl&REA/— KEHFIT2HDOEEDY —
WELUVARIYA XHFRERY —ILOEAZEALET,

TI7AIWKNRT Y 2—5—HhPod DEBBEFMATEZ DRI A XABERNTA—45—%HFT5H
EICOWTOREMIE. (77427 Da—1) 7] #BRLTIEIN,

413 MRy a—-) vy

iR Pod OECESFTICH T 2 HlH %586 T 2 BN H %355, OpenShift Container Platform DF¥#l R
FIa—) U JHEAFERTSE. Pod BMEE/ — KNED, FLIEBED Pod EHICKRITINB &
HERT D (FLIFRTINDZIENBEIND) LD Pod 5BRET DI ENTEET, FFHMEE
IC&Y, Pod %/ —RICERET 22 & MDD Pod EHICERITTZIEAHCIEBTEET,

FHMR T a—) Y TICOVWTOFEMIE, AT 1—-) > 7] 25RLTIEIW,

1414. HRAY LR a—=Y vy

OpenShift Container Platform Tld, Pod t#kZzfmEL 21— —HBDORA TP 1 —F—FLIEH—K
N=FT A —DRAT T 1—F—%FHTHIEELETEIET,

WX, THRAYLRTYVa1—5—] #BRBLTLLEIL,
142. 774 NRTYa—1)V YT

14.2.1. &

OpenShift Container Platform D7 7 # )L MDD Pod A7 V2 —5—&, V75X —RAD/—KNIZHBITS
iR Pod OECEBFAIZHBILE T, ATV a—F—EPod oD TF—9 A5HmAIMY ., BEINZKRY
V—ICEDWTHEYIR S/ —RERDIFLDELET, ThIERRICHIILA#ETHY, RH > K70
V/TSUAEEEY Y 1—23VTY, PodAZEET S &13AL, Pod #E / — NICEER T % Pod
DAY T4V TDHEFERLET,

1422. MR 1 —5—

’

BEONBRTV1—5— 7Sy N7+ —LTRHINBZ T IAILMNDRT V2 —5—T VIV T

HY, PodEeRARTS/—RFZE3DDFIETERLIEY,

\
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L. A7 V21—5— 3 hiBA5ERALTABEYR/ —RET 1LY —ICBMNFITHRALET,
2. ATV a—5—1Fx /—RDI7 4N —Shi—BOBEEMMTEITVET,

3. AV a1—5—(&, Pod DmRLEEIRMDE W Pod ZEIRL ET,

14.23. /—KD7 4L —

FMETRER/ — R, EEINZHHUCEHICEOWTIANLY—INET., 749 —1F. &/—K
THFE EWD T4V —BEHO—E%#FRL TEITINET,

14.231. 749 —X i) — R—BOBEXIBLI{T

BEIBMMFIE. &/ —NI—E0OBEERHEZETTIIEICL>TITbNhEY, ZOBEHKIF0-10
FTORAT7%/—RICEIYHET, ORFBEYUTHBIEARL, 10IFPod DERRMIFELTWSZ
EERLET, AT V1—F—F&EIF. TNThOBEEBRHICOWTEMA EH (EOHIE) Z#E S
ZEDNTEZET, REBEEEBMTEEING /—RORATIIEH (IFEAEDBELEEDT 74 bD
EAE) TEEIN, IRTOBEETHEEINZZTNTNO/—RORAT7%ZENL THAGEHLIN
F9. COEABEMEIEF. —HOBEEICLVEZIZELLDICTIAEDLOICEREICL > THEAS
nxd,

14.2.3.2. i / — KRDZEIR
J—ROLEOVEZIXZTNSDRAOTICEDVWTITbh,. Z80AA7%5F D/ — KN Post #7RA T
ZEIIGBIRINE T, BHO/—RICALBERATHFIFOLNRTVWREES., ThbonTFhamrsrsy
S LGBIRINE T,

1424 271 —5—R) > —
MEEEBLEEDEBIRICES T, AFTVa1—F5—DRYY—IAEHEINTT,

ARGT21=5—RET 74NV ATV 1—-5—HIFRKRT 2HMELBEEZIEEST S ISON T 7L T
ER

2T a—=5—R)I—=T7AIDPRVEE. TIAINDERET 74
/etc/origin/master/scheduler.json MERINZE T,

BF

ATV a1—F—BET7AINTEEINIDLEBES L PEBEEIF. 774 NDRYT
Va1—F—RYY—%ZRLRILEEZLET, T74INORBES L PEEEOVNT AL
PREBLRIGE, ATVa1—F—RET 74 IIICTOEREZBATNICIEET 2HELHY
9,

FIANWNMNDAT S 2 —5—BET7AI

{
"apiVersion": "v1",
"kind": "Policy",
"predicates": [

{

"name": "NoVolumeZoneConflict"

},
{
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100

—_———

—_———

—_———

—_———

—_———

—_———

—_———

—_———

—_———

}
],

"name": "MaxEBSVolumeCount"

"name"; "MaxGCEPDVolumeCount"

"name"; "MaxAzureDiskVolumeCount"

"name": "MatchiInterPodAffinity"

"name": "NoDiskConflict"

"name": "GeneralPredicates"

"name": "PodToleratesNodeTaints"

"name": "CheckNodeMemoryPressure"

"name"; "CheckNodeDiskPressure"

"argument": {
"serviceAffinity": {
"labels": [
"region”
]
}
b

"name": "Region”

"priorities™: [

{

—_———

—_———

—_———

—_———

"name": "SelectorSpreadPriority",
"weight": 1

"name": "InterPodAffinityPriority",
"weight": 1

"name": "LeastRequestedPriority",
"weight": 1

"name": "BalancedResourceAllocation”
"weight": 1

’



EV = & 2

"name": "NodePreferAvoidPodsPriority",
"weight": 10000

b
{
"name": "NodeAffinityPriority",
"weight": 1
b
{
"name": "TaintTolerationPriority",
"weight": 1
b
{
"argument": {
"serviceAntiAffinity": {
"label": "zone"
}
b
"name": "Zone",
"weight": 2
}

14241 A< 1—5—RY —DZEHR

The scheduler policy is defined in a file on the master, named /etc/origin/master/scheduler.json by
default, unless overridden by the kubernetesMasterConfig.schedulerConfigFile field in the master
configuration file.

ERINFCRAGI1—F—FRET7INDY T

kind: "Policy"
version: "v1"
"predicates": [
{
"name": "PodFitsResources”
b
{
"name": "NoDiskConflict"
b
{
"name": "MatchNodeSelector"
b
{
"name": "HostName"
2
{
"argument": {
"serviceAffinity": {
"labels": [
"region”
]
}
b

"name": "Region”
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}
1,
"priorities": [
{

"name": "LeastRequestedPriority",
"weight": 1

"name": "BalancedResourceAllocation”,
"weight": 1

"name": "ServiceSpreadingPriority",
"weight": 1

"argument": {
"serviceAntiAffinity": {
"label": "zone"

}
b

"name": "Zone",
"weight": 2

AP a—5—R)I—%EBTZIE. UTEETLET,

L BELT 74N MDORES L VEBEEEZRETDLDICATV1—F—RET 7ML &fwEL
F9, NAYLEBREEERLEY., YV TILDORY) */—axfEOJL\'é'TLb\’éﬁﬁiittiTE L7
YTBIENTEET,

2. WEBREREARERNEEHENRAEBLELZBMLET,

3. EEEBWICT B728IC OpenShift Container Platform B8 L £ 9,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

14.2.5. F| A g7k 58
WEEE, FEYR/ —RET7 45 —ICBIFBIL—ILTT,
OpenShlft Container Platform ICI&. 77 #JL b TWLK DA DBEBEHNRE X TL'C WEd, IhsDihsE

—EBlF. BEDNNSAXA—Y—BELTHRYITAATEET, EHRORELEHAFEDET/ —RD
EM74»&—%%ET3i?Q

14.2.5.1. A7k EE

INLDRFBRFI—F—DOHRENTA—FI—FLEANZRY FtEA, INLRERENETNOERLE
AIZALTRAT Y1 —5—REICEEINIET,

14.2.5.1.1. 7 7 # )L b Duk:E

TI7FIWNDRT Y 2 —5—R) Y —|[CIRUTOREIEENET,

102



FUE RV

NoVolumeZoneConflict (& Pod "Bk T 2R 2 —LHY -V TCHHEARETHZ I EEHERELET,

I {"name" : "NoVolumeZoneConflict"}

MaxEBSVolumeCount I&. AWS A Y RA VRAICENY LB TBIEDTESBRY) 2 —LDRREEEL
9,

I {"name" : "MaxEBSVolumeCount"}

MaxGCEPDVolumeCount &, Google Compute Engine (GCE) k#i7 4 X7 (PD) DA A 552 L
x7,

I {"name" : "MaxGCEPDVolumeCount"}

MatchinterPodAffinity &, Pod D7 7 4 =5 4 —/3T7 74 =74 —IL—ILH Pod ZFFAI T 500 & D
b\%ﬁﬁab\bi-a—o

I {"name" : "MatchInterPodAffinity"}

NoDiskConflict I& Pod N EXT 2R ) 2 —AAFIRATRETHINE >IN EHRELE T,
I {"name" : "NoDiskConflict"}

PodToleratesNodeTaints & Pod i/ — K74~ N EFFBRTE 2N EINEHAELEF T,
I {"name" : "PodToleratesNodeTaints"}

CheckNodeMemoryPressure checks if a pod can be scheduled on a node with a memory pressure
condition.

I {"name" : "CheckNodeMemoryPressure"}

14.2.5.1.2. th D&M AR EE

OpenShift Container Platform (L TFD@BEE HR—M LTWET,

CheckNodeDiskPressure checks if a pod can be scheduled on a node with a disk pressure condition.

I {"name" : "CheckNodeDiskPressure"}

CheckVolumeBinding I&., /X1 ¥ RENTW3 PVC &/ ¥ RENTWARWPVC DEADHBEIC
Pod AEKRTZHRY 2 —AICEDVWTELTWENEIDZFTMLET* /N1 Y RINTWB PVC I
DWTIE, MEBIEHBTEPVD/ —RT7 742714 —MEE/ —RICE>THAEINTWE I LA
BLET, *NA Y FINTULWAWPVCIZDWTIE, RFEIE PVC EH%iE-T PV 2REL. PVOD
J—=R774=ZFT14—DHE/ —RNIIL>2THLEINTWS I EA5EELET,

WMEEE, TRTONA VY REINBPVCIC/ —RERBBRMEDOH S PVHIHDIHER. IRTOD/NN1 VKR
INTWARWPVC AFIBEAIER ./ — REEBMEDH B PV IC—HT B5E5ICtrue ZRLE T,

I {"name" : "CheckVolumeBinding"}

CheckVolumeBinding itzE (&, T 7 # I NUADR T T 2 —5—TEMCT I2HENHY X7,
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CheckNodeCondition (£ Pod % / — R TRZT T2 — )L TEEZNEIN AR L. outofdisk(T1 R
AR R). network unavailable (% b7 —2 HBMEAFH). F 7 not ready (EfT X TLRLY) JREER
ERELEFT,

I {"name" : "CheckNodeCondition"}

PodToleratesNodeNoExecuteTaints (&, Pod ./ — KM NoExecute 714 ~ N5 BREBTIHHhEIH
=HESRLET,

I {"name" : "PodToleratesNodeNoExecuteTaints"}

CheckNodeLabelPresence (3. T RTODIEEINLSINILD ) —RICEETINEI I EHELET
(ZDEHIMATH B H%ERBHAW),

I {"name" : "CheckNodelLabelPresence"}

checkServiceAffinity (&, ServiceAffinity ZNILA /) — R TR P 21—)LEI NS Pod ICDWTHEDDE
DTHDIE=MHRBLET,

I {"name" : "checkServiceAffinity"}

MaxAzureDiskVolumeCount & Azure T4 A7 R 2 —LDHEARBEHERELE T,

I {"name" : "MaxAzureDiskVolumeCount"}

14.2.5.2. R ARk EE

UTFORNBAMRMEEE, FEV ) T4 AIVBEE VY T 14 AIBRENEININE DN EZHRLE T, E
2T 4 AIVAREEIE, FE Critical Pod D#HMNETREDH BETHY . 7)) T4 BILRFEIFTRTOD

Pod BT MEDH BEETT,

TI7ANWMDRT I a1 —5—RY>— L ZORANBGRENEEFhE T,

AARRIES YT« AAIVAREE

PodFitsResources I&, ')V —ZDAFAM (CPU., XE'Y —, GPU &R &) ICED W TEYI AR % H 5

LEY, /—REEZNLD) Y —RBEZESL. PodZEKT DY —RXAZEETETIT, EATH
2)YV—RTRAEL, BRINZ )YV —RICEDVWTHEYABRFEI/IHBISNET,

I {"name" : "PodFitsResources"}

AANRS ) T 1 AIViREE

PodFitsHostPorts I&, / — RIZEKRIN D Pod R— hDEXR—MDH 2 (R— KDBEEHRL) H
EIDZEHBILET,

I {"name" : "PodFitsHostPorts"}

HostName [&, RRA MRS XA —85 —DEHEEXFIDRA MG ED—BUICETWTEY A/ — K& H5!
L/i_a—o

I {"name" : "HostName"}
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MatchNodeSelector I¥. Pod TEZFEINS / — KL 7% — (nodeSelector)® PV L") —ICEDWTE
L/ —RZzHBILET,

I {"name" : "MatchNodeSelector"}

14.2.5.3. R E A HE /b EE

INSDMFEIFRA T Y 1 —F—F&TE /etc/origin/master/scheduler.json (77 4 JL M) IZERE L. 58
DOWEEICHEAEZ D IRNIVEBIMTSIENTEET,

INGRBETETH DD, 1—F—EBOLANERBRDBRY, BLYM T (LLELBRENNTA—
S —3R122) DERDREEZMAEDEZ I ENTEIET,

INLDBEEOHERAAEICOVWTORRIE. TRTYV1—F—R)Y—0DEE] 25RBLTLELES
LY,

ServiceAffinity &, Pod TETIN2H—ERICEDVWTPod%a/—RNICERELZY, BL/—FZE
FRHFEINTVWE ./ —RICALY—ERDEHD Pod ZERET 2 &. MENAMELETDAREELHY
i-a_c

ZORBEEIF /—FEL I —DFEINNZERFDOPod ZALINILVEHRF D/ —RFICEBELLS> & LE
-a_o

Pod B/ —KREL VI —TIRILAEEELTVWAWGE., D Pod IFATAKICEDVWTEED / —
RKICERBIN, ZUYT—ERDEHBEDITRTDPodIFZD/—REBUSRNILDEEED /) —RICR
/7:/“1_11/'51’1;&3_0

"predicates"[

{

"name":"<name>",
"weight" : "1" g
"argument™:{
"serviceAffinity":{
"labels"[

@ sEozmizEELIT.
g Specify a weight from 1 (bad fit) to 10 (best fit).

9 Specify a label for matching. For example:

"name":"ZoneAffinity",
"weight" : "1"
"argument™:{
"serviceAffinity":{
"labels"[
"rack"
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EZWE, /—REL V% —rack ZRDOHY—EZXDZRIID Pod H* 5 ~NJL region=rack %=#2 ./ — NIl
ATT1=IEINTWBIHEAE, ALY —EXICBT 5 ETDOMITNTDEKED Pod (&R U region=rack
INNERFED/—RNICRT Y2 —)bE3NET, Fllld, Pod BEDHIE] ZZRL TIEI WL,

BELANLDOINIVEYR—PFINTVWEY, 2——EFREALY—YavREL® (V-3 VTOD)RE
CLY—YHD/—RTRTYV1—IINBLIY—EXRDTRTDPod 2IBET I EETEET,

LabelsPresence checks whether a particular node has a certain label defined or not, regardless of its
value. Matching by label can be useful, for example, where nodes have their physical location or status
defined by labels.

"predicates"[

{

"name":"<name>",

"weight" : "1" g
"argument™:{
"labelsPresence™:{
"labels"[

MEDERIZHEELE T,
Specify a weight from 1 (bad fit) to 10 (best fit).

Specify a label for matching.

909

Specify whether the labels are required.

e presence:false DIFE. BEXRINDZSNRILOWTNHOD ) — RSRIVIZHBHE. Pod %
ATT1—=)TBIERTEEFEA, SNIUHIAEELRWVGEIEI Pod# ATV 21— TE
x7,

e For presence:true, if all of the requested labels are present in the node labels, the pod can
be scheduled. If all of the lables are not present, the pod is not scheduled.

All:

"name":"RackPreferred",
"weight" : "1"
"argument":{
"labelsPresence™:{
"labels™[
"rack"
"labelsPresence:"{
"labels:"[
- "region”
presence: true
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14.2.6. FIF AT e B E
BEEIX. BEIBLCTEBYD ) —RICSVY I AHITFRIL—ILTT,

BEBEOARY Lty ME, ATV 1—F—%BET HHDICIEETEF Y, OpenShift Container
Platform TIET 7 )L FTOWLK DO DEBEELHY X T, thOBEEIX. BHED/NRFTA—F—%BEL
THRAIRAXTEZEY, BEIBMLICHELS5Z 5D, BROBLEL2EAEDLE, BRZEHE
TNEND/ —RNIEBETBIENTEET,

14.2.6.1. BB E

BUBEEIR, EHZ2RE, I—Y—DOVThORENIA—I—tBMY EHA, EHIEET Y
ENHY. OFLIFEDEICTEZIEETEIEA,

INBIERAYT Y 2—F—5&E /etc/origin/master/scheduler.json (77 # )L M) ICIEEINZE T,

14.2.6.11. 77 # ) NOBEE

T7AIRNDRTT1—5—KR)—CIE, UTOBEENEENTVWET, ThThOELEERK
&, E& 10000 % D NodePreferAvoidPodsPriority I EEH 1 2B £ T,

SelectorSpreadPriority &, Pod IC—®d 54 —ER, LFYr—y3aryaryho—>—(RC). L7
Jhr—vavey b (RS BLURTF—h7IREY FERZEL, RICZENASDELIVIY—II—HT 3
BEFEDPod Z2MRLET, RTVa—F—F, —HT2FPod B’"P7aWn/ —REEHEL, Pod DR
TIOA-IEILENLDEL IS —IL—HT % Pod MDHRE DRV —RTPodZRT7Ya—)LLE
ER

I {"name" : "SelectorSpreadPriority", "weight" : 1}

InterPodAffinityPriority I&. / — ROXIGT % PodAffinityTerm A7 I N T WS IHEIC
weightedPodAffinityTerm & %z F > 722 VIR LA EH OEEIADEMICE > TEFZFEL X
¥, AFHENDREEWVW/ — R REBEINE T,

I {"name" : "InterPodAffinityPriority", "weight" : 1}

LeastRequestedPriority BRI N7/ V—ADVRW/ —REBELET, Thid., /—KTRYT
Ta—IlENBPodICEL>TERINBAEY —BLVPCPUDN—EYT—I%ETE L. FIETEE
/Y DBREDEOREEWVN/ —REEELET,

I {"name" : "LeastRequestedPriority", "weight" : 1}

BalancedResourceAllocation (&, H#EARONZY YV —RERARICEDWT/ —REBELET, 2
hig, BEO—EELTHEFAH CPUEATY —RBODEEZEEL. 22D X MN) VAN EDEEM
BISEPLTWBRNCEDWT/ —ROBEEZRELFY, IhIZEIC LeastRequestedPriority &
HATIHREN DY FT,

I {"name" : "BalancedResourceAllocation", "weight" : 1}

NodePreferAvoidPodsPriority &, L ) —>a>vay hO—Z—BUA0aY bO—5—Il&>T
FTIEIN% Pod ZEBRL XY,

I {"name" : "NodePreferAvoidPodsPriority", "weight" : 10000}

- s —_ . .- e . e — j— — — e PRI PR S SO e — P we
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NodeAttinityPriority (&, / — KV 74 =74 —DATY 21— Y IEEIIHL T/ — KOBFTIRMTLZ
RELET,

I {"name" : "NodeAffinityPriority", "weight" : 1}

TaintTolerationPriority (&, Pod [CDWT®D BRBAAEER T4~ MDDV —RZBELET,
BRAAEERT A ~ b &1EF— PreferNoSchedule DH 23714~ kDI &ETY,

I {"name" : "TaintTolerationPriority", "weight" : 1}

14.2.6.1.2. e DEN BT E
OpenShift Container Platform (LA FOBEEEHR— M LTVWE T,

EqualPriority IZ. BAEEDRENEBEINTUVRWEEIC, TRTO/—RIZELVWEH1%5EEL
F9. COBEBEMIITAMNRBICOAMERA TS EEHMBELET,

I {"name" : "EqualPriority", "weight" : 1}
MostRequestedPriority I&. BEXIN7ZY VYV —ADHRHZWVW/ —REBELFT, INE. /—KZRYT

TVa1—I)LENBPod TERINBXEY—BLVPCPUDNR—tEYT—IVAETEL., BEICTHLTER
INBZHOOEHORAEICETVWTEBEEARELET,

I {"name" : "MostRequestedPriority", "weight" : 1}
ImageLocalityPriority (. Pod AT F—DA A=Y % T TILERLTWE / —REBELET,
I {"name" : "ImageLocalityPriority", "weight" : 1}

ServiceSpreadingPriority (&, ALY Y VICENMNMBEL Y —EXICET % Pod BZR/NRICT S Z
EIC&Y Pod 8L E T,

I {"name" : "ServiceSpreadingPriority", "weight" : 1}

14.2.6.2. X ERHERBEE

INSDBEEIF. 774NN KNTRT Y 2—5—&E /etc/origin/master/scheduler.json TE&E L.
INLDBEEICKEEEZZ2INIVEBITEET,

BEERBODS M TIE. TNOLMBBIEUCL > THRINFT T, ThoRBRETRERLD, 1—H—
EEDEZANRLRDIBAEIC. ALYATD (LELEENFTA—Y—3RLRD) RETRLERDEBELE
EZHAEGDOEDIEDTEET,

INLDBEEOERAAEICOVTORRIE. TRTYV1—F—R)Y—0DZEE] 25RBLTLES
LY,

ServiceAntiAffinity (S RILERY., SRILDEICEIVWT/ —ROJIL—T2EICEA LY —ERICE
5 Pod ZEEICHOBILEFET, Thid, BEINZSRNILOELEEZEDITRTO/—KICALRO
TENEGLET, - Pod AERIERALTVAWVWTIL—THDO ./ —RICLYEVWROT7AHS5 L E
_a—o

"priorities":[

{
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"name":"<name>",
"weight" : "1"
"argument™:{
"serviceAntiAffinity":{
"labels"[
"<label>"

@ ErEoamEEELET,
Q Specify a weight from 1 (bad fit) to 10 (best fit).

9 Specify a label for matching.

All:

"name":"RackSpread",
"weight" : "1"
"argument™:{
"serviceAffinity":{
"labels™[
"rack"

LabelPreference prefers nodes that have a particular label defined, regardless of its value.

"predicates"[

{

"name":"<name>",
"weight" : "1" g
"argument™:{
"labelsPresence™:{
"labels"[

presence: true/false

]
}

}
],

BEEORFIZEELE Y,

Specify a weight from 1 (bad fit) to 10 (best fit).

909

Specify a label for matching.

Specify whether the labels are required.
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e presence:false DiFHE. BRINDZINILOWITNHD /) — RIRIVIZHDHBE. Pod %=
ATTa1—I)VTBIEETEFEA, INIDFELBWGEEIEPod 2 XY 21—V TX
x7,

e For presence:true, if all of the requested labels are present in the node labels, the pod can
be scheduled. If all of the lables are not present, the pod is not scheduled.

All:

"name":"RackPreferred",
"weight" : "1"
"argument™:{
"labelsPresence™:{
"labels™[
"rack”

14.2.7. {FE A

OpenShift Container Platform I TDA S V2 —) YV OEERFAHE LT, FRLT 71425714 —
EETI7T4=ZT14—R)—DYR— N EBFEIENTEET,

142714V 7 A9 Fv—D RO —L NIV

BEEL, /— KDF~)L (: region=r1, zone=z1. rack=s1) ZIEELTA VY IZARNZIF ¥+ —D
BEORNROY—LARIVEERTZIENTEET,

INLDINIVEAICIEFIRERIF RS, BRERIZNODA VY IFRANI VI Fv—INILILEREDSA
B (f: B/ B/ EE) A TR &N TEET, ILIL, BEBHIFAIVIZAMNSIVFv— RO
V—IERDOHDLRNIVEEEZTEET, BHEIL. (regions —» zones - racks 72 E D) 3 DD L RJL A
BYRY AT, BEEEBRINSDLNIVDENENICT 74 =T 4 —EHT7 T4 =2T14—)IL—IL%
EFEOHEAEDETIEETZIENTEET,

14272. 774 =714 —

BEEZL, FEO M ROY—LRILFLFERDOLRILVTET 74271 —452BETIBLIICRYT
Va1—S5—BBRETEHIENTEET, FELRNILDT 74=FT4—F. ALY —ERICBTZIART
DPod HMEILLRIVICEBT D/ —RICARHYV2—I)ILIndZEaRLET, Thidk,. EEEIET
Pod AWM ICEENBERWELDICT R ETT IV r—y 3 VOFEEBOBEGHICHSLET, AL
TI724=25F4—I—THNTPodERARNTBLEDICFIETES /) — KPR WES. Pod iRy
Jai—ILInFtA,

Pod A7 Y21 —ILENBGAICNT 2FHZRIET Z2RE D ZHZEE. [/ —FFPT74=Z2714—D
FRI LG Pod DT 74 2574 —ELVHET 74 =271 —DEA] ZZRLTIESI W, ThHD
AR 1) THEICEY, BEEREPodZRATY1—ITES/—RZEEL. 2D Pod IC
BELTRT Y1) 7 z@ENIcETLEY, FELEYTEEY,

14273. 7714 =571 —

BEHEIZ, FEOMROY—LRLVFLIZEBDLRIVTEET 741271 —%5RETEXDLIRYT

Va1—F—%RETDIIENTEZFT, HELRIVDFET 71 =27 14— (FRIE TH98BU X, ALY —
ERICBT DI RTDPod BELELARILICEBT S/ —REEFIC9HINDZEE2RLET, ThIlE

Y, 7V 5= a v AMOENTEEICOBRINET, RT7Ya1—5—F, AERRYEEIC
BBEEDICTRTOBERAATER/ — R2AEICH—ERXPod ZBRELLI ELFET,
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Pod A4 Y a—ILINZGAICHT 2HE%5BIETE2HENHZHEIE. [/ —RT7714=274—D
FA] 8LV PodDT7 714 =574 —BLVHET7 71427 4—DFEA] 28BLTLEIN, ZThHD
MR a—) U THREICEK Y, BEEIIPodAE RV —IILTES/—REEEL. 1D Pod IC
BELTRTYa—Y I z@EmIcETLEY., BELEYTEZXY,

14.28. R O —F{EDYH >V T

DLTFDEREIF, RTV2—F—RYY—T 74 F>THREINDGEDT 73N MDA Y 12—
S—H/EERLTWET,

kind: "Policy"
version: "v1"
predicates:

- name: "RegionZoneAffinity" ﬂ
argument:
serviceAffinity: @)
labels: 6
- "region”
- "zone"
priorities:

- name: "RackSpread” ﬂ
weight: 1
argument:
serviceAntiAffinity: €

label: "rack" G

J’i‘gno)%ﬁﬁr\\j—o

=

o
g REDY A TTT,
3

BEDSNILTY,

\

@ ExEOZHTY,
g BEEDY A TTY,
@ BEEDSRILTT,

UTOREHNDVNTNDIGEE., BREEBEEEARO-—BE. BEISNALERGICEETZIEODH%
BOLDICYYETONET, ERICIE, BEA/DDYPTVWRT Y21 —F—RYY—Tid, £ED
TI7AIPMDREBEELVBEEDIFIEAE (TRTTRARLTE)NEFNZIEFTTT,

LLF DI, region (affinity) - zone (affinity) — rack (anti-affinity) @ 3 DD MROY — L NIV & EH
LETd,

kind: "Policy"
version: "v1"
predicates:

- name: "RegionZoneAffinity"

argument:
serviceAffinity:

m
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labels:
- "region”
- "zone"
priorities:

- name: "RackSpread"
weight: 1
argument:
serviceAntiAffinity:
label: "rack"

LR DB, city (affinity) - building (anti-affinity) - room (anti-affinity) @ 3 DD ROV — L N)L %
E&HELXT,

kind: "Policy"
version: "v1"
predicates:

- name: "CityAffinity"
argument:
serviceAffinity:
labels:
- "city"
priorities:

- name: "BuildingSpread"
weight: 1
argument:
serviceAntiAffinity:
label: "building"
- name: "RoomSpread"
weight: 1
argument:
serviceAntiAffinity:
label: "room"

LTFoBITIE. Tregion] SRIVAEEINL/ —RFDAHEFEHRAL. [lzonel IRIDNEREINL/ —
REBETIR)D—%2EHELET,

kind: "Policy"
version: "v1"
predicates:

- name: "RequireRegion"
argument:
labelsPresence:
labels:
- "region”
presence: true
priorities:

- name: "ZonePreferred"

weight: 1
argument:

12



labelPreference:
label: "zone"
presence: true

UToFITI, BHELUREANELRDRES L UVBEEZHEAGDETVEY,

kind: "Policy"
version: "v1"
predicates:

- name: "RegionAffinity"
argument:
serviceAffinity:
labels:
- "region”
- name: "RequireRegion"
argument:
labelsPresence:
labels:
- "region”
presence: true
- name: "BuildingNodesAvoid"
argument:
labelsPresence:
labels:
- "building"
presence: false
- name: "PodFitsPorts"
- name: "MatchNodeSelector"
priorities:

- name: "ZoneSpread"
weight: 2
argument:
serviceAntiAffinity:
label: "zone"
- name: "ZonePreferred"
weight: 1
argument:
labelPreference:
label: "zone"
presence: true

- name: "ServiceSpreadingPriority"

weight: 1

143. ARSI LAY 2=V T

14.3.1. &

EV = & 2

FTIANWMNDART S 2 —5—EHITERDODHRIY LR 1 —5—5FETL., B Pod ICEHETESR

Y-S RBRETEET,

BEDATY1—5— AL THREINLPod 2R 7Y 1 —ILF BITIE, Pod EkRICA T Y 2 —

S—D&AEEELET,

13
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14.3.2. Deploying the Scheduler

The steps below are the general process for deploying a scheduler into your cluster.

pa 3

Information on how to create/deploy a scheduler is outside the scope of this document.
A For an example, see plugin/pkg/scheduler in the Kubernetes source directory .

. PodBEEERT BN, F/IEREEL. schedulerName /XS5 XA —49 —TRH 1 —5—D%
BIAEELE T, BRIIE—ETHIVNEL HY EFT,

AT 1—5—%858 Pod kDY > 7L

apiVersion: v1
kind: Pod
metadata:
name: custom-scheduler
labels:
name: multischeduler-example
spec:
schedulerName: custom-scheduler ﬂ
containers:
- name: pod-with-second-annotation-container
image: docker.io/ocpge/hello-pod

FRTZRATS1—5—DERITT, ATTV1—5—EZMEEINTULARWES. Pod i
FTIFIWMNDRTY 2 —5—%FALTEHIMNICRAT Y 2—ILINET,

2. LTFDOY Y REETLTPod L X7,

I $ oc create -f scheduler.yaml
3. Run the following command to check that the pod was created with the custom scheduler:
I $ oc get pod custom-scheduler -o yaml
4. Run the following command to check the status of the pod:
I $ oc get pod
The pod should not be running.

NAME READY STATUS RESTARTS AGE
custom-scheduler  0/1 Pending 0 2m

5. Deploy the custom scheduler.

6. Run the following command to check the status of the pod:

I $ oc get pod

14


https://github.com/kubernetes/kubernetes/tree/master/plugin/pkg/scheduler

FUE RV

The pod should be running.

NAME READY STATUS RESTARTS AGE
custom-scheduler 1/1 Running 0 4m

7. Run the following command to check that the scheduler was used:
I $ oc describe pod custom-scheduler
UTFOPYETONEZHAIKRINDE LD I, ATV 1—F— DA’ —EBRRINET,

[..]

Events:
FirstSeen LastSeen Count From SubObjectPath Type Reason Message
im im 1 my-scheduler  Normal Scheduled Successfully assigned

custom-scheduler to <$node1>

[..]

14.4. POD EZ & D il 1E

14.4.1. {1 &

V529 —EBEIF. REOO—IWEFDODT TV r—ya VEAFKEEDN Pod DR 7Y 21— ILRFICRE
J—REI—Ty hETBIEEMCRY Y —%BRETEET,

The Pod Node Constraints admission controller ensures that pods are deployed onto only specified
node hosts using labels] and prevents users without a specific role from using the nodeSelector field to
schedule pods.

14.4.2. / — REDFERIC L % Pod EZiE DI

Pod /— REI#HDEAIY hO—5—%FHL, Pod ICSRILEEIY KT, Ih%E PodRED
nodeName X EICFEET DT & T, Pod BEEIN/Z/ —RKAMIDATTOA4AINBELIICLE
-a—o

L MEBRIN) FEFEMIE. [/ —RTOIRNIVOEH] 28R)BLP/ — KL 75 —DRIEIC
Ty RNy TINTWBZEAERLET,
TcEZIE, PodBRENBELR SNV ETT nodeName [EAFD I & &AL E T,

apiVersion: v1
kind: Pod
spec:
nodeName: <value>

2. Modify the master configuration file (/etc/origin/master/master-config.yaml) in two places:

a. Add PodNodeConstraints to the admissionConfig section:

admissionConfig:
pluginConfig:
PodNodeConstraints:
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configuration:
apiversion: v1i
kind: PodNodeConstraintsConfig

b. Then, add the same to the kubernetesMasterConfig section:

kubernetesMasterConfig:
admissionConfig:
pluginConfig:
PodNodeConstraints:
configuration:
apiVersion: v1
kind: PodNodeConstraintsConfig

3. EEEBWICT B728IC OpenShift Container Platform B8 L £ ¢,

I # systemctl restart atomic-openshift-master

1443. /—RKEL 79 —DFERICL 5 Pod EEEDHIK

J—REL VY —%FAHLT. PodM"EFEEDOSNILEE D/ —RICOARBBEINDLIICTZIENT
XF9d, VSRAY—EBEEHIE, Pod /—FEHOFAOY bO—F—%FEHE L T, pods/binding /3—
TyvavRRWI—YH DN/ —REL 5 —%FRALTPod R TV a—ILTERVWLDICT SR
)Y —%ZETEET,

Y AY—ERET 7 1 )LD nodeSelectorLabelBlacklist 7 1 —JL K&FEA L T, —&DO—JL D Pod 5%
E D nodeSelector 7 1 —JL RTIRETEX 2RI EZHIEITEEJ, pods/binding/X—3 v > 3
YO—ILEFDIDI—Y— Y—ERT7HAIYIBLVCITIL—TIEIEED/ —REL VY —%BETEFE
¥, pods/binding /N—X v ¥ 3 U M7 WA X, nodeSelectorLabelBlacklist ICRRINSTARTD
Z NI nodeSelector Z5%ET B Z & IFEIEINE T,

For example, an OpenShift Container Platform cluster might consist of five data centers spread across
two regions. In the U.S,, "us-east”, "us-central”, and "us-west"; and in the Asia-Pacific region (APAC),
"apac-east" and "apac-west". Each node in each geographical region is labeled accordingly. For example,

region: us-east.

P
SNIVDEIY BTOFMIE, [/ —RTOINILOERH] 2ZRLTIEIW,

VSR —FBEIE, 7)) r—2a VRAREIHEBENICREIEWEICHD / — RIZDH Pod 27
TOATEBA VISRV Fv—%FRTEET, /—RELIVY—%EXKL. KEDT—9tV
4 — % superregion: us |2, APAC DT —% >~ 4 —7% superregion: apac ICDETIET,

T=AEVEI—TED) Y —RADHFERO— NEHRFT 2ICE. BEML region 5T XY —FRED
nodeSelectorLabelBlacklist 7 > 3 VILEBIMTE £ 9, ZDRIE. KEDORKEED Pod Z1EKT 5
7=, Pod & superregion: us S RI)LDF WO WThMNIHZ / — RICF O3S nhEd, FH
FED Pod ICFFED region (Mig) =49 —4 v MIREL & D &9 % & (ffl: region: us-east). T5—
MHEINET, ThEPodic/—RELIS—%ZREETICHITTZE. §—4 v h& LT region (it

16



FUE RV

B)IKTF A4 $22ENTEZEY, Thid superregion:us 7OV I MLRILD/—KEL Y
H—ELTEHREINTSHY., region: us-east &L\ D SRILAFIF S5z / — KIZIE superregion: us
EVWDIINILEMITOLNTWSEDHTT,

L MEBERIN) FEFEMIE. [/ —RTOSRNIVOEH] 28R)BLP/ —REL 75 —DRIEIC
Ty N7y TINTWBZEARALET,
=& ZIX, Pod REHNMELRSNI)LART nodeSelector [EAFDODZ & 2R LE T,

apiVersion: v1
kind: Pod
spec:
nodeSelector:
<key>: <value>

2. Modify the master configuration file (/etc/origin/master/master-config.yaml) in two places:

a. Add nodeSelectorLabelBlacklist to the admissionConfig section with the labels that are
assigned to the node hosts you want to deny pod placement:

admissionConfig:
pluginConfig:
PodNodeConstraints:
configuration:
apiversion: vi
kind: PodNodeConstraintsConfig
nodeSelectorLabelBlacklist:
- kubernetes.io/hostname
- <label>

b. Then, add the same to the kubernetesMasterConfig section to restrict direct pod creation:

kubernetesMasterConfig:
admissionConfig:
pluginConfig:
PodNodeConstraints:
configuration:
apiVersion: v1
kind: PodNodeConstraintsConfig
nodeSelectorLabelBlacklist:
- kubernetes.io/hostname
- <label_1>

3. EEEBWICT B728IC OpenShift Container Platform B8 L £ 9,

I # systemctl restart atomic-openshift-master

14.4.4. 70V 7 bXdT % Pod EZE D1
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The Pod Node Selector admission controller allows you to force pods onto nodes associated with a
specific project and prevent pods from being scheduled in those nodes.

The Pod Node Selector admission controller determines where a pod can be placed using labels on
projects and node selectors specified in pods. A new pod will be placed on a node associated with a
project only if the node selectors in the pod match the labels in the project.

Pod DIERIEIC. /—RELIF—IE Pod IC¥—Y I N, PodftRRICTTZEENTWESINILE / —
RELIZY—DFMINILAZENELIICLET, UTFOHIEE, T—YDRERICOVWTRLTWE
-3—0

The Pod Node Selector admission controller also allows you to create a list of labels that are permitted
in a specific project. This list acts as a whitelist that lets developers know what labels are acceptable to
use in a project and gives administrators greater control over labeling in a cluster.

Pod /—KtEL 79— D2 M O—F—%T7 0T 4 7ITBICIE UTFERTLET,

L UFOAEOWTNAEFERALTCPod /—KELYVY—DZHaybMO—5—EHRT74 MY R
NERELZEY,

® Add the following to the master configuration file (/etc/origin/master/master-
config.yaml):

admissionConfig:
pluginConfig:
PodNodeSelector:
configuration:
podNodeSelectorPluginConfig: ﬂ
clusterDefaultNodeSelector: "k3=v3" 9

ns1: region=west,env=test,infra=fedora,os=fedora 6

'D Pod /—KtELV49—0SFary b O—5—FS 51 v aEMLET,
Q"a?&rw/—K®?7jwh5&w%WﬁL§?°

BEINZ7OV I NTHAINESIRNILDKRTA M)A NEERLES, 2
T, 7OV Y MEns1 T, SRIIEFZTNICK < key=value RT7IC72Y £,

o

v —S—DBEREEC T 7AINEERLET,

=
podNodeSelectorPluginConfig:
clusterDefaultNodeSelector: "k3=v3"
ns1: region=west,env=test,infra=fedora,os=fedora

RIS, RRI—BETI7AINESRLET,

pluginConfig:
PodNodeSelector:

admissionConfig:
location: <path-to-file>
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pa 3

If a project does not have a node selectors specified, the pods
associated with that project will be merged using the default node
selector (clusterDefaultNodeSelector).

2. EEAAWITT %7 8HIT OpenShift Container Platform = BiEs L £ 7,

I # systemctl restart atomic-openshift-master

3. scheduler.alpha.kubernetes.io/node-selector 7 / 7 —> a v B L USRIV EEL IOV TS
ATV NEERLZET,

4.

"kind": "Namespace",
"apiVersion": "v1",
"metadata”: {
"name": "ns1",
"annotations": {
"scheduler.alpha.kubernetes.io/node-selector": "env=test,infra=fedora"

}
b
"spec”: {1,
"status": {}

TAVI I MDINLELII—IL—BT B INIVEERT 270D T7 /) T—3 VT
T, TIT. F—/EDZRILIE env=test & & V' infra=fedora (72 Y T,

J—=RELIHI—ICINIVEEE Pod fERRkZ2ERR L F3, LUTIEBICEY T,

apiVersion: v1
kind: Pod
metadata:

labels:
name: hello-pod
name: hello-pod

spec:

containers:
- image: "docker.io/ocpge/hello-pod:latest”
imagePullPolicy: IfNotPresent
name: hello-pod
ports:
- containerPort: 8080
protocol: TCP
resources: {}
securityContext:
capabilities: {}
privileged: false
terminationMessagePath: /dev/termination-log
dnsPolicy: ClusterFirst
restartPolicy: Always
nodeSelector: ﬂ
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env: test
os: fedora
serviceAccount: ™"
status: {}

‘D TOYVT I RSNIIC—HT B/ —RELYV4H—TT,

5 7OYx Y M Pod R L £7,
I oc create -f pod.yaml --namespace=ns1
6. /—RELII—DINID Pod BREIEMINTWE I E 2R LET,
get pod pod1 --namespace=ns1 -0 json

nodeSelector": {
"env": "test",
"infra": "fedora",
"os": "fedora"

}
J—RELIVH—IEPodicv—Y 3N, Pod iX@EAR7OV Y NTRTVa—ILINFT,

7OV MEBRTEEINTWARWSR)LAEF > T Pod 2EKT %3546, Podid/ —RKTRYT
Ja—ILIhFEtA,

fe& ZIE, T ZTTFRIL env: production (ZICTFho 7OV 7 MERICEDHY FHA.

nodeSelector:
"env: production”
"infra"; "fedora",
"os": "fedora"

J—RELIY—DT7/)5—2a DRV —RKBHB5EIE. PodFZF IRV a—I)LInET,
145. 53R 52—y

14.5.1. B E

AR a—) Y TICIE Pod MFE/ —RTERITINDIEZERLAEY, Pod MFE/ — FTE
TINBZIENBEINDLDICPod ZBRET DI ENERLET,

BE, FMRTYa—) U JIEREICRY FH A, OpenShift Container Platform #° Pod % &84 A
ECHEMICEREY 27O TY, L&A 774NN MNRTY21—5—IF Pod %/ — RETHEILS
BL., /—ROMAFER) Y —REZEBLET., /L. Pod 2EET ZIHBAAICD WTIEX 5 ITHIE
LT EIRENHDIIGELHY T,

Pod Z L YU FmREBRT A RVDEEHINLTV VICEREBET U EHZ2HBE (FLIEFETDOIIVICEET S
DEHSCIHZE). TR 2DDEARZ Y —ERXD Pod MEEICRETEZ LI ILRET Z2HENH D5
B, FHRTY2a—) VA FERLTENERAEICTZIENTEET,

BWUREIR Pod AFED /) — RTIV—TICAT Y 2a—IL L. ZOMOEHR Pod NENSD/ —RKRTR
TI21—ILINBDOEHECICIIEK. BDEICIKLCTINSDAEZEHAEDODERZENTEET,
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1452. R a—"Y) v 7 DEH
HSRAY—TEHERT Y 1—) VI EBET D HEEVWODHY ET,

PodD7 714 =74 —8B&LUH7714=71—
Pod D774 =74 —Il&Y, Pod BN ZDEREBICHERATES7 71474 — (FLEFF7714=
TA) %, (EFaV T4 —LOBHICLZT ) r—2 3 v ORFBIFEOZEH L EDZHIT) Pod
DTIN—TICRHLTIEETESLIICLET, /— NEREBEBREICHT 2H#EETVERA,
Pod D774 =Z74—I&/—RDIR)LEPodDIRIEZL VY —%FEHLTPodEEEDIL—IL %
ER L £ 9, Jb—ILIE mandatory (WA B) F 724 best-effort (B%) DWITNMNMITEIENTEE
ER

[Pod D7 74 =574 —8LVET7 742714 —DFERA] 2SBLTLIEIL,

J/J—FRD774=71—
J=RDT7T74=274—IC&Y, Pod N EDEREIFERATES 7 74 =714 — (FLIFFET774=
T14—) %, (SARAMEDLDDEHFRLN—RD LT, B, EFEREICELY)/ —RKRDTIL—TFIC
WLTHRETESDLIICLET, /— FEKREEREBICRT 2HEE2TVERA,
J—=RDT7I74=ZFT4—F/—RDIRIVEPodDZRILEL I —%EFEHLTPod BEDIL—IL
EER L £ T, JL—ILIE mandatory (W Z8) & 7z Id best-effort (B%E) DWETFNMNMIT B EHNTE
7,

[V=F774=274—DFEM] 2ZRLTIEI,

J—FKkELYY—
J—=REL I —EFBRT Y1 —) VI DREBEMABFEETT, /—ROT7T74=714—D&D
I /—RELIIY—IF/ —RDINILEPod DINILEZL Y89 —%ERAL. Pod B EDEEICHE
942 /—F ZH#ITEBL5ICLET, L. /—FELIS—IZE/ —RDT T4 =T 14—
DD required (ZR) IL—IL E F i preferred (B5) L—ILIEH Y FH A,
[/—REL25—DEA] 28R LTIEIW,

T4 b6 LTERR (Toleration)
TAYVNBRICEY, /J—RIE/—RETRTVa—IVTEREOHZ (FLIER TV a1—ILTAR
XTRWPod 2HIEITEEY, T4V ME/—RDSRILTHY, BRIEPodDIRILTT, R
FO21—)LEFBEICT BICE. PodDSRILIE / —RDSRIL(TAY M IC—BT 3 (FLEIh
BT D)BELIHYET,
TAYKNBRIWET 74274 =B LTI 2MmrHYET, LEZET 712714 —DHE
d. BRE2SRNLVERED/ —ROFRIN—T5I 525 —IBINT 5548, /—NIL7I&AX
H7WPod &/ —REFHAIEALKAVWPdDENTNICHLTCT 74 =71 —5BH T 2HEH
HYFTHN, T4V NBREDFEITIE., FIR/ —RICEEI L IVEDH S Pod DAEEHFITH
X, D Pod IXIEBINZ T &ICRYET,

(T4 MBLUBREDERA] #28BLTLEIWL,
14.6.3F MR a—) 0 T0BLV/ —RDT7 74 =574 —

14.6.1. &

Node affinity is a set of rules used by the scheduler to determine where a pod can be placed. The rules
are defined using custom labels on nodes and label selectors specified in pods. Node affinity allows a
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pod to specify an affinity (or anti-affinity) towards a group of nodes it can be placed on. The node does
not have control over the placement.

TeEZE, Pod ZR_ED CPU ZHEH L/ — NELRBFEDTRAZE) T4 —V—VIlHB/— R
TOHRITINDLIREITDIENTEIT,

J—=RDT7 74 =74 —I)b—JLICIE, required (hA) & & U preferred (BE) D2 D051 THHY)
9,

required (AZB) IL—ILIE, Pod %/ — RICAT Va2 —I)L T BHIICMEINTWBRRELHY T, —
F. preferred (%) L—ILiE. W=D B INDGBEICAT Y 2 —F—DNIL—ILOEREEFITL F
T, TOERILT LBFRIAINZERTEDY FHA,

R

SV LRI/ —RDIRIICEELIEL, TOEHICELY Pod TD/—KDT7 7 4
ZF A==V EBLEINL RBZRENELDTEH, Podid/ —RTB|IEHEIEITIN
EJC N

1462. /— RDT7 74 =714 —DEXTE

J—RDT7 74 =714—& PodARRTHRET B IENTEXT, required (W7H) JL—Ib. preferred
(BE)IL—IL ODWITNLEIEETOMAEZIEET DI ENTEET, MALIEET 2HBE. /— IR
#IC required (WEA) W—ILZTBI-TEDNH Y. EDIRIC preferred (BFE) I —ILZFLZEI & LFE
_a—o

LIFDAIE, Pod % F—7' e2e-az-NorthSouth T, ZDfEH e2e-az-North % 7= & e2e-az-South DL\
TNHOTHZIRNILDFWE /) —RICPod #BET S EA5KDHBIL—ILHEREI N/ Pod T4 T
ERR

J—KD77 14 =514 —Drequired (BA) L—IHREI N/ PodRET 71 ILDY >V T

apiVersion: v1
kind: Pod
metadata:
name: with-node-affinity
spec:
affinity:
nodeAffinity: @)
requiredDuringSchedulinglgnoredDuringExecution: g
nodeSelectorTerms:
- matchExpressions:
- key: e2e-az-NorthSouth 6
operator: In
values:
- e2e-az-North 6
- e2e-az-South G
containers:
- name: with-node-affinity
image: docker.io/ocpge/hello-pod

J—RDT7 7474 —%BRETDLODRIYVHFTY,

required (B B) L—ILEEELZE T,

®9
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OO0 I\ EATZEDI—BLTVWIBEDHZF—/EDRT (SNL) TY,

Q EETFIE. /— RDIRILE Pod 4D matchExpression /X5 X —4 —D{ED v h DEDE

ZERLET, ZDEIX, In. Notin. Exists. F 7 |d DoesNotExist. Lt. £7/-IZ GtICT B &
NTEZET,

LT DAIE, F—7 e2e-az-EastWest T. ZDIEN' e2e-az-East & 7= 1% e2e-az-West D 5 RJLHF LY
o/ —RICPod 2ECET % 2 & BT B preferred (Bk) L —ILHREINL / — REHKTT,

J—RD7 714 =7 1—®D preferred (BFX) VL —IDBEI N PodREZ 7M1 IDY >V T

apiVersion: v1
kind: Pod
metadata:
name: with-node-affinity
spec:
affinity:
nodeAffinity: @)
preferredDuringSchedulinglgnoredDuringExecution: g
- weight: 1 e
preference:
matchExpressions:
- key: e2e-az-EastWest ﬂ
operator: In
values:
- e2e-az-East G
- e2e-az-West ﬂ
containers:
- name: with-node-affinity
image: docker.io/ocpge/hello-pod

Q@ FOTIAZTA—ERETBLEODRIVHFTY,

9 preferred (BE) L—ILEEHZLZF T,

9 preferred (BE) IL—ILDEHZHBELE T, REEVEAZR/H D/ —RHIEBEINITT,
mb—)b’éi@ﬁﬁ'étéf)tc—’é& LTWRREDOHZF—/EDORT (SNI) TT,

9 EETFIE, /— RO IRILE Pod 4D matchExpression /X5 X —4 —D{ED v b DEDE

ZERLET, ZDEIX, In. Notln. Exists. F 7 |d DoesNotExist., Lt. £7/-IZ GtICT B &
NTEZXT,

J—KRDIF7I74 =71 — IDVWTORRHALERIEHY FHAD. Notln % 7-(& DoesNotExist j=E
FAHEEHRTZE. BENEERINZET,
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pa )

BLUPdBET/—RDT7 714 =FT14—& /—RtELI5—%ZFALTWSRHEE. LT
IERB LTSRS W,

e nodeSelector & nodeAffinity DA %R ET 5% E. Pod BMER/ — NTRYT
Ta1—IINBILIREELDORGLHE L TVWBIRENHY X7,

e nodeAffinity ¥ 1 ZICFEE(T 1T 5N 7=1RE D nodeSelectorTerms %#158E 9 535
&. nodeSelectorTerms ODWIFNMAHLINTWBIFEICPod &2/ — KICR
TI1—ITBIENTEET,

e nodeSelectorTerms (ZREE T I 5 N 7=1E %D matchExpressions % 3i5E 3 %15
A. TRTD matchExpressions 2'E7/2 SN TWBIHFEICDH Pod % / — RIC
AT a—I)VTBIENTEET,

14.6.21. / — K7 7 4 =5 1 —® required (%A) L—ILDRE
Pod B/ — RIZZAT T2 —I)LEINBHIC, required (BB) L—ILE BIZLTWBRHELRHY XTI,

LTOFIEIF., /—RERTT21—5—D)—RICBETDIVEDH D Pod ERT DEMARESE
~LTWE T,

. /J—REBEERET SN, F/ldoclabelnode AX Y RAFAHALTSNILA / — RIZEML
i’g—o

I $ oc label node node1 e2e-az-name=e2e-az1

2. Pod fx#Tld. nodeAffinity 2 4 > & ERAL T
requiredDuringSchedulinglgnoredDuringExecution /X5 X —4% — %% E L £ 7,

a. METHEBEDHZF—HLVELZEBELET, FRPod ZmELL/ —RICRAT Y2 —)b
TEIMENHBHEE. /—ROIRIVEELkey B&L U value /N XA —49—%FRAL Z
-3—0

b. operator #i5E L £ 9, EETFIZ In. Notin. Exists. DoesNotExist. Lt. F7zlx GtiC
TEHRIENTEEY, L&z, BFEFINEZFRALTSRNIUDN/ —RTBREICARSZLDIC
LET,

spec:
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: e2e-az-name
operator: In
values:
- e2e-azi
- e2e-az2

3. Pod ZF L &7,

I $ oc create -f e2e-az2.yaml
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14.6.2.2. /— K77 14 =57 1 —® preferred (B%) L—IL D%

preferred (%) IL—ILIE., IL—ILER/ETHEIC. ATV a1—F—FIL—ILOEREZHTL TN
TDEREIBHT LERIEINZRTIEHY FH A,

UTOFEFZ, /—FERTTV212—=F—D/—RICEBEL LD ET S Pod 2 1FKT 2 EMAREREZ

. /J—RBEERET DH. F/ldoclabelnode ATV REEFTLTSRNILE/ — RIZEML

9,
I $ oc label node node1 e2e-az-name=e2e-az3

2. Pod {x#Tld. nodeAffinity 24 > & ERAL T
preferredDuringSchedulinglgnoredDuringExecution /X5 X —4 —%8&E L £ 7,

a. /—RDEHEHFDI1-I00 TEELZFT., ZEBVEH%2HF D/ —RKIEEINET,
b. I MNEDHZF—BLEEZERELET., FRPod ZRELL/ — NIRRTV a—)L

TEIMENHBHE. /—ROIRIVEELCkey B&L U value /N T XA —4 —%FRAL F
-3—0

preferredDuringSchedulinglgnoredDuringExecution:
- weight: 1
preference:
matchExpressions:
- key: e2e-az-name
operator: In
values:
- e2e-az3

3. operator #38E L9, EEFIL In. Notin, Exists. DoesNotExist. Lt. £7/IE GtIZT 3
ZENTEFET, LEZE BEFINZEALTSINILEZ/ —RTHREICADEDICLET,

4. Pod Z{ER L E Y,

I $ oc create -f e2e-az3.yaml

14.6.3. 5l

UTFoRIE, /—ROD7 74 =714 —%~LTWVWET,

14631 —BIB2RNVEH D/ —FKD7 714 =571 —
LLTFoOFIE, =BT 25NV EED/ —REPdD/—RDT7 74 =F4—%RLTVWET,

e Nodel /— RIZIEZ NIl zone:us B’H Y 7,

I $ oc label node nodel zone=us

® Podpod-s1iliE/ — K774 =7 4 —® required (WH) IL—ILDTFIC zone & us DF¥—/{&
DRT7HBHY FT,

I $ cat pod-s1.yaml
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apiVersion: v1
kind: Pod
metadata:
name: pod-s1
spec:
containers:
- image: "docker.io/ocpge/hello-pod"”
name: hello-pod
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: "zone"
operator: In
values:
- us

o REITY RZMEMLTPod ZFEMLET,

$ oc create -f pod-s1.yaml
pod "pod-s1" created

® Podpod-s1 % Nodel ICAT Y1 —J)LTEET,

oc get pod -0 wide
NAME READY STATUS RESTARTS AGE IP NODE
pod-s1 1/1 Running 0 4m IP1 nodet

14.6.3.2. — I 5NNV DBEWN) —FDT7 74 =71 —
UTDHNE. =BT 2NN EHLBLW/ —RFEPodD/—RDT7 74 =274 —%2RLTVWET,

e Nodel / — RIZIEZ NIl zone:emea B*H Y £,

I $ oc label node node1 zone=emea

® Podpod-s1iliE/ — K774 =7 4 —®D required (W7H) IL—ILDTFIC zone & us DF—/{&
DRT7HBHY FT,

$ cat pod-s1.yaml
apiVersion: v1
kind: Pod
metadata:
name: pod-s1
spec:
containers:
- image: "docker.io/ocpqge/hello-pod"”
name: hello-pod
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
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- key: "zone"
operator: In
values:

- us

® Podpod-stlid Nodel ICAT T 1—I)LFT B ENTEEHA,

oc describe pod pod-s1

<---snip--->

Events:

FirstSeen LastSeen Count From SubObjectPath Type Reason

im 33s 8 default-scheduler Warning FailedScheduling No nodes are
available that match all of the following predicates:: MatchNodeSelector (1).

147. FMRT S 2a—) VB LUVPODDT7 I4A T4 —¢E¥FT7714=
T4 —

14.7.1. B E

Pod affinity and pod anti-affinity allow you to specify rules about how pods should be placed relative
to other pods. The rules are defined using custom labels on nodes and label selectors specified in pods.
Pod affinity/anti-affinity allows a pod to specify an affinity (or anti-affinity) towards a group of pods it
can be placed with. The node does not have control over the placement.

FEZE, P74 2F4—Ib—IVEFERTSHIET, Y—ERARAT, FhiIDOU—EZXD Pod &D
FEE T Pod 29BILAY. Ny P LEYTBEIENTEZT, FFPT7T42T14—Ib—LICLY., BE
DY —EZAD Pod N ZFDDHY—EZRD Pod D/IXT A —T VRICFHTBERBINZFDHF—ERD
Pod EBAL/—RTRIDV2a—IINBIEEZHSIENTEET, Fhid, BETZEFLERSTE
DICEHD /) —RFLEFTRASE) T4 =V —VEATHY—EADPod 59T EEHETEET,

Pod affinity/anti-affinity allows you to constrain which nodes your pod is eligible to be scheduled on
based on the labels on other pods. A label is a key/value pair.

® PodDT7 74 =T 4—IERTTa—5—IIx/ L, FIRPod DSRILEL I —HIRED Pod
DSRINIC—HT BIBEIMHBDPod ERA L/ —RTHIBPod 2B D133 LHIIERLET,

® PodDIET 74 =T 14 —IF. FIRPod DZNILEL I H—DIRIED Pod DFTNILIC—HT S
BRI, BULINVEFDOPod EEAL/ —FTHEPod 2RO & 2FIELEY,

Pod D7 7 4 =7 14 —ICIE. required (67R) & & U preferred (B5k) D2 2D% 1 THH Y ET,
required (AZB) IL—ILIE, Pod %/ — RICAT Va2 —I)L T BHIICMEINTWEBRRELAHY T, —
7. preferred (%) L—ILiE. =L DB INDGBEICAT Y 2 —F—DNIL—ILOEREEFITL F
T, TOERILT LBFRIAEINZERTEDY FHA,

1472.Pod D7 74 =T 4 —BLVHT T4 =71 —DERE

Pod D7 74 =FT4—/3k7 74 =74 — & Pod t#k 7 7 A L TERE L X J . required (W7H) JL—

JU. preferred (B%) IL—ILDWT D FLIEETDEAZIBETHIEHNTEXET, MALIEET 25
B,/ — RIET&AIC required (BR) W—IL ZFE T RENH Y. ETDIRIC preferred (B5E) IV —IL &
EH52&LET,

LLTFDFINE, Pod DT 74 =574 —BLVFET7 7142714 —IIREIND Pod kA RLTWET,
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ZDBFITIE. PodDT7 74 =714 —Ib—Jbid / — RIZF— security &{B S1 ZFDFNILDOFFWZ1D
BLED Pod B TICRITINTWVWBIFHEICDHFPod %/ — NIRRT V21—l TEBIEAERLTVE
o PodDIET 7 4 =714 —Ib—Ibid. /— KH*— security &fE S2 ZHFD S NILHMF L Pod B
TTICETINTWBESIEPod %/ —RICATTVa—I)LLARVWEDICERET B EERLTWE

ERP

Pod D77 14 =574 —bDRKEINT- PodFZEDH >V TIL

apiVersion: vi
kind: Pod
metadata:
name: with-pod-affinity
spec:
affinity:
podAffinity: €))
requiredDuringSchedulinglgnoredDuringExecution: 9
- labelSelector:
matchExpressions:
- key: security 6
operator: In
values:
-s1@
topologyKey: failure-domain.beta.kubernetes.io/zone
containers:
- name: with-pod-affinity
image: docker.io/ocpge/hello-pod

Q Pod D7 74 =251 —%BETBLODRYIVHTY,
g required (B L—ILEEELE T,
wb—)b%i@ﬁﬁ'étéf)tc—’é&L/’C\,\é%\%d)%%ﬁ\'——tﬁﬁ(5/\“)1/)'C“?“o

@ =ETFE. BHF Pod O 5L &R Pod DH#kD matchExpression /{5 X —8 —DfED Ly b
DEDERERLET, INiliE In. Notln, Exists., 7 I& DoesNotExist DWW & FHT
XY,

Pod DI T 7 14 =57 14 —DHEINT- Pod FHEDH >V TIL

apiVersion: vi
kind: Pod
metadata:
name: with-pod-antiaffinity
spec:
affinity:
podAntiAffinity: @)
preferredDuringSchedulinglgnoredDuringExecution: 9
- weight: 100 @)
podAffinityTerm:
labelSelector:
matchExpressions:
- key: security ﬂ
operator: In
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values:
-s2@
topologyKey: kubernetes.io/hostname
containers:
- name: with-pod-affinity
image: docker.io/ocpge/hello-pod

Q@ PodOHTIAZTA—ERETDLODRYIVHTY,

9 preferred (BE) L—ILEEHZLZF T,

9 Specifies a weight for a preferred rule. The node that with highest weight is preferred.
Q"Bw—w%ﬁﬁTékwt—ﬁbfué%%@%é#—tﬁC?WWTTO

© EETFIE. B Pod O 5L EHTH Pod DD matchExpression /{5 X —4 —DEDOE v b
DEOEFRERLEYT, INiZiEIn, Notin, Exists. Z 7 (& DoesNotExist D\ NH A FHAT
R

R

J—=RDIZRIVII, PodD/—RKRDT7 714 =ZT 4 —Ib—I)L%&ml- I b L) RER
ICRZEENS VYA LBEICELSBEH. Podld/—RTHIEHEIEITINET,

147217714 =574 —JIL—ILDEE

LTFOFIEIZ, ZRILDHFWEZPod &E Pod DRV 12—V AAREICTET7 742714 —%FHT 3
Pod #1/EX 3 % 2 DD Pod DEMAZREEARLTVWET,

1. Pod A#RDEFEDSNILDf W= Pod #ERL X T,

$ cat team4.yaml
apiVersion: vi
kind: Pod
metadata:
name: security-s1
labels:
security: S1
spec:
containers:
- name: security-s1
image: docker.io/ocpge/hello-pod

2. D Pod DYEELEFIC. LATFD & D IC Pod E#RZ#REL £
a. podAffinity 2 ¥ > #' % L T. requiredDuringSchedulinglgnoredDuringExecution
INT A —% —F =1 preferredDuringSchedulinglgnoredDuringExecution /X5 X — % —
ZRELET,
b. WL TWEREDHZF—BLTMEZIBEEL T, #HHR Pod ZMhd Pod &HICZ 4T

Ta—IVTEUEINHDIHBE. RADPod DZRILERL key £ U value /35 X —4 —
EEALET,

I podAffinity:
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requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
matchExpressions:
- key: security
operator: In
values:
- S1
topologyKey: failure-domain.beta.kubernetes.io/zone

c. operator ZI5E L ¥ 9, JEEFIE In. Notin, Exists. F7-i% DoesNotExist IC$ % Z &
NTEFT, LEZE BEFInZFERALTSRNILE ) —RTREICREELDICLET,

d. topologyKey # EELET, Chidk, YATLNMRAOAY—RAA VERTLDICFERT
DEANICT —Y HDEREI N Kubernetes TNV TE,

3. Pod ZF L &7,

I $ oc create -f <pod-spec>.yaml

14.722.F 774 =571 —IL—ILDEE

LTFOFIEE. SNRILDFFWzPod & Pod DR Y a—I)ILDREILEZRITTZIET7T 74 =714 —D
preferred (fB5E) IV —IV AT % Pod Z{EX T % 2 DD Pod DEMARFEEZTRLTVWET,

1. Pod E#RDEEDSNILDfFW= Pod #ERAL X T,

$ cat team4.yaml
apiVersion: vi
kind: Pod
metadata:
name: security-s2
labels:
security: S2
spec:
containers:
- name: security-s2
image: docker.io/ocpge/hello-pod

2. fthd Pod DEMEFIC, Pod ik ZiwEL TUTDNIX -9 —ZRELITT,

3. podAffinity 2 4 > #' % L T. requiredDuringSchedulinglgnoredDuringExecution /X5
A —4 —ZF /=13 preferredDuringSchedulinglgnoredDuringExecution /X5 X —4% —%Z&FE L
x7,

a. /—RDE#%1-I00 TEELEY., REEVEAE2F D/ —KHIBEINET,

b. /L TWAHEDOHZF—BLMEEIBEL XTI, Fi Pod 2D Pod & HICR YT
Ta—IINBWVWELDICTERENHBIHE. XD Pod DSRILERL key H LTV
value XS A —49—%FHLET,

podAntiAffinity:
preferredDuringSchedulinglgnoredDuringExecution:
- weight: 100
podAffinityTerm:
labelSelector:
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matchExpressions:
- key: security
operator: In
values:
-S2
topologyKey: kubernetes.io/hostname

c. preferred (JB%%) L —ILDIFE. EdH% 1-100 THREL F 7,

FUE RV

d. operator #I5E L ¥ 9, JEEFIL In. Notin, Exists. F7zi% DoesNotExistIC$ % Z &
NTEFT, EZE BEFInZFERALTSNILE ) —RTREICREELDICLET,

4. topologyKey A3 8EL £T, hid, YRTALANPMNROY—RAA VAERTLOICFERTZE

BIICT —4 D3} E I N7z Kubernetes S NJL T,

5 Pod ZE L &9,

I $ oc create -f <pod-spec>.yaml

14.7.3. {3

LLTFDFIE, PodDT7 74 =74 —BLVkT7 74 =714 —ICDODWVWTRLTWVWET,

14.7.31.Pod D7 7 4 =F 4 —

LLTFDFIE, =BT EIRILETIRNILELIY—%EFDPodICDWTDPodDT7 74 =714 —%x%L

TWE 9,

® Podteam4 ICIZ SN team:4 BfFIF LN TWET,

$ cat team4.yaml
apiVersion: vi
kind: Pod
metadata:
name: team4
labels:
team: "4"
spec:
containers:
- name: ocp
image: docker.io/ocpge/hello-pod

e Pod teamda IZi3. podAffinity D FICS NIt L 44— team:Ad BT SR TVWET,

$ cat pod-team4a.yaml
apiVersion: v1i
kind: Pod
metadata:
name: team4a
spec:
affinity:
podAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
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matchExpressions:
- key: team
operator: In
values:
-4
topologyKey: kubernetes.io/hostname
containers:
- name: pod-affinity
image: docker.io/ocpge/hello-pod

® team4aPod & team4 Pod EEL ./ —RICRT P a1a—I)LEnZET,

14.7.3.2.Pod DFF7 7 1 =5 1 —

LLTFDANE, =BT EIRILETRNILEL I —%FDPodICDWTDPodDIET 714 =714 —%7K
LTWZET,

® Pod pod-s1IZIE S NJL security:s1 BT IF 5 TWE T,

cat pod-s1.yaml
apiVersion: vi
kind: Pod
metadata:
name: si
labels:
security: s1
spec:
containers:
- name: ocp
image: docker.io/ocpge/hello-pod

® Pod pod-s2 (CI&. podAntiAffinity D FICSNILE L 7 4 — security:s1 BT 1T 5N TWE
ER

cat pod-s2.yaml
apiVersion: vi
kind: Pod
metadata:
name: pod-s2
spec:
affinity:
podAntiAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
matchExpressions:
- key: security

operator: In
values:
-s1
topologyKey: kubernetes.io/hostname
containers:

- name: pod-antiaffinity
image: docker.io/ocpge/hello-pod
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® Pod pod-s2 . security:s2 SRILDfF WV Pod 23D/ — RARWEEIFRATY1—)L3h
FtHA. TOITRILDMWMD Pod HB7RWIGE. #HR Pod IFRBREDF HICAY X,

NAME READY STATUS RESTARTS AGE IP NODE
pod-s2 0/1 Pending 0 32s <none>

14.7.33. — T 5 FRIWVDIRNPod DT T4 =714 —

UTFDflE, =T 2IRNILESRILELIY—DHREWPodICDWTDPodDT7 74 =54 —%xL
TWET,

® Pod pod-s1IZIE S N security:s1 BT IF 5 TWE T,

$ cat pod-s1.yaml
apiVersion: vi
kind: Pod
metadata:
name: pod-s1
labels:
security: s1
spec:
containers:
- name: ocp
image: docker.io/ocpge/hello-pod

® Podpod-s2 ICIESRILEL 74— security:s2 h'H Y £,

$ cat pod-s2.yaml
apiVersion: vi
kind: Pod
metadata:
name: pod-s2
spec:
affinity:
podAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
matchExpressions:
- key: security
operator: In
values:
-82
topologyKey: kubernetes.io/hostname
containers:
- name: pod-affinity
image: docker.io/ocpge/hello-pod

® Podpod-s2 (F pod-s1 EFEL/—RICZAT P 21—ILTEEHA.
148.F MR a—) 78L&t/ — KL IS —

14.8.1. &
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A node selector specifies a map of key-value pairs. The rules are defined using custom labels on nodes
and selectors specified in pods.

Pod '/ — RTERITT2EHZWACTICIE Podld/ —RFDINIVELTRINSEF—EEDORT =
FoTWaRENHY XY,

BALPdBECT/—RDT774=714—& /—RELIVI—%ZFRALTWBRHAEIF. UTD [EZ7%
EREFHE] 2Z2RLTIEIWY,

1482. /— REL 74 —0DHE

Pod %7 T nodeSelector % {35 Z & T, Pod EHBEDINILDAFWE ) —ROAICEBET B &
NTEZXT,

1L BTN GEME. T/ —RTOINILDERH] 28R) LT/ —FEL 75 —DREIC
Ty N7y TINTWBZEARALET,
=& ZIX, Pod RENMELSNI)LART nodeSelector [EAFDODZ & 2R LE T,

apiVersion: v1
kind: Pod
spec:
nodeSelector:
<key>: <value>

2. Modify the master configuration file (/etc/origin/master/master-config.yaml) in two places:

a. Add nodeSelectorLabelBlacklist to the admissionConfig section with the labels that are
assigned to the node hosts you want to deny pod placement:

admissionConfig:
pluginConfig:
PodNodeConstraints:
configuration:
apiversion: vi
kind: PodNodeConstraintsConfig
nodeSelectorLabelBlacklist:
- kubernetes.io/hostname
- <label>

b. Then, add the same to the kubernetesMasterConfig section to restrict direct pod creation:

kubernetesMasterConfig:
admissionConfig:
pluginConfig:
PodNodeConstraints:
configuration:
apiVersion: v1
kind: PodNodeConstraintsConfig
nodeSelectorLabelBlacklist:
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- kubernetes.io/hostname
- <label_1>

3. EEEBWICT %7281 OpenShift Container Platform B8 L £ ¢,

I # systemctl restart atomic-openshift-master

pa 3

BLU PodBET/ —RELIIY—E/—RDT7 714 =74 —%2RALTVWBRHEEIR. X
TISEBLTLEE WL,

e nodeSelector & nodeAffinity DE A %R ET 5% E. Pod BMER/ — N TR
Ta1—IINBILIREELDORGLHE L TVWBIRENHY X7,

e nodeAffinity ¥ 1 ZICBEET 1T 5 M7= 1RE D nodeSelectorTerms %#15E 9 535
A. nodeSelectorTerms ODWIFNMAHLINTWVWBIFEICPod &2/ — KICR
TI1—ITBIENTEET,

e nodeSelectorTerms (CREE T I 5 N 7-1E# D matchExpressions % 3i5E 3 %15
A, T RXTD matchExpressions M'ii7/z- SN TWBIFEICDH Pod & / — RIC
AT a—I)VTBIENTEET,

149. A 2 —) v IB LUVBE

14.9.1. I &

TAVIMNBLUOBRRICEY, /J—FIE/—FRETRT V12— IVTE2REDH D (FLIFRTP21—ILT
NETHN) Pod AHETE T,

14.9.2. 71 ¥ b B L U'AER (Toleration)

TAVMIZEY, /—RIEPodIC—8T 23 BRI RWEEICPod DRIV 12— ILEERTDHIEN
TXZEY,

T4V ME/ — Rtk (NodeSpec) T/ — FICERA I h, BFERIL Pod {t#k (PodSpec) T Pod ICiE A
INFET, /—ROTFAVMI/—RIZHL, T4V FEBRRBLARVWTRTO Pod BT DL D18
a__\L/i-g_o

T4 MBLUBRRIE key. value, BLWeffect TRERINTWET, FBEEFICLY., ThbD3D
DIRFA—=HF—DWITNDOEEDEFILTHIENTEET,

KUAITAV MBELIUCARIBAVR—FR Vb

NRNIA—5— B

key key ICIE, 253 XFETOXFINEFEATEIY, F—RBIXFELREIBFTH
B BIRENDHY., XF BF. MM TV, Ry MNBLOT7UY—237%8
HBIENTEZXT,
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NSA—4H— B
value value ICId. 63 XFEFTOXFIAFERATETEY, BIIXFFHIIHFTH
BT BZRENHY., XF, HFE. N TV, Ry BLBT7UV¥—RO7%5
HBENTEET,
effect effect FLLTFOWIThNCT B ENTEET,
NoSchedule

o T4V MI—ELAWHR Pod i
J—=KRICATYa—-ILInhFEtA.

o /—RDEEFPodEZDFEFICAHRY
gg-o

PreferNoSchedule o TAYVMI—BILARWHIRPod &

J—RICAHT Y 2a—ILINBEREMED
HYFITH, RTT1—5—FRHT
Ja—ILLABEVWEDICLET,

o /—RDEEFEPodiEZDFEFICAHRY
ij-o

NoExecute o FAYMI—ELAWEE Pod i

J—=RICRATYa—ILTEEEA,

o —HYZRBERF AWV —RNOBE
Pod IZHIBR I N E T,

operator
P Equal key/value/effect /X5 X —4 —3—BT 2

ENHYET, TNETI7HILMIRYET,
Exists key/effect X5 X —9 —lz—HT 2 HEHNH

YEST, WTFhIc—ET % value /85 x —
H—EBDFFICTIHENHY FT,

BAREFTAVME—BLEFT,
e operator /X7 X —4% —A Equal ICEREINTWBIHE:
o key/N\TA—F—FALICARY FT,
o value NI X =% —FRALCICHRY XY,
o effect/N\TX—F—FALCICHRY XY,
e operator /X5 X —4 —1¥ Exists ICEREINT WS I54E:

o key/N\TA—F—FALICAY FT,
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o effect/X\TX—4—EEALICRY X,

149.21. 8871~ bOFEA

BEOTAY &AL/ —RNIZ, BBOBR%ZE L Pod ICERET 2 &N TETE T, OpenShift
Container Platform (X8 DT 14 v M EBRBEUTD LD ICNEB L T,

L Pod IC—RY28BD0H5714 Y MeWEBLET,

2. BYD—LAWTA Y MEPod ICDWTLLTD effect 257,

o cffect ' NoSchedule D—F LAWTF 1 >~ MDY 1 DL EH B35E. OpenShift Container
Platform & Pod % / — RICRT Y a2a—I)ILTEFH A,

o cffect 5* NoSchedule D—F LA WTF A ~ kD7 <, effect ' PreferNoSchedule ®—%
LW Fq4 > M1 DL EH BI5E. OpenShift Container Platform (& Pod @ / — KA®D
AT a—=)LERITLEEA,

o cffect #* NoExecute D71 ~ b A1 DLLEH B3HFE. OpenShift Container Platform (&
Podz/—RHDBHIESI MTZH(/—RTITTICETHDIFEE)., F/lEPodDED/ —
RADRT T a—ILHAERITINFEHA (/— RTEEERTINTLAWSGE),

o TAVIERRELAWVWPodETCICTIEY hEINET,

o ZHRIDHEHRIC tolerationSeconds A EEE T ICT A~ NEBERT % Pod IXKAIT/NA
VRINhEFFICRYFT,

o IBE I N7 tolerationSeconds #HFD 71 ~ N A2 BERT % Pod IFIBE I N/ HIR/ N1
Y REINEY,

IR
o J/—NRNIZIEULTFTOTFTA Y ADHY F7,

$ oc adm taint nodes node1 key1=value1:NoSchedule
$ oc adm taint nodes node1 key1=value1:NoExecute
$ oc adm taint nodes node1 key2=value2:NoSchedule

e Pod ICIFLLTORBIHY £,

tolerations:

- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoSchedule"

- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoExecute"

ZDBE. 3D2EBDTA Y MI—HT BRI WD, Podid/ —RICATYV21—-ILTEFEHA.
Pod I DT A4~ MDEIMEFIC/ — RTITILERITINTULWERGARETIEINE T, 3DBDT
AV KMNEI3IDDFTA Y NOPRTPod TREBINBVKEE—DTA VY NTHBHTT,

1493. 714 > NDEEE/ — KRADEM
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TAVKBLIUVBRRAIVR—F Y MOKRTHIAINTWE /NS A =9 —EH(Cocadmtaint A<V K
EFERALTCTA M/ —RNICEBIMLEY,

I $ oc adm taint nodes <node-name> <key>=<value>:<effect>
).
I $ oc adm taint nodes node1 key1=value1:NoSchedule

The example places a taint on node1 that has key key1, value value1, and taint effect NoSchedule.

14.9.4. B2 D Pod ~DENN
RER% Pod ITBINT 3ICIE. Pod L4k % tolerations TV > 3 VA0 3 LD ICREL F T,

Equal BEF A ST PodREZ 7M1 ILDY >V T

tolerations:
- key: "key1" ﬂ
operator: "Equal” g
value: "valuei"
effect: "NoExecute"
tolerationSeconds: 3600 6

QQQQ%4 VEBLUVBRRIVR—FV N DRTHIAINTUWLS toleration /85 A —4—T1,

g tolerationSeconds /85 X —#% —|&, Pod AT E Y NI NBHNT/ — RIS Y RS 28R %
BELET, UTD Pod TEV Y 3 v BIESH 2 RRHE (W) OfFR] #8588 LT EX
W,

Exists BHEF AU PodB{EZ7 74 ILDY VT

tolerations:

- key: "key1"
operator: "Exists"
effect: "NoExecute"
tolerationSeconds: 3600

INSDOBEFEOWVWTNE LEZD ocadmtaint v RTERINEZTA Y MI—BLET, WwIhh
DBREDH D PodlE nodel ICRT TV a—I)LTEZET,
14.9.41.Pod DI EY Y 3 v & BEX B 2 2HE #E) oA

Pod fL#k(C tolerationSeconds /X5 X —4% —%3EE L T, Pod AT EY KINBHIZ/ — RIZ/NNA YV
REINZEEAIEETETEY, effect NoExecute DH3 71 >~ hD/ —RICEBIIXINZHE8,. 71V
FNERZBLAWPod IEEIBFICTIEY RINFET (TA VM EBRRTDPodidIEY FINFEHA) &
7ZL. TEY hXIN 3 Pod I tolerationSeconds /X5 X —4% —12'% %354E. Pod IFHIEINICA 5 F
TIEYZ hEINFEHA.

f:
I tolerations:
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- key: "key1"
operator: "Equal”
value: "value1"
effect: "NoExecute"
tolerationSeconds: 3600

ZZT, CDOPodDETHTHDZEDD, — BT 25742 MHBRWFE, Pod & 3,600 WE/NN1 VK
INFFERY, ZORICIEI NINET, T4 7 MO ERAENCHIBINB5E. PodldTEY

IhE A,

14.9.4.1.1. BROVHEDT 7 # ) MEDEEE

This plug-in sets the default forgiveness toleration for pods, to tolerate the
node.alpha.kubernetes.io/notReady:NoExecute and
node.alpha.kubernetes.io/notReady:NoExecute taints for five minutes.
A—HF—HDRMHT 2 Pod REICWT N DERDLHBHE. T 74 MIBIMIhIEHEA,
TI7AINDORBOMEEBEMNCTZICE. LTFERTLET,

1. YAY—E&E T 71 )l (Jetc/origin/master/master-config.yaml) ZZ&E L T
DefauItToIeratlonSeconds % admissionConfig 22 > a VIZEML T,

admissionConfig:
pluginConfig:
DefaultTolerationSeconds:
configuration:
kind: DefaultAdmissionConfig
apiVersion: v1
disable: false

2. BEEBWICT B728IC. OpenShift #HEENL £,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

3. T77.f)l/ I\b\ 7][]"51’1,1\:\%) t%ﬁ&;ubij—o
a. Pod Z{ER L E 7,

I $ oc create -f </path/to/file>
).

$ oc create -f hello-pod.yaml
pod "hello-pod" created

b. Pod @%Q'EE%EEDIL\ L i '3_0
I $ oc describe pod <pod-name> |grep -i toleration
i

$ oc describe pod hello-pod |grep -i toleration
Tolerations: node.alpha.kubernetes.io/notReady=:Exists:NoExecute for 300s
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14.9.5. Preventing Pod Eviction for Node Problems

OpenShift Container Platform &, node unreachable & & Uf node notready IKf&A 71 ~ & LT3k
TEBLIOBRETEFET, ChIZLY, T7ANDMDSHEFHRATEDTIEARL, unreachable (ZIER
BE) 7/l notready (EBHTE TULWARW) RREIZAR D / — RIS Y RENF FICAZHIRE % Pod
AR EICHEET DI ENTEET,

TAYVIMR=ZADIEYY 3 VEELEMICINZRET, T4V MNMI/—RayhO—5—IC&2T
HEMIEIMIN, Pod% Ready / — KOO IEY N 50DBENOOT Y JIZEBDICINZE T,

e |f anode enters a not ready state, the node.alpha.kubernetes.io/notReady:NoExecute taint is
added and pods cannot be scheduled on the node. Existing pods remain for the toleration
seconds period.

e |f anode enters a not reachable state, the node.alpha.kubernetes.io/unreachable:NoExecute
taint is added and pods cannot be scheduled on the node. Existing pods remain for the
toleration seconds period.

TAVIMR=ADIEI 3V EEMITBICIE. LTEETLET,

1. YRY—ERET 7 1 )L (Jetc/origin/master/master-config.yaml) #Z&E L TUT %
kubernetesMasterConfig =7 > 3 v IZEML £,

kubernetesMasterConfig:
controllerArguments:
feature-gates:
- "TaintBasedEvictions=true"

AV M/ —RNISEBMINTWS I ZHRLET,
oc describe node $node | grep -i taint

Taints: node.alpha.kubernetes.io/notReady:NoExecute

Ry —

ZTEAEBMICT 570HIC, OpenShift zBEHL £7,

# systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

4. BFR%Z Pod ICEMLZEY,

";ég
tolerations:
- key: "node.alpha.kubernetes.io/unreachable”

operator: "Exists"

effect: "NoExecute"

tolerationSeconds: 6000

Flld, UTFZRTLET,

operator: "Exists"
effect: "NoExecute"

tolerations:
- key: "node.alpha.kubernetes.io/notReady"
tolerationSeconds: 6000
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pz -1o)

J— RDORBEBEDRERFIZCPdITEY Y avDEEDL — NEIROEEEMIET 275

I, YRATALRTA VN AL —"DEIRINAFETEMLEYS, ChiTLY, ¥R

H—D) =Ko N—=F 4> aVibINBBEREDYF ) A TRET D KFEER Pod
IEV 3V ERSCIEDNTEET,

14.9.6. Daemonset & L VAR

DaemonSet pods are created with NoExecute tolerations for node.alpha.kubernetes.io/unreachable
and node.alpha.kubernetes.io/notReady with no tolerationSeconds to ensure that DaemonSet pods
are never evicted due to these problems, even when the Default Toleration Seconds feature is disabled.

14.9.7. 3|

TAYMBLURERIE. PodZz/— KO BEIYBEL, / —RTRITINEANETRWVWPodZTES b
THERRMDOHZAEELTERTETY, UTIRBENRSFTYFDOVDONIRYET,

o /—RZI1—H¥-—FRHICTS
e 1—H—%/—RNIINAMV T3

o BHMN—RYzT7EE D/ —REEHERH/ —KIZT3

149.71. /—KR%&1—YH—5HICT S
J— ROty NEFEODI—H—ty NHHMICERT 2L ICEETEET,
BHRE/—REEETDICE. UTEEFLET,

. TAVMNEZENLD ./ —RIZEBMLET,
IR

I $ oc adm taint nodes node1 dedicated=groupName:NoSchedule

2. Add a corresponding toleration to the pods by writing a custom admission controller.
BRDH2 Pod DANER/ —REFRATEIIEEZHFAINET,

149.72. A—Y%—D /) —RKADNRA VK
BELI—Y—NER/ —FOHAZFEATEDLDIC/ —RZ2BRETDIENTEET,
J—RE1—F—OFERATELE—D/—RELTHRETSICIF. UTZ2ERTLET,

. TAVMNEZENLD/ —RIZEBMLET,
IR

I $ oc adm taint nodes node1 dedicated=groupName:NoSchedule

2. Add a corresponding toleration to the pods by writing a custom admission controller.
24> bO—F—I&. Pod #' key:value 5 /L (dedicated=groupName) »* 7 57z / —
RDIHICRATT2a—IbINBELIIC/ —RDT7 71471+ —%BMLET,

3. F4 Y NERBEDS NI (key:value SRILARE) 2HH/ — RiEMLE S,
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149.73. K/ N— KOz 7%/ D/ —FK

J—RONRERY T2y MORFHRN—RI TP (GPURE) ZR/HDIFTRI—TIH, T4V hELV
BREFEALT. HHRN—FRV I 72RBELBWVWPodZZN oD/ — KOO EIYREL, Fik/N\—F
VITEREETDPodEETDEXICTEIENTEEY, T, FHRN—RIVIT720EETD
Pod I LTHRED/ —FERAT2IE2ERTDHIEHTEET,

Pod DMERN— RO I T7HLTOYIINDLIICTBICE, UTFERTLET,

L UTFoaxy RowFnhrzERAL T, BFEN—RKOzT7%5FE D/ —RIITA VM ERELE
-a—o

$ oc adm taint nodes <node-name> disktype=ssd:NoSchedule
$ oc adm taint nodes <node-name> disktype=ssd:PreferNoSchedule

2. Adding a corresponding toleration to pods that use the special hardware using an admission
controller.

EZWEENIYMO—F—EBR%ZEMT 5 & T, Pod D—EBDFFHZMFEMA L. Pod 20k / — K
ZERATESINEI N ZHBITEET,

Pod &MERN—RIVIT7DHEFEATEZLDICTBICE, BMDOAAZIXLDNBETY, LEAE

BRN—RODzT7EFED/—RIISGRLVE[MF, N—RDxzT7E2hEEFTBPod T/ —KDF7714=
T4 —%FERATEEXY,
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FHEIA—ID

X5
wi

F15Z V4 — Y DERTE

15.1. =

ResourceQuota # 7V ¥ N TCEZRIND VY —R IV +—Flk. AV I NI EICN) Y —RHEEE
DT EFIRT 2HMWEBELE T, Chid. 94 77OV TV NTERTE 24727 hO#
BE55IRTZEHIC, 20OV MDY —ANBEETEZIE2—N)Y—ABLTCRAMNL—
COREEEFIRTDBIENTEET,

pa 3
A See the Developer Guide for more on compute resources.

152. 7 +—49 TCEEBINB)Y—2R

LUFTIE, 74— 49 CEEBTEZ2—EDAVE2—RN)Y—REFTIT VML TITOVWTEHBALE
_a_o

pa T
) status.phase in (Failed, Succeeded) 7' true MIHE. Pod IFIR TIREEIZH Y £,

X517 4—494TCEBXNZOAVEa—MN)Y—2R

Yy —24 tEA

cpu HERTREDTNTOD Pod TD CPUBKRDAFHIIDEZBAS I ENTE
FtA. cpu &L Urequests.cpu (EFE LET, AR E D& L THER
TEXXY,

memory R TIREDITANTDPod TOXE —BERDEFHIZIDEZBAZIENT
X £t A memory & & Urequests.memory (EFE CET. KMPAELREDE
LTERATEET,

requests.cpu HERTREDTNTOD Pod TD CPUBKRDAFHIZDEZBA DI ENTE
FtA. cpu &L Urequests.cpu (EFE LET, R#aaERE D& LTHER
TXXY,

requests.memory R TIREDITANTDPod TOXE —BRDEFHIZIDEZBAZIENT
T ¥t A memory & &£ U'requests.memory (FE CET. TBRAREREDE
LTERATEZET,

limits.cpu R TIREDITANTD Pod TD CPUFIRDEEHIZDEZBASZIEHNTE
Tt A

limits.memory R TIREDITANTD Pod TOXE —HIRDOEEFIZIDEZBAZIENT
TFE A

K527+ —9 TCEBINhDZAML—TJYY—R
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VY—2%4 B4

requests.storage EEDIRED $ R T D Persistent Volume Claim (kAR Y 2 —ALER, PVC)
TDANL—VEROAEHEIZDEABAZIENTEE A,

persistentvolumeclaim  70O0Y ¥ MIFEETE % Persistent Volume Claim (kAR Y 2 — AEK,
s PVC) DEEHTY,

<storage-class- —HIBRAMNL—V IS RERD, ERDOREDT X TD Persistent Volume
names>.storageclass.st  Claim (kfii/R ) 2 —ALEXR, PVC) TOR ML —YERDODEFHIZDEEBA
orage.k8s.io/requests. 5ZENTEZEEA,

storage

<storage-class- 7OV MIFEETES, —HIBRAMNL—TY U5 R%&HFD Persistent
names.storageclass.st  Volume Claim (kiR 1) 2 —ALERK, PVC) DEEHETY,
orage.k8s.io/persistent

volumeclaims

RI53V4A—9TEHINDATITI MK
Y —2%4 B4
pods 7OV Y MIFEETE DHFRTIRED Pod DEEFHHTT,

replicationcontrollers TRV MIEETESL ) S —Yavyay hO—5—DOAEHTY,

resourcequotas TRV MIGEETEDR Y Y —R IV +— 9 DEEHTT,
services TR MIBEETES Y —ERDEFHTY,

secrets 7OV MIBETESY—J Ly NOAEHHTY,
configmaps 7OYz Y MIBEETE % ConfigMap 7Y x40 FOEEETY,

persistentvolumeclaim  70O0Y ¥ MIFEETE % Persistent Volume Claim (kAR Y 2 — AEK,
s PVC) DEEHTY,

openshift.io/imagestre 7OV MIBEETEZA A=Y A N)—LDEFETT,
ams

5.3.94#—49DRA21—7

BV A—FIFRAA—TF Oty MEEMITONET, V1 —FF NEINERDI-TOREERS
IK—HT2HBBICDA) Y —ZADFERRRZREL XTI,

AA=T% 9 7—9ICBMT S E. V+—9DBRIND)Y—ADEY MEFIRTEXET, FTIh
2y NUADY Y —R%EBRETDE RAETT—HRELIT,
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Z2a—7 Bl

Terminating spec.activeDeadlineSeconds >= 0 ® Pod IC—H L £ 9,
NotTerminating spec.activeDeadlineSeconds #* nil ® Pod IC—X L %9,

BestEffort cpu F7zid memory DWW NH D QoS (Quality of Service) H* Best Effort ™D

Pod IC—BLE¥, JvEa—FMYY—RDOI v MIDOWTOFEMIE,
FQoS (Quality of Service) 7 7 2] SR LTI,

NotBestEffort cpu B & Y'memory @ QoS (Quality of Service) A Best Effort T74\L Pod IZ
—®LFY,
BestEffort 20— I&. UTDY YV —REFIRT DLV A—9EFIRLET,
® pods

Terminating. NotTerminating. & & U NotBestEffort 21— 1%, UTFDY YV —X%EHTE LD
WK 4A—9%HIRLET,

® pods

® memory

® requests.memory
® [imits.memory

® cpu

® requests.cpu

e [imits.cpu

15.4. 7 # —% DEHE

TAVI I D)V —RIF—IDRMIMERINZ &, OV ME BEFINERRREORKE
NEEINZETI + —9HINDERZEISEITARMEDH DR Y —XDERIKEZHRL &
-g_o

A= PMERI N, ERKROMEAEFINZ L, 7OV NIFKRIV T VY OEREFA L
FY, VY—RZFERIIIEET 50, 74— YDFEAER) Y —ADERILEIEEERLH S
EFCIBALET,

)Y —2R%HBIRYT 258, 74— 9 DFERZEE. 7O ) DY+ — YR 0OREDTL LB ER
WA INFE Y, REATRLKEZEELT. 74— Y EREORFHEZRERDAIND VAT LERX
TR DICRELRERZRELIT,

7OV Y NEENY # —SFERBIREBAZHE. —N—REDTIavEERL. 74—5H

HeERLTWEIE, BLIUVYRATATHRARIAINSGEAEOMEGHELZ RIT BRI —X v E—
IUNI—F—IRINZET,

15.5. REQUESTS VS LIMITS
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When allocating compute resources, each container may specify a request and a limit value each for
CPU and memory. Quotas can restrict any of these values.

7 #—% IC requests.cpu % 7213 requests.memory DENEEINTWBIHE, IXTOERFIVT
F—BETNEDY Y —REBATRHICERTZZENROLNET, 74 —4IC limits.cpu /1
limits.memory DENMEEINTWBRHE, IRXNTOEFEEIVTF—DNENLDY) YV —XDEARIZH
REEBET DI ENKOLNET,

156. VY=V A —9FHEDY VTV
core-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: core-object-counts
spec:
hard:
configmaps: "10" 0
persistentvolumeclaims: "4" 9
replicationcontrollers: "20" 6
secrets: "10" ﬂ
services: "10" 6

7OV Y MIFEIETE % ConfigMap 7Y =2 bDAEHHTY,

7OV Y MIFEETE % Persistent Volume Claim (KR Y 2 —LERK, PVC) DAFHHTTY,
TOYVII MIBEETESL )y —yavyay hO—5—0OAEHTY,

TOVIY MIBEETESY—J Ly hOBEETT,

7OV MIBEETEZHY—ERDEEHTT,

0009

openshift-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: openshift-object-counts
spec:
hard:
openshift.io/imagestreams: "10" ﬂ

Q TOV T MIBHETEZAA—C AN —LDEEHTT,

compute-resources.yaml|

apiVersion: v1i
kind: ResourceQuota
metadata:

name: compute-resources

146


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/developer_guide/#dev-compute-resources

spec:
hard:

pods: "4" ﬂ
requests.cpu: "1" g
requests.memory: 1Gi 6

limits.cpu: "2"
limits.memory: 2Gi

R THREDTRTD Pod ICEWT.
FRTIREDTRTD Pod ICEWT.

FRTIREDTRTD Pod ICEWT.

0009

FRTIREDTRTD Pod ICEWT.

besteffort.yaml

apiVersion: v1i
kind: ResourceQuota
metadata:

name: besteffort
spec:

hard:

pods: "1" ﬂ
scopes:
- BestEffort 9

1]
2]

<7

% Pod DAICHIBRL £,

X5
wi

FHEIA—ID

7OV Y MIFEETZ 2R TIRED Pod DA T,

CPUERDEEHX1AT7A5BABIENTETEHA,
AE)—BROBEIZIGIABADZIENTEEHA.
CPUKIBRDEEHIZ 2 75 BAD T ENTIEH A,

XEY—HIPRODEEHI2GI A#BABIENTETFEHA,

7OY Y MIHEETE % QoS (Quality of Service) A° BestEffort MIEFL TIREED Pod DEEHEK

VF—F%, XEY—FIECPUDWVWTNHMND QoS (Quality of Service) h¥ BestEffort D— 9

compute-resources-long-running.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: compute-resources-long-running

spec:
hard:
pods: "4" ﬂ
limits.cpu: "4" g
limits.memory: "2Gi" e
scopes:
- NotTerminating ﬂ

Q JER TIREED Pod DAEH T,
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@ HETREDOTRTOPod iKBWT. CPUMRDATIFZDEEBAB I ENTEE A,
© FETREOTNTOPodKBVT, A EY—HBOBFHIZDEEBAZ I ENTEEH A,

Q 7 # —4# % spec.activeDeadlineSeconds 7* nil ICEREINTWSE—T % Pod DAICHIR L £
9. EJ KR Pod &, RestartNever R') < —A#EMA I W 5EIC NotTerminating IC7Y) £,

compute-resources-time-bound.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-time-bound
spec:
hard:

pods: "2" ﬂ
limits.cpu: "1" g
limits.memory: "1Gi" e
scopes:
- Terminating

FEHR TIRRED Pod DEEHH T,

HBRTREDITANTD Pod ICBEWVWT, CPUFIBRDEEIEIDEZBAZ I ENTEEEA,
FRTREDIANTDPod ICBEVWT, XEY —HFIROGFHIZDEZBASIENTEIEA,
9 # —4# % spec.activeDeadlineSeconds >=0 ICEEEINT WS —T % Pod DAICHIR L £

T, L&A TDVF—FIEEI R Pod 72137 704 ¥ — Pod ICHEBEZ5 X F$H. web
Y—NR—F BT —IR—RGEDRBERTING Pod ICRFEEEZS X TH A

- -

storage-consumption.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: storage-consumption
spec:
hard:
persistentvolumeclaims: "10" ﬂ
requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" 6
silver.storageclass.storage.k8s.io/requests.storage: "20Gi" ﬂ
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 6
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ

ﬂ 702 7 MAD Persistent Volume Claim (kiR ) 2 —AERK, PVC) DEEHENTT,

9 7OV Y bDFTRTD Persistent Volume Claim (kfEHR Y 2 —LER, PVC) ILEWVWT, BRI
NBEZARNL—VDEFIIDEZBADIENTEEEA,
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©® oYy OFTATO Persistent Volume Claim (kiR Y 2 —LER, PVC) IZBWT. gold 2
NL—Y O SRATERINBANL—VDEFITIIDEZBAZIENTEEEA,

Q 7OY Y bDFTRTOD Persistent Volume Claim (kiR Y 2 —ALERK, PVC) ILBWT, silver
AMNV=YOSRATERINBZANMNL—VDEFHEIZDEEZBADZENTEEZHA,

9 7OV Y bDFTRTO Persistent Volume Claim (kiR Y 2 —AERK, PVC) ILHWT, silver
AMNV=Y VS RADEROEEHIEIIDEZBAD I ENTETEEA,

6 702 Y bDIRTOD Persistent Volume Claim (kiR ) 2 —ALAERK, PVC) IZHWT, bronze
AML—VISATERINDZAIL—VDEEIEIDEZBADIENTEIHA, TNH0
ICEREINDIFBA, bronze ANL—YV IS RAREAMNL—VEBERTERVWTEEEKRLET,

Q 7OY Y bDFTRTD Persistent Volume Claim (kiR Y 2 —ALERK, PVC) IZHWT. bronze
AML—VISATERINDAIL—VDEEIEIDEZBADIENTEI A, TNH 0
ICEREINDIHEIE. bronze ANL—V VS ATREREFERTERVWIEEZEKRLET,

15.7. U # — 4% DYERK
To create a quota, first define the quota to your specifications in a file, for example as seen in Sample
Resource Quota Definitions. Then, create using that file to apply it to a project:
I $ oc create -f <resource_quota_definition> [-n <project_name>]
fi):
I $ oc create -f resource-quota.json -n demoproject
15.8. 7 # — 49 DX~
web AVY—I)LTT7OYVIY bD QuotaR—IICHEIL., 7OVIV MDY+ —F TEEIND/N\—
NHIBRICEEEY 2 ERKRDORETZRTTEET,
CLIZERLTI+—9DFMZRRIBDIEELTEEY,
L RIS, 7AOVI I M TCEBEINLIA—YD—EZBBLET, & xIE. demoproject &
WS> 70> zy hDBE. UWTFEEITLET,
$ oc get quota -n demoproject
NAME AGE
besteffort 11m
compute-resources 2m
core-object-counts 29m
2. ORI, BAET 20 4—7ICDOVWTEIRLEF T, /=& AIE. core-object-counts 7 # — 4 D15
a. UTZexRTLEY,
$ oc describe gquota core-object-counts -n demoproject
Name: core-object-counts
Namespace: demoproject
Resource Used Hard
configmaps 3 10
14

€
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persistentvolumeclaims 0 4
replicationcontrollers 3 20
secrets 910

services 2 10

15.9. 7 # — 4% OREAEAB D& E

)Y =Dty MBIRINZEEIC, )Y —XOREHARE D /etc/origin/master/master-config.yaml
7 7 1 )LD resource-quota-sync-period X EICEL > TREINE T,

I+ =Y DFERAKRAETINDFNIC. I—HF—HIN) VY —ROBFER%EHITT 2 EHEIRET 256
Y £, resource-quota-sync-period EZZE LT, VYV —Xtv NOBENIFIEDHME (7
B ICETIN, VY —RE2BEMNATREICTSIENTEET,

kubernetesMasterConfig:
apilLevels:
- vibeta3
- vi
apiServerArguments: null
controllerArguments:
resource-quota-sync-period:
-"10s"

ZHEEIL, YRI—HY—EXRZBEELTENRLOEEZBEALEY,
I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

BERBREORER, )Y -—RAOERELCEEBENMEAIN A0 ) YV —AERKROH BRI
5% 9,

pa 3]
resource-quota-sync-period FXEIE. Y RAT LN T =TV RADNZTVRAEZWMB LD I
BREfSNhTWEY, RABMAEZERET L. YR —ICKEREBFNIDIN D AEMENH
L) i‘a—o

1510. 7 704 AV NRBILBWI DI 4—9ThoVvT140 Y

If a quota has been defined for your project, see Deployment Resources for considerations on any
deployment configurations.

5N YUY —ZEEICSIT2ARNL I +—5 DEX

VY —=ZAN ) #—F TEEINTUVWARWES, 1—H¥—(ICIFEETEZ YV —IXEDHIRELIHY £
Ao TeEZIE, QOId ARNL—Y IS RICEETERAMNL—UDI =D RWGE, 7OV Y MHE
MTESgold AMNL—YDEREENTI Y RINFEHA,

SAZAMDAVE2I—RFEIEFRAMN =YY Y—RDIFEE. BEEZIF) Y —2A5HEETD-HODOHERN
BRIA—IDRIENIBBEERDZELIICTIGE HYET, exld, 7OV TV MIgodAML—
VOSREAETEZIAMN L =YD =Y HATRNICAEINRTVWARWNGE, ZO7OV 7 hD1—
HF—FIDIL TODRAMN =V HERT DI EDNTEEHA,
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$F15E 74— Y DHRTE

BHEYY—ZADBEICBITZ2HTNRI £ —IDNBBEELDZLIICTZICE. UTORY U H%E
master-config.yaml (CEMNT 2 HENHY X7,

admissionConfig:
pluginConfig:
ResourceQuota:
configuration:
apiVersion: resourcequota.admission.k8s.io/vialphai
kind: Configuration
limitedResources:
- resource: persistentvolumeclaims ﬂ
matchContains:

- gold.storageclass.storage.k8s.io/requests.storage 9

‘) FI 4N THENEIRINE IIL—T/YY—RTT,

Qg FIAI NTHBRRERD, TI—T/YY—RICEERMF SN +—9 TBIFIND Y Y —
ADEZETY,

LEROHITIE., U +—4 > R TFT LT PersistentVolumeClaim 2 {Ef S 2 H . FLIIEHIT DT RTD
BEEAVIY—ETILET, Chid. 74— 9 TREBEINDVY—IANBEEIND & 2ERL. 7
OV RDENSD) Y —ZADY # =9 HNRWHFEICERIFEEINE T, 2OfITEI—HF—H

gold A hL =0 S RICEEMITONIZA ML —U A FHRAT % PersistentVolumeClaim % #E5 L TH
Y, 7OV MI—HT 27+ — 9B RWVERICIEERIESGTINE T,
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BEER IOV IV NDI +—FBE

16.1. =&

ClusterResourceQuota # 7 =7 N TEZINZER IO I MDI A —H1E, V4 —9YE5ERT
OYzI) MNETHAETEZLIICLET, ZREFNOBIRINWATOV Y NTHEAINS Y Y —RUE
EHXIN, ZOEFHIHBIRLAZTARTOTAV IV MNTYY —R&&IRTHHDICFERINET,

16.2. 7O 7 NDER

Oz ME P/ T—2avDOBIRFLESRNILOZBROWTND, FHIETZFOEAICEDVWTE
RTEFT, LE2E F/F—ravicEwerOovzy b 2BRT B3I, UToadv Y Ra=xE
TLET,

$ oc create clusterquota for-user \
--project-annotation-selector openshift.io/requester=<user-name> \
--hard pods=10\
--hard secrets=20

ZNIZLLT D ClusterResourceQuota + 7 =7 M &{ERR L £,

apiVersion: vi
kind: ClusterResourceQuota
metadata:
name: for-user
spec:
quota:
hard:
pods: "10"
secrets: "20"
selector:
annotations: 9
openshift.io/requester: <user-name>
labels: null 9
status:
namespaces: ﬂ
- namespace: ns-one
status:
hard:
pods: "10"
secrets: "20"
used:
pods: "1"
secrets: "9"
total: 6
hard:
pods: "10"
secrets: "20"
used:
pods: "1"
secrets: "9"

ﬂ BIRLATOY Y MW L TEREIN S ResourceQuotaSpec 7 72 9 KT,
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FeEmER O TI MDA —HEBE

T/ TF—oavoBiiRT—/EDOEL VY —TT,
7OV MNERIRTDEDIFERTESZSRNILELIH—TT,

BIRINAZEZETOV I NOBRED Y +—9 ODFERRR R T % namespace TEDT Y T T
-3—0

- o

© ERINETRTOTAYII MBS HEREORETY.

ZOEH IOV MDY r—yDERIEE. TN TOTS Y NERTI Y RKRA Y MEFRALT
<user-name> ICL > TERINZITRTOTAY Y b A& LET, T I T, 10Pod 8LV 20
v— Ly MIHIRRINZE T,

BRRICTNILICEDWT OV Y MERBIRTZICE,. UWTOaAYY REETLET,

$ oc create clusterresourcequota for-name \ﬂ
--project-label-selector=name=frontend \ 9
--hard=pods=10 --hard=secrets=20

Q clusterresourcequota & & U clusterquota (XA CI~Y> KDIT A ) 7ATY, for-name (&
clusterresourcequota + 7 =V NDEZFITY,

Q SRIVBNICTAY =7 N %EIRT % ICIE, --project-label-selector=key=value £z % L T
F—CEORTEEBELET,

ZNIZLLT D ClusterResourceQuota 7> =7 NEZA/EKR L X T,

apiVersion: v1i
kind: ClusterResourceQuota
metadata:
creationTimestamp: null
name: for-name
spec:
quota:
hard:
pods: "10"
secrets: "20"
selector:
annotations: null
labels:
matchLabels:
name: frontend

16.3. & FH o] 8272 CLUSTERRESOURCEQUOTAS DX~
oV MNEEEIZ. FBOOV ) MNEGHIRTZEH IOV IV NI+ —F EFERLEEY., &
BLAYT DI EHTEIHAL, ZRENOTOV LY MOBAINZERTOV LY NDY 4+ —4

HEFRARTDHIEETEZEY, 7OV Y NEEEIL. AppliedClusterResourceQuota ') ¥V — R & fF >
TINZERITTEEY,

I $ oc describe AppliedClusterResourceQuota

U EREINET,
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Name: for-user

Namespace: <none>

Created: 19 hours ago

Labels: <none>

Annotations: <none>

Label Selector: <null>

AnnotationSelector: map[openshift.io/requester:<user-name>]
Resource Used Hard

pods 1 10

secrets 9 20

16.4. BIRICH T BHE

I —FDENYHTEBERTZBICOY VICEALTERTZ2RENHZH, BH 7OV bD
J4—FTRIRINDT7IVT47R27OV ) NOBSEEREZRERICRYE T, B—0BH OV
JMNIA—HTI00%BAD 7OV MERBIRTZE, Thon7AOY Y MO APIH—NR—DHE
ICEDEENKRVET,
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7% HlIREBHE DR E

1718 E

A limit range, defined by a LimitRange object, enumerates compute resource constraints in a project at
the pod, container, image, image stream, and persistent volume claim level, and specifies the amount of
resources that a pod, container, image, image stream, or persistent volume claim can consume.

All resource create and modification requests are evaluated against each LimitRange object in the
project. If the resource violates any of the enumerated constraints, then the resource is rejected. If the
resource does not set an explicit value, and if the constraint supports a default value, then the default
value is applied to the resource.

O7 LimitRange4# 73t NDERE

apiVersion: "v1"
kind: "LimitRange"
metadata:
name: "core-resource-limits"
spec:
limits:
- type: "Pod"
max:
cpu: "2" 9
memory: "1Gi" 9
min:
cpu: "200m"
memory: "6Mi" 6
- type: "Container"
max:
cpu: "2" G
memory: "1Gi" a
min:
cpu: "100m"
memory: "4Mi" g
default:
cpu: "300m"
memory: "200Mi" m
defaultRequest:
cpu: "200m"
memory: "100Mi" @
maxLimitRequestRatio:

cpu: ”10"@
HIFREHA 7 T POKFITY .,
ITARTCOAVTF—ICBWT Pod A/ — RTEKRTES CPUDRAETT,
TARTODAVTF—ICEWVWTPod B’/ —RTERTZXEXEY—DRKRETT,

The minimum amount of CPU that a pod can request on a node across all containers.

0009

The minimum amount of memory that a pod can request on a node across all containers.
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Pod DE—IVFTF+—HNERTES CPUDKRAETT,

Pod DE—VTF—HERTEZALE) —DRKRETY,

The minimum amount of CPU that a single container in a pod can request.

The minimum amount of memory that a single container in a pod can request.

The default amount of CPU that a container will be limited to use if not specified.
The default amount of memory that a container will be limited to use if not specified.
The default amount of CPU that a container will request to use if not specified.

The default amount of memory that a container will request to use if not specified.

The maximum amount of CPU burst that a container can make as a ratio of its limit over request.

9000000909

For more information on how CPU and memory are measured, see Compute Resources.

OpenShift Container Platform @ Limit Range 4 7Y = ¥ b DEH

apiVersion: "v1"
kind: "LimitRange"
metadata:

name: "openshift-resource-limits"
spec:

limits:

- type: openshift.io/lmage
max:

storage: 1Gi ﬂ
- type: openshift.io/ImageStream
max:
openshift.io/image-tags: 20 9
openshift.io/images: 30

@ HBLIURLY—ILTYYaTEIBA A—JDBAY A XTT,
9 The maximum number of unique image tags per image stream'’s spec.

9 The maximum number of unique image references per image stream’s status.

Both core and OpenShift Container Platform resources can be specified in just one limit range object.
They are separated here into two examples for clarity.

17.11. 3> T F—DOHIR
YR—rXhBYY—2:
e CPU
o XE—

YR— b Th5H:
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817= HIPREE DX

AVFF—TERRESNES, WESNBHEAE, UTABLLTVWIBENHY T,

®171aAv5F—
% hiE
Min Min[resource]: container.resources.requests[resource] (% R) X7l
container/resources.limits[resource] (4 7> a ) LI'F
If the configuration defines a min CPU, then the request value must be greater
than the CPU value. A limit value does not need to be specified.
Max container.resources.limits[resource] (#78): Max[resource] UL T

If the configuration defines a max CPU, then you do not need to define a
request value, but a limit value does need to be set that satisfies the maximum
CPU constraint.

MaxLimitRequestRatio MaxLimitRequestRatio[resource] less than or equal to (
container.resources.limits[resource] /
container.resources.requests[resource])

If a configuration defines a maxLimitRequestRatio value, then any new
containers must have both a request and limit value. Additionally, OpenShift
Container Platform calculates a limit to request ratio by dividing the limit by the
request.

For example, if a container has cpu: 500 in the limit value, and cpu: 100 in

the request value, then its limit to request ratio forcpu is 5. This ratio must be
less than or equal to the maxLimitRequestRatio.

YR—bEIhBTT72I M

Default[resource]
IBED R WIHE X container.resources.limit[resource] #FFEDIEICT 7 # )L MEEL E T,
Default Requests[resource]

BEN L WHEIE. container.resources.requests[resource] ZFIEDIEICT 7 # L FEEEL £
ER

17.1.2. Pod D HlIRR
YR—brIh3YY—2R:
e CPU
o XE!—
#iR— b Xh B HK:
Pod DYARTODAVTF—ICBEVWT, UTFZHELTWBIRE HY FT,

+&17.2 Pod
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H# Eigxh 28

Min Min[resource] less than or equal to
container.resources.requests[resource] (required) less than or equal to
container.resources.limits[resource] (optional)

Max container.resources.limits[resource] (#78): Max[resource] LA T

MaxLimitRequestRatio MaxLimitRequestRatio[resource] less than or equal to (
container.resources.limits[resource] /
container.resources.requests[resource])

17.1.3. 4 X —2 DOHFIR
YR—IbEhB)Y—-X:
e XpL—Y
)Y —2494 T4
e openshift.io/lmage
AA—VTEICREINT T, EEINZHE. UTH—RLTVWEIRENHY X,

RI73A A=Y

H%9 i

Max image.dockerimagemetadata.size: Max[resource] & Y /NI WAHZEL W

)z 6

To prevent blobs exceeding the limit from being uploaded to the registry, the registry
must be configured to enforce quota. An environment variable
REGISTRY_MIDDLEWARE_REPOSITORY_OPENSHIFT_ENFORCEQUOTA must be
set to true which is done by default for new deployments. To update older deployment

configuration, refer to Enforcing quota in the Registry .

DIk

H
[=]

The image size is not always available in the manifest of an uploaded image. This is

especially the case for images built with Docker 1.10 or higher and pushed to a v2
registry. If such an image is pulled with an older Docker daemon, the image manifest
will be converted by the registry to schema vl lacking all the size information. No
storage limit set on images will prevent it from being uploaded.

RE. COBBEADRIGI THhNTWET,

158


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/upgrading_clusters/#enforcing-quota-in-the-registry
https://github.com/openshift/origin/issues/7706

817= HIPREE DX

171.4. 4 A= X N — LDFHIFR
YR—FEhB)Y—-2X:
e openshift.io/image-tags
e openshift.io/images
)Y —2494 T4
e openshift.io/lmageStream
AA=—VZARNY—LZTEICREINZT Y, HBEINBZIHFE, UTFH—HLTWBHRELNHY TT,

#*17.4 ImageStream

Hl%9 B

Max[openshift.io/imag length( uniqueimagetags( imagestream.spec.tags ) ):
e-tags] Max[openshift.io/image-tags] & Y /NI WHZEL W

uniqueimagetags I&. EEINLAKRS TDA XA —IAD—BDOEREZIRL
9,

Max[openshift.io/imag length( uniqueimages( imagestream.status.tags ) ):
es] Max[openshift.io/images] & Y /N WLWHFELW

uniqueimages returns unique image names found in status tags. The name
equals image's digest.

17.1.4.0. 4 A —SBO

Resource openshift.io/image-tags represents unique image references. Possible references are an
ImageStreamTag, an ImageStreamlmage and a Dockerlmage. They may be created using commands
oc tag and oc import-image or by using tag tracking. No distinction is made between internal and
external references. However, each unique reference tagged in the image stream'’s specification is
counted just once. It does not restrict pushes to an internal container registry in any way, but is useful for
tag restriction.

Resource openshift.io/images represents unique image names recorded in image stream status. It
allows for restriction of a number of images that can be pushed to the internal registry. Internal and
external references are not distinguished.

17.1.5. PersistentVolumeClaim D #lR
YR—bIh3dYVVY—2:

e XAhL—¥
HYR— b I h3H#:

702 Y bDFRTOD Persistent Volume Claim (kiR 1) 2 —AERK, PVC) IZEWVWT, UTFH—H
LTWBRENHY £,

&17.5 Pod
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H# KX h 5 EE
Min Min[resource] < claim.spec.resources.requests[resource] (required)
Max claim.spec.resources.requests[resource] (required) < Max[resource]

LimitRange A 7Y ¥ bDEE

{
"apiVersion": "v1",
"kind": "LimitRange",
"metadata”: {
"name": "pvcs"

b
"spec": {
"limits": [{
"type": "PersistentVolumeClaim",
"min™: {
"storage": "2Gi" 9
b

"max": {
"storage": "50Gi" 6

@ FREEATVH ORRTT,
9 The minimum amount of storage that can be requested in a persistent volume claim

9 The maximum amount of storage that can be requested in a persistent volume claim

17.2. HI PR &G EH D E X

To apply a limit range to a project, create a limit range object definition on your file system to your
desired specifications, then run:

I $ oc create -f <limit_range_file> -n <project>

17.3. VIEWING LIMITS

You can view any limit ranges defined in a project by navigating in the web console to the project’s
Quota page.

You can also use the CLI to view limit range details:

1. First, get the list of limit ranges defined in the project. For example, for a project called
demoproject:
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$ oc get limits -n demoproject
NAME AGE
resource-limits 6d

2. Then, describe the limit range you are interested in, for example the resource-limits limit range:

$ oc describe limits resource-limits -n demoproject

Name: resource-limits
Namespace: demoproject
Type Resource Min  Max Default Request Default Limit Max

Limit/Request Ratio

Pod cpu 200m 2 - - -

Pod memory 6Mi  1Gi - - -

Container cpu 100m 2 200m 300m 10
Container memory 4Mi 1Gi 100Mi 200Mi -
openshift.io/lmage storage - 1Gi - - -
openshift.io/lmageStream openshift.io/image - 12 - - -
openshift.io/lmageStream openshift.io/image-tags - 10 - - -

17.4. DELETING LIMITS

Remove any active limit range to no longer enforce the limits of a project:

I $ oc delete limits <limit_name>
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£518% PRUNING OBJECTS

18.1. &

Over time, API| objects created in OpenShift Container Platform can accumulate in the etcd data store
through normal user operations, such as when building and deploying applications.

BEHEIZ, FEICR>THWAA—=U30DF TP 7 % OpenShift Container Platform 4 Y 24~ 2
NOTBHMICTIV—ZV I TEET, LEAE, A A=—VDTI—ZVJI&Y, FRIN AR
EDOD, T4 RAVEEEFRALTVWEIEWA AU PBEHIBRTEET,

18.2. BASIC PRUNE OPERATIONS
CLIE, HBOBMITY RTTIN—=v TREEZDELFT,
I $ oc adm prune <object_type> <options>
INIC&Y, UTFIMEEINE Y,
® The <object_types to perform the action on, such as builds, deployments, or images.

o FTVIVRNIATOTN—ZV TDETFTICBEWVWTHR—hI N3 <optionss,

18.3. PRUNING DEPLOYMENTS

FREHCRT—YRICLIY VAT ATREER LT TOAAA Y NETIN—=2V T 2D, BIE
ZIXLLTFOOY Y RAZEITTIET,

I $ oc adm prune deployments [<options>]

#18.1 Prune Deployments CLI Configuration Options

*Fav SitBA

--confirm RS S VDERIFTTIEAL, TW—ZVIDRETFTINDEERLE
ER

--orphans FTTO4 XY MNREDNEELET. AT —49 XD complete (587) ¥/ ld

failed (RB) T, LTV ABAEOTHZ2IRTOTTAM AV NS
}b_:\/gﬁbij—o

--keep-complete=<N> T7O4 AV MEREICEDE, RT7—49 Ah complete (58T7) T, L7
VAP EOTHIREDONTTOA XY MEFHLET (7400
5).

--keep-failed=<N> T7OA4 AV MEREICEDE, XT7—49 A failed KB T, LTV A

HAEOTHIHREDONTTOAM AV NERFLEST (T 7406 1),
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#5183 PRUNING OBJECTS

*Fay -1

--keep-younger-than= MIEDKFE & DXL T <durations KFEOF L WA TP 2o MET I —

<duration> ZVIJLEHA (T 74 b:60m), BRIRAERAMICIE. S/
(ns). ¥4 70O us). I UM ms). ¥ (s). 2 (m). &LUERH (h)
NEFEFNET,

TIW—=V TREICL > THIRIN 2L DEHRAT 2101, UTFTEERITLET,

$ oc adm prune deployments --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m

TN—=V TBRFEZEBRICETTI0E, UTFEERITLET,

$ oc adm prune deployments --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m --confirm

18.4. PRUNING BUILDS

FREHPRAT—YRICLY VAT ALATCREER>TEEIWRE TSI —=V T T 57010, BEZEIZLUT
DAY REZERTTEEY,

I $ oc adm prune builds [<options>]

#%18.2 Prune Builds CLI Configuration Options

*Fvav SR

--confirm RSASVDEITTERL, TIN—=VIDHRRITINDBZEERLE
ER

--orphans EL RBRENBFEELET. RF—4 XD complete (587 ). failed (580).
error (LZ—). F7zld canceled (FLE) DI RTOEN RETIL—=V
JLEY,

--keep-complete=<N> EIREREICEDE, XR7—49 AH complete (587) D&EDN EJL K

ERFELET (T7 4 b:5),

--keep-failed=<N> EILREREICEDE, RF7—4 XD failed (k). error (TZ—). Fik
I* canceled (L) DERBEDNEI REFRFLET (716 1),

--keep-younger-than= IMIEDKFE & DXL T <durations KFEOHF L WA TP 2o MET I —
<duration> ZVJLEHA (T 74/ K 60m),

TIW—=ZV TREICL > THIRIN 2L DEHRAT 2101 UTFTEERITLET,

$ oc adm prune builds --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m
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TN—=V JHBEZRBICETT B, UWTFERITLET,

s

$ oc adm prune builds --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m --confirm

pa

Developers can enable automatic build pruning by modifying their build configuration.

185. 4 X—=2DTIN—=VT

FRFEHCRAT—Y R FLEBHROBBICLY VAT LATREER S TeAX—VETIN—=v T 5k
HIC, BEFRFIUTOOITY RERTTIET,

I $ oc adm prune images [<options>]

pa 3

Currently, to prune images you must first log in to the CLI as a user with an access token.
The user must also have the cluster rolesystem:image-pruner or greater (for example,
cluster-admin).

pa

Pruning images removes data from the integrated registry unless --prune-registry=false
is used. For this operation to work properly, ensure your registry is configured with
storage:delete:enabled set to true.

R

--namespace 7 7 VDIV A A=V E T —ZV T LTEAA—VIFHIBRINT, 1
A=V ZARN)—LDHIDEIBRINET, 41 X—T & namespace ZFARALRWVWY Y —IT
T TDOH, TIL—=V T EEED namespace ILHIRT 2 &, 1 A=V DIREDFER
BEAEHTERIRYET,

FIFIRT, BELYZ MY —EBlob A 95 —9%F v 1 LTA ML —VICHT 2EREE R
5L, BROMEBRELSHET, TN—=V ko THALYZ N —DF v v L 1 AEH SIS
CERBYECA, TN—oV TR Ty a1Shs, Th—oV IINEBERDA X —JI3HE L
FT, Fr YL ACAITF— I ERED I —V I INEBE Ty Y13 VNEDTY, Lo

T F—=v i BidF vy v 150 YU PT2BBENHYET, Thid, LYZXNY—DOBEF7O1KC
$oTEFTEET,

I $ oc rollout latest dc/docker-registry

If the integrated registry uses a redis cache, you need to clean the database manually.

If redeploying the registry after pruning is not an option, then you must permanently disable the cache.

#18.3 Prune Images CLI Configuration Options
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*Foav SR

--all LYZRMNY—ICTy v aIhTWARVEDD, FILRJL— (pullthrough)
TIS—NVIINEAA—VEAPAIFET, TNET T NTH
> :EQIE*niTo TI—= /7%‘:%)“: I//ZI\'J—L_?//J"STL?L
A4 A—=TICHIRRT B ICI1E, --all=false Z#E L £ 9,

--certificate-authority OpenShift Container Platform TEEINZ L YA M) —EBET 2K
kﬁﬁ¢6w£%7 AIWADIKRTYE, T7#IMNIRTLI—F—0D
B4 FAIWDRIART—FILEREINET, INMEEINTVWSE
é\ t#zﬁ&ﬁ{nb\i INFEY,

--confirm Indicate that pruning should occur, instead of performing a dry-run. This
requires a valid route to the integrated Docker registry. If this command
is run outside of the cluster network, the route needs to be provided
using --registry-url.

--force-insecure DA T avIEBFELTERALTLEIL, HTTPRETHERA NI
TWa D, FEIGEMNRHTTPSSIAZ %D Docker LY A M) —~AD
FteFaTaEReFILE T, FFlIE. TEFXFa27FEFEEF1T
BEGOERA] 28R LTEIVL

--keep-tag-revisions=<N> ETNTNDAA—IZARN)—LITDVWTIE, T TEITHERNDA XA —
J)VEYaVvERELET (T74IL6:3),

--keep-younger-than= IRIEDKFE & DXL T <durations KFEOFHF L WA A =P EFIL—=>
<duration> TJLEEA, BEORREE DXL T <durations Kimoftho4 7V ¥
NCBRBINZAXA=JIETIV—=V T LERA (T 74/ b:60m),

--prune-over-size-limit BL7OYII MIERINDIRNDGHIREBADZEA A -V ETIV—
v LEY., TD7T 7T JIE--keep-tag-revisions = 7= (3 --keep-
younger-than & HICFERAT 2 I £ IFTETEEA,

--registry-url LYZAMN)—EBETHREICERTZ7RNLRATY, 20TV RIE,
BEINDZAA—VBLVAA—VZRRN)—LHBHFINE I TR
#—ANDURL DFEMAZHAITLET, ChICKKRTZ(LYRAN) —%E
RTERVWD, NIKTIEATERWMBE, CO757%FEALT
fthOMEET 2L — P EIRETILEFHYET, LYZRMN)—DEKRZ K
ZORNCIE. FEDES 7O ML AEEREY 2 https:// 723 hitp:/
EHFBZENTEET,

--prune-registry DA T a Vv TREINDIRBEHIL, TOF TV avid,

OpenShift Container Platform 1 X—Y APl A 7Y 2 MG T 5 L
JAMN)=DF=IDBTIN—=V TINZHEIDEHELET. T
THIVNT, AA=VDTN—ZVTlE, AXA=VAPIA TV ME
LYZRN) —DORETE2T—IYOEAENELEY, COFTYav
. AX=2F TV NOBERLTREDEMT etcd DRED
HHIR T2 & AREFLTWT, LYRMNY—DRAML—=YDIY =Y

Ty TIERE L TUARWNMEEY, LYZAN) —0@Etlax T+ 24
Fﬁﬂlﬂ&c‘:k LYZRNY=DN=RT == JIC& > TINERRET
L&D ET2BRICKRIBET,
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18.5.1. Image Prune Conditions

L

166

e --keep-younger-than 981k Y HERICERI N, WEFERTUTICL > TSRINTLARL

[OpenShift Container Platform TEEBINS | A A=Y (7 /7—>a v
openshift.io/image.managed = D41 X —) ZHIfR L £ 7,

o

o

e ELTOYIVNTEEINZIRNDFREZBATEY., BRERTUTICL>TERIhTL

--keep-younger-than 281 & Y £ & IC{ER S L7z Pod,
--keep-younger-than 28I & W HBICERINIcA X —Y A M) — A,
E{THD Pod,

REBHOD Pod,

L7V r—yavaryio—5—,

F7O4 AV MRE

B RERE.

EIL K,

stream.status.tags[].items @ --keep-tag-revisions D&FH D7 1 T L,

7Ly TOpenShift Container Platform TEEINS ] 1 X—Y (P /T—Y 3 v
openshift.io/image.managed = DA X —) ZHIfR L £ 7,

o

o

E{THD Pod,

REH D Pod,

LY y—vavaryio—5—,
F7O4 AV MRTE,

EIL RE&E.

EIL R,

o AIMLIYAN)—DEDTIN—ZVTIEHR—MINTLERA,

o A A=IUNTIN—ZVIINBE A A=V DITRTDBEIL status.tags 121 X —J DSR

EREOIRTDAAXA—VAN)—LDSHIRINFT,

¢ A A—VII>THERINL A 2ILAX—VBHHIRINET,

R

--prune-over-size-limit (3 --keep-tag-revisions Z 7= (3 --keep-younger-than 7 5 7' &
HICERTEZIENTEFIEA, INeRTIdE. ZOBREIFITINBRVWI %2R

TIRBMARINET,
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R

--prune-registry=false & ZDREIC LY A N) —DN—RT)I—=VJ #ETITI &
T. OpenShift Container Platform 1 X —Y APIA 7YV 27 KDHIBREA A=V F—%
DLIZAN)—DLDBIREDBHTZIENATEET, ThITKYIIIVITT4 VR
IAFERRIN, 1 DOAXY RTHAERTIV—ZV I T25ELYERLIIETTED L
DICRYET, L, 943V T 74V R0 ERRICRYKRC I ERFTEE A,

EZETIN—=V TOEFRFICTIN—ZV THEDOA A —V A EET 2EEE. TD
AAXA=V%BRT 5 Pod 28| EHMIERTHIENTEEY, T, TL—=VvJDig
ERFICA A=V A SR ULTWBHEEMDOH B API ATV I N &BHi§D&HTEE
T, ChICEY, HIRINAZIVT U YOSRICEEL TRETIUREEDH ZHES
BHITBIENTEET,

F7-. --prune-registry + 7 3 V&IBE LRWVWA. F /L -prune-registry=true % 1§

ELTTIN—=Vv T EBEITLTH, --prune-registry=false ##5E L TLRIIC S IL—=
VIINFAA—VD, AX—YLIRN)—ATHAERTONEZZAMNL—IDTIL—

ZVTINBRTIERVWI EITERE L TL LIV, —-prune-registry=false #15E L T~
W=V TINEITRTDA A=V, LYZARN)—=DN—=RT)—=v JICE>TD

HBIRTE X,

TIW—=V TREICL > THIRIN 2L DEHRAT 2101, UTEERITLET,

L &®32DYTVEYaVERFL, 6 DRILYBRICERINAL) YV —R (A X=I, 41 X—
VARN)—=LBELVPod) ZRFLET,

I $ oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m

L EBINEFIREBRZDZIRTDAN AV ETI—=V T LET,

$ oc adm prune images --prune-over-size-limit

BRDF T2 a vy TTN— v TRFEEBRICET TSI, UT2RTLET.

$ oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m --confirm

$ oc adm prune images --prune-over-size-limit --confirm

18.5.2. Using Secure or Insecure Connections

X7 RBEOERIIBEIN, HEINDZHETY., I, BEDIRAERIEE HICHTTPS 2
HTEITINET, prune I7 Y RiE, TEABEEEICEF2T7ABEOFERZHTLEYT, ch%x
FHTEARWERICIE, X2 T7RBEEICTL—INNYITEIELHY.,. TNICITBRIFEVNE

. TDIHE, GFAERIEIIERINS D, FAIFEMLHTTP 70 NN FEAINET,

FEEFaT7RBEADT +—IL/Ny U &, --certificate-authority N'IEE I N TLARWES, LLTD
JT—RATHREICRY FT,

1. prune OI< ¥ KA -force-insecure & 7> 3 > E HIZETIN B,

2. IBEIN S registry-url DFIIC http:// AF— LD F TSN 3B,

3. EBEINS registry-url *O— ALY VU7 KL XA ZF & localhost TH %,
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4. BIT1—Y—DRENF X2 T7REREZHFT I 5, hid, 1—F—21 -insecure-skip-tls-
verify AL TAOJA V3§ 5h,. FALE IOV T MPHINBBICHELS 2 7 4EHEEER
T2IEILE>TELZATEELNHY XY,

BF

LYZAMY—DEFal) 74 —5H, OpenShift Container Platform TERIN 2D & 1E
BERZTGIRTREINDHZE. Ih% -certificate-authority 7 5 V% FH L TIEET
ZREIPHYET, THOLARVWE, prune IX Y RIE, TELLAWEIEEEOFEA] &
i TEXxa )74 —DNREINALIVAN) —IIHTEIEEF 2 7REEDOHEA] T
—BERRIINTVWRIS—ERAKDIZ—ZHLTERRLET,

18.5.3. Image Pruning Problems

Images Not Being Pruned
AA=IUDERLET. prune AT Y RAFHELY H/MREREIBRAERTT 256, TI—=V JEH
DAA=DICDOWTHIEIRNEREDN DD ZWRB LT,

Especially ensure that images you want removed occur at higher positions in each tag history than your
chosen tag revisions threshold. For example, consider an old and obsolete image named sha:abz. By
running the following command in namespace N, where the image is tagged, you will see the image is
tagged three times in a single image stream named myapp:

$ image_name="sha:abz"

$ oc get is -n N -0 go-template="{{range $isi, $is := .items}}{{range $ti, $tag := $is.status.tags}}\
{{range $ii, $item := $tag.items}}{{if eq $item.image ""${image_name}"\
$"H{{$is.metadata.name}}:{{$tag.tag}} at position {{$ii}} out of {{len $tag.items}}\n'\
{{end}}{{end}}{{end}}{{end}}’

myapp:v2 at position 4 out of 5

myapp:v2.1 at position 2 out of 2

myapp:v2.1-may-2016 at position 0 out of 1

TI7ANNFT T arvMERINDIGE. 1 A —T L myapp:v2.1-may-2016 ¥ 7 DEFED 0 DALEIC
HBOTIN—=vTEINFEHA, A XA—IUDBTI—ZVITORFERBINZLDICTBICIK. BE
BIIUTERTI2RELIHYFT,

1. oc adm prune images 1< > KT --keep-tag-revisions=0 #35E L £ 7

D72 avERTIDE, AA—IUMBEINALLEIWVMELIYEHLLA, FLiFIh&
YEFHLWA TV LI MIE>TEBRBINTUVARVWEY, IRTODYITHERELRDZA X =T
EHITT RTD namespace M SHIBRINE T,

2. Delete all the istags where the position is below the revision threshold, which means
myapp:v2.1 and myapp:v2.1-may-2016.

3 AListag il Ty a9 2HMEI RERTT 2D, FLEMBOAA—2EY TRHFLTA
A—VEBEREATILICBEIEEY, L. ThiFEWY Y -5 TDFEICIEEICEY
RIREE R BRTEDY FHA,

Tags having a date or time of a particular image’s build in their names should be avoided, unless the

image needs to be preserved for undefined amount of time. Such tags tend to have just one image in its
history, which effectively prevents them from ever being pruned. Learn more about istag naming.
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Using a Secure Connection Against Insecure Registry

oc adm prune images DHAOTUTD L D78 X v £— y?b‘i%j?“hé e, LYZAN)—DEFa)
T4 —IFREINTH ST, ocadm pruneimages 7 514 7 M X a1 7 REROFEAEZHTIT S

ZEERLTWET,

error: error communicating with registry: Get https://172.30.30.30:5000/healthz: http: server gave
HTTP response to HTTPS client

1. The recommened solution is to secure the registry. If that is not desired, you can force the client
to use an insecure connection by appending --force-insecure to the command (not
recommended).

18.5.3.1. Using an Insecure Connection Against a Secured Registry

oc adm prune images I Y ROHEAICUTOIS—DWITFNIARFIINDHBE, LYAMN)—D
TF21) T4 —REICEAINTWSFEEAR TELINLMRAED . EROREEMAIC oc adm prune
images 7 24 7V N CHEAINZ2EDEIIELDZIEEZEKRLET,

error: error communicating with registry: Get http://172.30.30.30:5000/healthz: malformed HTTP
response "\x15\x03\x01\x00\x02\x02"

error: error communicating with registry: [Get https://172.30.30.30:5000/healthz: x509: certificate
signed by unknown authority, Get http://172.30.30.30:5000/healthz: malformed HTTP response
"\x15\x03\x01\x00\x02\x02"]

TI7AILKTIE, I ——DEHK 7 7AINVIREINTWBRIIRET —9MMFRAINE T, Chid<vR
4 — APl EDBEDZEEREEKTT,

Use the --certificate-authority option to provide the right certificate authority for the Docker registry
server.

Using the Wrong Certificate Authority

The following error means that the certificate authority used to sign the certificate of the secured
Docker registry is different than the authority used by the client.

error: error communicating with registry: Get https://172.30.30.30:5000/: x509: certificate signed by
unknown authority

7 5 7 --certificate-authority % {8 L TEYIREREERZ2HEEL X7,

Ok & LT, -force-insecure 75 72 RbDYIEBMT 2 &ETEXET (HRINDZAETIEHY
FHA)

18.6. HARD PRUNING THE REGISTRY

OpenShift Container L ¥ X b ) —(&, OpenShift Container Platform 2 5 X4 —® etcd TSRINA
WBlob #&FE L F T, BEAMRBRA A=V TIL—ZV IOFIBEINLICRBLEFRA. T 5D Blob
I& fISZ L7z Blob & MEENTWE T,

AL L7z Blob [ZLATFD Y+ ) A TRET B EEEMELHY T,

e oc delete image <sha256:image-id> A< > R&F > TA X —J A FEITHIRT 5 &, etcd D
AA=YDHDEHRIN, LZRAN)—DR ML —IUDSIFHIBRI W,
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e docker T—EVDREEICL>TELBLYVAN)—ADTy T aildy, —EDBlob E7 v

7O—RINZED0D, (FZREDPIVR—FXVMELTT7yFO—RINB)M A—IT =Tz
ZME7y7TO—RInAw, BEDA XA — Blob $RTIFMILY 5,

® OpenShift Container Platform 7 # — 9 OHIRICE Y 4 X =P %EET 5,

o BEDAA—ITIN—F—DPAA—IY=T7 X N&HIFRT 25, BEET % Blob ZHIFRY 271

ICHhBEFINh 3,

o WRDBlob ZHIRTIELRWVWEWVWILIANY —=TI—F—DONTICLY, ZNOEBBT B4

A=A Ty MIHIBRINZ D, Blob FHIIIT 2,

BERNBARA—TTIN—ZV T ERERBLIAMN) =D N—KTFN—=UF &Y, HILL 7% Blob
HHIBRT B ENTETEJ, OpenShift Container LY R MY —DR ML —VEEATREL TWSIGE
P, MIZL7/BlobhH B EBDLNBZIBEICEIN—RTIN—=V I 5ERTTEIRELIHY T,

CHIRAIE ST IRETIZMRL. LHOMILL 2 Blob BFZICHERINT WS & WD EEHLAY H 2156
ICDHAERITTIRENHY ET, Fhid. FRINB2M XA —JDRICLI>TELAY I TN 1B 1EAR
EDEHHNRERTREDA A —ITIN—=V T ERTTEHIEETEET,

MIZL7Blob&E LY RN —=DOEN=RFI—=TF2I01F. UTFERITLET,
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1. Login: Loginusing the CLIas a user with an access token.

2. BRMBAA—TITN—=V TORT ERNBA AT TIN—=v TICE&Y . REICR B

MDA A—SHHIBRINET, N—RTIN—ZVTIE>TA X —IHBIRINBRTIEA
{ LYRRMNY—=RML—=VILRBEIN/Blob DHIEIBRINET, LD >T, N—RT
W=V TDRTFEICINERTTI2LEINHY 7,
FIBICOWTIE, M XA=YDFTIN—=vT] #BBLTLLEI,

. LIZAMN)—DHHABYERE—RAOPYYEZL LIRAN) —DHARYERE— RTEITS

NTWARWMEES, TIL—=V JERBICETINTVWE Ty Y2 DFERIGUTOWT NI A
YFEd,

o KMY D, I5ICHILL Blob D' #i7cICRET B,
o WMINY B, 2L, (BRIND Blob D—ENHIBRINID) 1 X—T & TILTERW,

Tyiald, LYZAN)—DHmAMYEZIAAE-NIIRINZETHRILEEA, LEd'>
T N=—RTN—=VJIEEFBRLTCRT Y2 - ) VIS 2REN’HYET,

LYZAMN) —%FHARYERE—NICYIYVBZAZICE. UMTZETLET,
a. Set the following envirornment variable:

$ oc env -n default \
dc/docker-registry \
'REGISTRY_STORAGE_MAINTENANCE_READONLY={"enabled":true}'

b. F7ANRT, LYZ ) —REHOFIEART T2 EABNICET 7O/ 33T T
T. BF TOMART T 20 MELTHDRICEA T EIW, L. ThDD Y
H—aBHICLTWBHAEE, LY N —2FHTHET 704 L. FIROBETHRE
RINB LD ICTBRENBY ET,

$ oc rollout -n default \
latest dc/docker-registry


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/cli_reference/#basic-setup-and-login
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/architecture/#oauth
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4. system:image-pruner O—JLDEM: —ED ) VYV —R & —BRRTBICIE. LAY =1V R
HYADRTIEAT Y —ERTHDY MIBIMONRA—I vy 3 VAREILRY ET,

a. ¥Y—EXA7HO Y MRZEBIBLET,

$ service_account=$(oc get -n default \
-0 jsonpath=$'system:serviceaccount:{.metadata.namespace}:
{.spec.template.spec.serviceAccountName}\n' \
dc/docker-registry)

b. system:image-pruner 7 S 24 —O— LY —ERT7HU Y MIEBMLET,

$ oc adm policy add-cluster-role-to-user \
system:image-pruner \
${service_account}

5 (A72av)FN—F—DKS54 5V E— FTORERT: BRI 12 Blob D ZHERT % ICId.
RSASVE-RTN=—RTN—F—%RTLET, TNICIYEEIMMAONZ I EEHY
FtA.

$ oc -n default \
exec -i -t "$(oc -n default get pods -I deploymentconfig=docker-registry \
-0 jsonpath=$'{.items[0].metadata.name}\n")" \
-- Jusr/bin/dockerregistry -prune=check

Tk, TIN—=v JIEHEOEBONRNRAEZWMETSICE,. AF VT LRILEEIFET,

$ oc -n default \
exec "$(oc -n default get pods -l deploymentconfig=docker-registry \
-0 jsonpath=%$'{.items[0].metadata.name}\n")" \
-- /bin/sh \
-c 'REGISTRY_LOG_LEVEL=info /usr/bin/dockerregistry -prune=check'’

Sample Output (Truncated)

$ oc exec docker-registry-3-vhndw \
-- /bin/sh -¢c 'REGISTRY_LOG_LEVEL=info /usr/bin/dockerregistry -prune=check'’

time="2017-06-22T11:50:25.066156047Z" level=info msg="start prune (dry-run mode)"
distribution_version="v2.4.1+unknown" kubernetes_version=v1.6.1+$Format:%h$
openshift_version=unknown

time="2017-06-22T11:50:25.092257421Z" level=info msg="Would delete blob:
sha256:00043a2a5e384f6b59ab17e2c3d3a3d0a7de01b2cabeb606243e468acc663fas”
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:25.092395621Z" level=info msg="Would delete blob:
sha256:0022d49612807cb348cabc562c072ef34d756adfe0100a61952chbcb87ee6578a"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:25.092492183Z" level=info msg="Would delete blob:
sha256:0029dd4228961086707e53b881e25eba0564fa80033fbbb2e27847a28d16a37c"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6¢c-cc25f8fdf5a6
time="2017-06-22T11:50:26.673946639Z" level=info msg="Would delete blob:
sha256:ff7664dfc213d6cc60fd5c5f5bb00a7bf4a687e18e1df12d349a1d07b2cf7663"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.674024531Z" level=info msg="Would delete blob:
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sha256:ff7a933178ccd931f4b5f40f9f19a65be5eeeec207e4fad2a5bafd28afbef57¢e"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.674675469Z" level=info msg="Would delete blob:
sha256:ff9b8956794b426cc80bb49a604a0b24a1553aae96b930c6919a6675db3d5e06"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6

Would delete 13374 blobs
Would free up 2.835 GiB of disk space
Use -prune=delete to actually delete the data

6. N—RTN—=UTDRIT N—RTIV—=V T 5ERTT 5ICI1E. docker-registry Pod DE{T
FA YR VATUTOITY RERITLET,

$ oc -n default \

exec -i -t "$(oc -n default get pods -I deploymentconfig=docker-registry -o
jsonpath=$'{.items[0].metadata.name}\n')" \

-- /usr/bin/dockerregistry -prune=delete

Sample Output

$ oc exec docker-registry-3-vhndw \
-- Jusr/bin/dockerregistry -prune=delete

Deleted 13374 blobs
Freed up 2.835 GiB of disk space

7. LYZAM)—%mIPMYEZIRAAE—FRICRY: TV —=v TOETHIZ, UTEERTLTLY
AR —ZHANYEZTAAE—NIIRTIENTEZXT,

$ oc env -n default dc/docker-registry
REGISTRY_STORAGE_MAINTENANCE_READONLY-

187Z.CRON>Y 3 7O —=>72

BF

cron V3 JIloWnWTik, WEEATIETFI/0V—JLEa—#egETd, 7o/a00—7
L £ 2 —#8E1E Red Hat DERBIRIZETOH —ERL NI T T =XV K~ (SLA) TEY
R—RINTWARWESD, RedHat TREFRBRIECOFERAZHERELTWEHA, Th
SO, EARRFEDOHRDBHEAEL ) —RICERIITIRHETZZEICLY,. &
BERRIIHEEMEEZT A ML, BERTOCRAICT A — RN\ v 2 E2BFHEVWLEL I ENT
E

RedHat D7 7/ AY—7FL Ea—HEDHYR— MIDWTOHM
I&. https:;//access.redhat.com/support/offerings/techpreview/ 2S8R L T EX Wy,

Cron jobs can perform pruning of successful jobs, but might not handle properly, the failed jobs.
Therefore, cluster administrator should perform regular cleanup of jobs, manually. We also recommend

to restrict the access to cron jobs to a small group of trusted users and set appropriate quota to prevent
the cron job from creating too many jobs and pods.

172


https://access.redhat.com/support/offerings/techpreview/
https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/developer_guide/#cleaning-up-after-a-cron-job

85192 EXTENDING THE KUBERNETES API WITH CUSTOM RESOURCES

5319& EXTENDING THE KUBERNETES API WITH CUSTOM
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Kubernetes API Tld, U Y —RIIEFEEDEEBEOAPI AT/ DL VY aVAERETSHIVRR
AVMNTT, LEZE, EILM YEINEPod )Y —RICEPodA 7V hDaAL I avhHEFE
nxd,

HRY LYY —RIE, Kubernetes APl Z3R8ET % H, FAWE 7OV I MNFALIFISRY—ICHBED
API ZEB AT B EATREILTEHA TV MNTY,

ARY LYY —REE (CRD) 7 7 1 )Lid. MEDFTI T/ NOBEEEEZ L. APl H—R—AS54 7
YA OINEEENIBTESRLDICLEFT, CRDEIVSRY—ICTFOA4 35 &, Kubernetes APl H—
N—IIBEINTHRILY)Y —RERBELIBDF T,

FIMDARY L)Y —REE (CRD) DIEMEFIC. Kubernetes APl Hr—/N—, VS5 R 4 —2KF7Iid
B—7OY 1Y b (namespace) TPV EZRATEZHHMRESTIUl VY —RNRREFERT DI EITEST
BELEYT. BEOEIN M VATV NOBEDLSIC, 7OV baHIRT2E, 20O
VIV MDETRTOARY LA TV bDBIBRINET,

19.1. CREATING CUSTOM RESOURCE DEFINITIONS

To create a CRD, open a YAML file and enter the fields in the following example.

Example YAML file for a Custom Resource Definition

apiVersion: apiextensions.k8s.io/vibetal ﬂ
kind: CustomResourceDefinition
metadata:

name: crontabs.stable.example.com 9
spec:
group: stable.example.com 6
version: v1
scope: Namespaced 9
names:
plural: crontabs G
singular: crontab ﬂ
kind: CronTab @)
shortNames:

-t @

apiextensions.k8s.io/vibetal APl 2R L £ 7.

®9

EEDERZKELE T, hif group H& U plural 7 1+ —J)L KDE%ER T % <plural-name>
<group> XX THBE2RENHY T,

API DTN —TEZ%EZI/BELE T, API JIL—FF, RENICEEMITONZ ATV hoaL Y
23V TY, Iz&zIE, Job F7-1E ScheduledJob 72 ED I RTDNY FA T U MEINY F
AP| 77 JU— 7 (batch.api.example.com 72 &) TH B AIREMEL H Y £, EBMOTLBEN X1 V£
EERATBEIENERMINET,

o

Q Specify a version name to be used in the URL. Each API Group can exist in multiple versions. For
example: vialpha, vibeta, v1.
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9 AR LA T MDY SR — (Cluster) D 12D 7O ¥ b (Namespaced) F 7zl F T
D702y NTHRATETHINEIDEIRELE T,

Specify the plural name to be used in the URL. The plural field is the same as a resource in an API
URL.

Specify a singular name to be used as an alias on the CLI and for display.

ERTEZZA TV NOBEAIEELE T, ¥4 Fld CamelCase ICT BT ENTEET,

909 9o

CLIT)Y —RILT—IT2EVWXFIAIBELET,

pa

FIANRT, ARGLYY—REEDRAIA—TEISRI—CBESN. TRTOT
A nY s hCHEATETT,

After configuring the definition file, create the object:

I oc create -f <file-name>.yam|
IO RESTIUlAPI TV RRA ¥ MILTO L D ITERINE T,

I /apis/<spec:group>/<spec:version>/<scope>/*/<names-plural>/...

For example, using the example file, the following endpoint would be created:

I /apis/stable.example.com/v1/namespaces/*/crontabs/...

This endpoint URL can then be used to create and manage custom objects. The kind of object is based
on the spec.kind field of the Custom Resource Definition object you created.

19.2. CREATE CUSTOM OBJECTS

After the custom resource definition object has been created, you can create custom objects.
Custom objects can contain custom fields. These fields can contain arbitrary JSON.

In the following example, the cronSpec and image custom fields are set in a custom object of kind
CronTab. The kind CronTab comes from the spec.kind field of the custom resource definition object
you created above.

Example YAML file for a Custom Object

apiVersion: "stable.example.com/v1" 0
kind: CronTab
metadata:
name: my-new-cron-object 6
spec:
cronSpec: " * * * /5"
image: my-awesome-cron-image
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HAI L)Y —REENSTI—TEZELVCAPIN=Ya v (ZR/N—=TVaV)ERELET,
HRILYY —RAEEDYA TEEBELE T,
ATV MNDOERIZEELE T,

FTOVMDIA TICEBDOREEZEELFT,

OO0

After configuring the object file, create the object:

I oc create -f <file-name>.yam|

19.3. MANAGE CUSTOM OBJECTS

You can then manage your custom resources.

HEDBEDOARY L)Y —RIDODVWTDBERZIIGT S5ICIE. UTZABDLEY,

I oc get <kind>
).

oc get crontab

NAME KIND
my-new-cron-object CronTab.v1.stable.example.com

)Y —RETRAXFENNFENRANINT, CRD TEEINZBHF T LEFEHFEOVWTIN &
JUREEDEMEZEETESILITER LTIV, UTRAICRY T,

oc get crontabs
oc get crontab
oc get ct

You can also view the raw JSON data:

I oc get <kind> -o yaml

You should see that it contains the custom <1> cronSpec and <2> image fields from the YAML you used
to create it

oc get ct -0 yaml

apiVersion: v1
items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: ™
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
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name: my-new-cron-object
namespace: default
resourceVersion: "285"
selfLink: /apis/stable.example.com/v1/namespaces/default/crontabs/my-new-cron-object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: ™ * * * /5 ﬂ
image: my-awesome-cron-image 9

19.4. FINALIZERS

Custom objects support finalizers, which allow controllers to implement conditions that must be
completed before the object can be deleted.

You can add a finalizer to a custom object like this:

apiVersion: "stable.example.com/v1"
kind: CronTab
metadata:

finalizers:

- finalizer.stable.example.com

The first delete request on an object with finalizers sets a value for the metadata.deletionTimestamp
field instead of deleting the object. This triggers controllers watching the object to execute any
finalizers they handle.

Each controller then removes the finalizer from the list and issues the delete request again. This request
deletes the object only if the list of finalizers is empty, meaning all finalizers are done.
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20.1. i
OpenShift Container Platform / — Ni&, 2O ANR—I L I3 Vv a2ETLET,
® Container garbage collection: Removes terminated containers.

® |mage garbage collection: Removes images not referenced by any running pods.

202. AV TFFF—OAR=yaL UV a YV

AVTF—DAR=Y AL I aViET 72 MNTERHIIEIN, TEIVY 3 VOLIWMEIET S EH
FMICEITINET., /—RIEPod DIV TFH—% APIDST VA RREICLELDELET,

Pod DHIBRINAHZE., AV T FH—HHIBRINET, AT FT—IEPod BHIRINTE ST, TS
2avOLEWMBEIELTWAWRYFRFINET, /— KT 1 RV FRE (disk pressure) DIREEICH
BE. AVTF—>28IKRIh, ThoDO7 i oclogs TPV EATERSARYET,

AVFF—OHAR=I AL I3 VDRI —IE3 DD/ — RBEICEDVWTWET,
®E S%ER

minimum-container- AVFTF—DAR=IAL I3 VORREBDIDIMHELRRE/NDEHRTY, T

ttl-duration 74 MEOTYE, FIRALICTZICIE0OAFERALET. ZORTEDEIL. BFE
Dh, 7Om, BDsBREDEMDY T4 v I REFHALTIEETSIENTE
x7,

maximum-dead- The number of instances to retain per pod container. The defaultis 1.

containers-per-

container

maximum-dead- J—=RILHZDEFTINLRVWIVTFT—DOREDRAETYT., 774U M, &l

containers RE=B%KT5-1TT,

a4 L %1% A, maximum-dead-containers % & maximum-dead-containers-per-container 5%

ELYUEBEINET, &z, maximum-dead-containers-per-container D % R $2 & T
AV T F—OAEEHH maximum-dead-containers £ Y KX K 4258, ZHEHVWI VT FHF—HIBRX
7. maximum-dead-containers DHIRIH-IN B LHICLF T,

J—RAEFTIhTWAWI YT F—%28KRT2E. TNOOAVTFHF—OREFICHBZIRTD I 74
IWHEEIBRINET, TO/—RTERINZIVTFT—II/LTOAAR—OL I3 UHETIN
i’a—o

You can specify values for these settings in the kubeletArguments section of the
/etc/origin/node/node-config.yaml file on node hosts. Add the section if it does not already exist:

AVFF—ODHAR—IAL I a3 VEE
kubeletArguments:
minimum-container-ttl-duration:

- "1 OSII
maximum-dead-containers-per-container:
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- "2"
maximum-dead-containers:
- "240"

2021 HIBRT B2V FF— DK
AR—TAL VY —DEIL—TTlE. LTOFIEHIETINET,
1. Retrieve a list of available containers.

2. Filter out all containers that are running or are not alive longer than the minimum-container-ttl-
duration parameter.

3. Classify all remaining containers into equivalence classes based on pod and image name
membership.

4. Remove all unidentified containers (containers that are managed by kubelet but their name is
malformed).

5. For each class that contains more containers than the maximum-dead-containers-per-
container parameter, sort containers in the class by creation time.

6. Start removing containers from the oldest first until the maximum-dead-containers-per-
container parameter is met.

7. #&k%X & L T maximum-dead-containers /XS X —4—4L YEH< DAV FH—D—BILH D5
B, ALY —R@3RIVZADAVTH—DHIRZREIBEL., ThENDIZRICHDIVTH—
BV SABHIYDIAVYTFHF—OFHEEH, i
<all_remaining_containers>/<number_of classes> &Y H KX RALBVWEDICLET,

8. If this is still not enough, sort all containers in the list and start removing containers from the
oldest first until the maximum-dead-containers criterion is met.

BE
EREO=Z—XICEDETTIAILIBEEFHF L TLLEIL,

AR—=—yaLvvavid, BEMIFOATWS PodDBWIVYTFFHF—DOHEHIRLZE
-a—o

203. A A= DAR—=Y L I3V

AA=VDHR—=Y AL I3 vTlE. /— KD cAdvisor ICE > THREIN DT« RV EHEICED
WT., /—RDLHIRTEZAA—VERELEY, CDFE. UTORENEBRICANLONET,

RE B

image-gc-high- The percent of disk usage (expressed as an integer) which triggers image garbage
threshold collection. The default is 85.

image-gc-low- The percent of disk usage (expressed as an integer) to which image garbage
threshold collection attempts to free. Default is 80.
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You can specify values for these settings in the kubeletArguments section of the
/etc/origin/node/node-config.yaml file on node hosts. Add the section if it does not already exist:

A A—=SDHR—TJAL Y avVEE

kubeletArguments:
image-gc-high-threshold:
- "85"
image-gc-low-threshold:
- "80"

2031 HIfR T B4 X — DR
UFD2DODA A=Y —BRZFNFROAR—IOAL VY —DOEFTTREINET,

L. 12UE®DPod TRERITINTWVWERAIXA—VD—E

2. RAPMTHAITERIA-—VD—F
FRROAVT T —DEITEICHIROAX—IDPRRIINET, IRTDA A=JICREIYI LAYV TD
=M oNET, 41 X—IUDETH (LBORAD—E) A FELEFFHRICKEINTWS (L&
D2FEBHD—E)BE. ChILIZREOKEOY—IMMTIFoNET, FHY DA X—JITIELEIOS 1
LRIV TDR—=I DT TIRFIOENTUVET, TRTDAAXA—=JEIYM LAYV TTHUOEAZLONE
-a—o

ALY arvhRABINZ E, BERGZFBLTETIA—IDPEEHVEDOHISIREFICHIRINE
-a—o
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21.1. B E

To provide more reliable scheduling and minimize node resource overcommitment, each node can
reserve a portion of its resources for use by all underlying node components (e.g., kubelet, kube-proxy,
Docker) and the remaining system components (e.g., sshd, NetworkManager) on the host. Once
specified, the scheduler has more information about the resources (e.g., memory, CPU) a node has
allocated for pods.

212. 8 Y LB THNBYY —RICDODWVWTD ./ — RDETE

Resources reserved for node components are based on two node settings:

RE B

kube-reserved Resources reserved for node components. Default is none.

system-reserved Resources reserved for the remaining system components. Default is
none.

You can set these in the kubeletArguments section of the node configuration file (the
/etc/origin/node/node-config.yaml file by default) using a set of <resource_type>=
<resource_quantity> pairs (e.g., cpu=200m,memory=512Mi). Add the section if it does not already
exist:

kube-reserved:
- "cpu=200m,memory=512Mi"
system-reserved:

kubeletArguments:
- "cpu=200m,memory=512Mi"

| $121.1 Node Allocatable Resources Settings

Currently, the cpu and memory resource types are supported. For cpu, the resource quantity is
specified in units of cores (e.g., 200m, 0.5, 1). For memory, it is specified in units of bytes (e.g., 200K,
50Mi, 5Gi).

See Compute Resources for more details.

If a flag is not set, it defaults to O. If none of the flags are set, the allocated resource is set to the node’s
capacity as it was before the introduction of allocatable resources.

213. 8y ¥TH5ND )Y —RDEE
)Y —2DEY B TOENZEEUTOHKICEDVWTEHEINE T,

I [Allocatable] = [Node Capacity] - [kube-reserved] - [system-reserved)] - [Hard-Eviction-Thresholds]
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R

The withholding of Hard-Eviction-Thresholds from allocatable is a change in behavior to
improve system reliability now that allocatable is enforced for end-user pods at the node
level. The experimental-allocatable-ignore-eviction setting is available to preserve
legacy behavior, but it will be deprecated in a future release.

If [Allocatable] is negative, itis set to O.

21.4. VIEWING NODE ALLOCATABLE RESOURCES AND CAPACITY

To see a node’s current capacity and allocatable resources, you can run:

$ oc get node/<node_name> -0 yaml
status:

allocatable:
cpu: "4"
memory: 8010948Ki
pods: "110"
capacity:
cpu: "4"
memory: 8010948Ki
pods: "110"

215. /— RICEL > THREINB VAT L)Y—R

Starting with OpenShift Container Platform 3.3, each node reports system resources utilized by the
container runtime and kubelet. To better aid your ability to configure --system-reserved and --kube-
reserved, you can introspect corresponding node’s resource usage using the node summary API, which
is accessible at <master>/api/vl/nodes/<node>/proxy/stats/summary.

For instance, to access the resources from cluster.node22 node, you can run:

$ curl <certificate details> https://<master>/api/vi/nodes/cluster.node22/proxy/stats/summary
{
"node": {
"nodeName": "cluster.node22",
"systemContainers": |
{
"cpu”: {
"usageCoreNanoSeconds": 929684480915,
"usageNanoCores": 190998084
2
"memory": {
"rssBytes": 176726016,
"usageBytes": 1397895168,
"workingSetBytes": 1050509312
2

"name";: "kubelet"
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"cpu”: {
"usageCoreNanoSeconds": 128521955903,
"usageNanoCores": 5928600

3

"memory": {
"rssBytes": 35958784,
"usageBytes": 129671168,
"workingSetBytes": 102416384

I3

"name": "runtime"”

]
}
}

See REST API Overview for more details about certificate details.

21.6. NODE ENFORCEMENT

The node is able to limit the total amount of resources that pods may consume based on the configured
allocatable value. This feature significantly improves the reliability of the node by preventing pods from
starving system services (for example: container runtime, node agent, etc.) for resources. It is strongly
encouraged that administrators reserve resources based on the desired node utilization target in order
to improve node reliability.

The node enforces resource constraints using a new cgroup hierarchy that enforces quality of service.
All pods are launched in a dedicated cgroup hierarchy separate from system daemons.

To configure this ability, the following kubelet arguments are provided.
$121.2 / — K® cgroup %

kubeletArguments:
cgroups-per-qos:
- "true"
cgroup-driver:
- "systemd"
enforce-node-allocatable:

- "pods" 6

nable or disable the new cgroup hierarchy managed by the node. Any change of this setting
requires a full drain of the node. This flag must be true to allow the node to enforce node
allocatable. We do not recommend users change this value.

wThe cgroup driver used by the node when managing cgroup hierarchies. This value must match
the driver associated with the container runtime. Valid values are systemd and cgroupfs. The

default is systemd.

9 A comma-delimited list of scopes for where the node should enforce node resource
constraints. Valid values are pods, system-reserved, and kube-reserved. The default is pods.
We do not recommend users change this value.

Optionally, the node can be made to enforce kube-reserved and system-reserved by specifying those
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tokens in the enforce-node-allocatable flag. If specified, the corresponding --kube-reserved-cgroup or
--system-reserved-cgroup needs to be provided. In future releases, the node and container runtime will
be packaged in a common cgroup separate from system.slice. Until that time, we do not recommend
users change the default value of enforce-node-allocatable flag.

Administrators should treat system daemons similar to Guaranteed pods. System daemons can burst
within their bounding control groups and this behavior needs to be managed as part of cluster
deployments. Enforcing system-reserved limits can lead to critical system services being CPU starved or
OOM killed on the node. The recommendation is to enforce system-reserved only if operators have
profiled their nodes exhaustively to determine precise estimates and are confident in their ability to
recover if any process in that group is OOM killed.

As a result, we strongly recommended that users only enforce node allocatable for pods by default, and
set aside appropriate reservations for system daemons to maintain overall node reliability.

21.7.TES > a v LE\VE

If a node is under memory pressure, it can impact the entire node and all pods running on it. If a system
daemon is using more than its reserved amount of memory, an OOM event may occur that can impact
the entire node and all pods running on it. To avoid (or reduce the probability of) system OOMs the
node provides Out Of Resource Handling.

By reserving some memory via the --eviction-hard flag, the node attempts to evict pods whenever
memory availability on the node drops below the absolute value or percentage. If system daemons did
not exist on a node, pods are limited to the memory capacity - eviction-hard. For this reason, resources
set aside as a buffer for eviction before reaching out of memory conditions are not available for pods.
Here is an example to illustrate the impact of node allocatable for memory:

® Node capacity is 32Gi

® —-kube-reserved is 2Gi

® --system-reserved is 1Gi

® —-eviction-hard is set to <100Mi.
For this node, the effective node allocatable value is 28.9Gi. If the node and system components use up
all their reservation, the memory available for pods is 28.9Gi, and kubelet will evict pods when it exceeds

this usage.

If we enforce node allocatable (28.9Gi) via top level cgroups, then pods can never exceed 28.9Gi.
Evictions would not be performed unless system daemons are consuming more than 3.1Gi of memory.

If system daemons do not use up all their reservation, with the above example, pods would face memcg
OOM kills from their bounding cgroup before node evictions kick in. To better enforce QoS under this
situation, the node applies the hard eviction thresholds to the top-level cgroup for all pods to be Node
Allocatable + Eviction Hard Thresholds.

If system daemons do not use up all their reservation, the node will evict pods whenever they consume
more than 28.9Gi of memory. If eviction does not occur in time, a pod will be OOM killed if pods
consume 29Gi of memory.

21.8. SCHEDULER
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The scheduler now uses the value of node.Status.Allocatable instead of node.Status.Capacity to
decide if a node will become a candidate for pod scheduling.

By default, the node will report its machine capacity as fully schedulable by the cluster.
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5222 OPAQUE INTEGER RESOURCES

22.1. &

Opaque integer resources allow cluster operators to provide new node-level resources that would be
otherwise unknown to the system. Users can consume these resources in pod specifications, similar to
CPU and memory. The scheduler performs resource accounting so that no more than the available
amount is simultaneously allocated to pods.

pa 3

Opaque integer resources are Alpha currently, and only resource accounting is
implemented. There is no resource quota or limit range support for these resources, and
they have no impact on QoS.

Opaque integer resources are called opaque because OpenShift Container Platform does not know
what the resource is, but will schedule a pod on a node only if enough of that resource is available. They
are called integer resources because they must be available, or advertised, in integer amounts. The
APl server restricts quantities of these resources to whole numbers. Examples of valid quantities are 3,
3000m, and 3Ki.

Opaque integer resources can be used to allocate:

® | ast-level cache (LLC)

® Graphics processing unit (GPU) devices

® Field-programmable gate array (FPGA) devices

® Slots for sharing bandwidth to a parallel file system.
For example, if a node has 800 GiB of a special kind of disk storage, you could create a name for the
special storage, such as opaque-int-resource-special-storage. You could advertise it in chunks of a
certain size, such as 100 GiB. In that case, your node would advertise that it has eight resources of type

opaque-int-resource-special-storage.

Opaque integer resource names must begin with the prefix pod.alpha.kubernetes.io/opaque-int-
resource-.

22.2. CREATING OPAQUE INTEGER RESOURCES

There are two steps required to use opaque integer resources. First, the cluster operator must name
and advertise a per-node opaque resource on one or more nodes. Second, application developer must
request the opaque resource in pods.

To make opaque integer resources available:

1. Allocate the resource and assign a name starting with pod.alpha.kubernetes.io/opaque-int-
resource-

2. Advertise a new opaque integer resource by submitting a PATCH HTTP request to the API
server that specifies the available quantity in the status.capacity for a node in the cluster.
For example, the following HTTP request advertises five foo resources on the openshift-node-
1 node.
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PATCH /api/v1/nodes/openshift-node-1/status HTTP/1.1
Accept: application/json

Content-Type: application/json-patch+json

Host: openshift-master:8080

[

{
||opll: lladdll’
"path": "/status/capacity/pod.alpha.kubernetes.io~1opaque-int-resource-foo",
“Value": ll5ll

}
]

R

The ~1 in the path is the encoding for the character /. The operation path value in
the JSON-Patch is interpreted as a JSON-Pointer. For more details, refer to
IETF RFC 6901, section 3.

After this operation, the node status.capacity includes a new resource. The status.allocatable
field is updated automatically with the new resource asynchronously.

R

Since the scheduler uses the node status.allocatable value when evaluating pod
fitness, there might be a short delay between patching the node capacity with a
new resource and the first pod that requests the resource to be scheduled on
that node.

The application developer can then consume the opaque resources by editing the pod config to include
the name of the opaque resource as a key in the spec.containers[].resources.requests field.

For example: The following pod requests two CPUs and one foo (an opaque resource).

apiVersion: vi
kind: Pod
metadata:

name: my-pod
spec:

containers:

- name: my-container
image: myimage
resources:

requests:
cpu: 2
pod.alpha.kubernetes.io/opaque-int-resource-foo: 1

The pod will be scheduled only if all of the resource requests are satisfied (including CPU, memory, and
any opaque resources). The pod will remain in the PENDING state while the resource request cannot be
met by any node.

Conditions:
Type Status
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#5223 OPAQUE INTEGER RESOURCES

PodScheduled False

Events:
FirstSeen LastSeen Count From SubObjectPath Type Reason Message
14s  0s 6 default-scheduler Warning FailedScheduling No nodes are available that match all of
the following predicates:: Insufficient pod.alpha.kubernetes.io/opaque-int-resource-foo (1).

This information can also be found in the Developer Guide under Quotas and Limit Ranges.
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23.1. 1 E

Containers can specify compute resource requests and limits . Requests are used for scheduling your
container and provide a minimum service guarantee. Limits constrain the amount of compute resource
that may be consumed on your node.

scheduler i, 72 RAF—RHDITARTO/—RIZHF%aEE2—MN)Y—AFHOHEILAEFHTLZE
T CHIEPodDIVEa2—R )Y —RERE/—RROFBATRELABTEEZEBICANT Pod 255 ED
J—RICEEEL XY,

ERELUVHIRICEY, EEEZERZE/ —FTOVY—ADA—/NR—3Iv bZFAL, BETEIEY, Z
nig. REESINBINT =TV REFAYNITA—DIL—RFIDNHFEINIEARRRICE VTR
5% 9,

23.2. kb L VIR

FAVE21—-RMI)Y—RIOWT, AVTFT—RIVYV—RBERBIUVHIRZHEETEES, ATV a1—
VY TDREREKRICEIWTITON, /—RICERSNBELZRBLTT2LBENH S I EHHRS
hEY, AVTT—HHIRZEBETZHOD, BEXRZEWT 2155, BRIZT 7 4L b THIREICERE
INFEY, AVFT T /- FOBEINDFIRZBASIEETEIEA,

BIRROEREAEIEX, AVELI—RN)Y—ADYA TICL>TERYET, VT F—IERTLIZHIR
EIRELAWGE, AVT+—R@) Y —RARIAEDBWRET/ —NIZATYVa—I)LEIhEd, EBEIC,
AVTF—IEO0—ANNDHREBEVELIEMATHEATEZ2EE) Y —RAEZHETEET, YUY —IADFE
THRETIE, VY —REKREZHFEELRVWI YT F—IZREL RILOD QoS (Quality of Service) H'E&E
IhEd,

23.2.1. Buffer Chunk Limit Mgz

Fluentd OA—"'Z# OO #NEBTEXLRWEE, XY —DFEAEEES L. T—98BEX%EZH<TD
W7 7ANNY 27 Y TICHYBRZ Z20ENAHY £9,

Fluentd buffer_chunk_limit (. 77 #JL MM&A® 8m DIERIEZEE BUFFER_SIZE_LIMIT (IC& > TRE
INFET, BATEDT7AILDNY T 7—H4 X, 77 )L MED 256Mi DIRIEZEEN
FILE_BUFFER_LIMIT IC& > TREINZ T, kiR 2 — LY Xk, FILE_BUFFER_LIMIT
ICHNDERELABERLY RS ARITRERY FH A,

Fluentd & U Mux Pod Tld, XA 22— L4 /var/lib/fluentd I PVC F 721 hostmount 72 &Il & -
TERINZRELNHY FT, TOEBIE T 7MLy 77 —ILERAINET,

buffer_type & & U buffer_path (. ATFD &L D IC Fluentd 5BRE7 7 1 L CREINE T,

$ egrep "buffer_type|buffer_path" *.conf
output-es-config.conf:

buffer_type file

buffer_path “/var/lib/fluentd/buffer-output-es-config"
output-es-ops-config.conf:

buffer_type file

buffer_path “/var/lib/fluentd/buffer-output-es-ops-config"
filter-pre-mux-client.conf:

buffer_type file

buffer_path “/var/lib/fluentd/buffer-mux-client’
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g3 A —/X—OZ v b
The Fluentd buffer_queue_limit is 32.

233.dvEa—KYY—2R

AVEa—RM)Y—RIDVWTD/ — RTEREINDIE;EIX. VY —RIYAFICL>TERY ZFT,

23.3.1.CPU

AVTFH—ICEEXRT S CPUDENMRIEI N, IHICAVTF—CHREINZ2EREDHERFEFT/ —K
THIAFRER CPU ZHETE X7, HBOI Y TH—EMND CPU DFERA%ZETT 5158, CPU B
ANEIVTF—TERINZ CPUDEICEDWTHEREINFT,

fcEZlE, BT F—H500m D CPUBEZER L, RO YT F—5H 250m D CPU BfE % E
RKLUABE, /— RTRAFTRESEND CPUKRBIIX 21 DRIV FFHF—RBToORINET, JVTF
FT—HIREEEL TWVWEIHE, BELAHRABATCPUAFERALAVWEDICRAY MY v ITXh
i-g_o

CPU EXIL, Linux i—RILD CFSHEHYR—MNE2FERALTERBINE T, T 724/ NT. CPUFIR
&, Linux B—RILD CFS U #—4%HR—K&EFHAL T100ms DRIEERT EREINE T, =72
L. SHIZEMCTEIENTEET,

2332 XE!) —

A container is guaranteed the amount of memory it requests. A container may use more memory than
requested, but once it exceeds its requested amount, it could be killed in a low memory situation on the
node.

If a container uses less memory than requested, it will not be killed unless system tasks or daemons need
more memory than was accounted for in the node’s resource reservation. If a container specifies a limit
on memory, it is immediately killed if it exceeds the limit amount.

23.4. QOS (QUALITY OF SERVICE) 7 25 X

J =Rk, BREEELBRVWPod ART Y 1—ILEINTWBIHEEY / — KDTRTD Pod TOHIRD
BEANFAARRT S VOREBEZBASGAICA—/A—aIy b TIT,

F—N"—33Iy NINBZBIETIH., /—RKRLEDPod AWThHDOELRTHETERIYE2I—KY
Y—2LYELZLKDEDFERERTITZIENTEZET, ThrELBE. /—REZERZND Pod
ICBEIBMAIEET 2RENHY E T, COREEITILDICHERAINZHEEIE. QoS (Quality of
Service) 7 S R EMIENF T,

ZFAVEa—RY)Y—=RIIDOWT, AVTF—IE3 DD QoS IV ZRILHEINE T (BEIBALILE
&)

%23.1QoS (Quality of Service) 7 7 &

1(&=) Guarantee  HIRBLUVA T a VDERNIARTOY Y —RIIDVWTHREINTWSEIE
d BOEFELLRBW) TENLDENEL WEES. OV T F—I& Guaranteed
ELTHEINZET,
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2 Burstable FRSL VA T aVvDERDPITRTOY Y —RICDWTEHREINTWDIG
BOEFELLRBW) TENLDENEFEL K RWVWIFE,. IV 7+ —Id Burstable
ELTHEINEY,

3 (&1K) BestEffort BRELCHIENYY —ROWTNICDWTEREINLWES., IVT
+—Id BestEffort & L THEINZET,

Memory is an incompressible resource, so in low memory situations, containers that have the lowest
priority are killed first:

® Guaranteed containers are considered top priority, and are guaranteed to only be killed if they
exceed their limits, or if the system is under memory pressure and there are no lower priority
containers that can be evicted.

® Burstable containers under system memory pressure are more likely to be killed once they
exceed their requests and no other BestEffort containers exist.

o BestEffort containers are treated with the lowest priority. Processes in these containers are
first to be killed if the system runs out of memory.

235. Y AY—TDA—/N\—23Iv NDOETE

AT 21—V TRERINE )Y —RICETVWTITONE—AT, 74—98LV0/— REIRIKY
Y—REIRDZ EEF/LTHY, ThIFBERINZ)Y—RIYEFWMEICKRETT T, EKREHIR
DEDERIE, A—NN—AIy FNDLRIVEEDDZEDERYET, 72K, AVFF—IC1IGI DX
EN—EBEKRE2GIDAEY —FHIRMEEINZFE., VT F—DRFVa—-Y YV JE/—RTIGi %
FEAREETIERICEDVWTITONE TN, 2GIFTHEATZIENTEET, TOLEH, ZDFE
DA —/IN—3I v NI 200% ICRY ET,

OpenShift Container Platform BIEEA A —/A—2I v hOLRILEFHEL, /—ROaAVFTF—FE
EEERTIVENHDGE. AREI VT T —CREINALEREFROLLEEZ FEXTELITR
H—%RETDIENTEET, CORELFIRET 7 NEEETS 7OV TED
LimitRange EHICFEET R ET, A—N"—03I vy FERERLARIIICKRETES LDV 7T+H—0
FIREBREZFAET L ENTEET,

INERTT BICIE. LLTOBICH B & 5 I master-config.yaml T ClusterResourceOverride 5%
AV MO—S—%BETEIEHNIVETYT (BIFEDOHREY ) DI EFEETIHEEINEBIAT N,
FEBBIHBUTHEELRVWERZEALEY),

admissionConfig:
pluginConfig:
ClusterResourceOverride: ﬂ
configuration:
apiVersion: v1
kind: ClusterResourceOverrideConfig
memoryRequestToLimitPercent: 25 9
cpuRequestToLimitPercent: 25 G
limitCPUToMemoryPercent: 200 @)
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F223FEA—/—OIv b
INRFTST4VETY, RXF/IXFORBIPBETHY., 53741 VDRLAIC—HT B85
DAL RTEEINTT,

(723>, 1-100) AV TF—DXAE) —HIRMEEINTVWEDN, 774 MIBEINLTW
BBE. AT —ERIZEROZIDA—tYF—JICRHBLTEEESINET,

(A7 av, 1-100) AV TF—D CPURIRAMEEINTWE N, FLET I MIBEINT
W3I5E., CPUEBRIFFIROZDNRA—tEYF—JICRHB L TLEEEIINET,

O ® & o

(F7vav, EOBE) AVFTF—OXAEYY —HIRMEEINTVED., T74IMIFREINT
W2Ii5E,. CPURIBRIIXEY —FIRDNX—tYF—JICHIGELTLEEEINE T, ZDIBAE. 1Gi
DRAM A ICPU A7 EFHE L RBIFEICI00 /=Y MRV EYT, Zhik, CPUEXR%E LE
TP BRENCMEBINET GREINTWVWBIESR).

TARAY—BEDLEREHKIX., YTRY—DODBEEIDEICHRY FT,

FIRAD YT FHF—ICREINTVWARWGAICEINODEEZRFHEAS ARV EITERLTLES
W, (ARIZ7O /7 bZEIIC, i 7OV b7 7L—F 2FEALT) T 74 NOFHIRT
LimitRange # 7Y =¥ h&{Ef L, EEXNERINSLDICLET,

Fro, EEXRE, AVTTF—OFIRBLVCERN 7OV 7 POWTIAD LimitRange 7 72 7
NTHERARE LTRIISNZMEDLNH DI EICEFRELTLEIN, EAE AREI RAIREICIEWL
FREREL. BEXER/NMRELYEBWMEICLEEZ TSI E T, Pod MBIV D HEEMELHY £
T, CORBETRVWI—HF—TIARYIVZIIDVWTIE, SEOEETHIET Z2HENHY T 1
TR TIE I DHEES L U LimitRanges Z3F R L TERE L TLEI L,

EEXIPREINTWRGEIC, 7OV bEREL. UTFO7 /57— av%BINT52ET, L
EXATOVIVNITEILEMITERIENTEET (L&A AV ISAMNSIVFy—OVER—%
VINDEREELEEZEYYBLTEITTEEY),

I quota.openshift.io/cluster-resource-override-enabled: "false”

236. /—RTOA—N—3I v NOZE

Z—N—3Iv MEIETIE, RBELYRATLABFZRHETEZLIIC/ —R2EDICRET 2LEDH
YEJ,

23.6.1. Quality of Service (QoS) ETD X €' —F#

experimental-qos-reserved /X5 X —% —%Z R L T. HED QoS L NILD Pod TFHIND X E
)—DIR—tEVT—V%HIBETDIENTEEY, ZOKEEIL. ZEEL 00S 75 AD Pod &L
QoS VT AD Pod TERINDZ Y —REFHTERVWLDICTILEHDICERINEL) YV —ZADFH
HEATLET,

BWQOS LRIVEIC Y —RE5FHTEHET, VY —RFREFZRL Pod B'EL QoS LRILD
Pod TERINDNY—REFRELARVEDIITEET,

To configure experimental-qos-reserved, edit the /etc/origin/node/node-config.yaml file for the
node.

kubeletArguments:
cgroups-per-qos:
- true
cgroup-driver:
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- 'systemd'

cgroup-root:

- l/l

experimental-qos-reserved: ﬂ
- 'memory=50%'

'@ Pod DY Y —ZERA QoS LRILTEDLIICFHINDIAAEIEELET,

OpenShift Container Platform &, LA F®D & 5 IC experimental-qos-reserved /X5 X —4 —%FH L £
ER

e experimental-qos-reserved=memory=100% Df&(d. Burstable & & U BestEffort QOS 7 5
AN, INHEYFWQOS VFATERINIEAE) —ZHETHDEMHITFET, IhilL
). Guaranteed & &£ U Burstable 7—27 O— RKDXEY =YYV —RDFRIELNILE EIFBZ
EMEFRI N, BestEffort & U Burstable 7—2 00— RTDO OOM D FELET R R/ EFE
UET,

e experimental-qos-reserved=memory=50% Df&(d. Burstable & & U BestEffort QOS 7 5
ADNINBEEYFBVNQS VFRICE>TERINBZIAE) —D¥ P2 EET DI 2HTLE
ER

e experimental-qos-reserved=memory=0% Df&(%. Burstable & & U BestEffort QoS 7 5 R
N/ —RDEIYHTHERZRRIEE T2 2FT LEIH (FIATREAEZE). IhilE
Y. Guaranteed 7—27 O— RABRLEZAE) —ICT VIV CRATERC KRBV RIDPEFY X
T ZOWRICEY, CTOBBEIFEMIINTVET,

23.6.2. CPU HlIBR DX

Nodes by default enforce specified CPU limits using the CPU CFS quota support in the Linux kernel. If
you do not want to enforce CPU limits on the node, you can disable its enforcement by modifying the
node configuration file (the node-config.yaml file) to include the following:

kubeletArguments:
cpu-cfs-quota:
- "false"

CPU HIRRDOEMAEMICINZHZE, ThD/ —RIIEXZ2HEZEBL T IENERILRY F
3—0

o OVFFT—HNCPUDERAETZHA. TNIFLinux H—RILD CFSHBICL>TEBIEHmIE
BINnZEd,

e OVFF+—NHNCPUDERZBARMICIEELARZVWEDD., HIREZIEET DHAICIK. EXRIFEE
INEEIRICT 74 N TEREIN., Linux I—RILD CFSHETERBINF T,

o JVFTFT—NCPUDEREFIROMA%ZIEET 215G, BXRIE Linux AI—RILD CFSHBT
EEI N, FIRIZ/ —RICHBESATHA,
2363. Y AT LYYY—RAD) YV —RFH
A7V 21—F—F PodBERICEDVWT/—REDIARTD Pod IC+R1RY YV —2ADH D I & %=HER
LEY., hik, /—REDIVTF—DERDODEEFHD/ —FEEZEALGRWI EZzHEBLEY, Z

niZIE, /—RFTEBINLCINTOIAVTFT—DEINITH /5 X5—0HENTREEISIN/]
I 7OtRAEETFNELEA

192


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/installation_and_configuration/#install-config-master-node-configuration

23T A —/—O3Iv b

J—RBED—EHEFHLT, V3RI—DHEETEDLD / —RTETIIBEDOHDV AT LT —
EVAILERT 2 EHNHEINE T (sshd. docker 2 &), E<IT. XEY—REDEBTEARWN
Y—ZAD) Y —RAFHEITI I ENHEREINZET,

Pod MADTOEZADY Y —RERARNICFNT 2HELNH2HBE. ULTFTD2 DDHETINERETT
TET,

o BHRINDAEZEELT, RFVa—-Y YU JIlETEZ)Y—REIBELT/ —RKR)Y—2%
BYYUTEHRIENTEZET, HlE. T/—RUY—2DEIYHT] 2BBLTLIEIL,

e 2 DHMAEE L T resource-reserver Pod ZEXCEXFd, TDPodld, 753 R9—ITLB
ATV 1—ILDORENERD LD/ —RTREEHRELE T, UTERBIIHRY ET,

f123.1resource-reserver Pod DEFH

apiVersion: v1
kind: Pod
metadata:

name: resource-reserver

spec:

containers:

- name: sleep-forever
image: gcr.io/google_containers/pause:0.8.0
resources:

limits:
cpu: 100m ﬂ

memory: 150Mi 9

‘) D52 —ICRBINBVWERANLRILOF—EVAIC/ — RLETHIET 2 CPUDE
<7,

Qg D52 —ICRBINBVERANLRILOTF—EVAIC/ —RETHRIRETZATY —
DETT,

EZ (T resource-reserveryaml DL IR 7 7 1 JVIZREFEL. 7 74 L% Jetc/origin/node/ %
T IZRIDIBEDL H %355 1 —-config=<dirs RED/ —RBRET A LI M) —ITBL ZENTE
x9,

Additionally, the node server needs to be configured to read the definition from the node
configuration directory, by naming the directory in the kubeletArguments.config field of the
node configuration file (usually named node-config.yaml):

kubeletArguments:
config:

- "/etc/origin/node” ﬂ

ﬂ --config=<dir> DMEEINTWVWBIHE., T I T «dir>s ZFERALEX T,

resource-reserveryaml 7 7 1 LD\ BWRRE T/ — R —N—%&EET 5 &. sleep-forever
Avrr—38FHLEYT, RTV1—F—RE/ —RKRDRYDBEELEEL., V5RX%9%—Pod %
BT 2B EERAELET,
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resource-reserver Pod ZBlIfR 9 5IClE. / —FKs&&ET 14 L7 M) —D5 resource-
reserveryaml 7 7 1 )Lz HIRT 5H FLEIhZzBETEHIEHNTEET,

23.6.4. h—XRIVDFARARERT Z 7

J—RAEFTEE. XE) —EBEROA—FRIVOREATERR T S ITNBENICKRESINT T, A—FI
. MEXEYY—DFRBLAWVWRERY, XE)-—DEIYLETICKRTEZZEHY FTHA,

CDENMEAMERT 720D, /—RIEA—RIVICHL, BICXE) —DA—N"—2Iv M 2ETTEL
JICERLET,

I $ sysctl -w vm.overcommit_memory=1

g, /—REA—FIIITHL, XEY)—DPFRBITBZRAETENRZY ZILALRVEDICERLET,
ZTORDHYIZ, A—FILD OOMKkiller IXBEIEGICEODWT 7O R&#@FRT LE T,

I $ sysctl -w vm.panic_on_oom=0

P2
LERDTS TR/ —RECTTICREINTWBRE T TH DD, BNDTIYaviE
RETY,

23.6.5.swap X E!) —DEML

You can disable swap by default on your nodes in order to preserve quality of service guarantees.
Otherwise, physical resources on a node can oversubscribe, affecting the resource guarantees the
Kubernetes scheduler makes during pod placement.

For example, if two guaranteed pods have reached their memory limit, each container could start using
swap memory. Eventually, if there is not enough swap space, processes in the pods can be terminated
due to the system being oversubscribed.

To disable swap:
I $ swapoff -a

Failing to disable swap results in nodes not recognizing that they are experiencing MemoryPressure,
resulting in pods not receiving the memory they made in their scheduling request. As a result, additional
pods are placed on the node to further increase memory pressure, ultimately increasing your risk of
experiencing a system out of memory (OOM) event.

BF

If swap is enabled, any out of resource handling eviction thresholds for available memory
will not work as expected. Take advantage of out of resource handling to allow pods to be
evicted from a node when it is under memory pressure, and rescheduled on an alternative
node that has no such pressure.
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%24Z INGRESS S 714 v VDEBEDHER IP DEIY HT

24.1. =&

NS T4 v OB SRAI—IIDRCHEDIDE LT, ExternallP E7<id IngresslP 7 KL 2 & f&
AT2IENTEET,

BF

ZDHEEIX, V5T RUADTTOAM A Y NTOAYR—bINFT, V75UK

(GCE. AWS, && U OpenStack) ¥ 704 X ¥ hDFA, O— RASUH—H—ER%
FHL, 759 ROBEFTTAAMA Y RN TYH—ERDI VY RRA Y &Y =45y MNIEE
Ebia—o

OpenShift Container Platform (£ 2 2D IP 7 KL AD T—ILAHKR—KLE T,
® |ngresslP uses by the Loadbalancer when choosing an external IP address for the service.

e ExternallP (&, I—H—DREINTZT—ILHOSEEIP A BIRTZBHICERAINT T,

pa )

IhsiEVWTFhE, Ry ND—94 Y9 —27x—2Y hO—F— (NIC) FLIFRTE
A=y b, FEEABIL—T 1V ITOVTNTH>TH, FHINS OpenShift
Container Platform R A RDF /N RICEREINZBELIHY T, TDHFA.
Ipfailover I RA M ZEZEL, NICZRET 57, INZFRATHIIENHEREINZX
ER

IngressIP & & U ExternallP [EWTNENBN S T4 v IDIZRI—~ADT7 VA %ZTEEIC L. &L
IKIW—T 4 VY TINTWVWBFZEIC. AR T4 v 73 —EXHN AT S TCP/UDP /R— MNEHR T
HB—ERDIY KRSV MIERETEET, Jhid, ABIPEY—ERICFETEY HTBEIC. &
RINEBOEBIP 7 NLRADOR— MEFEZEE LA TEALRVWEELY DEMICRY FT, &
INSDT7 RLRIE, BaAMEEERET 2HBEICIRIBIP(VIP) E LTEERATEET,

OpenShift Container Platform (£ IP 7 FL ZDOB&#H L OFBEIY ETCOmMAEYR—MLTHY., £
NENDT7 FLRZTIDODY—EXADRABICEIVETOND I EMMFRIAEINIEY, ThicLY, &
P—ERE, R— "M OY—EXTRRAINTVENMIELLT, BESDBIRLAR—MERBETEE
ER
24.2. FIBR
ExternallP ¥ %IC1E. UTFAERITTEET,

® Select an IP address from the externallPNetworkCIDRs range.

® Have an IP address assigned from the ingressIPNetworkCIDR pool in the master configuration

file. In this case, OpenShift Container Platform implements a non-cloud version of the load
balancer service type and assigns IP addresses to the services.

BYHETEIPT7RLADN I ZRI—HDIDUED /) —RTRTTEHIEZHRT D2BELH
Yxd, BEFED oc adm ipfailover Z{HEHA L THASR IP ORTAMLABWI & &2R LE T,
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FETREINLHAZIP DIFE, BIYBZR—MDI Sy allDWTIE [first-come, first-served
(EIE)] TUREINhFT, R— F%ETTé%n\%@PTFDZE%U%TB%TV@V%%E@
HHARREE Y £F, UTFEAICAY £,

FEHCEHEINEABIPOR—MNDIS Y afl
2000 —EZRDABUAELIP 7 KL R1727.7.7 TEETHREINTW D,

MongoDB service A H'/R— k 27017 &3k L. JRIC MongoDB service B »'FA L/R— b &K T 3,
RMDEBERNPZDR— M ERBLET,

772U, Ingress A hO—Z—HDAEIP ZEIY EHTZHBE. R— DIV Zy P adBES QY FH
Ao AV MO=F—DEY—ERICEBEDT7 FL 2 ZFYLETEZLDHTY,

243.EEDHAERIP 2FHT B LD VS RY—%&RET 5

In non-cloud clusters, ingressIPNetworkCIDR is set by default to 172.29.0.0/16. If your cluster
environment is not already using this private range, you can use the default. However, if you want to use
a different range, then you must set ingressIPNetworkCIDR in the /etc/origin/master/master-
config.yaml file before you assign an ingress IP. Then, restart the master service.

LoadBalancer ¥ 1 7DH—E R IZEIY HTHN 45 IP ILEIC ingressIPNetworkCIDR D E5E IC %
Y ¥4, ingresslPNetworkCIDR H'E|Y HTHNAAIIP A DERHAN SR ARZ LI ICEEIN
256, HEEZIIZY—ERITE, FROBEEHBMEOHZ2FHROABIP LBV ETONET,

pz -1o)
STHAMAEFERALTWSIEES. ZOEEIF255IP 7 RLRAL YD RIFhIERY &
AIO

/etc/origin/master/master-config.yaml @4 > 7L

networkConfig:
ingressIPNetworkCIDR: 172.29.0.0/16

24.3.1. Y —E X ® Ingress IP D& E
Ingress IP ZE|Y HTBITIE. UTFERITLET,

1. loadBalancerlP X ETHEED IP #E3K$ % LoadBalancer Y—E XD YAML 7 7 1 )L & {ERK
LEY,

LoadBalancer s&2E&H > 7L

apiVersion: vi
kind: Service
metadata:

name: egress-1
spec:

ports:

- name: db

port: 3306

196


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/installation_and_configuration/#master-node-config-network-config

F24F INGRESS S5 714 vV OBEEDOHER IP DE|Y LT

loadBalancerlIP: 172.29.0.1
type: LoadBalancer
selector:

name: my-db-selector

2. Pod IC LoadBalancer ¥ —E X &EHR L £ 9
I $ oc create -f loadbalancer.yaml

3. AEIP DY —EREZHRLE T, /=& AIE. myservice & WD ZFIOY—ERZHIRL X,
I $ oc get svc myservice

LoadBalancer # 4 7OH—E X ICHAERIP AEIY H TSR TWBIFAE, HAKIKIPARRIIHN
9,

NAME CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
myservice 172.30.74.106 172.29.0.1 3306/TCP 30s

24.4. AR FIET A NEMWTD INGRESSCIDR DIL—TFT 4 > 7

ingressCIDRD RS 74 v 0 %0359 —D/—RIEEFETHEMIL—bZEMLFT, LATEAICA
L) i-a—o

I # route add -net 172.29.0.0/16 gw 10.66.140.17 ethO

LEEDFITIE. 172.29.0.0/16 I ingressIPNetworkCIDR. 10.66.140.17 (& / — K IP T,

24.4.1. Y —E X externallP

JSRAY—DOREBIP 7 RLRICMAT, P75 —2a VvERERZISAY—DOAERICHZIPT7 KL
A%ERET DI EDNTEET, OpenShift Container Platform BEEE X, NS 74 v IDNIDIPEHFED
J—RICEET B EAHERTIRENHY T,

externallP (. master-config.yaml 7 7 1 L TR E I 1% externallPNetworkCIDRs £ A 5 EIEHE

ICE > TBERINZMENHY £, master-configyaml "EEINBRIC, YRAY—H—ERIIHE
EBINhZ2nELNHY T,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers
externallPNetworkCIDR /etc/origin/master/master-config.yaml @4 > 7L

networkConfig:
externallPNetworkCIDR: 172.47.0.0/24

H#—E R externallP % (JSON)

{

"kind": "Service",
"apiVersion": "v1",
"metadata”: {

"name": "my-service"
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2
"spec": {
"selector": {
} "app": "MyApp"
"ports": [
{
"name": "http",
"protocol": "TCP",
"port": 80,
"targetPort": 9376
}
1,
"externallPs" : [
"80.11.12.10"
]

}
}

@ X FALBEINBABIPTRLRAO—HTY (ZNEAEIP 7 FL2—KISEME N2 —HT
o
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25.1. {3} &

ZDkEwY 7 TlE, OpenShift Container Platform A* X E ) =R (OOM) ¥ 7 1 X 7 {8 AR B DK
EHCIODDRAMNI 7 #— FORYBEHCOWTEHBALE T,

J—RiE, FIARREARIVYEL—RMN)Y—ZIBNDRVWGEICRELEHETINE DY ET, Ch
. XEY—PTARIVBEDEBATRER) Y —RAERIBEAICELICEEILRYET, EB556HD
)y —ZIEEINDE, /—REAREICHRY T,

BEHIFX, TEIVavR)Y—&2FRHALT/ —REO79 574 JICE=Z4—L., /—KTaV
Ea—KNJ)Y—ZXBLUPAEY) =) Y —2ZAPRBTEIRRAEHSIENTEET,

Z®DbMEY 7 TlE, OpenShift Container Platform A') Y — AT B DRRITTHIL T B HEICDOWVWTDIFE
WERBEL, 2T AFIPHEINZHERICOWTEHRBALEY,

o )Y —2DM[EN
e PodDIESIY I3V
® PodDRyYa-—-Y Yy

o )Y—ARREHB LUV Out of Memory Killer

gk

==
[=]

If swap memory is enabled for a node, that node cannot detect that it is under

MemoryPressure.

AEY—AR=—22ADITEI>avEFIATZITIE. AL —4—Id swap & FEWICT
ZRENHY T,

252. TE S 3 VR —DHETE

IEYavRYI— L&Y, /= ROFAEFRRY Y —ZABDLBWRR TRITINTWBIHEICTD
LUEDPod "R B & ZHFTLET, Pod DERBUCELY, /—NEIBERY Y —RZDONTEF
—g_o

An eviciton policy is a combination of an eviction trigger signal with a specific eviction threshold value,
that is set in the node configuration file or through the command line. Evictions can be either hard,
where a node takes immediate action on a pod that exceeds a threshold, or soft, where a node allows a

grace period before taking action. See the sections below for important information the differences
between hard and soft evictions.

By using well-configured eviction policies, a node can proactively monitor for and prevent against total
starvation of a compute resource.
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pa )

When the node fails a pod, it terminates all containers in the pod, and the PodPhase is
transitioned to Failed.

2521 /—REREEZFEBLLERY > —DIERK

To configure an eviction policy, edit the node configuration file (the /etc/origin/node/node-
config.yaml file) to specify the eviction thresholds under the eviction-hard or eviction-soft
parameters.

Bl:
$125.1 Sample Node Configuration file for a hard eviction

kubeletArguments:
eviction-hard:
- memory.available<500Mi9
- nodefs.available<500Mi
- nodefs.inodesFree<100Mi
- imagefs.available<100Mi
- imagefs.inodesFree<100Mi

Q IS avDIA T N—RIEDSaVICIDINS A=Y —AFRLET,

Qg BEDIE Y ay N H—o T FIICEDCIE Y a VYD LEWETY,

$1125.2 Sample Node Configuration file for a soft eviction

kubeletArguments:
eviction-soft: ﬂ
- memory.available<500Mi g
- nodefs.available<500Mi
- nodefs.inodesFree<100Mi
- imagefs.available<100Mi
- imagefs.inodesFree<100Mi
eviction-soft-grace-period:6
- memory.available=1m30s
- nodefs.available=1m30s
- nodefs.inodesFree=1m30s
- imagefs.available=1m30s
- imagefs.inodesFree=1m30s

IS 3VYDIAT VT RNIEIS a3V ICZDNRSA—9—AFHLET,

BHEDIEV Y a v NI A= TFIVICEDSKIEIYaVDLEWETTY,

09

YIRMNIES Y aVvOMFPHBETY, NI 4—T VYV RARBEILT 20T 74 NMEDF F
ICLET,
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. ZEAABWT 57-0IC OpenShift Container Platform 4t —E X #BiEE L X7,

I # systemctl restart atomic-openshift-node

2522. TS avyFILIZDOWT

UTFTORICHZDTFILOWTNMNMCEDWTIEI Y a VvOEBRREA NI H—F5LD/— KAk
ETBDIENTEEFT, TEYVYaVITFHILik, LEWMEEHICTEY a3 VD LI WVEIEBINTE
9,

The value of each signal is described in the Description column based on the node summary API.

T FINERTTBICIE. LTF2ERTLET,

curl <certificate details> \
https://<master>/api/vi/nodes/<node>/proxy/stats/summary

K251 R—bEhhdITEV >3y TFL

IES >3

I JF

MemoryP memory. memory. /—ROFIARMREAXEY)—HPIEIS a3V LI WVMEEZBATW
ressure available available 3%,

node.sta
tus.capa
city[mem
ory] -
node.sta
ts.memo
ry.worki
ngSet

DiskPres nodefs.a nodefs.a  Available diskspace on either the node root file system or image
sure vailable vailable = file system has exceeded an eviction threshold.

node.sta

ts.fs.avai

lable

nodefs.in  nodefs.i

odesFree nodesFr
ee=
node.sta
ts.fs.ino
desFree
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imagefs. imagefs.
available available

node.sta
ts.runtim
e.imagef
s.availab
le

imagefs.i  imagefs.i

nodesFre nodesFr

e ee=
node.sta
ts.runtim
e.imagef
s.inodes
Free

Each of the above signals supports either a literal or percentage-based value. The percentage-based
value is calculated relative to the total capacity associated with each signal.

29V 7 MiE kubelet B’3£1T9 2 —EDFIE%FEMA L. cgroup 5 memory.available % fk4E X £ &
To RV YT MNEIFHEDSIKT VT A TRIZAMAEY—(DFY, T7IVT1THRLRUYR D
T7AIWR=ZADAEYY —DNA M) Z5EDPSBRALET, T IT1ATRI7AIXEY—IF)
Y —ZADFREFICENAREICRZ I ENBEINET,

Pz

free-m (X2 VT F—THBELAR W=D, free-m DL DRV —JILIFFEALABVWTLCES
LN,

The node supports the nodefs and imagefs file system partitions when detecting disk pressure, as
follows:

® The nodefs file system that the node uses for local disk volumes, daemon logs, and so on (for
example, the file system that provides /).

® The imagefs file system that the container runtime uses for storing images and individual
container writable layers.

OpenShift Container Platform & ZN5D 7 7 A IV AT L%Z 10T EICE=ZF—LFET,

If you store volumes and logs in a dedicated file system, the node will not monitor that file system.
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pa )

As of OpenShift Container Platform 3.4, the node supports the ability to trigger eviction
decisions based on disk pressure. Before evicting pods becuase of disk pressure, the
node also performs container and image garbage collection. In future releases, garbage
collection will be deprecated in favor of a pure disk-eviction based configuration.

2523.TE 3 vDLEWMEICDWT

You can configure a node to specify eviction thresholds, which triggers the node to reclaim resources,
by adding a threshold to the node configuration file.

If an eviction threshold is met, independent of its associated grace period, the node reports a condition
indicating that the node is under memory or disk pressure. This prevents the scheduler from scheduling
any additional pods on the node while attempts to reclaim resources are made.

The node continues to report node status updates at the frequency specified by the node-status-
update-frequency argument, which defaults to 10s (ten seconds).

IS avyOLEWVEIER., ULEXWMEISOETDEIC/ — RAPEIFICT7 I a v aEFTTIHRAIC/N—R
ERY, VY —ZAEEIOEFEHE T T 25EIEY 7 MIRY ET,
pz -1o)

Soft eviction usage is more common when you are targeting a certain level of utilization,
but can tolerate temporary spikes. We recommended setting the soft eviction threshold
lower than the hard eviction threshold, but the time period can be operator-specific. The
system reservation should also cover the soft eviction threshold.

YI7RhIEV aVvDOLEIWERSER#EICRYEY, YVIhIEZ2YaYDLEW
BOFEAZHAITTIZRIICN—RIEI a3 VD LEIWMEZFREL TLEIL,

LEWMEIRLUTORXTREINET,
I <eviction_signal><operator><quantity>

® the eviction-signal value can be any supported eviction signal.
® the operator value is <.

® the quantity value must match the quantity representation used by Kubernetes and can be
expressed as a percentage if it ends with the % token.

EZE, ARL—9—D10GI X E)—DH B/ — RaFHIHET, AL —5—[FFIAFTRELRAE

)—MM1GI 2 TEIBIHEICTIEV Y a Vv 2BATIUENHBIHFE. AE)—DIEIY a3V LEWE
BRUTOWTNNTIEEST I ENTEET,

memory.available<1Gi
memory.available<10%

pa 3

J—RIEIEYV a Y LEWVMEDFMEE=A—%2 10T EICETL, EE2EETZT
CIRTEFFA, THIEFINIRAF—TUNEOBRICAKRY 7,
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25231 "N\—KIES S avDOLEWMEICDWT

A hard eviction threshold has no grace period and, if observed, the node takes immediate action to
reclaim the associated starved resource. If a hard eviction threshold is met, the node kills the pod
immediately with no graceful termination.

N—RIEI>aVDLIWMEERETSICIE. R Y—1ERDHD /) — REZREDFER] IRIN
3£, TEYY 3 LEVWERE eviction-hard D FICH B / — REBEET 74 ILISEMLZE T,

Sample Node Configuration file with hard eviction thresholds

kubeletArguments:
eviction-hard:
- memory.available<500Mi
- nodefs.available<500Mi
- nodefs.inodesFree<100Mi
- imagefs.available<100Mi
- imagefs.inodesFree<100Mi

ZDBNE—MBETA RS54V ERTODEDT, HEREINZEBRETHEHY A,

252311774 MDN—FIES > 3» LEVE

OpenShift Container Platform I&. eviction-hard DL TFD T 7 # )L FREZFHRALE T,

kubeletArguments:
eviction-hard:
- memory.available<100Mi
- nodefs.available<10%
- nodefs.inodesFree<5%
- imagefs.available<15%

25232. Y7 bhIEYZa VDO LEWMEICDOWT

A soft eviction threshold pairs an eviction threshold with a required administrator-specified grace period.
The node does not reclaim resources associated with the eviction signal until that grace period is
exceeded. If no grace period is provided in the node configuration the node errors on startup.

In addition, if a soft eviction threshold is met, an operator can specify a maximum allowed pod
termination grace period to use when evicting pods from the node. If eviction-max-pod-grace-period is
specified, the node uses the lesser value among the pod.Spec.TerminationGracePeriodSeconds and
the maximum-allowed grace period. If not specified, the node kills pods immediately with no graceful
termination.

YIRIEZDaVOLIWMEICDWTIE, UMTFO 7SR R— I TWET,

e eviction-soft: a set of eviction thresholds (for example, memory.available<1.5Gi) that, if met
over a corresponding grace period, triggers a pod eviction.

e eviction-soft-grace-period: a set of eviction grace periods (for example,

memory.available=1m30s) that correspond to how long a soft eviction threshold must hold
before triggering a pod eviction.
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e eviction-max-pod-grace-period: ¥V 7 hTE/V > a > DL EWMEISET BHED Pod DFE THFIC
FAINZERRTHEIINZ B TR (WE&EA) T,

YIRIESSavDLEWMEARETZICIE. [RYS—ERDEDD ) — REEDFEH] ICRIN
5L, TEYY 3 VDL EWER eviction-soft D TFICHZ / — REBETZ7 714 ILISEMLE T,

Sample Node Configuration files with soft eviction thresholds

kubeletArguments:
eviction-soft:
- memory.available<500Mi
- nodefs.available<500Mi
- nodefs.inodesFree<100Mi
- imagefs.available<100Mi
- imagefs.inodesFree<100Mi
eviction-soft-grace-period:
- memory.available=1m30s
- nodefs.available=1m30s
- nodefs.inodesFree=1m30s
- imagefs.available=1m30s
- imagefs.inodesFree=1m30s

ZDBNE—MBRTA RSA VERTODEDT, HEREINBZEBRETKEHY A,

253. A7 a—YVITHD)Y —REDERTE

ARGT21=5—MN/—FeREIlEYHET, TEIYaVaHIETERLIICTRHIC. ATV a—
VY JTHATES/—RFR)Y—RADHEEEZFIETETET,

Set system-reserved equal to the amount of resource you want available to the scheduler for deploying
pods and for system-daemons. Evictions should only occur if pods use more than their requested
amount of an allocatable resource.

J—RE2ODEEZRELET,
® Capacity: How much resource is on the machine
e Allocatable: 27 2 —Y v JBICFIAREICINE )Y —XDETT,
To configure the amount of allocatable resources, edit the node configuration file (the

/etc/origin/node/node-config.yaml file) to add or modify the system-reserved parameter for
eviction-hard or eviction-soft.

+

kubeletArguments:
eviction-hard: ﬂ
- "memory.available<500Mi"
system-reserved:
-"1.5Gi"

ﬂ ZDL T \WMEIE, eviction-hard Z 7= & eviction-soft DWW NI TE F T,
. ZEAABWT 57-0IC OpenShift Container Platform 4t —E X #BiE& L £,
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I # systemctl restart atomic-openshift-node

25.4. / — RDIRREZEN DI

If a node is oscillating above and below a soft eviction threshold, but not exceeding its associated grace
period, the corresponding node condition oscillates between true and false, which can cause problems
for the scheduler.

To prevent this oscillation, set the eviction-pressure-transition-period parameter to control how long
the node must wait before transitioning out of a pressure condition.

1. Edit or add the parameter to the kubeletArguments section of the node configuration file (the
/etc/origin/node/node-config.yaml) using a set of <resource_type>=<resource_quantity>
pairs.

kubeletArguments:
eviction-pressure-transition-period="5m"

+ The node toggles the condition back to false when the node has not observed an eviction threshold
being met for the specified pressure condition for the specified period.

+

pa 3

Use the default value (5 minutes) before doing any adjustments. The default choice is
intended to allow the system to stabilize, and to prevent the scheduler from assigning
new pods to the node before it has settled.

. ZEEEZBMT %7HIC OpenShift Container Platform ' —E X B2 L X7,

I # systemctl restart atomic-openshift-node

255. /—RL~NJLD) Y —ZD[EUX

If an eviction criteria is satisfied, the node initiates the process of reclaiming the pressured resource until
the signal goes below the defined threshold. During this time, the node does not support scheduling any
new pods.

The node attempts to reclaim node-level resources prior to evicting end-user pods, based on whether
the host system has a dedicated imagefs configured for the container runtime.

Imagefs A'FREINTWBI5E
RA MY 2T LI imagefs HEREINTWVWBIHA:

e |f the nodefs file system meets eviction thresholds, the node frees up disk space in the
following order:

o Delete dead pods/containers

e |f the imagefs file system meets eviction thresholds, the node frees up disk space in the
following order:

o Delete all unused images
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RRA MY Z7 AIC imagefs DI N TUVRWIEE:

e |f the nodefs file system meets eviction thresholds, the node frees up disk space in the
following order:

o Delete dead pods/containers

o Delete all unused images

25.6.PODTEYV >3 VICDWVWT

If an eviction threshold is met and the grace period is passed, the node initiates the process of evicting
pods until the signal goes below the defined threshold.

The node ranks pods for eviction by their quality of service, and, among those with the same quality of
service, by the consumption of the starved compute resource relative to the pod's scheduling request.

Each QOS level has an OOM score, which the Linux out-of-memory tool (OOM Kkiller) uses to determine
which pods to kill. See Understanding Quality of Service and Out of Memory Killer below.

The following table lists each QOS level and the associated OOM score.

#25.2 Quality of Service (QoS) L RJL

QoS (Quality of Service) B

Guaranteed Pods that consume the highest amount of the starved resource relative to their
request are failed first. If no pod has exceeded its request, the strategy targets
the largest consumer of the starved resource.

Burstable Pods that consume the highest amount of the starved resource relative to their
request for that resource are failed first. If no pod has exceeded its request, the
strategy targets the largest consumer of the starved resource.

BestEffort Pods that consume the highest amount of the starved resource are failed first.

A Guaranteed pod will never be evicted because of another pod’s resource consumption unless a
system daemon (such as node, docker, journald) is consuming more resources than were reserved
using system-reserved, or kube-reserved allocations or if the node has only Guaranteed pods
remaining.

If the node has only Guaranteed pods remaining, the node evicts a Guaranteed pod that least impacts
node stability and limits the impact of the unexpected consumption to other Guaranteed pods.

Local disk is a BestEffort resource. If necessary, the node evicts pods one at a time to reclaim disk when
DiskPressure is encountered. The node ranks pods by quality of service. If the node is responding to
inode starvation, it will reclaim inodes by evicting pods with the lowest quality of service first. If the node
is responding to lack of available disk, it will rank pods within a quality of service that consumes the
largest amount of local disk, and evict those pods first.

25.6.1. QoS & & U Out of Memory Killer ICDWT

207



OpenShift Container Platform 3.9 7 5 X 4 —&#

If the node experiences a system out of memory (OOM) event before it is able to reclaim memory, the
node depends on the OOM killer to respond.

The node sets a oom_score_adj value for each container based on the quality of service for the pod.

#25.3 Quality of Service (QoS) L ~RJL

QoS (Quality of Service) oom_score_adj f&

Guaranteed -998

Burstable min(max(2, 1000 - (1000 * memoryRequestBytes) /
machineMemoryCapacityBytes), 999)

BestEffort 1000

If the node is unable to reclaim memory prior to experiencing a system OOM event, the oom_Kkiller
calculates an oom_score:

I % of node memory a container is using + ‘'oom_score_adj = ‘'oom_score’

The node then kills the container with the highest score.

Containers with the lowest quality of service that are consuming the largest amount of memory relative
to the scheduling request are failed first.

Unlike pod eviction, if a pod container is OOM failed, it can be restarted by the node based on the node
restart policy.

25.7.POD AT 1 —5—8B LUV OORREEICDWNT

The scheduler views node conditions when placing additional pods on the node. For example, if the node
has an eviction threshold like the following:

I eviction-hard is "memory.available<500Mi"

and available memory falls below 500Mi, the node reports a value in Node.Status.Conditions as
MemoryPressure as true.

K254 ) —KRORESLUVRY 1 —5—0DEHFE

/— RoRiE AT a1—7—0OEE

MemoryPressure If a node reports this condition, the scheduler will not place BestEffort pods on
that node.
DiskPressure If a node reports this condition, the scheduler will not place any additional pods

on that node.

25.8. >+ 1) Z I
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Consider the following scenario.
An opertator:
® has a node with a memory capacity of 10Gi;
® wants to reserve 10% of memory capacity for system daemons (kernel, node, etc.);

® wants to evict pods at 95% memory utilization to reduce thrashing and incidence of system
OOM.

ZDEREMNS, system-reserved IITTEV S a VD UIWVMETAN—INZAEY —EHEFTh TV
5ZEEHRPMBIENTEET,

To reach that capacity, either some pod is using more than its request, or the system is using more than
1Gi.

If a node has 10 Gi of capacity, and you want to reserve 10% of that capacity for the system daemons
(system-reserved), perform the following calculation:

capacity = 10 Gi
system-reserved =10 Gi * .1 =1 Gi

Y HTHREQR) Y —RDEFUTOLDICRY FT,
I allocatable = capacity - system-reserved = 9 Gi

N TI7ANITRTY2—=5—F/—FICHL, OGIDAEY —%EKT S Pod ZRT V21—
VB EaRmRLET,

If you want to turn on eviction so that eviction is triggered when the node observes that available
memory falls below 10% of capacity for 30 seconds, or immediately when it falls below 5% of capacity,
you need the scheduler to see allocatable as 8Gi. Therefore, ensure your system reservation covers the
greater of your eviction thresholds.

capacity = 10 Gi

eviction-threshold = 10 Gi * .1 = 1 Gi

system-reserved = (10Gi * .1) + eviction-threshold = 2 Gi
allocatable = capacity - system-reserved = 8 Gi

Enter the following in the node-config.yaml:

kubeletArguments:
system-reserved:
- "2Gi"
eviction-hard:
- memory.available<.5Gi
eviction-soft:
- memory.available<1Gi
eviction-soft-grace-period:
- memory.available=30s

This configuration ensures that the scheduler does not place pods on a node that immediately induce
memory pressure and trigger eviction assuming those pods use less than their configured request.
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25.9. R I N D3R

25.9.1. DaemonSets and Out of Resource Handling
If a node evicts a pod that was created by a DaemonSet, the pod will immediately be recreated and

rescheduled back to the same node, because the node has no ability to distinguish a pod created from a
DaemonSet versus any other object.

In general, DaemonSets should not create BestEffort pods to avoid being identified as a candidate pod
for eviction. Instead DaemonSets should ideally launch Guaranteed pods.
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26.1. &

Depending on the underlying implementation, you can monitor a running router in multiple ways. This
topic discusses the HAProxy template router and the components to check to ensure its health.

26.2. #REt DR

HAProxy JL—#% —IZ. HAProxy #istD web ) R+ —%RBHLZFT, L—9—DNIXTYv I IPF7 KL
ZEBYNREINLR—KN (T 72 ME1936) EANDL THEIR—IYERTL, 7OV T IAHE
NEOBBENRRT—REAALET, TORXRT—RBELPR—MIN—F—DA VX b—LBFICER
EINFEFTH, ThSHIEOYTF— haproxy.config 7 7 1 L ERRL CHERTZIENTEET,

26.3. #HEtE 2 —DESDL

77 # )L N T, HAProxy RanIER— M 1936 TRHEINET VRRAT—RTREINLETHI Y NS
9 %), HAProxy 55t D AREBEWMICT ZICIE. BMEHR—FESELTOEEBELET,

I $ oc adm router hap --service-account=router --stats-port=0

S HAProxy (FMkR & L TR ZINE L. RELFTH. web ) R T —REBTOMED 28 HiThhi
{RYFET, BR%E HAProxy b—4 —a Y FF—HD HAProxy AF_UNIX V4 v MIEETNHIE, KA
ELTHENICTVERATEET,

$ cmd="echo 'show stat' | socat - UNIX-CONNECT:/var/lib/haproxy/run/haproxy.sock"
$ routerPod=$(oc get pods --selector="router=router" \

--template="{{with index .items 0}}{{.metadata.name}}{{end}}")
$ oc exec $routerPod -- bash -¢ "$cmd"

BF

tXal)TFqa—(REDEBICLY ocexec AT Y R, BNV T FH—ICT7oER
TERIGEICIIEELEFEA, TORDYIC, /—REAMIXULTSSH #1170 TRHE
2OYFF+—7Tdockerexec AX Y RAFEHTAIENTEET,

26.4. 07 DR

W= —DOT%KTRTSICIE Pod Toclogs AY Y RAERITLET, L—9—3BBEELD2ERES
BETZTS747O0CRE LTERITINTWVWS O, ZOOTIXEERD HAProxy A7 Tlda <,
TS voa iy Y,

HAProxy TERINZO7 5K KT 5ICIE. UTOREBEZHAFEREL Tsyslog —N—%EEHL. %
DOEFEREZI—F—Pod ITELEY,

#%26.1)L—#% — Syslog T
REZTH Bl

ROUTER_SYSLOG_AD  syslog ¥ —/A—® P 7 KL 2 T¥, K— hAIEEShTWAWNES, £—k
DRESS 514 AF 74 MY £ T,
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REZH B4

ROUTER_LOG_LEVEL INEA T aryTHY., HAProxy AT L RIVEZEBRETHRICKRELE T, %
EINTWARWEEIE., 774 b0OJ L AR)ViEwarning iZARYET, <h
& HAProxy " R— Mg 207 L RIVICEETEIENTEET,

ROUTER_SYSLOG_FO cChidF7>avThy., ARITA XI Nz HAProxy QTR EEET D
RMAT BRICEREINZE Y, Ih% HAProxy B"ZIFANZ OV HRADOXFIICERET
TEY,

XAy tE—U% syslog P —/N—ICEEFETEDLDICETHDI—F — Pod Z&ET B ICIE. LATEET
LEY.

$ oc set env dc/router ROUTER_SYSLOG_ADDRESS=<dest_ip:dest_port>
ROUTER_LOG_LEVEL=<level>

frEZE, UTIET 74 M ER—K 514 T127.001 AT %%#ET 5L D HAProxy 2#5%E L. OJ L
N % debug ICEEL X T,

I $ oc set env dc/router ROUTER_SYSLOG_ADDRESS=127.0.0.1 ROUTER_LOG_LEVEL=debug

26.5. )L—% —NERDRT

routes.json

J— ME HAProxy JL—4 —TCIBI N, ATV — T4 RIBLCHAProxy FEE7 7 1 VICRES 1
F9, HAProxy SEE7 7 M IV EER T ZDICT Y T L— MIEINDZAEIL— MRRI
/var/lib/haproxy/router/routes.json 7 7 1 L CHERTE X d, I—T1 VIJOBED NS TV a—
TAVIRICE. D77V ERTLTCEREEZBMICTZLDICHERAINTWSET—Y%HERTEZE
ER

HAProxy %€

HAProxy S8 EH & UHFEIL — MRICERI NNy TV Rid
/var/lib/haproxy/conf/haproxy.config 7 7 1 L CHERT 2 I ENTEET, Yy EV T T 74 ILIEE
CT4LI R N)—IZHYET, NNR—D78Y NIV RENYITY NG, BEERONY I T VR
ANDYYEVIRIRYEY T 7 7ML EFERLET,

BT

AEBRZEIX 2 DDIGAICREINE T,

® edge termination & & Uf re-encrypt #&im/L— b DEEBEZE (E /var/lib/haproxy/router/certs
FTALIN)—=IREINET,

o re-encrypt 8IHIL— DNy J TV RADERICHER I N ZEHE
/var/lib/haproxy/router/cacerts 74 L 7 M) —ICIREINZE T,

JWIEIL— kD namespace B LUV ELRITIEEINE T, ¥—. FGIAES LU CAGIRAZIFE—

774
774 INICEFINE T, OpenSSL ZEALTINSLD T 7M1 ILORBZRARTCIET,
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B27E S Ak

27.1. 8 E

Z®D bk EY 2 TlE, OpenShift Container Platform 7 5 2% —® Pod 8 L U —EX DS AMDEE
IKCDOWTERBAL E Y,

P7xANA—N—lE, /—REy hOREIPVIP) PRLADT—ILEEEBLET., £y hOITAT
DVIPIFtYy " BZERINE / —RNICL>TREINET, VIPIFE—/ — KO FIBEATEETHBRY
RB#EINZEd, /—RETVIP ZBARNICER T 2 HEDRWEH, VIPDRW/ — KO H B aEEM
H, ZHOVIP ZHE D/ — KD HZAEEEHYET, /— KRB 1DDHAFEET 2HEIE. ITOD
VIPHZD/—RICEEBEINE T,

P
- VIPZY SR =R SIN—T 4 YU TEBRENHY ET,

P7zANA—N—FEZEVIPDR— EE=ZH—L, R— "D/ —RKRTEEAENEDDNEHIFIL
T, R— MHDELEFRRERIZE. VIPIX/ —RICEYYETONETA, R— D OICKREINTWVWSIG
B, ZOFTv IS NET, check 27 ) TN EIMNERTANEETLET,

IP 7 x4 I)LA—/"—(F Keepalived ZFAL T—EDKRA NTOHARENSOTIERATESBVIP7 KL R
Dty bERAMNLET, BVIPIXTEICTIDDRA MIL > TREINZEF., Keepalived £ VRRP 7
OMNINLNEFEALT(—EDORZAND) EDRAMNEDVIP Z1RET 20 EZHELF T, KRR NHF]
AR DIHFE R Keepalived AER L TWBH—EZXNBBZLAWGEIL. VIP IE—FEDKRZ MORAD
AMOBRZAMIPYBEZONET, LD >T. VIPIZEZX M FEARETHBRY EICIREINZET,

Keepalived 2 E1Td 2K R "D check RV ) T h&ETIHEE. RANIT )TV Toavabs 7
T— I LT, TOBEIRLMS & CIRED MASTER DEBEIRALICE DLW T MASTER IRE&IC/AR Y &
ER

BEEIZ, REIPLEEINDZLCICHFVHINSD XY ) 7 N --notify-script=4 7> 3 VA FRL T
RETE XTI, Keepalived IF VIP 212t 235513 MASTERJRERIC. BID/ — RO VIP 21T 2
%&1d BACKUP JRREIC, F7ld check 27 Y 7 MR 2154 1& FAULT SRRBICAY £9, notify
200 T hiE RENAEBEINZLCICHFIIRORETHUOHEINE T,

OpenShift Container Platform I&. oc adm ipfailover <Y >~ ROETICL B IP 7 A IA—1R—DFT
TOAAY MREDEREYR—FMLET, P74 A—N"—DFFOA XY MEREEVIP 7 KL R
Dty bEEEL, TRODRMBEEARD / —RFOEY MEIEELE T, V7R —ITIXEHOD IP
TIANF—N=DFTOA AV NEEEFRLEZIENTE, ThThHPEERVIP 7 KL ZOME
Dy NEBEEBLET, P7AINA—N—REDE/—RIEIP7zAI)LA—/"—Pod & L TEFTI
. Z®D Pod & Keepalived #E1TL %9,

VIPAFERALTERANRY KT—0 (Bl V=49 —) ZFEDPod ICT IV ERTBIHHE. 7TV r—>ay
Pod | ipfailover Pod T L TW3IARTD/ — RTEITINTVWBIRELRHYET, chitLY,
WIho ipfailover / — REIY R —ICAY, BERFICVIP 2T 22D TEEY, 7SV Tr—
< 3V Pod #ipfailover D¢ RTD / — RTEITINTWARWEES, —E80 ipfailover/ — KA VIP &
RETERVD, FEE—WOT TV =23V Pod NS T4 v I EZETEIRIARAYET, 20D
A—BEFESCLDIT, ipfailover E7 Y r—2a v Pod DEAICEILCEL Y=L TS5 —2 3
HEFEALET,

VIPEZFERALTH—ERICT IV ERATRBEICIE. WTFhD/— Kt/ — Kb ipfailover v AT

BIENTEEF, TN (FTUHI—> 3y Pod AEFINTVBEBIHARDT) H—ERIdd~
THD/—RTREARETHZ7HTT, ipfailover / —ROWTNEWDTEIRY—ICTBIENT
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TFET, Y—ERBABIPELVY—ERAR— b 2FERAT 5D, £/lE nodePort ZEAT 2 I AT
TFET,

H—EAEETHEIP ZFEAT 2H5E. VIP IEAERIP ICEREI N, ipfailover DE=Z4 —KR— MEH—
ERR—RNMIREINFET, nodePort IV S A —DITRTD/— RKTHEIN, Y—ERITVIP 24
R—=MLTWVWBVWTHD/—RKHBALD NS T4y ZICDVWTHAERIHETVWET., ZDBAE.
ipfailover DE =4 —/ — KldH—E RAEFE T nodePort ICREINE T,

BF

nodePort Dt v k7 v FIIFEM X DRIETEITINE T,

BF

H—ERVIP OAAMEABEWGETE, N—T YV RIKARE L THEEZITE

9, keepalived [EZNZTND VIP AREARAD/ — RICL > TIRHEINZ L DICL. 1D
J—RICVIP R WBETEHEERDOVIPHPREL / —RICBBEINBZEAHY FT,
ipfailover NMEHD VIP ZE L / — NICELE T %2355, AN L—ED VIP ETARE D
IO AERKBT D EEEIHY ET,

ingressIP = # A9 2355 1L. ipfailover % ingressIP i & A U VIP A FE DL I ICRETEE T,
e, EZI—R—F2EMCITBIEETEITY, JDHFE. INTOVIPHISRI—RDOREL
J—RIZRTRINZET, §RTOI—H—HingresslP TH—ERX %ty 7y 7L, Thxa\waA
MOHZHF—ERICTHIENTEET,

BF

95 RAY—KHD VIP DRA#IL 255 TT,

27.2.IP 7T LA —/IN—DEE

oc adm ipfailover I~ > KA ARA 7> 3 v EHITHER L. ipfailover 7 704 X REREE/ERR L
i‘a—o

5

BT, ipfailover 3V SO KA VISR NSV Fv—EEH#RENHY THA, AWS
DiFHE. AWS O Y —)LDEAICE Y Elastic Load Balancer (ELB) T OpenShift
Container Platform D& a Atk 222 &N TEE T,

As an administrator, you can configure ipfailover on an entire cluster, or on a subset of nodes, as defined
by the label selector. You can also configure multiple IP failover deployment configurations in your
cluster, where each one is independent of the others. The oc adm ipfailover command creates an
ipfailover deployment configuration which ensures that a failover pod runs on each of the nodes
matching the constraints or the label used. This pod runs Keepalived which uses VRRP (Virtual Router
Redundancy Protocol) among all the Keepalived daemons to ensure that the service on the watched
port is available, and if it is not, Keepalived will automatically float the VIPs.

ERERETHERT 2BE8ICE. 2 DU ED ./ — KT --selector=<label> # AL T/ — K%&ERT 3

EIICLET, T, BEDSNUDNFFONAEZLIH—D /) — RBU—HT % --replicas=<n> &
HRELET,
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oc adm ipfailover 1< > RiZi&, Keepalived ZHlfHl§ 2IRIBEREZHRET2IAY Y NS4 v F TV 3
VHEENZET, RIEZEIL OPENSHIFT HA * CRHIBI N, MEICWLCTEERTEZXT,

=& ZIE. UWTFD a7 Y Rid router=us-west-ha DS RILBMTFIF SN/ —RDEL I3 I LT
P7TANA—N—REEERLET 7REBIPEZFED4/—RKRT, L—4—7TORBREDR—K
O TCTYYRVETBHY—ERZE=ZSYVY),

$ oc adm ipfailover --selector="router=us-west-ha" \
--virtual-ips="1.2.3.4,10.1.1.100-104,5.6.7.8" \
--watch-port=80 --replicas=4 --create

2721 R IP 7 KL R

Keepalived manages a set of virtual IP addresses. The administrator must make sure that all these
addresses:

o REIP7RLABEREINIZHKANTISRI—HDISTIERATES,
o REIP7Z7RLRIZISRY—ANTINUADENTHEAINTULAL,

%/ — R® Keepalived |, BEBEEINZY—EZADNERTHTHINE DD EZHBLET, RITHDE
A, VIP B R— b Xh, Keepalived ldRITYIT—>avIlBMLTZED ./ — KA VIP 2R T 5 H
ERELET, THIBMT S/ —RIZDOVWTIE, TOY—EZXDNVIPDER R—KTY YRV LT
W3, FLEEFz v INEDINTVWIRENHY T,

A&
4 bl Yy FADE VIP FREMICHID / — RICE > TRESI W 2 HEMEDHY £,

2722. F v VB FLUVBHIRI Y T

Keepalived [, # 7Y avDa1—¥—#EDF v IR T haERNICETLTT I r—va
VOEEMAEE=ZI—LET, LAWK, TORIV)TMIBRERITL, WEERIET DT & Tweb
H—N—BFZAMLFT,

2 %1) 7 M& oc adm ipfailover 1< > KT --check-script=<script> - 7> 3 Y %38E L TEITI 1
F9, TORY') T MNEIPASS DIZEIF 0 THRTTEH, F7ld FAIL DIFEIF 1 TRT I 2HENH
YEd,

FIFIWIRNTF Vv IR 2MTEICETINF T, --check-interval=<seconds> 4 7> 3 > % {#
LTHEAZLRITDIENTEET,

When a check script is not provided, a simple default script is run that tests the TCP connection. This
default test is suppressed when the monitor portis 0.

For each VIP, keepalived keeps the state of the node. The VIP on the node may be in MASTER,
BACKUP, or FAULT state. All VIPs on the node that are notin the FAULT state participate in the
negotiation to decide which will be MASTER for the VIP. All of the losers enter the BACKUP state.
When the check script on the MASTER fails, the VIP enters the FAULT state and triggers a
renegotiation. When the BACKUP fails, the VIP enters the FAULT state. When the check script passes
again on a VIP in the FAULT state, it exits FAULT and negotiates for MASTER. The resulting state is
either MASTER or BACKUP.

BEEIIA T a VD nnotify RV ) TRERBETEET, TORI) TMEIREBHAZEEINZ I
MOHINZE T, Keepalived IZUUTD 3 DD/IRSA—9—5ZDRAV ) TMIELET,
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e $1-"GROUP"|"INSTANCE"
o 82 UIN—TFLIFAVRIVADEZEITY,
o $3: HIIRDIKAE ("MASTER"|"BACKUP"|'FAULT") TF,

These scripts run in the IP failover pod and use the pod’s file system, not the host file system. The
options require the full path to the script. The administrator must make the script available in the pod to
extract the results from running the notify script. The recommended approach for providing the scripts
is to use a ConfigMap.

check 8& U notify 7 1) 7 M DEL/AZX4IF. keepalived 3E 7 7 A
JU. /etc/keepalived/keepalived.conf ILBIIINFE T, Ihid keepalived N ECEIT 5 7= UITFRAA
FhEd., R7Y T MILULTD LS IT ConfigMap %8> T Pod IEBIITEE T,

L MEBELRRVY T NEERL. INERIFT S ConfigMap ZERKLET, X7 7 MIIEAASI
BIIIBEINT. OKDIFAIF 0%, FAIL DIFEIF12RLET,
check 2 7 ) 7' ;b mycheckscript.sh:

#!/bin/bash

# Whatever tests are needed

# E.g., send request and verify response
exit 0

2. ConfigMap =/ER L £7,

I $ oc create configmap mycustomcheck --from-file=mycheckscript.sh

3. AU T MNEPod ICBINT 2A%&E LT, oc A Y ROFERAFAIET IO/ XY MREDR
ED2DO0DFENHYET, EBoDIFEEH. YTV MIN/ configMap 7 7 1 LD
defaultMode (3T 2 MENHY £9, BHEIE. 18 0755 (493, 10 HEH) NMERAI L
i’a—o

a. oc AV Y RDO{EMR:

$ oc env dc/ipf-ha-router \
OPENSHIFT_HA_CHECK_SCRIPT=/etc/keepalive/mycheckscript.sh
$ oc volume dc/ipf-ha-router --add --overwrite \
--name=config-volume \
--mount-path=/etc/keepalive \
--source='{"configMap": { "name": "mycustomcheck", "defaultMode": 493}}'

b. ipf-ha-router 7 704 X ¥ NEEDIRSE:

i. oc edit dc ipf-ha-router #FHL. TFANITFT A ¥ —TIL—F—F77 014 A b&
EEmELET,

spec:
containers:
-env:
- name: OPENSHIFT_HA_CHECK_SCRIPT ﬂ
value: /etc/keepalive/mycheckscript.sh

volumeMounts: 9
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https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/developer_guide/#dev-guide-configmaps

E27%E e At

- mountPath: /etc/keepalive
name: config-volume
dnsPolicy: ClusterFirst

- volumes: 6

- configMap:
defaultMode: 0755 @)
name: customrouter

name: config-volume

spec.container.env 7 1 —JLRT, YOV NINERIVY TN T 74V ESRT
% OPENSHIFT_HA_CHECK_SCRIPTIRIEZ#ZEML £ 7,

spec.container.volumeMounts 7 1 —JL REZEBIML TV Y bRA >~ M EER L
ia—o

9 ##R D spec.volumes 7 1 —JL R%Z3EM L T ConfigMap ICEX L F T,
Q INET7AIDRITN—Iv2aVaBRELET, HANONBDIHEIF 10 EH
(493) TRRINET,

i. ZEEZREFELTCITA49—%2KTLET, ThiZLY ipf-ha-router "EREEIL X7,

2723.VRRP 7 )TV T 3V
RAMH check R ) TN %ET I & TFAULT RREAIRT I 2158, TOFIRKR NHIRED
MASTER RREEICH DR R M & YU L BEEMMEVISZE X BACKUP ICRY £9, L LEDKRR MDEE
EraWwgalE,. 7VIV 7 arvA NS TIN5 R9—HNTOZTRO—ILERELET,
nopreempt 2 h 572 —(& MASTER ZBEBHLEEDHRA M OEBEEDRAMIBITLEEA, T
7 # )L b D preempt 300 D35 E, keepalived (F1ETE X 17z 300 W DERFH L. MASTER ZEBEED
BWRAMIBITLET,
TYVIV T avaBETZICE. UMTFTEERTLET,

a. preemption-strategy % {£f L T ipfailover Z/E L £,

I $ oc adm ipfailover --preempt-strategy=nopreempt \

b. ocsetenv OAY Y RAFRA L TEHZHRELZ T,

$ oc set env dc/ipf-ha-router \
--overwrite=true \
OPENSHIFT_HA_PREEMPTION=nopreempt

c. oc edit dc ipf-ha-router R LTI —9—F7O4 AV MEREEREL T,

spec:
containers:
-env:
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- name: OPENSHIFT_HA_PREEMPTION @)
value: nopreempt

27.2.4.Keepalived ¥ )L FF* v+ X b

OpenShift Container Platform M IP 7 = 4 JL# —/N—(Z keepalived = REBTHEA L £ 7,

23

AIRD S RILHMF W2/ — KT multicast BEMICINTH Y., Th 5 224.0.0.18
(VRRPIYILFF+AMNIPT7RLRA)YDRY NT—U NS T4 vV %HFAIT S EEMHER
LEYd,

keepalived 7—E > % {2&19 2A1IC. BEIR VY NI JILFF+RAMNNS T4 v oD T7O0—%FF
Al 9 % iptables L—ILERREEL T, TDIL—ILHRVGE, RV ) 7 MIFIRIL—ILEVER
L. ShEIPTF—7ILEKIEMLE T, JOHFRIL—ILHIP 7—TILISEINI N 21571 -
iptables-chain= 7+ 7> 3 VIl & > TEXY £7, --iptables-chain= 7+ 7> 3 VHEEI N 2 BE.
W—=IVEA T2 a v TIHREINZ F—VILBMINET, €5 TRWEEIE. JL—ILIE INPUT
Fr—VICEMINET,

BF

iptables JL—JLid, 1 DL LD keepalived T—EVH/ — RTERITINTWBHEILHE
ELTVWBRENHY X,

iptables JL—JLId, FRED keepalived 7 —E VDR TEICHIRTE X9, ZDIL—ILIZEERICEIRR
INFEtA,

&/ — R Tiptables L— )L 2 FHTEETEZET, (ipfailover »* --iptable-chain=""# 7> 3 > T{EmK
INTUVWAVWRAEEFEELAWVGEICIDIL—ILIERINET,

BF
FETEMINLLN -V AT LABHREFFIND L ZHRBITILENHY X
-3—0

ITARTOD keepalived T—EVIEYILFF+ X ;2240018 TVRRP 2fEH L TZEODOE
FERXRAVI—Y 3 VT HDTERIVETY, TRTHD VIP IZEA S VRRP-id
(0..255 D) NEREINZ T,

$ for node in openshift-node-{5,6,7,8,9}; do ssh $node <<EOF
export interface=${interface:-"eth0"}

echo "Check multicast enabled ... ";

ip addr show $interface | grep -i MULTICAST

echo "Check multicast groups ... "
ip maddr show $interface | grep 224.0.0

EOF
done;

218



E27%E e At

27.25. XY RSA VAT a v LUV0BRELTH

RK271AXVRSA VAT avE I UCREBEEH

- OPENSHIFT_HA_MONITOR_ 80 ipfailover Pod &, & VIP D Z DE— MIH L
watch- PORT TTCPEMmERISELET, BEHILRES
port nNd&, Y—EREERITHRTHZERATN

F9, TOR—MPOICEREINDIFEE., T
ZMEEITRZLET,

-- OPENSHIFT_HA _NETWORK A9 % ipfailover DA 4% —7 = —XZT,

interfac _INTERFACE VRRP 574 v V%X ETHLOICERIN

e ¥9, 774/ hTethO BMEAINET,

-- OPENSHIFT_HA REPLICA C 2 ERe 5L 7)) hoTd, Zhid.

replica  OUNT ipfailover ¥ 704 * > RN&ED

s spec.replicas fEIC—H L TW2HELNHY
9,

-- OPENSHIFT_HA _VIRTUAL_I BHTZIP7RLAEEO—ETYT, Ihi

virtual- PS IBETIHENHY £9 (f:1.2.3.4-

ips 6,123.9.), FMICOVTIE. ZELABRL
TLETW,

-vrrp-  OPENSHIFT_HA VRRP_ID O 0 SEMiE, VRRPID A 7t v hEBRBLTL 2

id- FFSET Ty,

offset

- OPENSHIFT_HA_IPTABLES_  INPUT  iptables F T— > D &R TH Y. iptables

iptable = CHAIN =L = BERICIEML. VRRP k574 v 7

s-chain HEAVICTBHIEEHATHEHICERIN
FY, COEDIBREINTUVARNEG
4. iptables L —JLiFEMINhEFH A,
Fr—UhBEELAVSEIFERINED
Ao

- OPENSHIFT_HA_CHECK_SC Pod D7 74 VY RFLRD, 7T r—

check- RIPT L avOEEEERY <O ICERMICET

script INBRVYY ThNDRLINRETY, Fill
iF. ZE55ZBRLTLEI,

-- OPENSHIFT_HA CHECK_IN 2 check 27 ) 7 M HETI N 2 HiME (D EAL)

check- TERVAL T9,

interval

-- OPENSHIFT_HA_NOTIFY_SC Pod 771 IVY AT LAHRD, REHFEEI N

notify- RIPT ZEPICERITINDE R TRDRENRE

script TY, #FMlliE. TH0E2BRLTEIN,
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- OPENSHIFT_HA_PREEMPTI  preempt i ABEEDSVER N ELET 225D
preemp ON 300 ANSTI—TT, FHMlid. TVRRP 7TV
tion- Toav]) oevsvavESRBLTCES
strateg W

y

27.26.VRRPID 7t v b

Each ipfailover pod managed by the ipfailover deployment configuration (1 pod per node/replica) runs a
keepalived daemon. As more ipfailover deployment configurations are configured, more pods are
created and more daemons join into the common VRRP negotiation. This negotiation is done by all the
keepalived daemons and it determines which nodes will service which VIPs.

keepalived [ZHAECTEBED vrrp-id Z& VIP ICEIYETET, XRIJPI—2avidZDvrrp-idty b
AL, RERICIIEEIND virp-id ICHIET 2 VIP BMBHEIN D/ — RTRHEINFT,

L7h > T, ipfailover 7 704 XV RERETEZEIND T RTD VIP IZDWT, ipfailover Pod I&X &
TS vrrp-id #E|Y B TEY, hid, --vrrp-id-offsetH SBHIE L. IEFICHE > T vrrp-id % VIP D—&
ICEIY Y TR EILE>TERITINET, vrrp-id (ISR 1.255 DEARETZET,

BHOD ipfailover 7 7O4 AV RRELHZHE., T 7O4 XY MRED VIP MAEBPLTRMMNH S Z
EXvirp-id BEIOWTNEEB L AW LR TE 2L D —-vrrp-id-offset ZFBE L TIEET 2 E
BHYFET,

27.27. 5 Y —EXDEE

UFDHITIE. /—RDtEYy MIIP 744 —N"—%3E L TABAMEDOSE router & £ U geo-
cache XY N7 —OH—ER%EEY N7y TT2HEKICOVWTEHRBALET,

L H—ERICEAINS / — RNV ER/MITET, OFIEIK. OpenShift Container Platform
VSR —DIRTD/ —RTH—ERZETL, ITRF—DITRTO/—NATEEIN
BWVIP 2 AT 35833 T2 avIilnyFxd,

LTFOBITIE, HEBEHXS USwest TS 714 v I Z2RETE/ —ROINILEZERZLET
(ha-svc-nodes=geo-us-west),

I $ oc label nodes openshift-node-{5,6,7,8,9} "ha-svc-nodes=geo-us-west"

2. Y—ERT7HD Y MEERLE T, ipfailover #FERA LY., RER)D—ILL>TEAD)
W—8 —%FEATI5EEERICERINZ router U —EXT7 AT Y bh, FRIEFED
ipfailover Y —EX7hD Y hOWThHhZBFIETEEY,

LLFDflE. 77 2 )b b namespace T ipfailover & WD ZRIDFR Y —ER T AU >V N & ER
L/ i _a_o
I $ oc create serviceaccount ipfailover -n default

3. 727 #JU b namespace @ ipfailover Yt —E X7 h W > % privileged SCC IZEEML 9,

I $ oc adm policy add-scc-to-user privileged system:serviceaccount:default:ipfailover
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4. router $ & U geo-cache Y —ER&&EEH L £,

BF

ipfailover (ZFIF1DITRTD/ —RTEITINZLD, FE1DODITRTO/ —K
TIV—F—/H—ERERITTEHIEEHREINIET,

a. RMDOFIRETHEAINDEIANIC—HBTSE/—RTIL—9—%RBELET, UATOHT
i&. ipfailover ¥ —EZX7H VY b eERLTS DDA Y RIV RAERTLET,

$ oc adm router ha-router-us-west --replicas=5 \
--selector="ha-svc-nodes=geo-us-west" \
--labels="ha-svc-nodes=geo-us-west" \
--service-account=ipfailover

b. Run the geo-cache service with a replica on each of the nodes. See an example
configuration for running a geo-cache service.

B

Make sure that you replace the myimages/geo-cache Docker image
referenced in the file with your intended image. Change the number of
replicas to the number of nodes in the geo-cache label. Check that the label
matches the one used in the first step.

I $ oc create -n <namespace> -f ./examples/geo-cache.json

5. router & &£ U geo-cache H—E XD ipfailover #5%EL 9., ThZNICHBD VIPAH Y,
WIFhERIDDFEIED ha-svc-nodes=geo-us-west D ZRILHMFIFS5NE L/ —K&EFHL
T3, LT HDBHIRIDDOFIEDOSINRILVEREIC—ERRIINTWVWS / —R#HE—HBLTWS
JEEMELTSREI W,

B

router, geo-cache # & Wipfailover (T RTTF7FO4 AV FREZER L E
T TNHLDEFNEITARTER>TWVWEIRENHYFXT,

6. ipfailover "UERA VRAYVATEZY—FT2REDHZVIPBLUVR—NESEEELZE
ER
router @ ipfailover A% > R:

$ oc adm ipfailover ipf-ha-router-us-west \
--replicas=5 --watch-port=80 \
--selector="ha-svc-nodes=geo-us-west" \
--virtual-ips="10.245.2.101-105" \
--iptables-chain="INPUT" \
--service-account=ipfailover --create

IFIE. R—K 9736 T v A9 % geo-cache —E XD oc adm ipfailover 1< > KT
¥, 2 DD ipfailover 7 704 AV NEEDNH D7D, ThETNDVIP AREDA 7Y b &
B TE % & D IC —-vrrp-id-offset ZRET Z2HENHY £F, T DiFHE 10 DEIE. ipf-ha-
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geo-cache 7' 10 N S BHIA T % 7= (T ipf-ha-router-us-west (15K 10 D VIP (0-9) & #Fr-t
BIENTEBIEAEKRLET,

$ oc adm ipfailover ipf-ha-geo-cache \
--replicas=5 --watch-port=9736 \
--selector="ha-svc-nodes=geo-us-west" \
--virtual-ips=10.245.3.101-105\
--vrrp-id-offset=10 \
--service-account=ipfailover --create

rEEDIT Y KT, &/ — RiCipfailover, router, & & U geo-cache Pod 'Y £7, &
ipfailover B2 ED VIP Dt v MIBEHR L TRAHT. AELIEEI 57 RRIEOR DG CHER
T2IEEFTETEEA, ThENOHFIDS5 DD VIP 10.245.{2,3}.101-105 (L. 2 DD ipfailover
TAOMA Y FRETRBINET, IPTAIUNF—NRN—EEDT RLARNED / — N TR
INENZHHIERLET,

BEEIZ. TTDrouterVIP 1A U router Z58R L. 9 XT®D geo-cache VIP #'[& U geo-
cache t —ER%ZSRI 2 42FHIRE LALLETVIP 7 RLRESRIZAEDNS 2y ~
PyTLET, 12D/ —RPRTHTHZRY., IRTOVIP T RLADPRBFINE T,

27.271LIP 7 x4 A —/X—Pod ®F70OA

postgresql-ingress T —EZDERICEDWVWT/ —RKKR—K 32439 BLUPHABIP 7 KLATY v RV
§ % postgresql Z# E=49 —9 %7HIT ipfailover L—%—%F7O41 LET,

$ oc adm ipfailover ipf-ha-postgresql \
--replicas=1 <1> --selector="app-type=postgresqgl" <2> \
--virtual-ips=10.9.54.100 <3> --watch-port=32439 <4> \
--service-account=ipfailover --create

‘D FIO/TBAVRY VAN AEEELE T,
ipfailover "7 704 SN 2GR AHIRL £ 9,
E=-49—FBREIP7KLARTY,

&/ — RKLEDipfailover " EZ4H—9BKR— KT,

27.2.8. B AY—EXDIRIE IP OEIME T
P7TANF—N=—DTFI7AN DT TOAA AV NFEELT, TTOA AV M eBERLET, &F
FOIN—F 14V —EXDOHNEFRER/NEDI IV YA LEFIETIVIA LB LTERITTDIC
&, UTF2ETT20ELrHYET,

e O—Y>YU7vy 77— b (RolingUpdate) A NS TV —%FEATELIICIP 7 A ILA—/N—
H—ERFTOM A NEREEEHT 5,

o RIEIP7RLZADEHINA—EFLIFEY % FEAL TOPENSHIFT_HA_VIRTUAL_IPS
RIEEHZEHLIT,

LTI, TTAAA Y RNANSTY—BLITREIP 7 RLRAEZEWICEHRT 2 HEICDODVWTRL
TWE 9,

L UTFZERALTERINLIP 7ML F—N—RBEZRTHFL £ D,

222



E27%E e At

$ oc adm ipfailover ipf-ha-router-us-west \
--replicas=5 --watch-port=80 \
--selector="ha-svc-nodes=geo-us-west" \
--virtual-ips="10.245.2.101-105" \
--service-account=ipfailover --create

2. T7OM XY NERELERELE T,
I $ oc edit dc/ipf-ha-router-us-west

3. spec.strategy.type 7 1 —JL K% Recreate »* 5 Rolling ICEFH L £ 7,

spec:
replicas: 5
selector:
ha-svc-nodes: geo-us-west
strategy:
recreateParams:
timeoutSeconds: 600
resources: {}
type: Rolling ﬂ

Q Rolling ICERE L £ 9,

4. EBMOREIP 7 KL 2% S5 & I OPENSHIFT HA_VIRTUAL IPS BIEZ#H A FH L
ERR

- name: OPENSHIFT_HA_VIRTUAL_IPS
value: 10.245.2.101-105,10.245.2.110,10.245.2.201-205 6

Q 10.245.2.110,10.245.2.201-205 A —E (EMI N E §,

5. VIPDOtEY MI—T5LOHAEDNS ZEHLET,

27.3. 1 —E X ®D EXTERNALIP & & U NODEPORT D& E

The user can assign VIPs as ExternallPs in a service. Keepalived makes sure that each VIP is served on
some node in the ipfailover configuration. When a request arrives on the node, the service that is
running on all nodes in the cluster, load balances the request among the service’s endpoints.

The NodePorts can be set to the ipfailover watch port so that keepalived can check the application is
running. The NodePort is exposed on all nodes in the cluster, therefore it is available to keepalived on all
ipfailover nodes.

27.4.INGRESSIP O =18 A

In non-cloud clusters, ipfailover and ingress|P to a service can be combined. The result is high availability
services for users that create services using ingress|P.

ZDAHZETIE. F9 ingressIPNetworkCIDR £ =157 L. JRIC ipfailover B E %= E T SR IC[E UER
EEERALET,
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ipfailover I£7 5 24 —2KIIx L T&RA 255 D VIP 2% 7R— K 9§ 57<%. ingressIPNetworkCIDR (&
RALLTICHRET 2HENHY X,
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528% IPTABLES

28.1. &

Y RTLAVR—3 Y MCTIE, OpenShift Container Platform, V77—, L @R RY b7 —

VBIEDIDIZHA—FRILD iptables REIMKET 27747 04— IR O—%5EBITZY I b0 T
BRE, BELDAVR=X VI HYET, IHIL, IF5RI—HADITRNTD/ — KD iptables FRE &
FY NT—UDHEBET DL D ICEEL K ARIFNITARY FHA,

TARTOIAVEA—FY ML, DAV KR—F Y Mhiptables #ED & D ICFERT B H &R T 10 ML
L Tiptables #FHALEY, TDLH, H$ZAVER—X Y M HOAVER—FY MORENSDHT S
ZENBHICARY FT, X 5IT, OpenShift Container Platform & & U Docker %t —E X (&, iptables A°
TSy b7y FLEBELKALRETHZERELET, TnLEttoa Y R—Y MI&o
TEAINZERARELABRVWGELNHYEITA., ChoHE2REBET IHBEIXMEEDREICLY —EDE
NHELCDABEMENDHY £9, OpenShift Container Platform (EBEE E=4— L. #RL F T H.
Docker t —ERIEChAEERITLEH A,

BF

/— RLE®Diptables 8 EICXT L TIMA B2 WA 7R BZEEE OpenShift Container Platform
B LU Docker Y —EXDIFEICHEEZSZARWVWEDTHD I MR LTLEIW, &
%< DIHFE. BRI ISAI—RHNOITRTD/ —RICRHLTETINIVEIHYFE
¥, iptables (FEBDORAFI—HF —%ERH DL ICEKETIN TS 5. OpenShift
Container Platform & & U Docker * v N7 —V ICEEANFKET 2 AU H DD, &
NEZTETIERICITTENINVETT,

OpenShift Container Platform D F = — V2R LFITH. FhoHD1D1E, BE
ENMBOBNTHERAT 2 I ENERINTLS OPENSHIFT-ADMIN-OUTPUT-
RULES T4,

L. TAED) Y —ZXADT7 I ERA%HFIRT 27-5HD iptables L—ILDER | #5088
LTI,

OpenShift Container Platform & & U Docker v k7 — 2 25 @#E M ICHEBE T B 7= IC. A1 —FRJL iptables
DFr—y, Fr—YOMER. BLUIL—IHISRI—RDE ) — FICENICRES N EBREND Y
F9, YATLARICIE., B—FIiptables &xF5E L. OpenShift Container Platform & & U Docker
H—ERICEHETICHEAEZ A HEDH DY —ILP Y —ERDNY AT LWL DOOHY T,
28.2. IPTABLES

iptables Y —JLI&, Linux A—RILD IPVA/RTy KT 4L —DT7—TIVEREL, #FL. BRET S
HICERATEEY,

Independent of other use, such as a firewall, OpenShift Container Platform and the the Docker service

manage chains in some of the tables. The chains are inserted in specific order and the rules are specific
to their needs.

iptables --flush [chain] (3. ¥ —ARBLHRELHIRTEEY, TOITY FERTLAWTLY
(A

28.3. IPTABLES.SERVICE
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iptables Y —EREO—AINDRY NT—0 7 74T 74— %EHYR—-—MLET, INhid. iptables &

EeTRICHETHIEZRELE T, InEHNT 2 &, FHllQiptablesi&EZ77v>¥al, £h
EETLET, I—ILIEZDERET 7 1)L /etc/sysconfig/iptables NS EBTINET, RET 71
FRERFICRTOREBICRENARVWES, BRICENINZIIL—ILIdBEOBRERFICKDNET,

gk

H
[=]

iptables.service #{21k L. &£# 9 5 Z &ITL Y. OpenShift Container Platform &

&£ U Docker THEIRFRENEEINZX T, OpenShift Container Platform & & U
Docker [CIZZDEHEIFEMIN T A,

# systemctl disable iptables.service
# systemctl mask iptables.service

iptables.service #3179 2 MENH DHE. FIRINIEEEZRE 7 7 1 ILICHFF L. OpenShift
Container Platform & & U Docker R L TZENONMEETBIL—ILEA VA M—=ILTBLIICL
9,

iptables.service R EIILUT I SHmAIMONE T,
I /etc/sysconfig/iptables

W—ILDKGHREEARTIBICNE. COT7 74 IV TEREZREL £9, Docker 7z1E OpenShift
Container Platform JL—JLIZEH LWL D ITLTLEI W,

iptables.service A / — KN Ci2Eh £ 7 (FHBEEE) L /=& &, Docker % —E X & L U atomic-openshift-
node.service # BiCEI L T, HER iptables RE+*BEETINELIFHYET,

8%

Docker ¥ —ERXDHEEICL Y, /—RTERITINTWEBITARTOIAVYTF—M=L
L. BEFHINhIY,

# systemctl restart iptables.service
# systemctl restart docker
# systemctl restart atomic-openshift-node.service

226



F2OEAMSTI—ICELBEILRODEXY) T4 —1R5E
29T A NSTFIU—ICLBEINRDEFXFIY) T4 —(RE

29.1. &

Builds in OpenShift Container Platform are runin privileged containers that have access to the Docker
daemon socket. As a security measure, it is recommended to limit who can run builds and the strategy
that is used for those builds. Custom builds are inherently less safe than Source builds, given that they
can execute any code in the build with potentially full access to the node’s Docker socket, and as such
are disabled by default. Docker build permission should also be granted with caution as a vulnerability in
the Docker build logic could result in a privileges being granted on the host node.

By default, all users that can create builds are granted permission to use the Docker and Source-to-
Image build strategies. Users with cluster-admin privileges can enable the Custom build strategy, as
referenced in the Restricting Build Strategies to a User Globally section of this page.

You can control who can build with what build strategy using an authorization policy. Each build strategy
has a corresponding build subresource. A user must have permission to create a build and permission to
create on the build strategy subresource in order to create builds using that strategy. Default roles are
provided which grant the create permission on the build strategy subresource.

RK2IEWRR IS TI—OHYTYY—RBLTO0—-IV

H$TYVY—2R
Docker EJL K/docker system:build-strategy-docker
Source-to-Image EILK/YV—X system:build-strategy-source
VAP SN EIWR/BRE L system:build-strategy-custom
JenkinsPipeline EJL R/jenkinspipeline system:build-strategy-

jenkinspipeline

292. B RANSTFI—D I O—/N\I)LREDL

To prevent access to a particular build strategy globally, log in as a user with cluster-admin privileges
and remove the corresponding role from the system:authenticated group:

$ oc adm policy remove-cluster-role-from-group system:build-strategy-custom system:authenticated
$ oc adm policy remove-cluster-role-from-group system:build-strategy-docker system:authenticated
$ oc adm policy remove-cluster-role-from-group system:build-strategy-source system:authenticated
$ oc adm policy remove-cluster-role-from-group system:build-strategy-jenkinspipeline
system:authenticated

In versions prior to 3.2, the build strategy subresources were included in the admin and edit roles.
Ensure the build strategy subresources are also removed from these roles:

$ oc edit clusterrole admin
$ oc edit clusterrole edit

FNThOoO—I)LICDWT, ENICTBEIAMNSTY—DY Y —RICHRT 1T%HIBRLE T,

227
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$129.1 admin @ Docker EJL KA b 557 —DEMIL

kind: ClusterRole
metadata:
name: admin

rules:

- resources:
- builds/custom
- builds/docker )
- builds/source

ﬂ admin O—J)LAF D221 —H— I L T Docker EJL R&E T O—/NIVICEPICT B7-HICZ DT
HHIBRLE T,

293. 11— —~ADEIRANSTFI—DTIL—/N)L72HIRR

—EDEELI—HT—DHINEEDANSTY—CEINRAEERTEDLIICTSRICIE. UTEETLE
£

. EWRRNSTFIO—ADTO—NILT I RAEEMLET,
2. EWRRRNSTFI—ICHBRTHO0-IIEEEI——ICEYYETET, &4

I£. system:build-strategy-docker ¥ 5 24 —O—JL% 21— — devuser (LBINT 5 1TI&, LA
TZERTLET,

I $ oc adm policy add-cluster-role-to-user system:build-strategy-docker devuser

DIk

H
[=]

2—H—IIx L T builds/docker 47 1) Y —ZADI ZAH—L RV TDT7 I ER

5T EEFE. FOA—HY—HIEIREFERTEDZITRTOTAOTV Y MIH
WT. Docker A NSTFY—AE->TEINRAERTERZZEEEKRLET,

29.4. 70V NATOIA—HF—~DEI RZXMZ T —DFHIR

A—Y—ICENRR STV /A—NILIRNET 2O ERAKIC. 70V NAOREL—Y—0
Y FOADFHEANSTY—TEILRZERTEDLIICTRICIE. UTFZRITLET,

. EWRRNSTFIO—ADTO—NIVT I RAEEMLET,
2. EWRRNSTFI—IIWBRT5O0-/)Ea7OVII NNOBELI—Y—ICHE5ELET, &4

£, 7O ¥ b devproject AD system:build-strategy-docker O —JL % 1 —+'— devuser
ISBINY 2ICiE. LTFEETLET,

I ~
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I $ OC adm poOIICY add-role-10-user system:oulld-strategy-adocker aevuser -n aevproject
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FE30E=ZSECCOMP AR L7 U5 — a3 V#EDEIR

30.1. &

seccomp(EF¥a7aAVEa—FTA4YIE—RN)IE. 7TV r—2a3a v T5 0 R7BOCHLOEY b
EZHIBR L. 75X —EEED OpenShift Container Platform TE{TIN 37— 0— KD+
T4 —%5BLTHDICHERINE T,

seccomp W R— ME PodBRED 2 D2D7 /FT—>a Vv AFRALTEMICRYET,

® seccomp.security.alpha.kubernetes.io/pod: Pod D RTDIVFF+—Il#EAINZ 077
AITT (EEXAL),

® container.seccomp.security.alpha.kubernetes.io/<container_name> J > 5+ —BEH&HD 7O
T774ITYT (EEZHY),

BT
77 #J)L M T, 327+ —IF unconfined seccomp BRXETEITINE T,

AR ETBIRIC DO W TIL, seccomp BRETICDWTOD RF a2 XV M ESRBLTLEIW,

30.2. SECCOMP DAL

seccomp & Linux 1—FRILD 1 DDEEETT, seccomp BNV AT ATEMIINTWE I E%=HERET D
IKid. UTFEEITLET,

$ cat /boot/config-"uname -r' | grep CONFIG_SECCOMP=
CONFIG_SECCOMP=y

30.3. OPENSHIFT CONTAINER PLATFORM T® SECCOMP D& E

seccomp ZAZ7 74 )lijson 77 A INTHY., YATFTLOA—)LEREL, PRATLI—ILOEUHL
BRICER A REEYI R TV avaETLES,

1. seccomp 7O7 74L& LE T,
ZLDBERT 74 MDTOT7AIEFTHATTD, V7R —EFRFRFER AT A
DEFaT7T1—HINEERTIHVENHY X,

WMEDARYLTOT7 74 IV EERT B ITIE. seccomp-profile-root 71 L2 b —TFRT
D/—RDT7 74V EERLET,

T 7 4 J)U D docker/default 7O 7 71 L AFERA L TWRHBEIE. ChEEHRT Z2HEIEH Y
FthA,

2. Configure your nodes to use the seccomp-profile-root where your profiles will be stored. In the
node-config.yaml via the kubeletArguments:

kubeletArguments:

seccomp-profile-root:
- "/your/path"
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$830% SECCOMP 2l L7 ) 75— a v HEEDHIBR

3 EREABHAIZLOHIC/ —RY—EREBEELFT,
I # systemctl restart atomic-openshift-node

4. In order to control which profiles may be used, and to set the default profile, configure your SCC
via the seccompProfiles field. The first profile will be used as a default.

seccompProfiles 7 4 —JL RTHEATESHAICIFLUTAEENE T,

e docker/default AV FTF+—Z V94 LDT 74N MTOT774LTT (WTho7OT7 7
AIWNERETT),

e unconfined: IERDBWTO 7 71 JL T, seccomp #EMICLE T,
® localhost/<profile-name>: / — KD O—7#JL seccomp 7O 7 71 LD root IZ1 Y A b —

E¥ha70774ITY,

For example, if you are using the default docker/default profile, configure the restricted
SCC with:

seccompProfiles:
- docker/default

30.4. OPENSHIFT CONTAINER PLATFORM TDH A4 /s SECCOMP 7
O774IJLDHEE

To ensure pods in your cluster run with a custom profile in the restricted SCC:
1. seccomp-profile-root I seccomp A7 7 1 L AER L 7,

2. seccomp-profile-root Z5%E L £ 7,

kubeletArguments:
seccomp-profile-root:
- "/your/path"

3 EBEABERIZEDIC/ —RY—EREZHFBEHLET,
I # systemctl restart atomic-openshift-node

4. Configure the restricted SCC:

seccompProfiles:
- localhost/<profile-name>
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g31% SYSCTL

31.1. &

Sysctl settings are exposed via Kubernetes, allowing users to modify certain kernel parameters at
runtime for namespaces within a container. Only sysctls that are namespaced can be set independently
on pods; if a sysctlis not namespaced (called node-level), it cannot be set within OpenShift Container
Platform. Moreover, only those sysctls considered safe are whitelisted by default; other unsafe sysctls
can be manually enabled on the node to be available to the user.

31.2. UNDERSTANDING SYSCTLS
In Linux, the sysctl interface allows an administrator to modify kernel parameters at runtime. Parameters
are available via the /proc/sys/ virtual process file system. The parameters cover various subsystems
such as:

o H—XI(HXBDTL T4 v X kernel.)

o Xy NT7—U (HBOTL T4 v Rinet)

o REXAEY—(HBOTL 74 v I Z:vm.)

e MDADM (£BD 7L 7 4 vV X:dev.)

EBIMDYH T ZAFLIZDWTIER, B—FILDORFIAY MNTHBEINTWET, §TONRSA—49—0
—EBENETBICIF. UTFERITTEET,

I $ sudo sysctl -a

31.3. NAMESPACED VS NODE-LEVEL SYSCTLS
A number of sysctls are namespaced in today’s Linux kernels. This means that they can be set
independently for each pod on a node. Being namespaced is a requirement for sysctls to be accessible in
a pod context within Kubernetes.
BAF O sysctl I& namespace Z AT 25D E L THLNTWS sysctl TT,

® kernel.shm*

® kernel.msg*

® kernel.sem

e fs.mqueue.*

® npet*
Sysctls that are not namespaced are called node-level and must be set manually by the cluster

administrator, either by means of the underlying Linux distribution of the nodes (e.g., via
/etc/sysctls.conf) or using a DaemonSet with privileged containers.
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#5313 SYSCTL

)z 6
Consider marking nodes with special sysctls as tainted. Only schedule pods onto them

that need those sysctl settings. Use the Kubernetes taints and toleration feature to
implement this.

31.4. SAFE VS UNSAFE SYSCTLS

Sysctls are grouped into safe and unsafe sysctls. In addition to proper namespacing, a safe sysctl must
be properly isolated between pods on the same node. This means that setting a safe sysctl for one pod:

® must not have any influence on any other pod on the node,
® must not allow to harm the node’s health, and
® must not allow to gain CPU or memory resources outside of the resource limits of a pod.
namespace & L7z sysctl IS T LEFBICKLETHZERDINBRTIEIHY FHA,
For OpenShift Container Platform 3.3.1, the following sysctls are supported (whitelisted) in the safe set:
e kernel.shm_rmid_forced
® net.ipv4.ip_local_port_range
This list will be extended in future versions when the kubelet supports better isolation mechanisms.
All safe sysctls are enabled by default. All unsafe sysctls are disabled by default and must be allowed

manually by the cluster administrator on a per-node basis. Pods with disabled unsafe sysctls will be
scheduled, but will fail to launch.

DIk

H
== |
BETRVWEWVWOIMELE, BETARWsysctl FBZEBDERXETHERINZE T, FEIC

FoTE, AVFTFF—DELLRBVWEER Y —RRRB, FkiT/—RKROEELH
B EDORANLEBINE L DAL, DY £,

31.5. ENABLING UNSAFE SYSCTLS

With the warning above in mind, the cluster administrator can allow certain unsafe sysctls for very
special situations, e.g., high-performance or real-time application tuning.

If you want to use unsafe sysctls, cluster administrators must enable them individually on nodes. Only
namespaced sysctls can be enabled this way.

1. Use the kubeletArguments field in the /etc/origin/node/node-config.yaml file, as described
in Configuring Node Resources, to set the desired unsafe sysctls:

kubeletArguments:

experimental-allowed-unsafe-sysctls:
- "kernel.msg*,net.ipv4.route.min_pmtu"
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2. TREABEAT R0/ —RY—EXEZBEHLFT,

I # systemctl restart atomic-openshift-node

31.6.SETTING SYSCTLS FORA POD
Sysctls are set on pods using annotations. They apply to all containers in the same pod.

Here is an example, with different annotations for safe and unsafe sysctls:

apiVersion: v1
kind: Pod
metadata:
name: sysctl-example
annotations:
security.alpha.kubernetes.io/sysctls: kernel.shm_rmid_forced=1
security.alpha.kubernetes.io/unsafe-sysctls: net.ipv4.route.min_pmtu=1000,kernel.msgmax=1 2 3
spec:

y 13!
A pod with the unsafe sysctls specified above will fail to launch on any node that has not

enabled those two unsafe sysctls explicitly. As with node-level sysctls, use the taints and
toleration feature or labels on nodes to schedule those pods onto the right nodes.
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ERET—IYANTPETOT—HDESE

BEIRET—HYRANTETDT—5 DIESIE

321 HE

ZDMEYITIE, T—9RANTETY—IL Yy hT—YDESEEEFMIIL. ThERET DHEIC
DWTERBALET, B> FIL Tl secrets ) YV —XA&FH L TWEIH. configmaps 72 EDTRTD
)Y —R%&BEFIETHIENTEET,

BE
COMEEAFRET BITIE. eted V3 LUIBENREICAY £,

2. BEBSLIUVEESNT TICARMITINTWVWE I E D HDOHIFY

T—HYBESILE T VT 1 7T BITIE. —-experimental-encryption-provider-config 5|31 %
Kubernetes APl Hf—/N\—|TEL XY,

master-config.yaml MOk

kubernetesMasterConfig:
apiServerArguments:
experimental-encryption-provider-config:
- /path/to/encryption-config.yaml

For more information about master-config.yaml and its format, see the Master Configuration Files
topic.

323.BHEEICDOWVT

IRTCOFATEER AN, F—%2ECBESLERETZ 7M1V

kind: EncryptionConfig
apiVersion: vi
resources:

- resources: g
- secrets
providers: e
- aescbc:
keys:
- name: key1 9
secret: c2VjcmVOIGIzIHNIY3VyZQ== @)
- name: key2
secret: dGhpcyBpcyBwYXNzd29yZA==
- secretbox:
keys:
- name: key1
secret: YWJjZGVmZ2hpamtsbW5vcHFyc3R1dnd4e XoxMjMONTY =
- aesgcm:
keys:
- name: key1
secret: c2VjcmVO0IGIzIHNIY3VyZQ==
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- name: key2
secret: dGhpcyBpcyBwYXNzd29yZA==
- identity: {}

resources DZTNZNDEIIBEBIZDBML/-ZETHY ., FHLAKRENSETNET,

resources.resources 7 1 —Jb NFBES{E DM E L Kubernetes ') VY — 2% (resource X 7=
resource.group) NEFI T,

providers 251, BFfH T o/ ERAAERESETONA ¥—D—ETY, TV MN)—T&IC
120 70O/N4 5 —%4 7 (identity 7| aescbc) DA EIR/ETETEIA. ALEBICEA %R
ETRIEFTEEHA,

—BORWOTONA T =PRI NL—VIIBENT S )V —REBSILT 2HICERINET,

Y—=JLvy hOEREDHFITY,

Q®O0 O o9

Base64 DIV A—FT 4 VI INLS VI LF—TF, BERZ2TANA Y —DELREZF—DRI %
BELE Y, FEMIE. TF—DERAZE] IKDWTHDFHRBAZSRL TSIV,

AML=UD6DY Y —RADHEAMYEIC, REINET—SIC—BTZ2ETONMI—FT—5DE
SEEIEFICHATLEY, BRI —IL Yy M F—DF—RLYRET v &2HA N2 7TON
AT —=DBRWHERICTIZ—NRIN, VATV IDNEDY Y —RICT IV ERATERLIRY I,

BF

)Y —ZANBESERETHADNRWGE (F—DEEICLY), F—Z2E# S5 eted
TALIKN)—DHHIRTZIEDHDBEICRYET, ZDY Y —RADFHHAIY 2
TIHHUELIE. F—DHIFRINZD, L BEDLRESEF—DIREINRVERY

KBLET,

3231 FAFTRERTONA ' —

fthDEEEIR

identity 7L ZERL ZERL ZERL LR LDZDEEDRETHENR
INLYVY—RTY, RPOTON
15— LTHREINDIHA, )
V- RIIHBOENEEATND &
TIESEINES,

aescbc PKCS#7 ROEW =i 3234 K~ ESEICHEINSE A T3V TY
AT % M. secretbox &Y HEEHTEL 45
THEEE AIREMEN DY T,
Ihic
AES-CBC

secretbox  XSalsa20 B LUER 32 /34 k SYUFHLWEELETHY, FLANILD
BLU LE1—DRELRIETEZITAN
Poly1305 AREE RAINARVWAGEELH Y £

ER
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ERET—IYANTPETOT—HDESE

fthDEEHEIR

aesgcm AES-GCM 200,000 &3 16, 24, BEELI N F —DEER F— LA
BLUZ EDE X F/lF 32 EITINZHBEUAICIE. AT S
V& L] AH T & NA K ZENHREINhZIEA,

i~ Ico—

g—(IV) F— 3
VHE
TY,

E7ONA S —RBERHOF—%2HR—bLET, F—RESLOBEFTHITINEYS, 7O 45—
RO TONA T —DFE, ZMNDF—IBESICERAINET,

pa 3

Kubernetes IZI&E Y7 nonce ¥ T R L —4 =AW, AES-GCM D nonce & LT
ZUSLIN EZFERALET, AES-GCM TIHEYIR nonce B EF 2 7 RRETHZ Z &N
KHENBT=H., AES-GCM IFHEINFH A, 200,000 BEIDE X AAFIPR I nonce D
B RERF DA REM 2 L BIE < I A F 9,

324. 79 DS
HIROBESIBET 7 A VERRLET,

kind: EncryptionConfig
apiVersion: v1
resources:
- resources:
- secrets
providers:
- aescbc:
keys:
- name: key1
secret: <BASE 64 ENCODED SECRET>
- identity: {}

R —I Ly EeFET 5IC UWTFZERITLET,

L3221 MNDSUVFLF—EEK L, INE base64 TTYI—FT4 VI LET, I2& A
Linux 8 £ macOS Tlx. UTAFEHLZE T,

I $ head -c 32 /dev/urandom | base64

BF

ES5{t¥—I&. /dev/urandom 7 E DS TREINLEALH XL —9—T
EWTEZHLELHY F9., Golang D math/random ¥ Python M
random.random() 2 EFE L TWEH A,

2. COfE% secret 71 —ILNICEEEL £,
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3APIH—NR—ZBEFHLIT,

I # systemctl restart atomic-openshift-master-api

BF

ESETONA YT —BET 7A4ILICIE,. etcd DRBAESIETEIEF—IEFNhBL
H, YAY—API Y —N—%ETT21—F—DHIINhEFZFHFIANDILIICTRY—
TR—IwoavaEYICHETIURELAHY T,

325. 79 HBEHLINTWVWS Z & DHER
T—Hdetcd ICEZRAFNZBRICHESILINE T, API Y —N—DOBEEBR. FITERI N,
FLREEEHFINLEY—I Ly MIRERFICESIEINEYT, INZHERT2ICIE etedetl ATV RS
1707 LFEALTY—IL Yy NORBERRTEIT,
1. default @ namespace IZ. secretl E WM —I Ly MEERLET,
I $ oc create secret generic secret1 -n default --from-literal=mykey=mydata

2. etedetl AY VY RS54 VAFEARAL, eted B —2 Ly NaAHARY 7,

I $ ETCDCTL_API=3 etcdctl get /kubernetes.io/secrets/default/secret1 -w fields [...] | grep
Value

[...] ICIE. eted H—N—(THEHKRT2-DIBIMDEIHEIRET IHNELNHY F T,
BREMARIYY NIZIT ERRICRY £,

$ ETCDCTL_API=3 etcdctl get /kubernetes.io/secrets/default/secret1 -w fields \
--cacert=/var/lib/origin/openshift.local.config/master/ca.crt \
--key=/var/lib/origin/openshift.local.config/master/master.etcd-client.key \
--cert=/var/lib/origin/openshift.local.config/master/master.etcd-client.crt \
--endpoints 'https://127.0.0.1:4001" | grep Value

3. EEBoa~v Y RHEAIKIE, aescbc 7ANA Y —IERE L TERINZ T -9 52BESELEC
& %Y k8s:enc:aescbev: DL 74 v VAN ITFONET,

4. =Ly RO APIRETEIEINZHEIF. ELKESEINTWSIE2HRLET,
I $ oc get secret secret1 -n default -o yaml | grep mykey
Z Nl mykey: bXIKYXRh & —H 9 219 T,
326. TRTOY—I Ly MHBEFEINTWVWS Z & DFERR

=Ly NIEZAARICESIEINGH, >—JL Yy NOBEHEEITTEEZTORBIIESIES
nNadz &Y £,

I $ oc adm migrate storage --include=secrets --confirm
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PEIRET—HYAIMNTPETDOT—Y DES{E
ATV RRIRTOY—V Ly haGmEARY ., RICH—N"—RIOBESLEZERTSLIICENL%E
BHLET, EXAAFDOBRADEDICTS—HIEETZHEIE. IV REERATLTLEIN,
KIREI S 29 —DBAE. ¥—7U L v b% namespace BICHINIET BH. FhIEEHERIY T ME
TBHIENTEET,
327.E5t¥x—0O—57—>3 >

BHOAPIY—N—DRITINTWEIEITAT IOA XY MDHIFBEBREIL, IV 94 LEFRES
BEFICY—I Ly baEET ZICE. BROFIEN OSBRI BEFENLEICRYET,

L FRF—%24ERL. ThEIRTOY—NN—TCREBEOAN/( ¥ —D 2 DBODF—IT U M) —&
LTEMLEXY,

2. TIRTDOAPI Y —NR—%2BEEHL, EY—N"—DFRF—2FAL TESELTESELDICLE
-3—0

¥
' B APIH—N—AEFERALTVEEAIE. COFIBEEEABRTEET,

I # systemctl restart atomic-openshift-master-api

3. FTRF—% keys ERIIDZEAMDIT Y M) —ICL, IhHRETHESLEICERAINSLIICLE
-3—0

4. IRTDOAPIY—N—ZBBEHL, EY—N"—DFRF—2FAL TESELTETELIICLE
-g—o

I # systemctl restart atomic-openshift-master-api
5 LUTFEEITL, HFiFlF—TIXRTOEEFEY— /Ly bERBESELET,
I $ oc adm migrate storage --include=secrets --confirm

6. FIMF—%FALCetedZNNY I Ty T L, TRTOY—I Ly MEBEFLEIC, AVWES
ftx—%BEISHIBKRLET,

328. 7T —9 DESI
F—9 2 NTETHESLEENCT 3ICE. UFERTLET,

1. identity 7O/NA ¥ —%, REDHKHDIY M) —& LTEELZ,

kind: EncryptionConfig
apiVersion: v1i
resources:
- resources:

- secrets

providers:

- identity: {}

- aescbc:
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keys:
- name: key1
secret: <BASE 64 ENCODED SECRET>
L IXRTDOAPIH—N—ZBEHLET,
I # systemctl restart atomic-openshift-master-api

2. UTFZRTL. IXTOY—7 Ly bOESILZBHICEITLET,

I $ oc adm migrate storage --include=secrets --confirm
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533% ENCRYPTING HOSTS WITH IPSEC

33.1. &

IPsecld, 1% —xy N7OMI(IP)ZFEALTEETZITRTOYRY—E/— KK NEDR
E&BESIEd 5 T &IC& o T OpenShift Container Platform 7 S X9 —D M7 14 vV 5RELX T,

ZDOMEY VT, TRTDISRY—EBEBELPPodT—49 NS5 714 v I %EDH, OpenShift
Container Platform RA MM IP 7 RLAEZZETEHIPH Ty h2EDBEOEF 1) T4 —%IRE
TE2HAEICOWTERBLEY,

Pz

OpenShift Container Platform BB NS5 7 4 v & HTTPS %# A9 57, IPsec DA
MEICEY 2EBDBE NS 74 v VDOBESEIERTINZZEILRYET,

BE

This procedure should be repeated on each master host, then node host, in your cluster.
Hosts that do not have IPsec enabled will not be able to communicate with a host that
does.

33.2. ENCRYPTING HOSTS

33.2.1. AR &M

® Ensure that libreswan 3.15 or later is installed on cluster hosts. If opportunistic group
functionality is required, then libreswan version 3.19 or later is required.

® See the Configure the pod network on nodes section for information on how to configure the
MTU to allow space for the IPSec header. This topic describes an IPSec configuration that
requires 62 bytes. If the cluster is operating on an Ethernet network with an MTU of 1500 then
the SDN MTU should be 1388, to allow for the overhead of IPSec and the SDN encapsulation.
After modifying the MTU in the OpenShift Container Platform configuration, the SDN must be
made aware of the change by removing the SDN interface and restarting the OpenShift
Container Platform node process.

# systemctl stop atomic-openshift-node
# ovs-vsctl del-br brO
# systemctl start atomic-openshift-node

33.2.2. SFFAZ T O IPsec DR TE

By default, OpenShift Container Platform secures cluster management communication with mutually
authenticated HTTPS communication. This means that both the client (for example, an OpenShift
Container Platform node) and the server (for example, an OpenShift Container Platform api-server)
send each other their certificates, which are checked against a known certificate authority (CA). These
certificates are generated at cluster set up time and typically live on each host. These certificates can
also be used to secure pod communications with IPsec.

This procedure assumes you have the following on each host:
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® Cluster CA file
® Host client certificate file

® Host private key file

1. Determine what the certificate’s nickname will be after it has been imported into the
libreswan certificate database. The nickname is taken directly from the certificate’s
subject’'s Common Name (CN):

# openssl x509 \
-in /path/to/client-certificate -subject -noout |\
sed -n 's/.*CN=\(."\)A\1/p'

2. openssl A LTV 54 7> MIEBFE., CAMBRE. 8LV TFM/R— =T 71 %
PKCS#12 774 ILICEEML XY, Ihid,. EROMBAESLUVF—DOHBET 71 LA T
3—0

# openssl pkcs12 -export \
-in /path/to/client-certificate \
-inkey /path/to/private-key \
-certfile /path/to/certificate-authority \
-passout pass: \
-out certs.p12

3. Import the PKCS#12 file into the libreswan certificate database. The -W option is left
empty because no password is assigned to the PKCS#12 file, as it is only temporary.

# ipsec initnss
# pk12util -i certs.p12 -d sql:/etc/ipsec.d -W ™"
# rm certs.p12

33.2.3. libreswan IPsec Policy

B REEAAZE A libreswan SEAAZ T — 9 R—RICA VIR— NI AR, ThoaFERLTISRY—
RAOFRRA NEOBEEEF2) T4 —RETDIR)D—%FERLET,

If you are using libreswan 3.19 or later, then opportunistic group configuration is recommended.
Otherwise, explicit connections are required.

33.2.3.1. Opportunistic Group Configuration

UTDHREF 2 DD libreswan it Z EM L £ 9. mADEREIF OpenShift Container Platform SEFAZE
HFEALTNS 71 v 0 %ESEL, 2D0BDERERISRI—DAEBRNS T 1 v VRICESEICHT
HNEERLET,

1. LL'F % /etc/ipsec.d/openshift-cluster.conf 7 7 1 JLICEEE L £ 9,

conn private

left=%defaultroute

leftid=%fromcert

# our certificate

leftcert="NSS Certificate DB:<cert_nickname>"
right=%opportunisticgroup
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rightid=%fromcert

# their certificate transmitted via IKE
rightca=%same

ikev2=insist

authby=rsasig

failureshunt=drop
negotiationshunt=hold
auto=ondemand

conn clear
left=%defaultroute
right=%group
authby=never
type=passthrough
auto=route
priority=100

ﬂ <cert_nickname> %=, FIE1DFRE=-Y VI X —LICEZIHMZAZET,

2. libreswan ICXf L T, /etc/ipsec.d/policies/ D RY > —T7 71 L AFERALTERY > —%EH
TE2IPHTRY MBIV RAMNERLET, TDT7 74T, ThENDERE I N/EHIC
WHTBR)—T 74 ILHEREINET, TDH., LEOHITIE, private & & T clear D
2 DDEHRD TN ETNIC Jetc/ipsec.d/policies/ DT 7 A ILHREINZE T,
/etc/ipsec.d/policies/private should contain the IP subnet of your cluster, which your hosts
receive |P addresses from. By default, this causes all communication between hosts in the
cluster subnet to be encrypted if the remote host's client certificate authenticates against the
local host's Certificate Authority certificate. If the remote host’s certificate does not
authenticate, all traffic between the two hosts will be blocked.

TeEZIE, TRTDRRA D 172.16.0.016 7 KL ZEBDT7 KL ZA2FRAT 2L ICEREIN
%54, private R > —7 7 4 )LICIE 172.16.0.0/16 'EF N5 2 &ICRY XY, BESET S
BN 72y NOEEDOEDAZDT7 74 ILICENIN, ThALDHTRY AADITRTD NS
74 v 9 THIPsec MFERAINDZEICRYET,

3HKMNIZTAVIDIZIRI—ICHAY TR EEERTDEDICTRTORAMEY TRy

=M T ABEDBEOHESLZMERLET, Y— MDA % /etc/ipsec.d/policies/clear
Z7AIISEMLET,

I 172.16.0.1/32

EBMORRANBELOY TRy NEZDT7AIVICEBINTEZE T, ThicLY, TNHDERR K
BEUVYTRY PMADITRTDORNS 714 v IV DESHIBRBRINT T,

33.2.3.2. Explicit Connection Configuration
In this configuration, each IPSec node configuration must explicitly list the configuration of every other

node in the cluster. Using a configuration management tool such as Ansible to generate this file on each
host is recommended.

1. This configuration also requires the full certificate subject of each node to be placed into the

configuration for every other node. To read this subject from the node’s certificate, use
openssl:

# openssl x509 \
-in /path/to/client-certificate -text | \
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grep "Subject:" |\
sed 's/[[:blank:]]*Subject: //'

2. LTFDT%. V5 A9—ADZTDMHD / — RKAICE / — KD /etc/ipsec.d/openshift-
cluster.conf 7 7 1 JLICEEE L £,

conn <other_node hostname>
left=<this_node_ip> ﬂ
leftid="CN=<this_node_cert_nickname>"
leftrsasigkey=%cert
leftcert=<this_node_cert_nickname> 6
right=<other_node_ip> ﬂ
rightid="<other_node_cert_full_subject>" 9
rightrsasigkey=%cert
auto=start
keyingtries=%forever

Q <this_node_ip> & 2D/ — KDV SRS —IP7RLRICBEHAZET,

wthis_node_cert_nickname> ZFIE1D/ —ROFRE=Y VX —LICEIEA LT,

Q <other_node_ip> ZfthdD / — KD IV S RXH—IP 7 RLRICEZHMA XY,
<other_node_cert_full_subject> %= LEE DD / — NDFERSICESTA I, &z,

"O=system:nodes,CN=openshift-node-45.example.com" D & D IZ7& Y £7,

3. LF%&/— KD /etc/ipsec.d/openshift-cluster.secrets 7 7 1 JLICECE L £ 9,
I : RSA "<this_node_cert_nickname>"

ﬂ <this_node_cert_nickname> #F|E1 D/ — RDIFFBAE= v V X —ALILBIHBZ F T,

33.3. IPSEC FIREWALL CONFIGURATION

All nodes within the cluster need to allow IPSec related network traffic. This includes IP protocol
numbers 50 and 51 as well as UDP port 500.

EZE VZRI—/—RPM 9 —T7 12— eth0 TEETDHE. UTDLDICRYET,
-A OS_FIREWALL_ALLOW -i ethO -p 50 -j ACCEPT

-A OS_FIREWALL_ALLOW -i eth0 -p 51 -] ACCEPT
-A OS_FIREWALL_ALLOW -i eth0 -p udp --dport 500 -] ACCEPT

pa 3

IPSec also uses UDP port 4500 for NAT traversal, though this should not apply to normal
cluster deployments.

33.4. STARTING AND ENABLING IPSEC

1. ipsec t—EXEZRBL. FROBRESLVR) O —%HHiAH,. BELEFHEBLET,
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I # systemctl start ipsec

2. ipsec T —EREZBMIC L TREBFICHABLE T,

I # systemctl enable ipsec

33.5. OPTIMIZING IPSEC

See the Scaling and Performance Guide for performance suggestions when encrypting with IPSec.

336. TNV a—FTaT

270/ —RETRIEAZTRT TEIRWEE, IRXTDIZI T4 v IDNEEINZ LD, THDET
ping Z1TD T EIETEEH A, clear R Y —AEICHKRESNTWAWNEES, V55 —HDFID
RAMDDSSHZEZRZAMINLTRITTEHIEIETEEEA,

ipsec status I > R%fEA L T clear LUV private R —DFHAAFNTWE I AR TE X
ER
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B34E KEERY)—DEIL R

34.1. % E

OpenShift Container Platform uses image change triggers in a BuildConfig to detect when an image
stream tag has been updated. You can use the oc adm build-chain command to build a dependency
tree that identifies which images would be affected by updating an image in a specified image stream.

The build-chain tool can determine which builds to trigger; it analyzes the output of those builds to
determine if they will in turn update anotherimage stream tag. If they do, the tool continues to follow
the dependency tree. Lastly, it outputs a graph specifying the image stream tags that would be
impacted by an update to the top-level tag. The default output syntax for this tool is set to a human-
readable format; the DOT format is also supported.

34.2. F%
UTDORIE, L <<EAXINS build-chain DEAAEE R LETICOWTERBLTWET,

#£34.1 & < FHAX N 3 build-chain ##E
S48 B

<image-stream> O &# ¥ 7 DKEFERY ) —%
EILRLET, I $ oc adm build-chain <image-stream>

DOTHATVv2 ¥ JDRFREMBRY Y —%Z2EIL KL,
DOT21—74 VT4 —%FERLTINEZARLLZ $ oc adm build-chain <image-stream>:v2 \
7o -0 dot \

| dot -T svg -0 deps.svg

test 7OV TV MIHBEEINLA X —TZ b
V—LETICOVWTORTAY =7 FNEDOKREFRR $ oc adm build-chain <image-stream>:v1 \
Y)—%ZEIRLZET, -n test --all

pa 3]
graphviz/ Xy 5 —Y %A VAN =)L L CdotAY Y NAFERTI2UENHZGZELHY
i-a_c

e
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5355 BACKUP AND RESTORE

35.1. =

In OpenShift Container Platform, you can back up (saving state to separate storage) and restore
(recreating state from separate storage) at the cluster level. There is also some preliminary support for
per-project backup. The full state of a cluster installation includes:

® ctcd data on each master
® APl objects
® registry storage
® volume storage
This topic does not cover how to back up and restore persistent storage, as those topics are left to the

underlying storage provider. However, an example of how to perform a generic backup of application
datais provided.

BF

This topic only provides a generic way of backing up applications and the OpenShift
Container Platform cluster. It can not take into account custom requirements. Therefore,
you should create a full backup and restore procedure. To prevent data loss, necessary
precautions should be taken.

Note that the etcd backup still has all the references to the storage volumes. When you restore etcd,
OpenShift Container Platform starts launching the previous pods on nodes and reattaching the same
storage. This is really no different than the process of when you remove a node from the cluster and add
a new one back in its place. Anything attached to that node will be reattached to the pods on whatever
nodes they get rescheduled to.

BF

Backup and restore is not guaranteed. You are responsible for backing up your own data.

35.2. FIiRSRH

1. Because the restore procedure involves a complete reinstallation, save all the files used in the
initial installation. This may include:

e ~/.config/openshift/installer.cfg.yml (from the Quick Installation method)
® Ansible playbooks and inventory files (from the Advanced Installation method)
® /etc/yum.repos.d/ose.repo (from the Disconnected Installation method)

2. Backup the procedures for post-installation steps. Some installations may involve steps that are
not included in the installer. This may include changes to the services outside of the control of
OpenShift Container Platform or the installation of extra services like monitoring agents.
Additional configuration that is not supported yet by the advanced installer might also be
affected, for example when using multiple authentication providers.
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3. Install packages that provide various utility commands:

I # yum install etcd

4. If using a container-based installation, pull the etcd image instead:

I # docker pull rhel7/etcd
Note the location of the etcd data directory (or $ETCD_DATA_DIR in the following sections), which
depends on how etcd is deployed.

Deployment Type

Data Directory

all-in-one cluster /var/lib/origin/openshift.local.etcd

external etcd (located either on a /var/lib/etcd
master or another host)

g

o
[=]

Embedded etcd is no longer supported starting with OpenShift Container Platform
3.7.

35.3. CLUSTER BACKUP

35.3.1. Master Backup

1. Save all the certificates and keys, on each master:

# cd /etc/origin/master
# tar cf /tmp/certs-and-keys-$(hostname).tar *.key *.crt

35.3.2. Etcd Backup

1. If eted is running on more than one host, stop it on each host:

I # sudo systemctl stop etcd

Although this step is not strictly necessary, doing so ensures that the etcd data is fully
synchronized.
2. Create an etcd backup:

# etcdctl backup \
--data-dir SETCD_DATA_DIR\
--backup-dir SETCD_DATA_DIR.bak
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pa

If etcd is running on more than one host, the various instances regularly
synchronize their data, so creating a backup for one of them is sufficient.

pa

For a container-based installation, you must use docker exec to run etcdctl
inside the container.

3. Copy the db file over to the backup you created:

I # cp "$ETCD_DATA_DIR"/member/snap/db "$ETCD_DATA_DIR.bak"/member/snap/db

35.3.3. Registry Certificates Backup

1. Save all the registry certificates, on every master and node host.

# cd /etc/docker/certs.d/
# tar cf /tmp/docker-registry-certs-$(hostname).tar *

R

When working with one or more external secured registry, any host required to
pull or push images must trust registry certificates in order to run pods.

35.4. CLUSTER RESTORE FOR SINGLE-MEMBER ETCD CLUSTERS

To restore the cluster:

1. Reinstall OpenShift Container Platform.
This should be done in the same way that OpenShift Container Platform was previously
installed.

2. Run all necessary post-installation steps.

3. Restore the certificates and keys, on each master:

# cd /etc/origin/master
# tar xvf /tmp/certs-and-keys-$(hostname).tar

4. Restore from the etcd backup:

# mv $ETCD_DATA_DIR $ETCD_DATA_DIR.orig

# cp -Rp SETCD_DATA_DIR.bak $SETCD_DATA_DIR

# chcon -R --reference $ETCD_DATA_DIR.orig $ETCD_DATA_DIR
# chown -R etcd:etcd $ETCD_DATA DIR

5. Create the new single node cluster using etcd'’s --force-new-cluster option. You can do this
using the values from /etc/etcd/etcd.conf, or you can temporarily modify the systemd unit file
and start the service normally.

To do so, edit the /usr/lib/systemd/system/etcd.service file, and add --force-new-cluster:
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# sed -i '/ExecStart/s/"$/ --force-new-cluster"/' /usr/lib/systemd/system/etcd.service
# systemctl show etcd.service --property ExecStart --no-pager

ExecStart=/bin/bash -¢c "GOMAXPROCS=$(nproc) /usr/bin/etcd --force-new-cluster"

Then, restart the etcd service:

# systemctl daemon-reload
# systemctl start etcd

6. Verify the etcd service started correctly, then re-edit the
/usr/lib/systemd/system/etcd.service file and remove the --force-new-cluster option:

# sed -i '/ExecStart/s/ --force-new-cluster//' /usr/lib/systemd/system/etcd.service
# systemctl show etcd.service --property ExecStart --no-pager

ExecStart=/bin/bash -¢c "GOMAXPROCS=$(nproc) /usr/bin/etcd"

7. Restart the etcd service, then verify the etcd cluster is running correctly and displays OpenShift
Container Platform’s configuration:

# systemctl daemon-reload
# systemctl restart etcd

35.5. CLUSTER RESTORE FOR MULTIPLE-MEMBER ETCD CLUSTERS

If you want to deploy etcd on master hosts, then there is no need to create a new host. If you want to
deploy dedicated etcd out of master hosts, then you must create new hosts.

Choose a system to be the initial etcd member, and restore its etcd backup and configuration:

1. Run the following on the etcd host:

# ETCD_DIR=/var/lib/etcd/

# mv $ETCD_DIR /var/lib/etcd.orig

# cp -Rp var/lib/etcd.orig/openshift-backup-pre-upgrade/ $ETCD_DIR
# chcon -R --reference /var/lib/etcd.orig/ SETCD_DIR

# chown -R etcd:etcd $ETCD_DIR

2. Restore your /etc/etcd/etcd.conf file from backup or .rpmsave.

3. Depending on your environment, follow the instructions for Containerized etcd Deployments or
Non-Containerized etcd Deployments.

35.5.1. Containerized etcd Deployments

1. Create the new single node cluster using etcd'’s --force-new-cluster option. You can do this
with a long, complex command using the values from /etc/etcd/etcd.conf, or you can
temporarily modify the systemd unit file and start the service normally.

To do so, edit the /etc/systemd/system/etcd_container.service file, and add --force-new-
cluster:

I # sed -i '/ExecStart=/s/$/ --force-new-cluster/' /etc/systemd/system/etcd_container.service
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ExecStart=/usr/bin/docker run --name etcd --rm -v \
/var/lib/etcd:/var/lib/etcd:z -v /etc/etcd:/etc/eted:ro --env-file=/etc/etcd/etcd.conf \
--net=host --entrypoint=/usr/bin/etcd rhel7/etcd:3.1.9 --force-new-cluster

Then, restart the etcd service:

# systemctl daemon-reload
# systemctl start etcd_container

2. Verify the etcd service started correctly, then re-edit the
/etc/systemd/system/etcd_container.service file and remove the --force-new-cluster
option:

# sed -i '/ExecStart=/s/ --force-new-cluster//' /etc/systemd/system/etcd_container.service

ExecStart=/usr/bin/docker run --name etcd --rm -v /var/lib/etcd:/var/lib/etcd:z -v \
/etc/etcd:/etc/eted:ro --env-file=/etc/etcd/etcd.conf --net=host \
--entrypoint=/usr/bin/etcd rhel7/etcd:3.1.9

3. Restart the etcd service, then verify the etcd cluster is running correctly and displays OpenShift
Container Platform’s configuration:

# systemctl daemon-reload

# systemctl restart etcd_container

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.16.4.18:2379,https://172.16.4.27:2379" \
Is/

4. If you have additional etcd members to add to your cluster, continue to Adding Additional etcd
Members. Otherwise, if you only want a single node external etcd, continue to  Bringing
OpenShift Container Platform Services Back Online.

35.5.2. Non-Containerized etcd Deployments

1. Create the new single node cluster using etcd'’s --force-new-cluster option. You can do this
with a long, complex command using the values from /etc/etcd/etcd.conf, or you can
temporarily modify the systemd unit file and start the service normally.

To do so, edit the /usr/lib/systemd/system/etcd.service file, and add --force-new-cluster:

# sed -i '/ExecStart/s/"$/ --force-new-cluster"/' /ust/lib/systemd/system/etcd.service
# systemctl show etcd.service --property ExecStart --no-pager

ExecStart=/bin/bash -¢c "GOMAXPROCS=$(nproc) /usr/bin/etcd --force-new-cluster"

Then restart the etcd service:

# systemctl daemon-reload
# systemctl start etcd
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2. Verify the etcd service started correctly, then re-edit the
/usr/lib/systemd/system/etcd.service file and remove the --force-new-cluster option:

# sed -i '/ExecStart/s/ --force-new-cluster//' /usr/lib/systemd/system/etcd.service
# systemctl show etcd.service --property ExecStart --no-pager

ExecStart=/bin/bash -¢c "GOMAXPROCS=$(nproc) /usr/bin/etcd"

3. Restart the etcd service, then verify the etcd cluster is running correctly and displays OpenShift
Container Platform’s configuration:

# systemctl daemon-reload

# systemctl restart etcd

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.16.4.18:2379,https://172.16.4.27:2379" \
Is/

4. If you have additional etcd members to add to your cluster, continue to Adding Additional etcd
Members. Otherwise, if you only want a single node external etcd, continue to Bringing
OpenShift Container Platform Services Back Online.

35.5.3. Adding Additional etcd Members

To add additional etcd members to the cluster, you must first adjust the default localhost peer in the
peerURLs value for the first member:

1. memberlist AT RZFRALTRIDDAVN—DAVNN—DZRELET,

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.18.1.18:2379,https://172.18.9.202:2379,https://172.18.0.75:2379" \
member list

2. Update the value of peerURLSs using the etcdctl member update command by passing the
member ID obtained from the previous step:

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.18.1.18:2379,https://172.18.9.202:2379,https://172.18.0.75:2379" \
member update 511b7fb6cc0001 https://172.18.1.18:2380

Alternatively, you can use curl:

# curl --cacert /etc/etcd/ca.crt \
--cert /etc/etcd/peer.crt \
--key /etc/etcd/peer.key \
https://172.18.1.18:2379/v2/members/511b7fb6cc0001 \
-XPUT -H "Content-Type: application/json" \
-d '{"peerURLs":["https://172.18.1.18:2380"]}'
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3. memberlist I7v Y RAZHEZEITL. E7 URL IC localhost " EF N RbLHICLET,

4. Now, add each additional member to the cluster one at a time.

DI

==
[=]

Each member must be fully added and brought online one at a time. When

adding each additional member to the cluster, the peerURLS list must be
correct for that point in time, so it will grow by one for each member added.
The etcdctl member add command will output the values that need to be
set in the etcd.conf file as you add each member, as described in the
following instructions.

a. For each member, add it to the cluster using the values that can be found in that system'’s
etcd.conf file:

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.16.4.18:2379,https://172.16.4.27:2379" \
member add 10.3.9.222 https://172.16.4.27:2380

Added member named 10.3.9.222 with ID 4e1db163a21d7651 to cluster

ETCD_NAME="10.3.9.222"
ETCD_INITIAL_CLUSTER="10.3.9.221=https://172.16.4.18:2380,10.3.9.222=https://172.1

6.4.27:2380"
ETCD_INITIAL_CLUSTER_STATE="existing"

b. Using the environment variables provided in the output of the above etcdctl member add
command, edit the /etc/etcd/etcd.conf file on the member system itself and ensure these
settings match.

c. Now start etcd on the new member:

# rm -rf /var/lib/etcd/member
# systemctl enable etcd
# systemctl start etcd

d. Ensure the service starts correctly and the etcd cluster is now healthy:

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.16.4.18:2379,https://172.16.4.27:2379" \
member list

51251b34b80001: name=10.3.9.221 peerURLs=https://172.16.4.18:2380
clientURLs=https://172.16.4.18:2379
d266df286a41a8a4: name=10.3.9.222 peerURLs=https://172.16.4.27:2380
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clientURLs=https://172.16.4.27:2379

# etcdctl --cert-file=/etc/etcd/peer.crt \
--key-file=/etc/etcd/peer.key \
--ca-file=/etc/etcd/ca.crt \
--peers="https://172.16.4.18:2379,https://172.16.4.27:2379" \
cluster-health

cluster is healthy

member 51251b34b80001 is healthy
member d266df286a41a8a4 is healthy

e. Now repeat this process for the next member to add to the cluster.

5. After all additional etcd members have been added, continue to Bringing OpenShift Container
Platform Services Back Online.

35.6. ADDING NEW ETCD HOSTS

In cases where etcd members have failed and you still have a quorum of etcd cluster members running,
you can use the surviving members to add additional etcd members without downtime.

Suggested Cluster Size
Having a cluster with an odd number of etcd hosts can account for fault tolerance. Having an odd
number of etcd hosts does not change the number needed for a quorum, but increases the tolerance for

failure. For example, a cluster size of three members, quorum is two leaving a failure tolerance of one.
This ensures the cluster will continue to operate if two of the members are healthy.

30D etcd RAMNTHERINDEREBI SXI—DEAMEINIT,

pa

The following presumes you have a backup of the /etc/etcd configuration for the etcd
hosts.

1. If the new etcd members will also be OpenShift Container Platform nodes, see Add the desired
number of hosts to the cluster. The rest of this procedure presumes you have added just one
host, but if adding multiple, perform all steps on each host.

2. Upgrade etcd and iptables on the surviving nodes:
I # yum update etcd iptables-services

Ensure version etcd-2.3.7-4.el7.x86_64 or greater is installed, and that the same version is
installed on each host.

3. Install etcd and iptables on the new host
I # yum install etcd iptables-services

Ensure version etcd-2.3.7-4.el7.x86_64 or greater is installed, and that the same version is
installed on the new host.
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4. Backup the etcd data store on surviving hosts before making any cluster configuration changes.

5. If replacing a failed etcd member, remove the failed member before adding the new member.

# etcdctl -C https://<surviving host IP>:2379 \
--ca-file=/etc/etcd/ca.crt  \
--cert-file=/etc/etcd/peer.crt  \
--key-file=/etc/etcd/peer.key cluster-health

# etcdctl -C https://<surviving host IP>:2379\

--ca-file=/etc/etcd/ca.crt  \

--cert-file=/etc/etcd/peer.crt  \

--key-file=/etc/etcd/peer.key member remove <failed member identifier>

Stop the etcd service on the failed etcd member:
I # systemctl stop etcd

6. On the new host, add the appropriate iptables rules:

# systemctl enable iptables.service --now

# iptables -N OS_FIREWALL_ALLOW

# iptables -t filter -l INPUT -j OS_FIREWALL_ALLOW

# iptables -A OS_FIREWALL_ALLOW -p tcp -m state \
--state NEW -m tcp --dport 2379 -j ACCEPT

# iptables -A OS_FIREWALL_ALLOW -p tcp -m state \
--state NEW -m tcp --dport 2380 -j ACCEPT

# iptables-save > /etc/sysconfig/iptables

7. Generate the required certificates for the new host. On a surviving etcd host:
a. Make a backup of the /etc/etcd/ca/ directory.

b. Set the variables and working directory for the certificates, ensuring to create the PREFIX
directory if one has not been created:

# cd /etc/etcd
# export NEW_ETCD="<NEW_HOST_NAME>"

# export CN=$NEW_ETCD

# export SAN="IP:<NEW_HOST_IP>"
# export PREFIX="./generated_certs/etcd-$CN/"

c. Create the $PREFIX directory:

I $ mkdir -p $PREFIX

d. Create the server.csr and server.crt certificates:

# openssl req -new -keyout ${PREFIX}server.key \
-config ca/openssl.cnf\
-out ${PREFIX}server.csr \
-reqexts etcd_v3_req -batch -nodes \
-subj /CN=$CN
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# openssl ca -name etcd_ca -config ca/openssl.cnf \
-out ${PREFIX}server.crt \
-in ${PREFIX}server.csr\
-extensions etcd_v3_ca_server -batch

e. Create the peer.csr and peer.crt certificates:

# openssl req -new -keyout ${PREFIX}peer.key \
-config ca/openssl.cnf\
-out ${PREFIX}peer.csr \
-regexts etcd_v3_req -batch -nodes \
-subj /CN=$CN

# openssl ca -name etcd_ca -config ca/openssl.cnf \
-out ${PREFIX}peer.crt \
-in ${PREFIX}peer.csr \
-extensions etcd_v3_ca_peer -batch

f. Copy the etcd.conf and ca.crt files, and archive the contents of the directory:

# cp etcd.conf ${PREFIX}
# cp ca.crt ${PREFIX}
# tar -czvf ${PREFIX}${CN}.tgz -C ${PREFIX} .

g. Transfer the files to the new etcd hosts:
I # scp ${PREFIX}${CN}.tgz $CN:/etc/etcd/

8. While still on the surviving etcd host, add the new host to the cluster:

a. Add the new host to the cluster:

# export ETCD_CA_HOST="<SURVIVING_ETCD_HOSTNAME>"
# export NEW_ETCD="<NEW_ETCD_HOSTNAME>"
# export NEW_ETCD_IP="<NEW_HOST_IP>"

# etcdctl -C https://${ETCD_CA_HOST}:2379 \
--ca-file=/etc/etcd/ca.crt  \
--cert-file=/etc/etcd/peer.crt  \
--key-file=/etc/etcd/peer.key member add ${NEW_ETCD}
https://${NEW_ETCD_1P}:2380

ETCD_NAME="<NEW_ETCD_HOSTNAME>"
ETCD_INITIAL_CLUSTER="
<NEW_ETCD_HOSTNAME>=https://<NEW_HOST_IP>:2380,
<SURVIVING_ETCD_HOST>=https:/<SURVIVING_HOST_IP>:2380
ETCD_INITIAL_CLUSTER_STATE="existing"

Copy the three environment variables in the etcdctl member add output. They will be used
later.

b. On the new host, extract the copied configuration data and set the permissions:
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# tar -xf /etc/etcd/<NEW_ETCD_HOSTNAME>.tgz -C /etc/etcd/ --overwrite
# chown -R etcd:etcd /etc/etcd/*

c. On the new host, remove any etcd data:

# rm -rf /var/lib/etcd/member
# chown -R etcd:etcd /var/lib/etcd

9. On the new etcd host's etcd.conf file:

a. Replace the following with the values generated in the previous step:

ETCD_NAME
ETCD_INITIAL_CLUSTER

ETCD_INITIAL_CLUSTER_STATE
Replace the IP address with the "NEW_ETCD" value for:

ETCD_LISTEN_PEER_URLS
ETCD_LISTEN_CLIENT_URLS
ETCD_INITIAL_ADVERTISE_PEER_URLS

ETCD_ADVERTISE_CLIENT_URLS
For replacing failed members, you will need to remove the failed hosts from the etcd
configuration.

10. FIIREAA N Cetcd ZRELZE T,

I # systemctl enable etcd --now

1. To verify that the new member has been added successfully:

etcdctl -C https://${ETCD_CA HOST}:2379 --ca-file=/etc/etcd/ca.crt \
--cert-file=/etc/etcd/peer.crt  \
--key-file=/etc/etcd/peer.key cluster-health

12. Update the master configuration on all masters to point to the new etcd host

a. On every master in the cluster, edit /etc/origin/master/master-config.yaml

b. Find the etcdClientIinfo section.

c. Add the new etcd host to the urls list.

d. If a failed etcd host was replaced, remove it from the list.

e. Restart the master APl service.
On each master:

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

The procedure to add an etcd member is complete.
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35.7. BRINGING OPENSHIFT CONTAINER PLATFORM SERVICES BACK
ONLINE

On each OpenShift Container Platform master, restore your master and node configuration from
backup and enable and restart all relevant services.

# cp /etc/sysconfig/atomic-openshift-master-api.rpmsave /etc/sysconfig/atomic-openshift-master-api
# cp /etc/sysconfig/atomic-openshift-master-controllers.rpmsave /etc/sysconfig/atomic-openshift-
master-controllers

# cp /etc/origin/master/master-config.yaml.<timestamp> /etc/origin/master/master-config.yaml

# cp /etc/origin/node/node-config.yaml.<timestamp> /etc/origin/node/node-config.yaml

# cp /etc/origin/master/scheduler.json.<timestamp> /etc/origin/master/scheduler.json

# systemctl enable atomic-openshift-master-api

# systemctl enable atomic-openshift-master-controllers

# systemctl enable atomic-openshift-node

# systemctl start atomic-openshift-master-api

# systemctl start atomic-openshift-master-controllers

# systemctl start atomic-openshift-node

On each OpenShift Container Platform node, restore your node-config.yaml file from backup and
enable and restart the atomic-openshift-node service:

# cp /etc/origin/node/node-config.yaml.<timestamp> /etc/origin/node/node-config.yaml
# systemctl enable atomic-openshift-node
# systemctl start atomic-openshift-node

Your OpenShift Container Platform cluster should now be back online.

35.8. PROJECT BACKUP

A future release of OpenShift Container Platform will feature specific support for per-project back up
and restore.

For now, to back up APl objects at the project level, use oc export for each object to be saved. For
example, to save the deployment configuration frontend in YAML format:

I $ oc export dc frontend -o yaml > dc-frontend.yaml

To back up all of the project (with the exception of cluster objects like namespaces and projects):
I $ oc export all -o yaml > project.yaml

35.8.1. Role Bindings

Sometimes custom policy role bindings are used in a project. For example, a project administrator can
give another user a certain role in the project and grant that user project access.

These role bindings can be exported:

I $ oc get rolebindings -0 yaml --export=true > rolebindings.yaml

35.8.2. Service Accounts
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If custom service accounts are created in a project, these need to be exported:

I $ oc get serviceaccount -o yaml --export=true > serviceaccount.yami

35.8.3. Secrets

Custom secrets like source control management secrets (SSH Public Keys, Username/Password) should
be exported if they are used:

I $ oc get secret -0 yaml --export=true > secret.yaml

35.8.4. Persistent Volume Claims

If the application within a project uses a persistent volume through a persistent volume claim (PVC),
these should be backed up:

I $ oc get pvc -0 yaml --export=true > pvc.yaml

35.9. PROJECT RESTORE

To restore a project, recreate the project and recreate all of the objects that were exported during the
backup:

$ oc new-project myproject

$ oc create -f project.yaml

$ oc create -f secret.yaml

$ oc create -f serviceaccount.yaml
$ oc create -f pvc.yaml

$ oc create -f rolebindings.yaml

pa

Some resources can fail to be created (for example, pods and default service accounts).

35.10. APPLICATION DATA BACKUP

In many cases, application data can be backed up using the oc rsync command, assuming rsync is
installed within the container image. The Red Hat rhel7 base image does contain rsync. Therefore, all
images that are based on rhel7 contain it as well. See Troubleshooting and Debugging CLI Operations -
rsync.

g

==
[=]

This is a generic backup of application data and does not take into account

application-specific backup procedures, for example, special export/import
procedures for database systems.

259


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/cli_reference/#cli-operations-rsync

OpenShift Container Platform 3.9 ¥ 5 X 4 — &1

Other means of backup may exist depending on the type of the persistent volume (for example, Cinder,
NFS, Gluster, or others).

The paths to back up are also application specific. You can determine what path to back up by looking
at the mountPath for volumes in the deploymentconfig.

Example of Backing up a Jenkins Deployment’s Application Data
1. Get the application data mountPath from the deploymentconfig:
$ oc get dc/jenkins -o jsonpath='{ .spec.template.spec.containers[?

(@.name=="jenkins")].volumeMounts[?(@.name=="jenkins-data")].mountPath }'
Ivar/lib/jenkins

2. Get the name of the pod that is currently running:

$ oc get pod --selector=deploymentconfig=jenkins -o jsonpath="{ .metadata.name }'
jenkins-1-37nux

3. Use the oc rsync command to copy application data:

I $ oc rsync jenkins-1-37nux:/var/lib/jenkins /tmp/

pa )

This type of application data backup can only be performed while an application pod is
currently running.

35.11. APPLICATION DATA RESTORE

The process for restoring application data is similar to the application backup procedure using the oc
rsync tool. The same restrictions apply and the process of restoring application data requires a
persistent volume.

Example of Restoring a Jenkins Deployment’s Application Data
L RNy o7y TERRALET,
$ Is -la /tmp/jenkins-backup/
total 8
drwxrwxr-x. 3 user user 20 Sep 6 11:14.

drwxrwxrwt. 17 root  root 4096 Sep 6 11:16 ..
drwxrwsrwx. 12 user  user 4096 Sep 6 11:14 jenkins

2. ocrsync —J)LAERALTT—4 %ETHDPod ICOAE—L XY,
I $ oc rsync /tmp/jenkins-backup/jenkins jenkins-1-37nux:/var/lib

P2
TIVT—vavitEoTR, 7AUr—2a v aBEBTILENHY T,
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3. Restart the application with new data (optional):
I $ oc delete pod jenkins-1-37nux

Feld, 77AA4 AV N EOICRT— VI IV LTHSBURT—IULTYy FLET,

$ oc scale --replicas=0 dc/jenkins
$ oc scale --replicas=1 dc/jenkins
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B36E OPENSHIFTSDN D NS TV a—F4 v

36.1. 3 E

As described in the SDN documentation there are multiple layers of interfaces that are created to
correctly pass the traffic from one container to another. In order to debug connectivity issues, you have
to test the different layers of the stack to work out where the problem arises. This guide will help you dig
down through the layers to identify the problem and how to fix it.

FIREDRE D —ERIE OpenShift Container Platform WD AETHRETE, Xy N7 —I 1 ERDE
RBPBATCELLLREINAVWAREELHERUICHY ET, KETIE, W<OIDYFYAEFERLZE
T, INSDOYFVFARKREDT—RITHIBLTWBZENFEINE T, EEICELCTWVWSREED
INEDYF)FTHRONTVWAWEEIE, BATINTVWEREDOY —ILBLUBREZEALTT
Ny JEEETOIIENTEET,

36.2. FHEE

DSRY—
PSR —HND—EDIYVTY, fl:. vxAY—BLT/—K,
TRARY—

OpenShift Container Platform 7 2 X4 —MD3Y hAO—5—T9, YRAY—EIVFRI9—HD/— K
TIRABWGEDH Y., TDH Pod ~ND IPEBMMNRWHEELNH B I EITEFRELTLEIV

J—K
Pod % 7R X b T & % OpenShift Container Platform #3179 %7 S A4 —HADKA M TT,
Pod

OpenShift Container Platform IC& > TEBI NS, /—RKETEFINZAVTF—DIIL—TFT
ER

Service
12U EDPod THR—PMINDZ, Hi—FXY RT—0A V99— —RAERTHRILLTT,

IV—4—

BH®D URL &/3R % OpenShift Container Platform t—E Iy L, AEBISZ 74 v 2D S
2 —ICEETEDLDICT D web 7OFV—TT,

J—F7FLRA
/—P@P?szTTo:nm/—Rﬁ%U%TBnéivhv—awmﬁ%ugot%U%t
bh, BEINEY, VIRI—HDEED/—RKR(XRY—BLTIV ATV MNILTIERT
XDZMENHY ET,

Pod 7 FL X

Pod D IP 7 KL ATY, INbldE OpenShift Container Platform IC& > TEIW HTHh, BEEIN
9, 774 DMT, INBIE10128.0.0/14 Fy N7 —7 (FlldFH WA= 3 >~ TIE10.1.0.0/16)
NoEIYETONET, V34T YN/ —ROLDATIVEATEET,

HY—EXF7 KL R
H—ER%ERTIPZ7RLRAT, RETPod 7 RLRIZT Y FEINET, ZhbIiE OpenShift
Container Platform IC& > TEIW HTHNh, BEINZET, 774/ MT. I 51E17230.0.0/16
2y RNT—=ODBEYHBTONRET, VT4 T7 YN/ —RDLDHTIVERATEET,

UToRE, AERT7 7 ERICBERT 2 INTOBEBLZRLTVWET,

262


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/architecture/#architecture-additional-concepts-sdn

8836Z OPENSHIFTSDND S T a—F4 >

Node with external
access

Cluster Node

Machine outside
the Cluster
Ml

Node IP
Address

Node IP
Address

Public IP
Address

Pod IP
Pod IP Address
Address
(local to the E
cluster) Ul
"Router” pod Cluster Pod
{in the node) (in the node)

36.3.HTTP HY—EXRANDHET IV ZRADT /Ny 5

If you are on an machine outside the cluster and are trying to access a resource provided by the cluster
there needs to be a process running in a pod that listens on a public IP address and "routes" that traffic
inside the cluster. The OpenShift Container Platform router serves that purpose for HTTP, HTTPS (with
SNI), WebSockets, or TLS (with SNI).

771'9 ALY HTTPH—ERICT IV ERATERVWCEEZBEL, BEIMREL VWL YOO
VRIAVEFSTHEEZBIRLEY, UTF2EITLET,

I curl -kv http://foo.example.com:8000/bar  # But replace the argument with your URL

BT 2%EE. ELWMEIANONRTZBERLTWENEI D ZHELTY, T—EXICHEET % Pod
EHBELABWPod A EENDHREEEHY ET, LED>T, W—F5—DFTNRvT] €I/ avx
SBLTLEI W,

KB L7GEIE, P7RLRICTH LU TDNS EARELEFT (BRWCEEBELET).
I dig +short foo.example.com # But replace the hostname with yours

IP7RLAMNRINAWESIZ. DNSE RS T a—FT 4V ITTBIRENRHYFTTH, ZhicDW
TIFAZETIFHRVEE A,

BF

BENBIPZ7RLADNIN—F—%5ETTEIN—Y—TCHdE5WERELET, TOTH
WiB&IE. DNSABELET,

JRIC ping -c address & & U tracepath address ZffFAL T, JL—% —RA MIEETE S & 2R
biTo%hbﬁmMPA7/FthLEV% tHY., COBEEFENLDTAMNIKKLET
DW= =TI VICRT I ERATEZHBEIHYET, TOHBE. AV Y REF>TIL—9—DKR—
MEET7V7ERALTHET,

I telnet 1.2.3.4 8000

UFHRRINBIGENHY ET,
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Trying 1.2.3.4...
Connected to 1.2.3.4.
Escape character is '"]".

ZDGFE. IP7RLADR—FTY YAV LTWBEDHHBZIEERLTWET, ctrl-] 2L TH
5 enter ¥—%3# L., close AL TCtelnet ZTLET., IL—49—0DF7N\vJ| U3 viC
BITLTUIL—49—DHotDEHEELET,

Fld. UTFARTZEINDAREI’HY XY,

Trying 1.2.3.4...

telnet: connect to address 1.2.3.4: Connection refused
Zhid, W—F—DZDR—KFTY YRV LTWAWIEAERLET, L—FY—DEREHEXICHITEE
MORA Y MIDODWTIE, =9 —DF NNy 7] 2 avaESBLTLKEIL,

Flcld. UTFARTZINZBED’HYIT,

Trying 1.2.3.4...

telnet: connect to address 1.2.3.4: Connection timed out
Zhid, IP7RLREODWThEEBETERWCEERLET, =T VY, 7747 04—)%
BERL. P7RLRATYYRYLTWRIL—Y—DHBILEMABLET, I—F9—%T NNy JTT3IC
&, =% —D71\v 7] €02 arvaESRLTLLKEIW, PI—FT14V7B8LVCT774T7 04—
DOEBICDOVWTIE, KETREWEHEA,

36.4. )L—89—DFT /Ny T
P7RLRAEFERAL, ZOIIVICFLTsshZRTLTIN—F9—YVIRNIT7HEDII Y ETE
TINTHBY, ELLKEEINTWSR I L 2HERTIVENHYET, I TsshzZETL, EEED
OpenShift Container Platform FREEIEERZ G L £ 9,

p= =)

If you have access to administrator credentials but are no longer logged in as the default
system user system:admin, you can log back in as this user at any time as long as the
credentials are still present in your CLI configuration file. The following command logs in
and switches to the default project:

I $ oc login -u system:admin -n default

IV—H —HDEFTINTVWBIEEHERLE T,

# oc get endpoints --namespace=default --selector=router
NAMESPACE NAME ENDPOINTS
default router 10.128.0.4:80

ZDIAX Y RHKET 5354A. OpenShift Container Platform SR EIFFIEL TWE T, TDREDBIE
IKDWTIE, AETIREDIhEIE A,

1D2UEDIL—9—T Y RRA YV MDB—BRRINEFITH, TVRKRAVKMNIPT7RLRIZISRY—R

DPod 7 RLADIDTHDHD., TNOMIEBEDHAEIP 7PRLRATIY Y VY ETEFTINTWVWSELE
IDEHBNTDIEEETETEFREA, W—F9—FKAKNIPZRLRAO—EAESTBICIE. ULTFEETL
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8836Z OPENSHIFTSDND S T a—F4 >

i’g—o

# oc get pods --all-namespaces --selector=router --template="{{range .items}}HostIP:
{{.status.hostIP}} PodIP: {{.status.podIP}}{{end}}{{"\n"}}'
HostIP: 192.168.122.202 PodIP: 10.128.0.4

You should see the host IP that corresponds to your external address. If you do not, refer to the router
documentation to configure the router pod to run on the right node (by setting the affinity correctly) or
update your DNS to match the IP addresses where the routers are running.

(AED) ZORRTIE. /—RTIL—F—Pod ZETLTHL HTTPBRZHEI I I LETEZFE
Ao TT. IL—9—HDBHMURLEELWH—ERICTY T LTWRZE, FLEEFNIEELTWSIE
BlE. TZOY—ERDFMEFARTIRTOIY RKRA VMDD TV ERAARETHD I E5ERT INE
"HYET,

OpenShift Container Platform D' &8 2 T X TDI— b 2—ERRL T,

# oc get route --all-namespaces
NAME HOST/PORT PATH  SERVICE LABELS TLS TERMINATION
route-unsecured www.example.com /test service-name

If the host name and path from your URL don’t match anything in the list of returned routes, then you
need to add a route. See the router documentation.

IW—KDEETEHE. TVRRA Y MDTIERETNY TTEREIrHYET, ThidH—ER
KT 2RBEAT /N Y L TWBBEEAKEDTAOERATY, TDLH, RO [H—EZDT /Ny )
I IaVIEATLEIY,

365. b—EZXDF /Ny T

PSR =LY —EREBETITRVGE (P—EXADPERBETIAVWD, FLIFIL—Y—%F
ALTWTIZRI—ICAZETINRTHAERICKEL TWBEE). Y—EXICEEMITLATVWS
IVRRAVMEHRIL, ThoETNNY TTIRELIrHYET,

BEAICY—ERZERFLET,

# oc get services --all-namespaces

NAMESPACE NAME LABELS SELECTOR IP(S)
PORT(S)

default  docker-registry docker-registry=default docker-registry=default
172.30.243.225 5000/TCP

default  kubernetes component=apiserver,provider=kubernetes <none> 172.30.0.1
443/TCP

default  router router=router router=router 172.30.213.8 80/TCP

You should see your service in the list. If not, then you need to define your service.

H—ERAHAIC—ERTIINDIP 7 KL RiE Kubernetes U —ERXIP 7 KL ATHY, Thik
Kubernetes B’ —ERX%&HR— KT 2 Pod DWTNNICTY TTBEDTYT, TODIPT7RLRAER
ETEZIEITIN, BETELELTE, IRTDPAICT7IEATESZRTIEHY FHA, £
oo BETERWGEEITARTDPod AT IV EATERWVWERRTIIHY FH A, I kubeproxy H$E
BLTWBIDDIP7RLADRT—YADIHERLTVWET,

H—EREZTAMLET, /—ROVWTIhALYLUTZETLEYS,
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curl -kv http://172.30.243.225:5000/bar # Replace the argument with your service IP
address and port

RICH—ER%EHR—FMLTWS Pod R DI+ F 9 (docker-registry 218 L 7= —E XD EZRIICE
EH]AET),

# oc get endpoints --selector=docker-registry
NAME ENDPOINTS
docker-registry 10.128.2.2:5000

CTCTRIVRRAVMINDETTHDIEEZHWERETEET, TDLH, Y—EXTZA ML,
)b H—FTAMIEILIZSBEICIE. BOTHERIEIELCTWDRIEENHY £, =720, EFHD
IVRERAVRDHDBD, Tl — tZTZFb\%ﬂ&LT_% IZlk. ThFho T2 KR4V MDD
WTUTZEHTLET, MEELTWAVWI VY RRA VY NERETEADL, ROEIVavVILEARAFET,

BRI, ThETNOIY RRA YV MNETFAMLET (BURIY RRA Y MNP, R—bBL PR &FHF
DLIICURLEZZEBLET),

I curl -kv http://10.128.2.2:5000/bar

INDHEEET 2IH5BIE. RDITVRRA VM ETAMLET, KB LEBEIXZTOBEREAETLTEX
F9, ROV aVTEDORRZHBILFT,

FRTCHNKBLIBEIE, O—HIL/ —RHPEEL TWAWARE HY 9, TDIHFEIF. O—H)L
FYNT=0DFNy T O avIIBITLTLLEIWL,

TRTHHEEET 215EI1E. [Kubernetes DF /Ny J ] 202 avIlBITLTH—ERXIP 7 KL A
BELAVWERAHBILET,

36.6. /— KEI@EDT /Ny T

BRELTWAWI YRR VY MNO—EBAFRHLT, /—RIINT32EEHKEETANTIVEGHY FT,

L IRTD/—RIZFBINBIP7RLADNHB & aHRALET,

# oc get hostsubnet

NAME HOST HOST IP SUBNET
rh71-os1.example.com rh71-os1.example.com 192.168.122.46 10.1.1.0/24
rh71-o0s2.example.com rh71-os2.example.com 192.168.122.18 10.1.2.0/24
rh71-0s3.example.com rh71-0s3.example.com 192.168.122.202 10.1.0.0/24

DHCP #fFA L TW3BEIIZTNOI’TEIN TWA AR’ HYET, FRAMNE, IPT7 KL
2, BLUOHY TRy MAFERINDIABIC—HBMLTWBZEAHERALET, / — KROFMHEHLIE
BINTW3IEEIE. ocedithostsubnet #FAHLTCT Y M) —%5TEELZE T,

2. /—|~) RLABLVHRRAMEHNELWZ EEERLABIC. TVRRAVYMNIPELT/—FR
IPE=—&BRRLET,

# oc get pods --selector=docker-registry \
--template='"{{range .items}}HostIP: {{.status.hostIP}} PodIP: {{.status.podIP}}{{end}}
{{ll\nll}}l

HostIP: 192.168.122.202 PodIP: 10.128.0.4
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3 BFHIAELEIVRRAVKNIPZRLRERDIF, ChEPodIPTY M —%KRFRL, &
53T B HostlP 7 RLZAERDIFE T, JRIC, HostiP A S>D7 RLZAAFHALT/ —RKR b
LRI TCERETAMNLET,

e ping -c 3 <IP_address>: [GEMN R W &id. FEI—F—DICMP ST 1 vV %BEL
TWBAHEMLrHEBIEEEBKRLTVET,

e tracepath <IP_address>: ICMP /X%y D FRTDEY FILL > THRINDIFGE, §—
Ty MIDRDNBIPIL—FERTLET,
tracepath & ping DEANKHT 256, O—AILFLIFRERY b7 —7 DEHGEORE
ERLET,

4. O—AIRry hT7—0DiFEIF. UTZHRBLET,
o BMEELRLDREDNNTY NDY—5Yy KT RLAADIL— N EFERLET,
# ip route get 192.168.122.202

192.168.122.202 dev ens3 src 192.168.122.46
cache

EEEofITIE., V—RAT7 KL AH192.168.122.46 D ens3 & WD LRIDA V¥ —T 1 —2R
Moy =Ty MIEERDRNMYET, TN FRINZERTH 5155 ip a show dev
ens3 ZFALTA VY — 7z —ADFEMZREFL., TDM VY —T7z—ZANFEINBA
VH—TI—RATHDBIEEHRLET,

i, BHRPUTICLAZTREEHY I,

# ip route get 192.168.122.202
1.2.3.4 via 192.168.122.1 dev ens3 src 192.168.122.46

g, ELKI—TFT 1473 EHOICvialEA/XRZA)IL—LET, NS T714vIDEL
AIW—T 4V ITEINTWBIEEZBELET, L—bMFT7149vIDTNNYy TIZDWT
lZ. ZETE RO EEA.

J—RBRY NT—00DMDOT Ny T4 T aviionWTld, UTAERELTERTEET,

o SE5LMDAICEA =Ry MY U HH B H? ethtool <network_interface> T Link detected:
yes =T LF T,

o FaTL Y IRREESA—YRy MEEIEES SOREITEBEICERE I TULSH? ethtool
<network_interface> B8R D% Y DE R B L £ 9,

o H—TIJIBENITSTAVINTWVWBEDNMNELWR— MNMIEHINTWSEH?
o A wFIFBEIICHBEINTLWSBH?

J— FRERENEYITHZ I & ZMEBLIRIE. MY A FTSDNREZHER T 2UENHY LY,

36.7.0—HILRY NT—D0DF /Ny T

CZTCRETERVEDD, /—REEEIZREINLZIDULEDOIY RRA Y NO—BIARRINE
T, TRNEFNOIYV RRA Y MIDWTHEREZRETI2HENHY ETH. 7L SDNIEHDE
BRDBPodICDWT/—RTRYMNT—IHBEDEIICEELTVWEINIDWTHERTINELHY F
-a—o
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36.71. /—RKDAVH—Tx—R
LAF I OpenShift SDN BMER S 54 9 —7 = —ATY,

e brO: IVFF—AEYHTHNE OVS T v IFINARATTF, OpenShift SDNIEZ DT v
JICH TRy MCEBTIEAWTZO—IL—ILDOEY NEERELET,

e tun0:OVS RERAR— K (bro DR— K 2) T, THICWFIFRY—HYTRY NT— D47
RLZAEIY BTSN, ARy NT—I 77 RAIFERAINE T, OpenShift SDN 1E9 5 R
H—H TRy DS NATRETHERY NT—2ICT7 VA TE S LD IC netfilter 8 L O
W—HMIL—ILEZRELET,

e vxlan_sys_4789: OVS VXLAN 7/81 R (br0 D/ R— k1) TY, ThiFYE—F/—RDOVTF
FT—ADT7 VR ERHELET, OVSIL—ILTIEvxlan0 & LTBRINET,

o vethX (X1 ¥ netns A): Docker netns ICH 1T % eth0 D Linux RIEB1 —H xRy NOET7TT,
INEFMBOR—FOVWTIALDOVS TY v DICEIYETONET,

36.7.2. /— RKNDSDN 7 O0—

veth pairs bro

Pods (OWS eth. switch) OVS port 1
vxlan virtual interface
|E| Out of eth0 (+ vxlan tag)
M (for remote node access) "The Network® Remote Node or Pod 2

(in the cluster)

1

[T

jmy —w oVS port 2

tun0

(for external access)
iptables naT
|_| etho

1l physical interface

External Machine
(outside the cluster)

"The Netw ork®

[

etho vethX
(in pod netns)  {(in main netns)
OWVS ports 10 and up

FOEALEIELTVWRED (FERTIVEAINDZED) ICL > T/RRIBRAYET, SDNA(/ —
RRIZ) TEHRT 2BMIE 4 AFFHY E T, TASICIELEEDOETRDOSINILAMFIFONTWET,

® Pod: hZ 74 v VALYV DH S Pod BOHID Pod ICFEEILFET (1 DDMD 1),

e YE—hJ/—F(FEEPod): h5T74 v 2 ERALY5R9—ROO—HIL Pod 15 1) E— b
J—REid Pod IKBEILET (155 2~),

o ATV NS T4 v VI EO—AINPod SIS AY—HIIBEILET 1HS3IAN),
LRDZEELT, FST7qavdldhnserRARATERELET,

36.7.3. 7 /Ny JFI|&E

36.7.3.1LIPEREEFBRICINTWBH?

sysctl net.ipv4.ip_forward B 1 [CEREINTWVWBR I E (BLUVRRAMREBY IV THEINE DI D) &
HERLET,

36732 )—MIELKHEINRTWSED?

iproute CIL— hTF—TILEHRLZF T,

I # ip route
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default via 192.168.122.1 dev ens3

10.128.0.0/14 dev tun0 proto kernel scope link
10.128.2.0/23 dev tun0 proto kernel scope link src 10.128.2.1

pods, overriding the above

169.254.0.0/16 dev ens3 scope link metric 1002

present)

5536%F OPENSHIFTSDND S TV a—F 4>

# This sends all pod traffic into OVS
# This is traffic going to local

# This is for Zeroconf (may not be

172.17.0.0/16 dev dockerQ proto kernel scope link src 172.17.42.1  # Docker's private IPs... used
only by things directly configured by docker; not OpenShift
192.168.122.0/24 dev ens3 proto kernel scope link src 192.168.122.46 # The physical interface on

the local subnet

1028 xx fTHRRINDIRTTT (Pod Ry hT—2 1

BRENTT 74 MEEICEREINTWS Z &

HRIRE LET), INHARTFIINARVIEEIE. OpenShift Container Platform O %82 L £ 9 ( [O

TJD@mARY ] €02 avESRBLTIEIW),

36.7.4.Is the Open vSwitch configured correctly?

Check the Open vSwitch bridges on both sides:

# ovs-vsctl list-br
br0

This should be br0.

You can list all of the ports that ovs knows about:

# ovs-ofctl -O OpenFlow13 dump-ports-desc br0
OFPST_PORT_DESC reply (OF1.3) (xid=0x2):

1(vxlan0): addr:9e:f1:7d:4d:19:4f

config: O

state: O

speed: 0 Mbps now, 0 Mbps max
2(tun0): addr:6a:ef:90:24:a3:11

config: O

state: 0

speed: 0 Mbps now, 0 Mbps max
8(vethe19c6ea): addr:1e:79:f3:a0:e8:8¢c

config: 0

state: 0

current: 10GB-FD COPPER

speed: 10000 Mbps now, 0 Mbps max
LOCAL(br0): addr:0a:7f:b4:33:c2:43

config: PORT_DOWN

state:  LINK_DOWN

speed: 0 Mbps now, 0 Mbps max

EKIKT VT4 TRERTD Pod D vethX T/ ZANR— M E LTERRINBIET T,

RIS, FDT)yJICEBEINRTWEZ 70— —8BXRRLET,

I # ovs-ofctl -O OpenFlow13 dump-flows br0

ovs-subnet F 7zl ovs-multitenant 7S5 74 VD ESELEFRHL TWANMIG LU THRRIZETFERY
FIH. UTFDELIR—BRNAREREEHERTEHIENTEET,
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1. IXTODYE—F/—RIZIE tun_src=<node_IP_address> IC—¥d 5 70— (/—RKHHD
EBEVXLAN K571 v9)BLUVT 7 3 set_field:i<node_IP_address>->tun_dst # &¢
MO7O—(/—RADHEFEVXLAN kS 714 v D) DEREINTWEIRELRHY T,

2. IRTOO—AJL Pod ICIE arp_spa=<pod_IP_address> & & U arp_tpa=<pod_IP_address>
—H¥270— (Pod DEESIUVREARP hZ 74 v ) & nw_src=
<pod_IP_address> & & U' nw_dst=<pod_IP_address> IC— 9 % 70— (Pod DEEH LV
REIPIZ T4V I)DNREINTVWBRENHY XT,

—HRWEEIE. TO70HAMY ] €72 aveZRLTILEIW,

36.7.4.1. iptables 5% EICERY DR H?

iptables-save DHA%EF vV L. T 74V TICT7 40 —%HITTVWAVWIEEZHRELET,
OpenShift Container Platform (X8 & O#R/EEFIC iptables L —ILEERET 57D, iV MY =B
%TJ‘TL'C \/\—C :E)T/L.\uﬁfask_ tf(«i% l’) iﬁ/\/

36.742. 08y NIT—VRBRELLEBREINTWSEH?

NEBT7AT 04— (H25HBE) ZHREL. 9—TYRTRLAANDINS 74 vV %FATEINEI N
ERBLET (ThIEY A MTEICERZ LD, AETEHBDONEEA),.

36.8. Ry NO—0DF /NNy T

36.81L1RMEXY hT—27DEI RICEEAFEKELTWS

R Ry k7 —7% (fl: OpeStack) % {FF L T OpenShift Container Platform 4 Y 2 h—JL L TW %35
AT, EINRICEENRELTVWEREBEE. §—7 v M/ — KK MDHRKREFEEA (MTU: maximum
transmission unit) (T 74X =%y N7 =04 V4 —7 —2Z (f: eth0) D MTU & DB A AL
AREMEDN DY £,

EILRAERBICRTTSICIE. —9%% ) — RKAMNETET72HICSDN O MTU HethO 2y 77—
JDMTU LY ENILRITNIERY FH A,

. ipaddr Y Y REERITLTRY M7=V DMTU ZHERLE T,

# ip addr

2: eth0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc pfifo_fast state UP
glen 1000
link/ether fa:16:3e:56:4c:11 brd ff:ff:ff:ff:ff:ff
inet 172.16.0.0/24 brd 172.16.0.0 scope global dynamic eth0
valid_Ift 168sec preferred_|Ift 168sec
inet6 fe80::f816:3eff:fe56:4c11/64 scope link
valid_lft forever preferred_|ft forever

LEOXRY T —2® MTU L1500 T,

2. J—REEEDOMTIUIERY h7—27ELY E/NILLRIFAIERY FHA, §—5 v MIERES
TLT\_/—l\/T\Zl\U)mtu%EﬁuubiT

# cat /etc/origin/node/node-config.yaml
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networkConfig:
mtu: 1450
networkPluginName: company/openshift-ovs-subnet

LD/ —REBREZ77AILTIE. mufBlExy b7 —2 MTU &Y HEL 23728, BREIET

BIIARYET, mMUuEAINIYEL R2BE8IE 77142 RELT. 275147 —XY

ND—0A4 29— x2—ADOMTU LY EDRLEEL 50 B TFIFT/ — Ry —ER & HBiLE

LET, chickY, FYKRELNRTYy NOT—9% /) —REITET ZEDAREICRY FT,
36.9. POD ® EGRESS OF/\vw &

Pod MOAEY —EZANDT VR %ZH1TT 5356, LTOFIDL S ICHY XT,
I curl -kv github.com
DNS W @EtNICRINTWE & 2MRBLET,

I dig +search +noall +answer github.com

That should return the IP address for the github server, but check that you got back the correct address.
If you get back no address, or the address of one of your machines, then you may be matching the
wildcard entry in yoir local DNS server.

INEBETSZICIE. T714ILRA—RIT Y M) —%FD DNS H—/3—2" /etc/resolv.conf D
nameserver & L T—EBXRRINTVWAWI EAERT N, FLE T71ILRA—RKRRKAA N
search —EBIL—EBEXRRINTWAWI L E2HEITTINEN HY X T,
ELWIPZRLAMIRINDBE., O—HILRy bT7—20OF/Ny 7] ORIBOT /Ny JICET S
T RIA RIS TLEIW, BE. NF 71 v VI1FKR—K 20 Open vSwitch 5 iptables JL—JL &
FON—bTF—TILA2EBBTBIETTY,

36.10. A7 D35 AHE Y

R % 3E17 L £ 7 journalctl -u atomic-openshift-node.service --boot | less

Output of setup script: {TAHRBRLE T, '+ THEDZITRTOITICDOWVWTIE., TDOTFICRZ ) FMNFIE
NEEBRINET, ZOWATHLHI RIS —DBHEINEI I ERFARET,

A9V T N%EE>THBE, Output of adding table=0 & W I TA2RDIF BT ENTEBIFTTYT., &
NFOVSIL—ITHY, T7—REFELAVETTY,

36.11. KUBERNETES O 7 /Xy &

iptables -t nat -L Z#:3 L CT. ¥ —EXAO—AJL T > > Tkubeproxy D@L AR— MM NAT I T
\/\%) t%ﬁ&;b L/i-a—o
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FERIDOVWTIEFH R LEEMICEERINZE T ... Kubeproxy IEFREXI 1. iptables

DHDY ') 1—aVIlBEEHEDY £,

36.12. 2V —ILAER LAY NO— 2V ORBIBEDKRH
PSR —EBEELTEMY —ILEZETL, HBITZ Ry NTV—VDOBEZZEILE T,

I # oc adm diagnostics NetworkCheck

L5 ‘/—)btat BELEOVR—ZRXVIMNDIS—REAFIVITER—EDOFIVvIAEETLET, £
M, T2y —IL] DI 3vEaSRBLTLEIWY,

pa 3]

MEFRT, BUTY —ILTRIP 7z AIIA—N—DEBELBITEEE A, OEEE L
T. A7) T M%E<T R4 —D https://raw.githubusercontent.com/openshift/openshift-
sdn/master/hack/ipf-debug.sh T(FZIEYRY—ADT7 I EZADHBFHDI I U H D)

EITLTRICIDTNY JEREERTEET, 2L, ORI Y FMEYR— by
KHATY,

T 7 #JL T, ocadm diagnostics NetworkCheck [ T5—®d 0O % % /tmp/openshift/ ICEE8k L £
¥, Nl --network-logdir # 7> 3 Y CHRETEZET,

I # oc adm diagnostics NetworkCheck --network-logdir=<path/to/directory>

36.13. DD FE S

36.13.1. ingress IC D W T DIEMNIER

® Kube:#—E X% NodePort E LTEEL. V53R —KHDIRTDIV VY TEDR—MEE
KLU, kube-proxy 8L UPHYR—KF 2 Pod ICI—FT 1T LE
9, https://kubernetes.io/docs/concepts/services-networking/service/#type-nodeport % £
RLTLKEIW(—ED/ — RIFABIST IV EATEZRELNHYET),

® Kube:LoadBalancer &« LTEE L. MBICHBI LA TV MHEYEZRTLET,

o OS/AE:WThEI—9—%AFERALET,

36132.TLSNNV R A ODIA LTI S
Pod T 704 ICKkT BIHE. docker QU TCTLSNAY R T A I9DYA LTI NEESRELET,

$ docker log <container_id>

[...] couldn't get deployment [...] TLS handshake timeout

272


https://raw.githubusercontent.com/openshift/openshift-sdn/master/hack/ipf-debug.sh
https://kubernetes.io/docs/concepts/services-networking/service/#type-nodeport

5536%F OPENSHIFTSDND S TV a—F 4>

COREFBER IR 1 TAERBERITIEOIS—THY, TOIS5—Etun0 & FS547Y—4
Y& —7 —2R (fl: ethO) BD MTU ED A % A3 LN (fl: tunO MTU 481500 I8 L ethO MTU A 9000

(V¥ VIRITIL—L)THZBE) ICL>TBIZRBIINZAREMLHY £7,

36.133. 7Ny JIZDW T DDERR
e (Linux {RIEA —H xRy kRT7)DETF7 A >4 —7 = —XIJ ethtool -S ifname THFITE X T,

e K>S A/N—% 4 7:ethtool -i ifname
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oc adm diagnostics I NIZ—&EDF vV &2ERTL. RAMNFLIFZIVIFTRAI—DIZ—DREIC
DWTFzv I LET, EKIKUTEERITLET,

o FIAINKMDLYARN)—BLPIL—9—DRITHTHY, ELLEREINTWVWDZ & %EHER
LEY,

e ClusterRoleBindings & & U' ClusterRoles T, R—ARY o —E DELEMEZERELE T,
o TRTDIZFATYINEEIAVTF AN BN THEBARLTHD I EEHALET,

e SkyDNS M EEIICHEEE L TH Y. Pod ICSDNEmAH B EEHALET,

¢ RAMDIYRY—BLV/ — RREZRIELIT,

o /—RHIETHT, FIATETHDIE2HALET,

e BHDIZ—ICDOVWTHARMNOTEZDHLET,

e systemd 1=y MAKRAMIFLTFRBYICKREINTVWS I E&2HERLET,

37.2. 2V —IILDOER

OpenShift Container Platform can be deployed in many ways: built from source, included in a VM image,
in a container image, or as enterprise RPMs. Each method implies a different configuration and
environment. To minimize environment assumptions, the diagnostics were added to the openshift

binary so that wherever there is an OpenShift Container Platform server or client, the diagnostics can
run in the exact same environment.

DY —LERAT 310 (YRS —RR P ETHEAT2O0EE L), V525 —E@EL LTUT
ERTLET.

I $ oc adm diagnostics

This runs all available diagnostics, skipping any that do not apply.

You can run one or multiple specific diagnostics by name, or run specific diagnostics by name as you
work to address issues. For example:

I $ oc adm diagnostics <name1> <name2>

The options mostly require working configuration files. For example, the NodeConfigCheck does not
run unless a node configuration is available.

Diagnostics look for configuration files in standard locations:
o USAT UM
o Asindicated by the $KUBECONFIG environment variable variable

o ~/.kube/config file
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e TRH—:

o /etc/origin/master/master-config.yaml
e J/—R:

o /etc/origin/node/node-config.yaml

Non-standard locations can be specified with flags (respectively, --config, --master-config, and --
node-config). If a configuration file is not found or specified, related diagnostics are skipped.

FAERRREZHICIIUTINEENZ T,

B2 e B8
AggregatedLogging ENINn /e zERA L CEUIRRES L U

FetBLES,

AnalyzelLogs systemd —E20%7 ’C FREOEEEZERAL T,
FIVvIDETILRET7 7 M IVEFETT,
ClusterRegistry Check that the cluster has a working Docker registry

for builds and image streams.

ClusterRoleBindings TIAIWKNDYISRY—O—IINA VT4V THTE
FEL, R=ZARYY—IZHELTFRINZ Y TV
VRN EBEND L EHERLET,

ClusterRoles PS529—0O—ILHBBFEEL. R—=ZARYT—IZIEL
TFERINZNR—IvoavhIEEND I & 5HHER
LET,

ClusterRouter DAY —RICEMRBT 7AILMNIL—9—DH B
t%ﬁ&ﬂlh\bij—o

ConfigContexts VATV MNEEDEAVTHFRAMDTERLEZED
THY., ZOAPIY—N—ADEHEIH D &%
BALET,

DiagnosticPod TFX)Vr—2a v OBERTEMARETT 5 Pod 21F

BLZET., Thik Pod WD DNS A FHEE Y ICHERE
TBY, T7#INMNF—ERTHD Y MDRLER
NI RAY—APIHICTH L TIELLK RSN B 2 & %58
BLET,

EtcdWriteVolume —EHEICE TS etcd ICH T ZEZIAAHDRY 12—
LEWRL, BIESLUF—RICENLEZDFELE
T, ZOBMIIMDOBIERCEETRITINT,
WD etcd NDBREZBZIZIEND, &<ITEXRS
N3BEICDAERITINET,
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MasterConfigCheck

MasterNode

MetricsApiProxy

NetworkCheck

NodeConfigCheck

NodeDefinitions

RouteCertificateValidation

ServiceExternallPs

UnitStatus

E]:y)

CDHRARNDIYRAY—BRET 7M1 I CHRBDEE%
ML,

CDRARNTEFTINTVWBEIRY—HN/—REE
TFLTWBZEAMERAL, TNH VS XH—SDN D
XVN—THdIEEHWRELET,

& Heapster X N V2B 54— APl 7OF
V—RHATT IV ERARETHD I EEHRELET,

Create diagnostic pods on multiple nodes to
diagnose common network issues from an application
standpoint. For example, this checks that pods can
connect to services, other pods, and the external
network.

IS—HWH2HEIF. ZOZMIFMRITHEE L
TA—ALTALIRN)—(T74IIT
/tmp/openshift/) ICIERB LRI NAT 7ML
ERELEFT., T+ L2 MY —IF--network-logdir
T7ZJTERETDIENTEXT,

ZDHERARND /) —RERET 7ML TCRBEDEEAE
ALET,

TRAY—API TEEIN// — ROFI AT EEARIREE
ICHY, PodBERAT V21— )L TEXBZEAERLE
ER

ITATDII— MEEBAE T, IRSNBIREETHEE S
NBAREMEDHZEDDHEINEI D &R L F
3—0

RAY—EREICEDVWTEMIIINTULWEIAEIP %
BET ARG —EAOEEAERLET,

OpenShift Container Platform ICBE L T, Z?DHER
RCTaIZy MIDWTO systemd A7 —4 R & HEER
LEYd, Fv IDERTIKRETZ 7 M IVIEFET
ER

37.3. H—NN—IREICH T DD EIT

Master and node diagnostics are most useful in an Ansible-deployed cluster. This provides some

diagnostic benefits:

o YRHA—BLV/ — REBEIIEENDIGFTICHDERET 71 IILIZED L,

o systemd A=Y hAY—N—%ZFEBTELDICHEINS,
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o IARTOIAVR—FRY M journald IZx L TAOV %581 T %,

Having configuration files where Ansible places them means that you will generally not need to specify
where to find them. Running oc adm diagnostics without flags will look for master and node
configurations in the standard locations and use them if found; this should make the Ansible-installed
use case as simple as possible. Also, it is easy to specify configuration files that are not in the expected
locations:

I $ oc adm diagnostics --master-config=<file_path> --node-config=<file_path>

Systemd units and logs entries in journald are necessary for the current log diagnostic logic. For other
deployment types, logs may be going into files, to stdout, or may combine node and master. At this time,
for these situations, log diagnostics are not able to work properly and will be skipped.

37.4. V54 7V NRETOZEDET

You may have access as an ordinary user, and/or as a cluster-admin user, and/or may be running on a
host where OpenShift Container Platform master or node servers are operating. The diagnostics
attempt to use as much access as the user has available.

A client with ordinary access should be able to diagnose its connection to the master and run a
diagnostic pod. If multiple users or masters are configured, connections will be tested for all, but the
diagnostic pod only runs against the current user, server, or project.

A client with cluster-admin access available (for any user, but only the current master) should be able to
diagnose the status of infrastructure such as nodes, registry, and router. In each case, running oc adm
diagnostics looks for the client configuration in its standard location and uses it if available.

37.5.ANSIBLE XR—ZXDANIVAF v Y

Additional diagnostic health checks are available through the Ansible-based tooling used to install and
manage OpenShift Container Platform clusters. They can report common deployment problems for the
current OpenShift Container Platform installation.

These checks can be run either using the ansible-playbook command (the same method used during
Advanced Installation) or as a containerized version of openshift-ansible. For the ansible-playbook
method, the checks are provided by the atomic-openshift-utils RPM package. For the containerized
method, the openshift3/ose-ansible container image is distributed via the Red Hat Container Registry .
Example usage for each method are provided in subsequent sections.

UTDOANIRF Ty 7iE, 7704 I i OpenShift Container Platform ¥ 5 24 —&XRIC, IBEX

17z health.yml playbook % f#F L T Ansible 1 YRV M) =7 74 JLICFH L TERITINDZ Z ENEH
INTVWBRBEIIRIDEY PO ER/LET,
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Due to potential changes the health check playbooks could make to hosts, they

should only be used on clusters that have been deployed using Ansible and using the
same inventory file with which it was deployed. Changes mostly involve installing
dependencies so that the checks can gather required information, but it is possible
for certain system components (for example, docker or networking) to be altered if
their current state differs from the configuration in the inventory file. Only run these
health checks if you would not expect your inventory file to make any changes to

your current cluster configuration.

RI7IEEUZHF v

FrvI4

E]:y)

etcd_imagedata_size

etcd_traffic

278

This check measures the total size of OpenShift
Container Platform image data in an etcd cluster.
The check fails if the calculated size exceeds a user-
defined limit. If no limit is specified, this check will fail
if the size of image data amounts to 50% or more of
the currently used space in the etcd cluster.

A failure from this check indicates that a significant
amount of space in etcd is being taken up by
OpenShift Container Platform image data, which can
eventually result in your etcd cluster crashing.

A user-defined limit may be set by passing the
etcd_max_image_data_size_bytes variable. For
example, setting
etcd_max_image_data_size_bytes=40000000
000 will cause the check to fail if the total size of
image data stored in etcd exceeds 40 GB.

IDFryvIid, etecd KA MDBELYEFLLAR
WDONZ T4y 0 %BRHMLET, etcd IEDESE
#Hiljournaletlm /T M) —HDRONBIFEITK
BmLET,

For further information on improving etcd
performance, see Recommended Practices for
OpenShift Container Platform etcd Hosts and the
Red Hat Knowledgebase.


https://access.redhat.com/documentation/en-us/openshift_container_platform/3.9/html-single/scaling_and_performance_guide/#scaling-performance-capacity-host-practices-etcd
https://access.redhat.com/solutions/2916381

FrvI4

etcd_volume

docker_storage

curator. elasticsearch. fluentd. kibana

logging_index_time

EI7E MY —I

E]:5)

CDFTYvIICLY, eted V5 RY—DRY) 2 —A
FRAIMNI—F—BEORALEIWMEELZBARWVWLD
ICTCEFEY, JRLEWMENMBEBEINTWARWEG
. T7AILMNEEERY) 2—LH 41 XD 90% ICE%
EXINZEY,

1—H—EZDHIR
I%. etcd_device_usage threshold_percent &
HeESTIETHRETEET,

docker 7—E Y (/— KB LtavrF+r—fbIhik
AVARM=I)IKETEHRANTOAERTINGE

9, docker DEEHEAEN 1 —HY—ERFIREBEA
BWCEHRBLEY, 1—F—EZROFHIRIHES
NTWRWESE, docker FRHEDRAL X WMEDT
7 4 MEIRAERRREE YA XD 0% T Y F

£

The threshold limit for total percent usage can be set
with a variable in your inventory file, for example
max_thinpool_data_usage percent=90.

This also checks that docker's storage is using a
supported configuration.

This set of checks verifies that Curator, Kibana,
Elasticsearch, and Fluentd pods have been deployed
and are in a running state, and that a connection
can be established between the control host and the
exposed Kibana URL. These checks will only run if the
openshift_logging_install_logging inventory
variable is set to true, to ensure that they are
executed in a deployment where cluster logging has
been enabled.

IDF v IiF, OFX Vv IRy 5704 AV b
ICHF B 0T ERD S Elasticsearch IC& 5 0 755t
FTOBEEDOREELYLEIBRDZTI— %R
MLEYT, FiRROOTT VMY =D A1 LTI MA
(77 # )Lk TIE 30 ¥A) I Elasticserach IC& > T
JITY)—INhBWBEILKKRLET, 2OFv )
BFOF Y IPEMCINTVEBEICOAETIN
E3

A user-defined timeout may be set by passing the
openshift_check_logging_index_timeout_se
conds variable. For example, setting
openshift_check_logging_index_timeout_se
conds=45 will cause the check to fail if a newly-
created log entry is not able to be queried via
Elasticsearch after 45 seconds.
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A similar set of checks meant to run as part of the installation process can be found in
Configuring Cluster Pre-install Checks. Another set of checks for checking certificate
expiration can be found in Redeploying Certificates.

37.5.1. ansible-playbook IC& NIV RAF T v I DET

To run the openshift-ansible health checks using the ansible-playbook command, specify your
cluster’s inventory file and run the health.yml playbook:
# ansible-playbook -i <inventory_file> \
/usr/share/ansible/openshift-ansible/playbooks/openshift-checks/health.yml

ARV RS VICERAERET 5I101E. key=value XD ELREHIC e 75 VA HHrAAET, U
TEFNCRY 9,

# ansible-playbook -i <inventory_file> \
/usr/share/ansible/openshift-ansible/playbooks/openshift-checks/health.yml
-e openshift_check_logging_index_timeout_seconds=45
-e etcd_max_image_data_size_bytes=40000000000

BEDF TV I EEWICT BICIE. Playbook ZRITT ZRIICA YNRY N =T 74 ILDAV XYY
DF v I ZD—EEHICEH openshift_disable_check Z###&AHFF, LUTFIEFICARY ET,

I openshift_disable_check=etcd_traffic,etcd_volume

Alternatively, set any checks you want to disable as variables with -e openshift_disable_check=
<check1>,<check2> when running the ansible-playbook command.

37.5.2. Docker CLI TOANIAF T v U DELT

It is possible to run the openshift-ansible playbooks in a Docker container, avoiding the need for
installing and configuring Ansible, on any host that can run the ose-ansible image via the Docker CLI.

To do so, specify your cluster’s inventory file and the health.yml playbook when running the following
docker run command as a non-root user that has privileges to run containers:

# docker run -u ‘id -u’ \0

-v $HOME/.ssh/id_rsa:/opt/app-root/src/.ssh/id_rsa:Z,ro \9

-v /etc/ansible/hosts:/tmp/inventory:ro \

-e INVENTORY_FILE=/tmp/inventory \

-e PLAYBOOK_FILE=playbooks/openshift-checks/health.yml \ ﬂ

-e OPTS="-v -e openshift_check_logging_index_timeout_seconds=45 -e
etcd_max_image_data_size bytes=40000000000" \ 9

openshift3/ose-ansible

Q INSOA T avic&y, AVFF—RRIFTI—4¥—EELUD TEFTINET, ThidLSSH
F—%AVTF—ATHRAIEONDZELIICTEELIICNN—I v a3V TREILRY T (SSH TS
AR=—KNF—IEZDREEZBICE > TDHFZHRYAIEETHB I ENFRINET),

9 SSH¥—I(E, AV 7+ —%FFroot I—H—& LTEFTTIREDBEDERATIL /opt/app-
root/src/ssh D TFICYTU Y MLET,
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9 Change /etc/ansible/hosts to the location of your cluster’s inventory file, if different. This file will
be bind-mounted to /tmp/inventory, which is used according to the INVENTORY_FILE

Q PLAYBOOK_FILE IRIZEZ#L. O T F+—H®D /usr/share/ansible/openshift-ansible (ZBHE L
T health.yml playbook DIZFICEREINE T,

9 -e key=value XA CE—DRITICHEREREZRELZF T,

In the above command, the SSH key is mounted with the :Z flag so that the container can read the SSH
key from its restricted SELinux context; this means that your original SSH key file will be relabeled to
something like system_u:object_r:container_file_t:s0:c113,c247. For more details about :Z, see the
docker-run(1) man page.

Keep this in mind for these volume mount specifications because it could have unexpected
consequences. For example, if you mount (and therefore relabel) your $HOME/ .ssh directory, sshd will
become unable to access your public keys to allow remote login. To avoid altering the original file labels,
mounting a copy of the SSH key (or directory) is recommended.

You might want to mount an entire .ssh directory for various reasons. For example, this would allow you
to use an SSH configuration to match keys with hosts or modify other connection parameters. It would
also allow you to provide a known_hosts file and have SSH validate host keys, which is disabled by the
default configuration and can be re-enabled with an environment variable by adding -e
ANSIBLE_HOST_KEY_CHECKING=True to the docker command line.
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38.1. ;&

OpenShift Container Platform BIE& &, 77NV r—>avEa7A RV JREBICLTY YV —REE%
BOTIEATEZTY, ThiE. JRMNYY—EEBEBLEEMITONZNRTY vy o959 RICTF7O
AINTVWBIGRICKZILET,

A= 7)RYY—ZAMNMERINTWARWES, OpenShift Container Platform (&) YV —X &#H L
RBICENSEZOL TYAICERELTTZARY Y I LET, RYNT—O NS T4 v I Y —RITE
EINDBE LTVAHERT—ILTYyTLTT7A R VBB AEETL, BEEHBITLET,

TN —oavidERHOY—ERRT7OM XY NBEREDMMD AT —5 TV Y Y — A THERK
INTWET, PV —2avDF7ARY) U TICIE, BETZIARTOYVY—RADTARY) Vv TAE
T3 EPEARLET,

382. 7V r—avDOFAR) VT

TINVT—=23vDT7A RV TICIE, Y—ERICEENTONALART—5TIAY) Y =2 (F7O4
AVRERE, LTNVFr—aryaybO—S—RE)ERRTZIENBRETY, 7SUr—3avom
A RILY VT, Y—ERERBLTINETA RV TREELTY—Y L, VY —R% zero
LTYHICRT =IO ENERLET,

ocidle AV REERFTLTE—H—EZAD74 N v 7 %EITTBh. F7/IL --resource-names-file
T avEFRALTERY—EAOT7A4 R) VI 52T TEET,

3821 B—H—EXDT7A4 K) VT

UFoavxY FeERALTE—Y—EXZT7A RV ITLET,

I $ oc idle <service>

3822. MY —ERDTARYVY

WMEBRY—EXDO—EB%/EM L. --resource-names-file # 7> 3% ocidle I~¥ Y RTHERT I &
TERT—ERET7ARY VT LET,

Zhid, 77V 5—2a3or7Ovzy NRNO—EDOHY—ERICELHNBEER. BL7OVIY MNA
TEBOT7 T ) r—oava—ELTT7ARY v ITTBHD, E8T—EREZRV Y hEHBALTT
AR VTS BIGRICRILET,

L BB —ERO—EBAECTFRAN I 7A NV EERLET (TNThERITICIEE).

2. --resource-names-file # 7> a3 VAFRELTH—ERET7A Ry VI LET,

I $ oc idle --resource-names-file <filename>

P2
ide A Y FIZE—7AOY Y MIHIRINE Y., V5 RI—2UGTT7T)5r—vay

ET7ARYVTTBICIEF, 7OV M LTideavY REZNEFNETLE
-a—o
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383. 7Y Hr—3 DT A4 R v ITRER

TN r—yavy—ERIE, Ry NIT—I S5 T74v 0 52EL., BERIOREICBURT—ILTv TS
TEEBUOT7I9T47ICRYET, 2hiZld, Y—EXANDNS T4 v I EI—MNEEBDINSTTav Y
OEANEENET,

TNV —2a3avDT7ARYVTEBBIE)Y —RERAT—IVT Y TTBIETCEFEHTETTXZET, £
& Z L, deploymentconfig #R 7 —IL7 v 7$ 2101, UTFOAX Y REEITLET,

I $ oc scale --replicas=1 dc <deploymentconfig>
a4

WERT, =9 —ICLZBET7A KLY Y JERIET 7 4 )L D HAProxy JL—4 —®
HTHR—PINTWET,
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39.1. &

As a cluster administrator, you can use the cluster capacity tool to view the number of pods that can be
scheduled to increase the current resources before they become exhausted, and to ensure any future
pods can be scheduled. This capacity comes from an individual node host in a cluster, and includes CPU,
memory, disk space, and others.

The cluster capacity tool simulates a sequence of scheduling decisions to determine how many
instances of an input pod can be scheduled on the cluster before it is exhausted of resources to provide
a more accurate estimation.

pa 3

J—FREIZBLTWVWEIARTDY Y =KD AD Y hIhigawed, BYDEIYHTH
BARERBIEEAQAYET, BYD) Y —RDAHDPHRRELRY, VFTRI—TDR
TYA—IVARIBMEEHZR D Pod DA Y RAY VY ABEW) SN HERRLETE.
REBLYET,

Pod DRV a—Y) VT IXZFDOBRELVT 74 =574 —FHICEDVWTHED/ —K
Ty MIDODWTDIYR—KNINDAEMELHYET, TDH, V7 5RI—TARYT
T a—I)LABER Y D Pod A REL 22 ENREICLZIBELHY ET,

You can run the cluster capacity analysis tool as a stand-alone utility from the command line, or as a job
in a pod inside an OpenShift Container Platform cluster. Running it as job inside of a pod enables you to
run it multiple times without intervention.

39.2. OV Y RSAVTDYISRY —BEDHDET

To run the tool on the command line:

$ cluster-capacity --kubeconfig <path-to-kubeconfig> \
--podspec <path-to-pod-spec>

The --kubeconfig option indicates your Kubernetes configuration file, and the --podspec option

indicates a sample pod specification file, which the tool uses for estimating resource usage. The

podspec specifies its resource requirements as limits or requests. The cluster capacity tool takes the

pod’s resource requirements into account for its estimation analysis.

Pod R A DHIZLATDEY T,

apiVersion: v1i
kind: Pod
metadata:
name: small-pod
labels:
app: guestbook
tier: frontend
spec:
containers:
- name: php-redis
image: gcr.io/google-samples/gb-frontend:v4
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imagePullPolicy: Always
resources:
limits:
cpu: 150m
memory: 100Mi
requests:
cpu: 150m
memory: 100Mi

-verbose F 7> 3 VEBMLT, V5RAY—AHDE /) —RICAT T 21— TES Pod ICDWTODE
MR A O TEEY,

$ cluster-capacity --kubeconfig <path-to-kubeconfig> \
--podspec <path-to-pod-spec> --verbose

HARUTOL S ICY Y,

small-pod pod requirements:
- CPU: 150m
- Memory: 100Mi

The cluster can schedule 52 instance(s) of the pod small-pod.

Termination reason: Unschedulable: No nodes are available that match all of the
following predicates:: Insufficient cpu (2).

Pod distribution among nodes:
small-pod

- 192.168.124.214: 26 instance(s)
- 192.168.124.120: 26 instance(s)

LEEDOHITIE, VS5SRI—ICAT T 2—ILTEBPod DREYHIE 52 TT,
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1. OEZQ_D_)b%'ﬂEﬁELiTQ

$ cat << EOF| oc create -f -
kind: ClusterRole
apiVersion: v1

metadata:

name: cluster-capacity-role
rules:
- apiGroups: [™]

resources: ["pods”, "nodes", "persistentvolumeclaims”, "persistentvolumes”, "services"]
verbs: ["get", "watch", "list"]
EOF

2. Y—ERT7HO YV MEERLET,
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I $ oc create sa cluster-capacity-sa
3. B—lEY—EX7AHU Y MIEMLET,

$ oc adm policy add-cluster-role-to-user cluster-capacity-role \
system:serviceaccount:default:cluster-capacity-sa

4, Pod ft¥k%z=E&E L. ERL X,

apiVersion: vi
kind: Pod
metadata:
name: small-pod
labels:
app: guestbook
tier: frontend
spec:
containers:
- name: php-redis
image: gcr.io/google-samples/gb-frontend:v4
imagePullPolicy: Always
resources:
limits:
cpu: 150m
memory: 100Mi
requests:
cpu: 150m
memory: 100Mi

5 73249 —RENHIE. cluster-capacity-configmap &\ ZEID ConfigMap % £ L TR
)a—AIZxo Y MEN, AJIPod T4 7 7 1 )L pod.yaml (£/X R /test-pod DR 2 — L
test-volume IC¥ UV hINZE T,

ConfigMap % {ER L TWARWEEIE, ¥ a TOEKFIICINEERL T,

$ oc create configmap cluster-capacity-configmap \
--from-file=pod.yaml=pod.yaml

6. VaTEFETFAINDOUTOY Y TV AFERALTYa TaERLET,

apiVersion: batch/v1
kind: Job
metadata:
name: cluster-capacity-job
spec:
parallelism: 1
completions: 1
template:
metadata:
name: cluster-capacity-pod
spec:
containers:
- name: cluster-capacity
image: openshift/origin-cluster-capacity
imagePullPolicy: "Always"
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volumeMounts:
- mountPath: /test-pod
name: test-volume
env:
- name: CC_INCLUSTER @)
value: "true"
command:
- "/bin/sh"
- "-ec"
- |
/bin/cluster-capacity --podspec=/test-pod/pod.yaml --verbose
restartPolicy: "Never"
serviceAccountName: cluster-capacity-sa
volumes:
- name: test-volume
configMap:
name: cluster-capacity-configmap

Q@ /°5R9-BEY-MTITRI—HTPod & LTEFTINTLNR I L RHT U B RIE
ZHTY,
ConfigMap @ pod.yaml ¥ —I(& Pod t#k 7 7 1 LB ER LTI A, ZHIEHETIEHY
FtA, INEETTSHIET. ASIPod L7 7 1 JLId test-pod/pod.yaml & L T
Pod AT7 V7 2ZATEXT,

7. V2RI —BREAA—T%RPodDY3aTELTETLET,
I $ oc create -f cluster-capacity-job.yaml
8. YaJOUaMIAL., VSR —HNTRT I 21—l TE3Pod DEAERERLZE T,
$ oc logs jobs/cluster-capacity-job
small-pod pod requirements:
- CPU: 150m
- Memory: 100Mi

The cluster can schedule 52 instance(s) of the pod small-pod.

Termination reason: Unschedulable: No nodes are available that match all of the
following predicates:: Insufficient cpu (2).

Pod distribution among nodes:
small-pod
- 192.168.124.214: 26 instance(s)
- 192.168.124.120: 26 instance(s)
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