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NI FT=IR=—2ZADNY I 7y THE LVET
314. B4
31.5. COPY SOURCE Mg E
31.6. COPY DESTINATION DIEE
317.3BETD T 7 1 L DHIK
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PIEHE

BIEHE

AERFT TV r—>avAREENRE LTH Y, OpenShift Container Platform 757 RIRIETT 7
Vr—oavERRBLVOT IOMT2DIIT—VRT—2a Vv ERELTERT D AEERBALE
o TEAFICIE., FHAFIEEAIEEFN, AREPUTZETTHDICEILEET,

1.
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B2E 7TV 5—vavI4 704 JIIVER
2. AR 7O RDEE

211 &

OpenShift Container Platform (&7 U 4 —>a VY OEIL KRB LT FOM4 THDICHREFINTVE
¥, OpenShift Container Platform 2B 7O A ICEDRRERAATMIB LT, UTHSBIRTE
7,

® OpenShift Container Platform7’OY =¥ NATHREICEHRL, OO0V M EFERLTT
TVr—2avaEEOnroBEL. TOIM 74 VI EBENICHAES LUOEET 5,

o FDBETYTICHAELAT TV r—yay (Bl: "4 FY— AVTFF—A A=Y, Y—2
J—K) %MBE L T OpenShift Container Platform IC7F 704 § %,

2.1.2. FEFIRE & L TO OpenShift Container Platform D&

Initial Access :
Planning —> o to OpenShift —> o Develop —p o Generate —p o Manage —p o Verify

OpenShift Container Platform Z BEFER L TC7 ) r—>a v OREEEONLITIIENTEE
¥, COBOMKETOERAFET 25 UTOFIEEZERL TSI,

HIHAGTHE
o TN —2avIliFEDL D RIEELNH BN ?
o YOOV SIVIEEEFRALTHETZN?
OpenShift Container Platform AD7 7 £ X

o ZODFRT. TEFFLIFHEBARDOERSED OpenShift Container Platform &4 X h—JLF
ZRENHYET,

B3
o FEDITAH—FLBIIDEAFEALT, 77V T5r—2a v OEFRNBRRTIL NV EERL Z
9, OpenShift Container Platform T7 7)o —> 3 VN ED LI RYA TDEDTEH %58
HTXDLDICHEYICHAEINTWBIHREDHY FT,

e O—RAGtRIYMN)—=IZTYy>alLZFT,

e ochnew-app AV Y RAEMRALT EANLT ) r—>a vzl LET, OpenShift
Container Platform I EIL RELVPFTOAM XAV MREEER LT,

o 7)) = avIiI—RNORRERBLET,

o 7=V avHhERICEIRINZZEERRLET,

16



E2ETFT SV 5—2arv4 71 I LVER

o FXHMIIA—REO—HILTHEL, I—RF2HRLZET,
e I—KRAGtYURYMN)—IZTYy>alLFET,

o BNMDORENVENEINEHALET, BMOF T avIiloWT TFHFEEHA K] THR
LTSI,

o T avIFIEIEAFETCRIITEEY, ERAT ) r—>3avDGitYRY b
|)—IZ7 v a2 L. OpenShift Container Platform R LTC7 7 5r—>a v OBEIL RS
SUBT7OM %75 2ENTEZEY, AIE rsync 2FRALTARY hF704 2470,
O—RKAEZBERD Pod ICAATEE T,

2.1.3. 7 7)) r—< 3 > @ OpenShift Container Platform ~D 7 70 A

Initial Access .
Planning —> o Develop —p e to OpenShift —> o Generate —> o Verify —» o Manage

TNV —YavREANS TV —DROTEME LT, O—HILTHRELTHS OpenShift
Container Platform 2B L TREICHREINT7 IV yr—>avaT a4 3 5E&E0rHYET, 7
TUr—2aryad—REHICERLTHSEI KL, 5ET#IC OpenShift Container Platform 4 > X
N—=ILICTF 704§ 25581k LTOFEAFEALET,
HAGHE

o TN —2avIiliEDL D WENDHBH?

o YOTNYVSIVI/EREEFERALTCHETLIN?
G2k

o FEDITAH—F/IFIDEAFERALTCFZ IV r—yayd—RERAKLET,

o 7F)hh—30—REO—HILTEIRLTTFRAMNLET,

o O—RZEGtURIMN)—IZTTy>alLET,
OpenShift Container Platform AD7 7 £ X

o ZODFRT. TEFFLIFHEBADERSED OpenShift Container Platform &4 X h—JL Y
ZRENHYET,

4

e ochnew-app AV Y RAEMRALT EAWLT ) r—> 3 v a/EMLET, OpenShift
Container Platform I EIL RE LT TOAM XAV MREEER L E T,

o FIRDEXRFIBICEWTCEI RBLUFTFOA LAET ) r— 3> h OpenShift Container
Platform TE&ICETINTWA I & 2R LT,
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o WRIGHERTDET, 7V r—ravyad—RKoREREEHEITET,

o ISy adNid—REZIFANDICIK, 77— 3 % OpenShift Container
Platform TEBEI KL Z T,

o BNMDORENVENEINEHALET, BMDOF T avIilOoWT TFHFEEHA K] THR
LTSI,

22. 3T TV r— 3V DYERK

221 E

OpenShift CLI F7zld Web AV —ILOWETIDEZFRAL T, V—RFLR@E N4 F)—3—R, 41 XA—
VELUVTTFUTL—bF (HBWEEA) 2SI VR—R Y M SHIRD OpenShift Container
Platform 7 V4 —> 3 v {ERTEXZ 7,

222.CLIAERLE7 ) r— 3 v DOER

2221 Y—Z2OA— K DF7 TV Hr— a3 v OERK

new-app XY REFHAL T, O—ANFLEEVE—PFGtURI N)—DY—ROA—RKHS5T7 Y
T—oavEERTEET,

A—ALTALI M) —DGt YR MN)—%FRLTT7 IV 5= a v el 5IC1d. UWTFEET
L/i-a—o

I $ oc new-app /path/to/source/code

R

O—ALGt)VRY M) —%FERT BHEICIE. YRY MY —T OpenShift Container
Platform 7 5 24 —H7 7 Z A8/ URL # B8R $ % origin E WD ZRID ) E— K1)
RIMN)—HDBETT, BHEINTWVWSEY) E— MDRWEEIE. new-app IC&Y /31 F
)—EIL R DMERINET,

-

DE—FGt)RINY—2FERALTCT7T Y T—>a Vv aERTBICIE. UTERTLET,
I $ oc new-app https://github.com/sclorg/cakephp-ex

TI2AR=— D) E—IGit VR N)—%2FERALTTZ SV 75— a Vv aERT 2I01E. UWTFEETL
i’a—o

I $ oc new-app https://github.com/youruser/yourprivaterepo --source-secret=yoursecret
)z 6
TI3AR=—RKNYE-—FGit YRY N —%ERT 25EICIE. --source-secret 75 7 %

FAHALT. BFEOY—2R70—vDy—o Ly hEIEETEFT, ZOY—UL v b
(&, BuildConfig ICEAI N, YRIMNY—IZT7 IV ERATESRLIICRYET,
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--context-dir 7 2 V%= ETSHIET, V—RAA—KYRIMN)—=DHBTT4 LI M) —%FEHTEZ
T, VE—FGHtYRYMN)=BLPAVTFRAMIFTALIN)—2FRLTTZ Y r—>Yav%
T 23561 UTZ2ETLET,

$ oc new-app https://github.com/sclorg/s2i-ruby-container.git \
--context-dir=2.0/test/puma-test-app

T, YE—HNURL 218E T 25EIE. LLTFD &L S IC URL D&RRIC #<branch_names> %3EN9 5 Z
ET, FHTBGtTZVFEIBETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world.git#beta4

new-app I~ Nk, EILREBEEEEKL. CThIEV—ROA—RKSFHBEOT7 SV r—>a v A —
VEFERLET, new-app IV Y RILBE., T 704 AV FEREEERL THROA X =Y 55770
1F2FN Y—EREERLTAA—VERTTETTOMXY MAOEREIHLIEZT V22 1R 4#
L/i-a_o

OpenShift Container Platform & Docker. Pipeline £7zI& Source EL KA RS FI— DWTFh A (E
AIRENMZEHFNICHE LET., F/. Source EJL RDIFAHIE, BEUASHEDOEILY —( A=
ERELET,

EIWRRANZTFI—DOBH

FIRT7 7)) r—> a v OEMESIC Jenkinsfile 'Y — YR M) —DJ)b— bFELIFEEINAZIY T
FAMT4 LY MNY—IZFEET BHEIC. OpenShift Container Platform (& Pipeline EJL K2 k57
U—ZHEMLET., /. Dockerfile B'd 235 E. OpenShift Container Platform (& Docker EJL K
2ZRSTO—HERLET, ThUADHZEIE. SourceE)L KA NS TFIY—DERINE T,

EIWRZANSTFY—%EEXT 2T, --strategy 7 T 7 % docker. pipeline % 7-id source®\\§'h
MMIRELE S,

I $ oc new-app /home/user/code/myapp --strategy=docker

pa 3

oc ARV RAEFEAT BICIE. EIWRY—REELT7ALULDN)E—PDgit YIRI b
) —CHEATRETHZBEIGHYET, YV—ADTRTOEIL RIZIE, gitremote -v %
FHTLI2UBEN DY T,

il

DR

[l

Y—RAENLNRRAINSTI—%FERATBHEIC. new-app IEVRY MY —DIL— b FlFBELEZOY
THEANTALIN)—ICRED 7 7AIIDEETZHEINT., FHTZEZLEILIS—ZHBLELD
ELEY,

#F2.1new-app KRBT 5573
B 774l
dotnet project.json, *.csproj
jee pom.xml
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B 774l

nodejs app.json. package.json
perl cpanfile. index.pl

php composer.json, index.php
python requirements.txt, setup.py
ruby Gemfile, Rakefile. config.ru
scala build.sbt

golang Godeps. main.go

EEDHMH%. new-app | OpenShift Container Platform #h—/X\—T, MHEEE —H L T supports
T/)T—2avhiBEINEAA—VZAN) =LY T, FEIFREBINASEORNIC—HT 51
A—IZN)—LOBEERRLET, — BT 2EDHARONLAWVEEICIE. new-app (& Docker
Hub LY AN — TERAIEN—RICLEBREBEERE BT 2/ A -V DORFELZTVET,

~EENRL == LTHERL. AXA—Y A A=VRAMN)—=LFLEAVTF—0OHRK) EVRY L
)—%BELT. ELY—DRBEDY—RVERIMN) —%FHTEZELIICAA—VELEEXTEIEN
TXEY, COAEEFEARATSEE, EILRAN STV —DORHEBLUVEZEDODREIEIERITINAVRICE
BELTLEIW,

frEZE YE—NM)RY M) —DY—R%HEAL T myproject/my-ruby 1 X —Y 2 M) — L &ERK
T5HEIF. UTEEITLET,

I $ oc new-app myproject/my-ruby~https://github.com/openshift/ruby-hello-world.git

O—AILYRI MY —DY—R%FHL T openshift/ruby-20-centosZ:latest A>T F—DA X —
AN —LEERT BICIE. UTFERITLET,

I $ oc new-app openshift/ruby-20-centos7:latest~/home/user/code/my-ruby-app

2222.AAXA=IDS T I 5—>a Vv &ERT D HE

BEDA A= T7 ) r—2avo7 704 BNaEETd ., 4 X— &, OpenShift Container
Platform % —/X—RDA XA —J A M) =L, BELLELIYARMN) —RADA A=, Docker Hub LT &
N)—, £721EO—hHILD Docker H—/N—HDA A —=IHMLRETEET,

new-app J<X > RiE, BINLBIBEINAA XA —VOBEZHMLELS>ELES, £LL. 1
X —I B (--docker-image 518 % & L 72) Docker 41 X —IRRDH, F 7zl (-i|-image 51%) % FH
LA A=Y AN —LBOHN% new-app ICBARMICIERTEE T,

™

Pz
O—#AJL Docker ViR N =S4 A=Y %IBELEIGZE. A LA XA —I B OpenShift

Container Platform @Y S X4 —/ — R TEHEHHATE 2 L 2R TINEIHY
-a_c
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e & ZIE. DockerHubMySQL A A =Yo7 Y r—2a v aERT ZICE. UTFEERITLET,

I $ oc new-app mysq|

TSAR—MNDLIRAN)—DAX—=VHFRALTCTZ TV r—>a v aEld 3581213, Docker A
A=Y DHEREARELTDLDICEELET,

I $ oc new-app myregistry:5000/example/myimage

Pz
AA=TVZBELIRAMN)=DNSSLTEF2U T4 —RESNTVWRWEEIZE, 77
24 —EEEIE, OpenShift Container Platform / — KR X b ® Docker 7—E VA%, &
KROL YA N —%BIRT S --insecure-registry 75 7 2EL TERITINTVWSE I &
HHERTIVLENHY T, F/ —~insecure-registry 75V EIBEL T, X217 TH
WLYRZANY—=D5A X—=IUHBBINTWVWS I E% new-app ICIEET Z2RELNHY F
ER

BEDAA—VZARN) —LBLVPERDA A=V AN) =LY TTT TV r—2a v aERLET,

I $ oc new-app my-stream:v1

2223. 7V FTL— " DSDT T r— a3 v DERK
FUTL—MNEEBIMELTIETSHIET, ERICRELET Y L—hERIEFFT VYT L—T 74
IS T TN r—2a Vel 3IEDNTEEFT, EZ2E YT T7T)Vr—vavsy T L—
NERIFEL, ThafIBLT7Z Y r—avaEERTEE T,

BELETYTIL—MDoT7 )5 —oa v aERT 3100 UMTFEEITLET,

$ oc create -f examples/sample-app/application-template-stibuild.json
$ oc new-app ruby-helloworld-sample

HR7IC OpenShift Container Platform ICIRFET 2 Z &M<, A=A T 7AIVIRTLTT Y FL— b
HEEEFERAT ZICIE. f--file BI#EFRLET.

I $ oc new-app -f examples/sample-app/application-template-stibuild.json

TYTL—bMNRSA—4H—

TUTL—hER=RESTZTTI)r—>a Vv EEHRT 2HE8. LLTD -p|l--param 5|8 % EHA L TF
YITL—PMNTCEBLIENSA—9—(EEZELET,

$ oc new-app ruby-helloworld-sample \
-p ADMIN_USERNAME=admin -p ADMIN_PASSWORD=mypassword

NS A—=F =T 71 IIRELTEWVWT, —param-file #38ELT. TV L—h 214V RY VRt
THRICIDI7AIVEFERTZIENTEEFT, BEANDNLNIA—S —%ZHmHAAOHEIZ. UT
D & 5 IZ--param-file=- ZEA L £ 7,

$ cat helloworld.params
ADMIN_USERNAME=admin
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#securing-the-registry
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ADMIN_PASSWORD=mypassword
$ oc new-app ruby-helloworld-sample --param-file=helloworld.params
$ cat helloworld.params | oc new-app ruby-helloworld-sample --param-file=-

2224 7TV r—avERICE T BBEMEE

new-app 1< >~ K&, OpenShift Container Platform Z 7Y x4V &% L Ed, TDA TV MIC
SY. EREINZT7 T r—2avAEILRIh, F7O0430, RITShFET, 8. hodt7
VP ME AAYV—R)VRIN)—F@EA Ty MM A=IUHSRET 2L FERA L TREDS
AV MERINET, 720 new-app 2FHT2&. COEEABETEET,

new-app CER L7A TV hDEY ME, V=—RYRIMN)— A1 A=V FhiETVFL— A
EDAVTYMELTEINET7—T14 777 MLE>TERYET,

#F2.2new-app HAA T/ b
T b Bl

BuildConfig BuildConfig (&, ¥ Y RS A Y THEEINALZY —RYRI M) —ITERINZF
¥, BuildConfig 3ERIT2ANS7Y— V—2A0AT—Y a3y, BLTEILRD
HAOs—>avaEEELET,

ImageStreams BuildConfig Ti&. &% 2 D®ImageStreams iERINEd, 108K, 17Ty
M A—=U%KRLEY, Source EJL RDIFA, ThIFEILY—A A =TT
¥, Docker EJL RTIE, THIEFROM A X—ITY, 228, 7O Ty b
A—VHERLET, AVFTF—A X—=TUh new-app IC1 >V Ty bE LTHEEINLE
B, ZDAA=—TJICFLTEAA—TIZARN) —LDERINET,

DeploymentCon  DeploymentConfig (Z. EJ FOEDFLRIBEINA A=Y DVWThhEaeT S

fig O4F22DICERINET, new-app I RiE, BERELTERIND
DeploymentConfig ICE&FN 23V 7T F—ICIBEIND TRTOD Docker RY 2 — L
IC emptyDir R 2 — L&KL E T,

Service new-app XY Rid, 41V Ty M AV TRBAR— M ERBLEL D EHBHFET, 2
AINR— M THREI P KREBEVEDOZFERALT, TOR—MeRFATEH—EX%
£ LET. new-app ETRICHIDR— M ERFT 5ICIE. HIZ oc expose I7 >V
REFEAL., BIIOY—EREERT B TT,

Z Dt FUTL— MDA VRV RABERTBEIC, ATz bEaT0 T L— MIE
DWTEKRTEETY,

22241 BREZHOIEE

VTL—=bh V=RFREAA=IDST )= a v EERT D56, el-env BB AFRAL.
VA LIBEER AT ) —avavTF—IlETIENTEET,

-e POSTGRESQL_USER=user \
-e POSTGRESQL_DATABASE=db \

7__
5
$ oc new-app openshift/postgresql-92-centos7 \
-e POSTGRESQL_PASSWORD=password
E

#ix, —env-file 3| AFR LTI 7M1 ILHhOHAMBIEETEET,
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$ cat postgresqgl.env

POSTGRESQL_USER=user

POSTGRESQL_DATABASE=db
POSTGRESQL_PASSWORD=password

$ oc new-app openshift/postgresql-92-centos? --env-file=postgresgl.env

I 5 —env-file=- 2 AT 2 & T, BEANTREZERZIEBETSHIELLTEET,
I $ cat postgresql.env | oc new-app openshift/postgresql-92-centos7 --env-file=-

AL, MMREEHOEE] 2ZRLTILEIW,

R

-e|--env F 7= --env-file 31 TEINZRIEZLH TIE. new-app LEBDO—IRE L THE
X1 BuildConfig 7 7Y =7 NIEHFINFH A,

22242 Bl FREBEZHOEE

FUTL—h V—REFLRFAA=—IUDSLTT)r—2a v aEKT 554, --build-env 5|13 % FH
L. V914 LIIREBERZEI RO VT F—IETIENTEET,

$ oc new-app openshift/ruby-23-centos7 \
--build-env HTTP_PROXY=http://myproxy.net:1337/\
--build-env GEM_HOME=~/.gem

L. --build-env-file S| A FRHLTCI7 7M1 I D LHEAMBIEHETETET,

$ cat ruby.env

HTTP_PROXY=http://myproxy.net:1337/

GEM_HOME=~/.gem

$ oc new-app openshift/ruby-23-centos? --build-env-file=ruby.env

5(Z --build-env-file=- Z{#FH L T, RIEEHAZEANTIEETSDIEETEET,

I $ cat ruby.env | oc new-app openshift/ruby-23-centos7 --build-env-file=-

2.2.2.43. SRILDIEE

V=2, AA=T, FRET VT L= TT)r—2araERT 3548, -l|-label 513% #H
L. ERSNAA TV MISRIVEBIITEEY, INIVEFERTZE, 75— aVIiIlE@E
T2FTc) MEa—1ETEIR. BRE. HIRRT 2 EPBEHREICRYFT,

I $ oc new-app https://github.com/openshift/ruby-hello-world -| name=hello-world

2.2.2.4.4. fEpai D H O DFRR

new-app NMEK T H2ARABICDVWTD RS A Z Y 2R T 5ICIE, yaml F7id jsonD{E & I -o|--
output SIHEFERTEEY., RICCOHAEZFEAL T, FRINZ2F TV hOTLE2a—FIE
WERBER 7 7AILADN)FA LI M EETTEET, BEDIRITNIE, occreate ZfEEAL T
OpenShift Container Platform # 7Y = 7 N &{ERRTE £ T,

23



OpenShift Container Platform 3.9 AR &EH 1M K

new-app 7—7 4 777 a7 7AIICHATZICIE. IhoziwEL. ERLEFT,

$ oc new-app https://github.com/openshift/ruby-hello-world \
-0 yaml > myapp.yaml|

$ vi myapp.yaml

$ oc create -f myapp.yaml

22245 ETOA T FOVERKR

BE new-app CTHERINZ ATV MOZFIEY —RVRI M) —FIEERICERINZA XA —
VILEDWTIHHIIShEY, Av Y Rl -name 757 %BMT 5 &T. ERINAEF TV bD
ZRIZHRECEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world --name=myapp

22246.0107O0 I NTCOX TSI FOYEBR

BE new-app IFIREDQ O TV MIA TPV b EERLEY, L7 L. -nl--namespace 5| % f&
ALT, 72ERATE3R07OV I MIA TV N eERT B ENTETET,

I $ oc new-app https://github.com/openshift/ruby-hello-world -n myproject

22247.BBOA T U bOYERK

new-app J<7 Y R, BED/XS5 X —4 —% new-app ICIEEL TEHBDT7 Y r—> 3 VEFERTE
F9, ARVYRSAVTEETZINVE, B—OT Y RTERINZ ITRTOA TV MOERX
hEd, BEZHIE. V—RFLEAA—IUDSERINAEZTRTOAVR—FY MIBERINE T,

YV—RYRIMN)—BLU DockerHub A X—=IU o7 ) r—o 30 EFERT BICIE. LTFEETL
i’a—o

I $ oc new-app https://github.com/openshift/ruby-hello-world mysq|

)z 6
Y=ROA—R)RI M) =BLPELT—A A—IDFEDEIHE LTIHREINTWS
%E. new-app IV —ZAOA—RYKRIMNY—DELY—ELTZEOELT—A XA—T%
FALET., ThZ2zBRLTVWAVWESIE, ~EXL—9—2FALTY —RICBLER
ELVT—AXA—C%BELET,
22248 85— Pod TOA X—TJ &V —RADTN—T1L
new-app XV RIZ& Y, B—Pod ICEHDA A —VAFEHTTIOAMTEET, 1 X—YDT
W= ETRICE + 2L —9—%FALET, ~group IXY RS A VBIEAEVIL—T{T 3
NEOHZDAA—VEEBETIRICERATZIEETEEYS, V—RAYRIMN)—DLEILRINA
A=V BRDA A=TERITTIN—FIT BITIE. TOENT—A A=V % TIV—TTIRELET,
I $ oc new-app ruby+mysq|
Y—ZDNBLEI RINAEA A=V ENBOA A —2AFEHTTIOMTBIIE. UTERITLET,
I $ oc new-app \
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ruby~https://github.com/openshift/ruby-hello-world \
mysql \
--group=ruby+mysq|

22249. 4 A=Y, TV TL— b, BITHOANDMKE
A A=Y, FVvTL—br. BLUV ocnew-app AV ROMDATITARABRERFET 511, --search 7 5

TELV-list 757 5EBMLET, 722K, PHPAEL IR TDAX—VFLIET VT L—ME#R
RIBICIE, UTFERITLET,

I $ oc new-app --search php

223.Web AV Y —)LEFERLELT7 Y 5—2 a3 v OERK
. BWEARTOYTY MTAddtoProject 22Uy I LET,

‘ ® v ; ijUEIGDEr W

Add to Project v

Browse Catalog
Deploy Image
Import YAML / JSON
Select from Project

2. 7AY I MNAILHBZAA—VD—EFLIF Y —ERAIQITNSEILY —A XA —VU%RIRL
ij_o
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OPENSHIFT @+ & developer v

_ My Projects + Create Project

Browse Catalog Deploylmage  Import YAML /JSON  Select from Project y o 8 Bty

Languages  Databases  Middleware  CI/CD  Other

Filter ~ 36 Items

Initial developer project

PostgraSOL
- ! Bhp) w Getting Started

Amazon RDS - Apache HTTP Server CakePHP + MysSQL Dancer + MySQL O Take Home Page Tour

PostgreSQL (APB) (httpd) (Persistent) (Persistent)

e ) O DO

Django + PostgreSQL Etherpad (APB) Hastebin (APB) Hello World (APB)
(Gersistent) Recently Viewed

D O ©

Hello World Database Jenkins (APB) Jenkins (Ephemeral) Jenkins (Persistent) MongoD8 (Perststent)

5

UTICRT LIS, builder # 7D 7 /7= a VIC—EBRRIINTWS 1 A —
VAN) =L T DHDN—EBICRRINET,

kind: "ImageStream"
apiVersion: "v1"
metadata:
name: "ruby"
creationTimestamp: null
spec:
dockerlmageRepository: "registry.access.redhat.com/openshift3/ruby-20-rhel7"
tags:
name: "2.0"
annotations:
description: "Build and run Ruby 2.0 applications"
iconClass: "icon-ruby"
tags: "builder,ruby" 0
supports: "ruby:2.0,ruby"
version: "2.0"

Q Z ZIZ builder &8 % &, I ® ImageStreamTag "EJILS —& LT Web OV Y —JLIC
RRINZET,

3HFRMT TV - a vVEETEELEEL, A7V a7 ) r—2avaEYR—Me D
LIOICRELEY,
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F2EF TV y—2avSA T4 7L ER

OPENSHIFT ORIGIN

| Q seorncaoog | MyProjects  CRESARER

BFOWSG Cata|og Deploy Image  Import YAML/|SON  Select from Project 10f1 Projects

Languages  Databases  Middleware  CI/CD

Filter ~ | 19 Items Initial developer project

i @ Getting Started

Apache HTTP Server CakePHP + MySQL Dancer + MySQL Django + @ Take Home Page Tour

(httpd) (Persistent) (Persistent) PostgreSQL
(Persistent)

Jenkins (Ephemeral)  Jenkins (Persistent) MariaDB MongoDB
(Persistent) (Persistent)

S

MySQL (Persistent) Node.js Node.js + MongoDB
(Persistent)

23.BELARICH TR 7T 5= a3 ryo7OE— K

231 BE

TV r—2arvp7OFE—raveld, IFIFRSIVIMNLBETOT7 IS —2avoBHER
kL, BE. BETH2ERBEMELET, L2 277V 5r—a vhHEAREBRENSHEIBS
N, A=YV IBREBAETOT—PMINEHEIL, ISRDZTRAINITHh, REICERBREAE
TOE—MINZET, 7TV r—2avVIlEBrMALONE &, BEAHRRREICNASOHh, RT7—Y
VIRES LUEBRBREAETOE—-NINET,

(77U —>av] idJava, Perl, Python B ETEMBINAEARZY—RO—RKRTlEHY FH A,
Ihid, 7V —vavDEEERADS VY M LICET B3EMWebI YTV, ARV YT F
FISBEEDREABALEDICR>TWET, Thidk. EEBEBEAEDS VY M LICE>TERAINWEZ 7S
Doy—2avBEBEDT7—h4 TUEDEDTY,

OpenShift Container Platform & & U Kubernetes & Docker A& LAAEBO IV 7+ X M TIE, BN
DTF TNV r—23vDT7—T47 77 MLBUTHEFEFNET,

o AT —HEFEAEY—-ILDEELRtEY NEEE Docker AV TF—A XA—,
o 7 h—vavToOEABRFICOYTF—ICEAINS BEBETH,

® OpenShift Container Platform @ APIAZ 7Y x4 b (VY —REZEELTEHEHSONTVWET,
[Core Concepts] ZZRLTLEI W),

o FPFUS—2avTHEATEZLIICAVTF—ICEAINET,

o OpenShift Container Platform DAY 7+ —8 L U Pod DEBFEEZIBEL X7,
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OpenShift Container Platform TO7 ) —> 3 VO 7 OE— NAERERIET 2ICHY. LLTFTOA
BEFBALET,

o TS —YaVERICEBAINDIHIRTT—T 14770 MIDODWTERBET %,
o PN —1avpTATE—aviM T4 vDOEEBREEAXBT B HEEHAT S,
o MIBT—FT 1477V NeBETEIHAEELTY—ILICDWTERRT %,

o ZBRBOMR. #BM. AEBLVY—I, FTUTr—2av07O0E— M ERBICEKETDE
BIZfBNT %,

232. 77— avJViR—xv b

2321LAPIATI Y b

OpenShift Container Platform & & O Kubernetes )V —2RE& (7 7V r—>avA RV M) —(C
FRICBAINALIER) IKEELT, 775 —23rv07OE— MIDWTHRET 2BEICAPI AT
V) MDEREFRA Y N TBELTBLREZ2DODEELRRD’HY FT,

1DEHDRE LT, $RTDAPIATY ¥ MME. OpenShift Container Platform K¥ a1 X > M2 T
IS N TUWBHELDICISON £721E YAML DWIFNNTRILTEZDT, hbDY VY —AEHEIIR
RKOYV—RAV MO—IBELVRI) TN E2FERLTEBICEERTEET,

F/e. APIA TV ME PRTLDODRERREEIBET 24TV MO EV AT LDAT—
HAEIIBIEDRELARMT EHMEATHERINDLDICKSTINhTWET, ThidA YTy hBLT
TONTYNELTEZDZZEDNTEET, 1Ty MEEDIL JSON 721 YAML TRIETh, V—
2V bO—ILEESCMDT7—T14 777 hELTEELET,

R

API ATz bDA YTy D FEIEREDIE. A VY RAY VY RIEDIYAI VT T
FUTL—MNLBICLZ2ZTHEE NNEIRETH D7D, TRICHM I IZEMICHEET 2
BMICBELTLEEL,

APIA 7Yz MIBEAT B EEDHICKY, JSON FIE YAML 7 74 IIVORREF>TT7 T ) r—
TavDREAI—RELTUNETEET,

FIFTARTOAPI AT MIDWT, IS EZT Y TSr— 3 v DT —FT4 770 NI
FTZENTEZET, UTR. 77V r—arvor7014 8L V0BBICREEET S ATV MNT
_a—o

BuildConfigs
ZhE7T)r—2a v 7O0E—>avOaAVTFFRAMIB T REHER)Y—RT
¥, BuildConfig i& & K ICHARBOBATIE T ) r—>a > 0—E8TIEHY £94%. BuildConfig
EBENRM T4 TTOE—PFINFEEA, TRIERMI T4V T (BOT7A TLEHID) 7O
E—PMINDAA—TY ZEHLET,
Tv7TL—Fhk
TFUVr—23v07O0FE—2 3 VOBATIE Templates ($& < IT/XT A —4 —(bHBEA > T
)Y —REFREDAT—IVIRETEY N7y 792D 00BRE LTHELET, LT
T)r—2arvhrOE—ra v, T34 v EBRTZHBAETE. 41 VA9V 2{EDEITEMN
DEEMNELCDAEENEBYET, FHllE. [ FUFBICE] 25BLTILEIWL,
—Fk
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I—KrE. RE—BHRYY —RT, P77V 5= avDIFIFEFRRAT—IVILRTETRE
lZ. Route AL TCFZ U r—2avIil7IER$T2DT, 77V r—Yaryo708—yay
IATSAVDRAT—IVTEICEBRYF T, £/, KA MNERIF T4 < Route ® HTTP LRILDt
Fa)F4—ICBEALTH, FHEECEHIERDA T avrHRICBELTLEIL,
HY—EX
WHRAT—Y TCOELZDRAREDEEEEZERTIHERE. AEDT7 IV r—rary7OE—> 3
VAT=VUTIN—9—ELVI—b 2R IFD2EBAHIHZIHEICIE. 7TV5—>3 vz 953
H—DIPFPRLABLIUVR—IMNEATTZIVERATEZTT, IhoaFERALAEBEE. AT—VEOT
RLABLVR—MNDBEED—EHINEELDAEELHY T,
Endpoints (L~ KRA > b)

TFVr—23 v RILOY—ER (ZLDBEICL>TE, T—IR—RADA VRIVRRRE)
l& OpenShift Container Platform TEEINGQWEELNHY £, TDLIQRIFEIC, HMBEIC TV
KR4V N 2ER LT, BBEYTS H—ERX (W—EXDELV79—T7 41—l NEEHK) ICHER
BEEMADE, BEAEDIIICTSVZVITENMILYVERYETH) 79574 EF 14—
NMRAT—VETEEFLIIEBEINET,

—=9Lv b
=Ly b THTEIMEINEBERIEZ. TOBREEORBIEZI VT AT 14—
(OpenShift Container Platform A& d % Y —E X % /213 OpenShift Container Platform # T&
HBYIZHAHY—ER) MEEINhEE, RATF—VEERTHEINFT, TOITVFT1T714—DRE
BEN=I3 VB T7TVr5r—2a v AF—ravRI 7534 VDERAT=IILH BBEICIE.
NRATZAVDERAT—ITEED Secret 5#iFToh. /X T4 VA BBTZHRICERAMA
IELDHDIGELHY FT, /- Secret = SCM IZ JSON 72k YAML & L TRET 355 IC
. BBRBREFRETDI/ODESIL T A —LDNREBEERZGZENHY T,

DeploymentConfigs

IOATVz Y ME TTIVT—>avOREBAEEHET 2720, FAEDT TV r—>avn~
AE—2avRNA T4 VRT—VDREEZERL. TORI—T2RET2HORLEER)
V=LY FEYT, KR —VBETHABTZHI/DHY EITN. 7TV s5—raryFOoE—r 3
YIRATSAVOBEICHEN., TOF TV MIRHRAEEIMAONES, COERICE, &
27—V DREDEVERMIEZZODEBEY. 7TV 5r—2a vy R— T 20EOHZE
BOFTVADT AN EBBICT DO AT LAHEOEENAEFNE T,

ImageStreams, ImageStreamTags. & & Uf ImageStreamimage
A A= B& U Image Streams DE LI 2 a VTHIAINTWE LI, InoDA TV o b
&, TV TF—4 X =Y DEEICEE L T OpenShift Container Platform DEBIMER DA% &R Y
x7,

ServiceAccounts & & U RoleBindings

7T r—2 3 VEBIZE VT, OpenShift Container Platform 4 &4 —E X T/ D APl 4 7
TS MIRTEIN—Iv a3 VvEBIIVNEFRTRTY, Secrets & [FA#kIC. ServiceAccounts
LU RoleBindings # 7YV D7 U= 3y OE—va v, TSAVDRAT—IVRBT
DEEFEIT. BREREZHEI LD ITIVERHICL > TERSAEEIHY T,

PersistentVolumeClaims
F—IR—ZADEIRRAT— KNI BY—ERICEELT, EOREERZ TSV yr—rarrO
E—YavATF—YBTHEININE, HEBIr T TV =2 avF—40aE—s2HGF LI
Bt AAICEERERLET,

ConfigMap
Pod ;3 ED Pod BN L0 BREEZHMRAYMNILDOERERYE) T5DICEFMTT, Zh sk Pod
DI —EMEE 2N ENDHIGEREILEEDRT—V VIRIETHAETSIENTEE
T T TNBHRERT—VEITEELCPod HEABETZIEETEET (BERXT7 T y—
AVOIFIFERPEIAT Y TEICKRIEINZET) .

23224 XA =Y
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ARDE DI, AVTF—A A=V R@E T TNV r—>a>vD7—T714 777 MTE, EE FHILLWTTY
T=2avDTFP—T4T770 b AX=Y, BITAA-VDOERIE, 7SV r—2avp70E—
YaAaVILETREERERTYT., BAIKE 2T A X=I BT TV r—savoekah Lk
L. 77U =23y 7OE—av 70— NMA—YDEBEOATEBRINDZEDHY T,
BEAA—VIESCM Y AT ATIEEEBINECA (TN 5r—>a3>0RN4F+Y) —DLEIOY 2T A
TEEINTVWAL IO ERAKRTY ), LA F Y —ERAKIC. 41 VA MN—ILARBRT —T 4
777 8BELUHIETBVRY M) — (RPM, RPM YRY M) —, Nexus & &) I SCM & E#HD <
VTAVATERINDDT, SCMILPcA A—VEBOERS FUCEMAZIEAINF L,

® |mage registry == SCM server

® |mage repository == SCM repository
AA=VRBLIZAN)—ICERETHDT, 77V r—2ary7O0E—va v TR BYRAX—ID L
JAMN)—IZBEHEL, ZEDAA—ITRINZT SV r—2aVvaRTT20EOHIBRENST I
ATEBLSICLEY,

A A=V EBEESRTZLVE, 7TV IT—2 a3 VOERIGEENA—TJ AN —LIISBEHRILL

F9, N, AX=YZAMN)=LDT7TV =230V R—V NEBRTBFDAPIZ TS Y
MIRBZEZBHRLET, 1 A=Y X MY —LODOFFMIE. [Core Concepts] ZBRLTLEEI L,

2.3.23.8E
INET/—hF AAXA=Y, BLUVAPIF TV MDT TV —=230DT7—FT14 779 MIDOWT
OpenShift Container Platform A7 7Y 44— 3 v 7OE—2 3 v0aAVFF A MNTHBALE L,
Rix, 77V 5—2a3va7O0F—2avnMTS54AVDERBRAT—IVD ETTETTZONERT
WwWx%d,
233. 7704 XV NEE
ZOAVFHFRAMNTOTTO4 XV MR, Cl/CD /XA TSAVDEERT—IJTT7 T r—vay
NEFTINZEEODAR—RAERLFEFT, BEDOEREICIE. BFE. TAM, R7F—IV7 L0 2K
BRE LEPEENTT, BEOBRICDOWTIE. LTOLIICKRARAETCESRTEET,

o B—JOJ ) NADSNILBLUPHMBOLRIAHEHT S

e UVSRA—HNOEBD IOV Y MNAFRATS

o EHEDYV SR —%FATD

LRDOIDHFEIANTCZFATES I EHNBEINITT,

2331 8B23FH|

BET 04 AV NREOBRERN T 2KE. LTFTOE1—) X714 v 7 RAIEICDOVWTHRETL F
-a—o

e JOE—>avIO0—DEBRAT—ITHATZI Y —AHBOEEL
e JOE—YarvIO—DEBERAT—YTHRERIBEDERL

o FOE—23av7O0—DEBRAT—YDHOLMNLOME (FLIEEDEEHEBIIZHBLTWVS
)
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X 51T OpenShift Container Platform WV 2 29 =B L 7TOP TV MDA A—=ILIZA RN —IZED
EOIKEARTEIMNMIODVWTLUTDEELRICERE LTI,

e A—US525—ROEBEDOTOV LY NER—DA A~V RN —LKT I LR TE 5,
o BEDIFRI—HA—DHBLIR N —IKT IV ELRTE 3,

® OpenShift Container Platform @AEA A=Y LI X M) —HIL— MEHETRABRIN2BE.
VA= LYZAN)—DHEHBTE S,

233.2. 8=

FTOAAY NBENEZEINLE., XM TSAVHORT—YDEtAE20 70— avy70—%
EETEZET, UTTE, ThoD7OFE—YavyI7O0—0EREAEBRTEIHESLTY—ILICDWT
HBAL 9,

234. ZES LY I

EXWICT Y r—raryo7O0F—held RO 7 7Y 5r—2aryoarviR—3x Y N ahdRED
SHDRIEICEHNTEZTOERADIETYT, 7V r—>avo7O0F— NOBEENEICET 2 2&KM A
Y a1—vavERFTIEIIC. FEIVEA—RV NeFH TR T I25EIFERATETZY—ILOBE
IKDWTUTOH 77 a vy TRTULWEZL LD,

pa 3

ELVRBLVTTOMXAY NOBADTOCRICEVWTEHOEARS Y MAEFIHETE
9., Zh 5l BuildConfig & & U DeploymentConfig APl + 7Y =7 N CERZINE
T, INLDT7vIICLY, T—IR—ZABEDTIOAINEZIAVR—I VY MB LT
OpenShift Container Platform ¥ 5 29 —B#REWETE D DRI LRV ) T ANOHUH
LAHBEE Y 9,

LEet>T. ZYIRADLA A=Y THREERTTERE, ZDEHIRT v I %FER
LT, 77V 5=y a3 v BRIEBTHRNICKRE T2V R—3 Y NEEBREEEITT
XFEY, £EL. ThoD7yIoRa4 Y hOFERI, BEBTTZ ) 5—>avay

R—2xV  NaB}TE2HELVE. IEORETT U T—23vD314 7914 0LE
BATIBEIGELTWEST (ZFUS—2ary0HNA—Taryp7 704 In3BED
F—=HIR—ZAZAFXF—TYOBITIHERT ZHE),

2341 APIA T hOEH

1DOBEBETERIND Y —RE. FiLLWEBREBEADA VR— MIHATJISON £/ E YAML 7 7 1)L
DABELTIVIRR=—FEINFET, LI > TISON FLIEYAMLELTDAPI ATV Y hDXK
Bk, 77V 5—2avRATSAVTAPIA TS MATOE— NS DEDOEEEA & L THEE
g9, COAVTVYDIYVRAR—FIPA VER—MTIEocCLIZFERALETY,

Bk

OpenShift Container Platform @ 7OE— 3 v 70— IR EAWTT A, JSON F/id YAML &

T77ANVICREINZDT. SCMYRATLEFERALALIAYT VY DREPERBISOVWTRIE TSI L
BTEET, ThiZkY., T3VFOEMR. N—YaVICEETZEREBINILPLPY TOEYETPI T
) =72 &, SCMDN—2 3 VEEDHKEZFRATESLDICRYET,

23411LAPIAZ Tz PRAFT—MDIT Y RAKR—b

APl A 7Y 7 hDEERIE. oc export TERYADMREAHY T, ZOBEK. #7220 NEED
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SIRIBICEBEDT—49 B YKRE FRED namespace F2EEY B THNAEIP 7 RLRAAY), BR3
RETHBERTEZLIICLET (A TV MDT ALY —INTVWARVWRT— 52T % oc get
BEESRERYET),

oclabel 2T 2 &, APIA TV MIFTEZINRILDEN, TH, FLIGEIBRIATEICAY, 5
NIHHNIE, BEITETPod DV I —TORRPEELSATEEZDT, 7OE—Yary70—FILNE
INATVTI NAEIBITIZDICERATHZ I ENDNY F T, oclabel #FARAT 3 &, BHIARAT
VIV NI VRAR—PMNITZ2OP’BFRICARVET, Fh, 7027 MDPFLVWRETERINLISEE
ICSNIIHPHERINZDT, FEBEBEO7 ) r—ayadvR—x Y NOBEBIBFERIELEINET,

R

APl # 7 x4 MITIL, Secret #5889 % DeploymentConfig 72 EDEWBASEN B
ENELKHBYET, APIATVIY M aHZRBEDOBDIRENERET ZKE. b
OSBEFLVREANEBE T2 L AHRTI2HNENHY T,

A4k IC DeploymentConfig %2 ED APl A 72 =7 MlIE, ALY AN —%BRT 3
ImageStreams DSWHEFNZ I ENLLHYET, APIA TV NaHBRED
SRIDBRIBEANEBRET B, CDLIBSRIFLWRIERNTHRRIELTHD I &2
RTDUELIPHYET, DFEY. SRIFERATETH Y. ImageStream (I3 L WRIET
TOERRAERLIAN) —2BRTEX20REIHYE T, FMHICOVTIE. T4 X—
VOHBE] LU TTOE-FDFEFIE] 28RBLTEIY,

23412 APIZ Tz FRAT—bhDA VR—}

2.3.4.1.2.1. #IHAYERX
TINVG—2avaEHFLWRRICHOD TEAT 2HEIE. APIAF TV MOt#k%ERET % JSON £
7ol YAML ZfEF L. oc create Z%£17 L TEURIIRIE TN T 5717 TH2 T, oc create %
T 3154, —save-config A 7> a VICBELTLKEIW, P/T7—2av—8Il+x TV bDERE
BZREFRBELTHLLIET, D ocapply ZFRALEA TV NOEENBBRICRYFET,
2.3.4.1.2.2. REEIE
BREORAT—VVIVBREBIARDICHEIING S, TOE— MM ZIPFEIBL. 7Y S—2 3 VDR
F=IUDBRT—=IANEBEILES, 7Y T—2 a3 VOBEHICKEK, 77V 5r—raryn—8ThHS
APIA TV NDEBEEEHZIENTEET, APIA T 9 MMEOpenShift Container Platform
VATLDERELERTIEDNDL, TNLDEENMAEINE T, TNOHLDOEEDOEHME LTUTOY —
ADNBEINZET,

o XF—YVIRIEBICE T ZRIEDEWIDOWVWTEHRAT %,

o T r—a v R— T BRES ST ) A ERIET B,

ocCLIAEATEIET, APIA TV PDORDAT—VREADBITHNRITINE T, APIA T
VIV NEZEETDo0c AV Y REY NITRELTWETH, ANEYITIEIA TV MNEDED%E
B L. BRI % ocapply ICEREZETET,

EYbitocapply EFEEEDAF TV NEBREHICT 7 A IIVELITBEAS (stdin) EATE LTES
3ARAR—VERBIENTEZYT, UTOBTIABAY—VEERITLET,

. A Y RADAA
2. ATV hOBITN—Y 3

3IBTATVTIMIT /7= av e LTRESNAERHFOAI—F—BEF TV 17 MER

32



E2ETFT SV 5—2arv4 71 I LVER

ZORICEEFEDOF TV MIRBREHKICEHRINIT,

TV MDY —RBREEY—FT Y NREBBITRE—THZ I ENFHINTLWAWGERE, APl A
TIVTI NDEBIMDARYITA AHNBERIZFEIC. ocsetED oc ATV RiE, 7y TAKN) —LEK
BHOOBHOA TV NEEEBRA LRI, ATV MNAEETH-OICERTEET,

FERAEICODVWTOFMIE., [2FUFAELIVEF] 25U TIEIWL,

2342 AA—TBLTAA—TJRAN) —LDER

OpenShift Container Platform D4 X —Y$—ED APIA 7Y ) N TEEBINE T, 72720, 1 XA —
CSOBRRET TV TS—2avDT7ATE—MIBEFEIBICHOMBBITHELD, A A—JIIKHE
BENICBART DY —ILBLPAPIA TV MIDVWTIEBIBRRWET, 1 A—YDTO0E— MOERE
IKiE. FRSLVCEEBOAEEFEATEET (MM T34 VLM A=V DEHR) .

2.3.421. 4 A — DB E)

pa 3

AA=VDOERICEATIZERBHINTODEMICOVTIE, 1 XA—=VDEE] Db
Ev o aSRBLTLEIL,

Pt

23421 ATV IRIBENLI AN — & /_EFT Z5E

27 —I v JEENE LU OpenShift Container Platform LY A M) — 2 HE T 256 (TRTHAEL
OpenShift Container Platform 7 5 24 — LICH BIFERE). 7TV r—ravyo7OE— b4 73
AVDRT—IVBETAA—V% BENT 2 EANGAEEE LT, UTO2 DBEEEITTEE,

1. 1D B, dockertag & & U gittag & $E{lT % octag I~ >~ NIZL Y. OpenShift Container
Platform DA X =Y A N —LEFEDA X —IDBSBRTEHRTEET, /. HDM A—
JANY—=LDERDAA—=—IZARN) —LANEA A=V DRFEDN—JavAD5REIE—
THIEELAET, VS RAI—HNOEHOERERZ OV ) M2ATEIE—HIHTEETT,

2. 22B& LT, ocimport-image AL IR M) —E A X =Y R MY —LABDBIE L DHEEE
ERHEET, LIYRAN)—DSMEDAIA—VDAYT—9 %4 VR—FL, ThE 44—
AR) =L T ELTAA=VRAMN)—LILRELEY, 7OV FOERED
BuildConfigs # & U DeploymentConfigs "L DEHEDA X —J A BRTEET,

234212 AT IV IVRENFREBRB LI AN —%2FHT 2155

ATF—=I Y TREBEHNREL D OpenShift Container Platform LY X MY —%FH L TW3I5E. JUEE
RERAENRONE T, AL IVZAN)—~ADT7 IR T, FIEEFMICHBALTWETS, &0
BEUTOELIICHRYET,

1. OpenShift Container Platform @7 7 X b—2 v OES £ B&E L T docker 1< > K& fEHA
L. dockerlogin I<¥ > RICIEEL XY,

2. OpenShift Container Platform LY 2 1) —ICO 4 14 > L 7%, docker pull. docker tag # &
U docker push ZEAL TA X—Y%ZRITLET,

3AA=IDBNRATSAVDROBEDL VRN —TCHATEICR>TH L, BHEILGLT oc
tag #FA L TCAA—YRARN)—LEZRELET,

2.3.422. 7704
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EERRIEBERDZT TN 5—2a VA A=V THdN 7TV T5—2aVvaRETDIAPIA TV
VRN THZNEBMHDT. TOFTE—PINAEREZRHBT2ICETIOM XY MO BESEICRY T,
TFIVT—23 VDA XR—IUDEEINZHBE(TYTARN)—LDILDA X—2OTOE— DR
& L TO oc tag #1E £ 7= 1% docker push DEITIC &L %3557 E). DeploymentConfig @
ImageChangeTriggers n'#3i87 704 X~ b % N H—TEZ £9, A#IC DeploymentConfig API 7
TV NEABRHIEREINTWBIBA, APIA TV M TOE—VavFIBICE>TEHRINS &
(f5l: oc apply). ConfigChangeTrigger /*7 704 X~ NAFBTEE T,

ThUADIZEIL, FEOTTOM AV N ERFHICT S 0c AT Y RIZIFUTHAEEFNZET,

e ocrollout 7704 XY NEBOHFLWTZ FO—F T (FLEEBREOEY YT VRABLVE
FEERICEAT2RELLKEEZZO),

e ocrollback: UIEIDTF7OA A Y NIRRT I ENTEET, TATE—Ta vy ) 4TIk,
FLOWA=U a3 D7 R MNTHEIMRELLBEICIE. URIO/N—Y 3 Y TRELRLHE D
NaRTEIUNENDHDBHZEELHY FT,

2.3.4.2.3. Jenkins CO7OET—>arv7O—0OHENE

T r—2ava7O0E— NS 2BICREBRCOBBIVERT S ) r—>3avDIVR—3V &
BEL, JVR—XV M NaBATIRICHVERFIRZERLLEIC. 7—270-DF—F5 XML —
v avELUEHEERRATE 9, OpenShift Container Platform (£, D 7Ot X THRILD
Jenkins 1 A=Y BLVTS A4 U ERBLTVWET,

OpenShift Container Platform Jenkins D4 X —JICDWTId, Using Images TEEMICERBAI N T W E
¥, ZHITIE Jenkins & Jenkins /XM TS A VDA AR ZITT B OpenShift Container Platform 75
TJAVDEY NEEFENFET, T XM TZAVEILRZANSITI—I1T& Y. Jenkins Pipeline &
OpenShift Container Platform & DIIENBRRZICRV ET, Fh, XM TSAVEILRRA NS TV—(IC
& V. Jenkins Pipeline & OpenShift Container Platform & DIENBRZICRYET, IhH5ITRTIE
TTVr—>avo7OE— &, Cl/CD Ok~ RAIEOEMEICEREETTVWET,

TV —=2a3vOTOFE— MEIEBOFEICLZETHIHSBIANETGYEBEZZBEICIE. UTD
OpenShift Container Platform A¥2# 9 % Jenkins BIEDBEEREICEE L T I L,

® OpenShift Container Platform £, OpenShift Container Platform ¥ 5 24 —T®DOF 7O X v
NEEBICRZGREDETIEOICBEICARITA XAINT Jenkins DA A =TI %RHFLF
ER

e Jenkins 4 X —J|CI& OpenShift Pipeline 7S 74 YA &FEhZxzd, Chiz7OE—>3 v
V=770 %RKIIPEREREZRHULET, INOSOBRERICIE. A XA—JAM)—4L
DOEBIZHED Jenkins V3 TO M) H—PETh5DY a3 TRTOEI RBLUFTOS XAV K
Dr)A-—ELFENZET,

® OpenShift Container Platform @ Jenkins Pipeline DEJL KA NS 7Y —%FHT %
BuildConfigs IC & Y. Jenkinsfile X— 2 @ Jenkins Pipeline ¥ 3 7 DER{THAAEEICAY £7,

NATS40 23T Jenkins ICB I 2EHMLTOE—2 3y 70-—HOBKRAERTZED
THY. OpenShift Pipeline 75 74 VICLUYREINZFIEAFATEET,

23.424. 7O0F—>3vVIkOWTOFESEHE

234241LAPIAZ Ty bR
API ATV MItDA Tz VBB TZIENTEET, CO—BWARERAEELT, 1

X—Y R M) —L%SERY 2DeploymentConfig 255 E L ¥ 9 (MMOSREFREFRET 2HBA1’HY X
_a—)o
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HEIBRENOSHDRIBEANEAPIA TV M2 IE—T 2158, IXTOSEIY—F v NRIENTHE
RTEBIENERERQRYET, UTDEIBSROVFT VA ZRTHEL &9,

o OV /NI TO—AHI] MSBRLTWEIHE, CDIFE. BBA TV M, 7O
g hESBLTWAREA TV MNEALTOY I MIFEELET, BEDOAEE LT,
ZRBLTWEA TV MNEALCTOY I MRICHZ YTy NBREILSBA TV M
-T2 &aHRALET,

o DTOYIVNDFTIV Y MNeBRTBHE, Chid, HETOV IV DA A—YZ b
)—LHPEEOT ) r—2arv7Ovc ) ML THAINTVLWRBEICESHDT—R
T (TAA—YDEHE] ZBRLTEIW), ZDFE, SRIZFTIVI M EHLWER
BICAE—93K 94— v NRERNTHEATES LD ICSREZBIFERLRITNIERY FE
ho UTNBEICKRZIZENHY XT,

o HEINZ IOV Y MNDEZRINY—F v NRIETIEEASI5EG, sREOTOV T/ b
EEEY B,

o ZRINZ ATV MEHETOV IV LY —4Fy NREOO—ALTOV ) b
ANEBBL, EEF TV MNEY =Ty NREAEBETIRICSREZO0—ALIL 7O
VIV MNeRAVINTDEDERT 2,

o ZRINDATVIIMDI—4F v NEEANDIE—B LIV ZOSROEHFOMDEAE
Hi,

BEIE. FTILVWEREICOE—IhE32A4A TV ML TSBIND ATV MAaESRL., SEBY
=4y NERIBETHRAETHDIIEEHRTZIEABEHOLET., ThUMNIICIXZ, SEBOBELAT
DODBEYIRT I aVERY, =45y NRIBTESRINZ ATV N&FIARREICTE &N
TXZEY,

234242 4 XA—JLJAMNY—SR

AA=V AN =LA A=J LRI MN)—2BRBLTENODIRTAA—VDY—RERBLET,
AA=IZANMN)—LDHIREDLHDORIEANEBHFHT Z5E8. LYAMN)—=BLVPLRIN)—DF
BELREIRINEINERFTTEIEDNEETT,

o FRIMNREBLIERBREBDOMA 7Y —NTB2LDICERBZAA—IJLIRARN)—HPFAHI
NTW3EE,

o FRINEES & CEHRBBEICHE LA X — V5 DMT2LDICRRZA A—J LRI b
J—AERI T BHA,
FROVTNADNEET BHAE. 1 A—YR N —ARY—RBENSS—Fy NBEICIE—IN3
IS, BEBA A~V L TRRINZ O ERINZRELNHYET, Thid, HELIRNY—
BEULES MY —ALRDL YR MY —BELTLRS ) —AEA X—VEAE—FTHEND VT
4 £ CEPICHPI N TW B FIRDEME L TITDNET,

23.43.#E
BEFRT, UTFAEREINTVWET,
o FUAAINET )= avaBl IR T7 TV r—>av7—T4777 K,

o 7N —avpTOE—>3a VYT VT4 ET 14 —& OpenShift Container Platform IZ& -
TREINZY—IsLraryE7 b & OERBRBR,

® OpenShift Container Platform & CI/CD /31 754 Y T YV Jenkins & DA,
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ZDORNEY ZICEITFBEY DEESD TIE. OpenShift Container Platform D7 1) r—>a>n 70O
E—vav70—0WL DHDBITDWVWTIRVET,

235. v F ) A B L VEH

Docker. Kubernetes & & U OpenShift Container Platform DT AT LICL Y BAINFRT 7
Vy—2av7—FT4777 hOaAVER—XV NEaEHLELLIC, 2DEY Y 3> Tid OpenShift
Container Platform IC & > TIRMINZHES LY —ILEFERA LTI LD YR—R Y N RIERH
T7OE—bT2HEEHRBALET,

TNV —oavaEBRTZ2AVR—RVMIBWT, AX—VRFEFELRT—FT4 777 8TT, Th
HRIREE L. O F7 N —2 a3 v 7OE—ravilETiEHnsd e, b7 I b—va v T
OF—>avnRId—VERBDONMMA—VDTAOF—2a v ThHY., TODBFEICA X —IDEEEAE
BYET, FEAEDT IV r—2ary7O0F—aviF AT, 70F—YavnRMATS54 0%
FRHLEAA=—VOBES LGRS 1TTHONE T,

B F ) AT, R"ATSAVEFRLEAA-—VOERS LM EROAEZRVES, TOE—
2avI ) FORREENENZICDON, APIF TV NEEBEETHMOTS) r—vav7—
TAT7IRDNRA T4 VTERBLIVCEMINDZTA TLDA RV N —IZEENEFT,

ZORNEYITIH, FESLVEHOMADT7 7O—FA2FHALT. AX—YBLVCAPIATIT Y N
DTOE—MIBEATIHEEDE[NEWVWS OMENLET, BHICT IV r—raryo7aE—a N
1754 VDOBEDEY 7y FICBELT, UTOHRICEELTLEXW,

235170 —>Yavotty b7y S

TN r—2a v EYa voRENTTTEE, ROFIEELT, 7AE—Ya3 v TS5
VDART=IVIBRBIBITITERLIICTIVS—avoarvT oy ERy Sy —=JLET,

L RIS, RRINDZIARTOAPI ATV MEBITHEAZREDELTYIL—TEL, HED
label ZEHEL £9,

labels:
promotion-group: <application_name>

ARD L HICoclabel Av Y Nid, IFIFRLAPIA TV MDOIRILOEEABTZICLE
£

B> b

OpenShift Container Platform 7> 7L —MIAPIA 7V 7 N E2RAICEERT %Ha. 70
E-MRIKZVRAR=PFIBERICIT) —ICERTBIHBEDOINILATRNTOREES S4 T
VIV MIHBIEEBBICHERTEET,

2. TOSRVIEBEDI ) —CCHEATEET, 2 7TV S5—>avDAPIA TV )
NDBITEITOUTDocAYY REY NOMUHELICDWTHRETLEL £ 5,

$ oc login <source_environment>

$ oc project <source_project>

$ oc export dc,is,svc,route,secret,sa -| promotion-group=<application_name> -o yaml >
export.yaml

$ oc login <target_environment>

$ oc new-project <target_project> ﬂ

$ oc create -f export.yaml
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Q Fld, $TICHEEL TWBIEEIE oc project <target_project> #3ETL £ 9,

Pz

ocexport AVNY RTlE, 1 A=Y RAKNY—LAICiISHATEEDINE DD

. NATSAVADERIBREBEEERTA A=Y, A X—=VR MY =L, BLV
LYAKMN)—DERLEZEEDLDIGEBRTENMIL>TEDLL>TEFTRY, ID
RICEAT A EREBEZUTCHELTWEY, 1 A—YDEEDMNEYIES

BLTLKEIW,

3. 7AE—YavRMTSAVDREODRT YV IBIETHERINZEFNEROL Y AN —
I L CHBET B N —0 VERMB T 2R ELNFHY FT, RBIEBICODVWVTUTEEITLET,

a. BEICnJ14 v LEY,

I $ oc login <each_environment_with_a_unique_registry>
b. UTFZ2ETLTT7 I/ AN =IO VZERIBLET,

I $ oc whoami -t

c. RENZFEATESDLDIChN—YViEAEIE—T Y RR—ZAMLET,

2352.8YRLAELAIOT—>ary7aotER
NATSAVDERBRZRAT—IYVIBETOYEOEY N7y 7RI, 7OFE—>avn(A TS5A4 V%
FRLAET7 IV S—2avOREARIET2EYRLARLFIEDEY MR TEET, ThoDE
AAFIEIX, V—RABEODAA—VFEIEFAPIA T2 MHAEEINEZCICETINE T,
HIBEDOAA—VDOBRE-FHEDAPI A TV NOBESBREBREDHRAY A4 XDiEA

1L BE RMOFIETRETZ TV I5—avVICBET A A—VOEHE/NA T4 VDRDR
FT=IJITOE—MLET, BIRDL S IC. R7—Y ¥ VEREEE T OpenShift Container
Platform LY XA M) =B HBINDIZHNEI MDD, A A=V A5 TOFT—MNTEZLETOEELRE]
{EERERY FT,

a. LYZAMNY—DHBEINTVWSRIHEE, #Elloctag #FHALET,

$ oc tag <project_for_stage N>/<imagestream_name_for_stage N>:<tag_for_stage N>
<project_for_stage_N+1>/<imagestream_name_for_stage N+1>:<tag_for_stage N+1>

b. LYZAKN)—DHEINTUVWARWEE, V—ABLUVBEOEMADL VAN —ICOTA
VIBE, E7O0F—2a A TSA VLY RAN) I/ LTT IR N =Y VA FER
TE, 7TV T5—=23 04 A=SDFI, 973, 8LV Ty 1 5HHEITTEE
-a—o

. V=A®REBELIYARN)—=IZATA Y LET,

$ docker login -u <username> -e <any_email_address> -p <token_value>
<src_env_registry_ip>:<port>

i. 7TV —23vDAX—VETILLET,
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I $ docker pull <src_env_registry_ip>:<port>/<namespace>/<image name>:<tag>
i. 7FUT—2av DA A—I%EBELIZANY—DFRICY TFIFL. BERT—I Y
TRIEE —HY % & D IC namespace. &Hl. ¥V aMRFEHL IS,

$ docker tag <src_env_registry_ip>:<port>/<namespace>/<image name>:<tag>
<dest_env_registry_ip>:<port>/<namespace>/<image name>:<tag>

iv. BERAT—IVIBELIRAN)—ICOJA Y LET,

$ docker login -u <username> -e <any_email_address> -p <token_value>
<dest_env_registry_ip>:<port>

V. A A=V EREICTYy 2 LETS,

I $ docker push <dest_env_registry_ip>:<port>/<namespace>/<image name>:<tag>

)

HAEL IR N —DEA A=V DF/N—2 3 v EHEMICA VIR—MT575HIC. oc
tag I<¥ > KT --scheduled + 7> 3 VA FRATEEY, Chia2FRT 5%

#. ImageStreamTag NSRBI 24 X —TJlE, A A—TVHKRANTBLIZRRMN) —H
SEHMICTILINET,

2. RIS TN =2 avRELICE>TT T r—2a v BT 2 APIAZ 7Y ) FOIRA
HAZEEPAPI ATV bty MADBMEHIRIBEERDT—IADHYET, 77T
T—=2aYDAPI ATV MIZDE DI BEDSEL S &, OpenShift Container Platform
CLIEHDRT =YV ITRENORODBIEANEERABITI DODEEBEADA T a v iR
HLEY,

a. 7OF—>a M T7S54v0¥bBlty N7y TEERUAETHIBLET,

$ oc login <source_environment>

$ oc project <source_project>

$ oc export dc,is,svc,route,secret,sa -| promotion-group=<application_name> -o yaml >
export.yaml

$ oc login <target_environment>

$ oc <target_project>

b. BIZFILWRIETY Y —REFHRTE2DTIEAL, ThOHA2BHLET, ThEETT
TODHEN N DOhHY FT,

i FYURSHAR T TO—FE LT, ocapply ZFERL. ¥4—4 v NRIERODZ API 47
IV MIFILWERZY—YTEZEY, INEERITTBHI&ICEY, —-dry-run=true
F7avERGFTL, ATV NARBRICEETREIICERE LTELONE ATV
IV NEHRTDHIENTEET,

I $ oc apply -f export.yaml --dry-run=true

BREARITNIE, apply 7YY REEBRICETLET,

I $ oc apply -f export.yaml
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apply AY Y RIZLYERMAY F ) A THRIDBMODSIEEAF T a v TRY £9, 57
HICDWTIE oc apply ~-help 2R L T EX L,

i. FlE, FYPYTILTEBHART 7O—F & LT, ocreplace #FHTEXZE Y, &
DEFSFLVCBHBICOVWTENZA T VREFIATEEF A, REERANLRELE LT,
UTFAERTTEET,

I $ oc replace -f export.yaml

apply & E#IC. replace ($& Y BEABEICOWTIIMRDSIEEA T 3 v TRY &
¥, ML, ocreplace —-help 2R L T XL,

3. BERIDFIETIE, BAINLHFLWAPIA T 7 MIBEFMICUIEINETH, APIF T
T MDY —RADEEISHIBRINIZESICIE. ocdelete ZFERALTINSAEY—4 Y k
DRENSFEITHIRT 2HELIHY T,

4, A7—YVIVREBIEICHERENERZ ML HB7H. APIA TV NTEIEINE
BETHERAETIVELNHDHEIHYET., ZDHFEILocsetenv ZFRALF T,

I $ oc set env <api_object_type>/<api_object ID> <env_var_name>=<env_var_value>

5. &xf&IC. ocrollout A~v Y RF/AlE, LD 17044 ] O 3> TaBALRMD
AANZZXLBFRALT, BHLAZ IV —2avOFRT 7O XY NE N Y HA—LF T,

2.3.5.3. Jenkins LK EMELATOT—>a vy Ot

OpenShift Container Platform @ Jenkins Docker 4 X —¥ TEZHI N7z OpenShift > 7). a7
I&. Jenkins #E X — R M OpenShift Container Platform TDA X—Y D 7OE—> 3 VDHITY, &
DY TIDEy b7 v FiE OpenShift Origin V—ZAJRI M) — IZHY F T,

DYV TIITIEUTAEEFNET,
e CI/CD TV Y& LT Jenkins DfEMA,

® OpenShift Pipeline plug-in for JenkinsDfff, D734 >~ Tld. Jenkins Freestyle & &
U'DSL Job X7 v 7& LT/ y r—Y X N fz OpenShift Container Platform @ oc CLI 2124
THMEEY Ty PERELET, oc /N1 F 1) —Id. OpenShift Container Platform FH®
Jenkins Docker 1 A —JICEEENTEH Y. Jenkins ¥ 3 7T OpenShift Container Platform
ENFETBOICHERTHIEELARTY,

® OpenShift Container Platform 2*#2# 9 % Jenkins 7> FL— bk, —BFZA ML —U B L VK
BANL—VOEADTY FL—MDHYET,

o YV FWFS)r—3>:OpensShift Origin V—RYKRY M) — TEEINET, D77
1) r—< a ~ |3 ImageStreams. ImageChangeTriggers. ImageStreamTags. BuildConfigs
BLVTOE—2a v, T4 VDEBAT—VICHIG L BI{E D DeploymentConfigs &
Services ZFAL XY,

LR Tk, OpenShift DY > )Ly 3 THEFEMICHMIEL TWEE T,

1. UDAT v 7 &, oc scale dc frontend --replicas=0 DHUH L ERLCTY, ZDOFIEIE,
RITINTVWBHAREEDHZ2T7 TNV 5= avAA—VDLURIDON—Ya v ERTIES 8
ICERITINET,

2. 2B DR T v 7 | oc start-build frontend DU L &R LTI,
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https://github.com/openshift/origin/blob/master/examples/jenkins/README.md
https://github.com/openshift/origin/blob/master/examples/jenkins/application-template.json
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https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L23-L29
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3. 3FEEDAT v 7 I oc rollout latest dc/frontend DIEV'HE L &E LT,

4. AZBBDRATYy L&, DY TILD [FRAN] #70WET, CORTY TTlE. 7Y 5—
IAVILEBETERY—ERDRRY NT—IDST IV EAAETHD I EAERLET., B
T. OpenShift Container Platform 4 —EXICE&ET 2 IP 7 KL AP R— NIV 7 v MMEfia
AAFT, BADIEELTHDTRAMZEMYT 52 & AEETTY (OpenShift Pipepline plug-
in 27w FHEFEALAWGEIZ. JenkinsShell A7y F7AHFERL T, OSLAR)LDOATY K&
29T hEFERLTCTZ Y S—>avETAMNLED),

5. 5FBDRFTy T, FTIVT—2a v TFAMIGRLAEZEAFRELTWS D, A
A=k TReady ([FR#ETT) ELTY—I3INFET, TORTY S TlE. FIRD prod ¥
THNBREIDARA—VER=RIILET ) r—avA A—VBICERINEYT, 7OV M
>~ K @ DeploymentConfig TZ®D 4 7'Ixf L T ImageChangeTrigger ' E& XN TW5I5E
Ik, WISd 2 T=%@ 7704 XY MRS ET,

6. 6 BEHEREBEDRATY T IERIID AT Y T, 7554 Ik OpenShift Container Platform A°
(2@ 704 A NORBEBERBOL T hERBE LI EERRLET,


https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L31-L39
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L41-47
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L49-L61
https://github.com/openshift/origin/blob/master/examples/jenkins/application-template.json#L75-L87
https://github.com/openshift/jenkins/blob/master/2/contrib/openshift/configuration/jobs/OpenShift Sample/config.xml#L63-L73

sy SH S
3% 5¥;

3.1.WEB O~V —IL&85E

75 % —T <master_public_addr>:8443 ®Web AV Y —JLILT7 VR 2 &, BEFMICOT AV
R=JICYFA LI hEINZFET,

To59HF—DON=2 30 EARL—FTA VI VAT L BFRALT, WebAVY—IILTVERATES
ZEEMELEY,

ZOR—=yTOJ4 VERHIEREAND LT, APIREVOHELAETIAOHD M= Vv ERBLET, OJA
Vg, Webd vV —JLAFERLTOY TV NEFES—NTEZXT,

3.2. CLI &85k

CLIORY RDoclogin AL T, AYY RSAVTRIAT DI ENTEEY, 7 7vavialLil
DAYV RERFTLT, CLIOFEA%FKBTEET,

I $ oc login

DAY FOMFERXN7O—TIE. EEDFREEERZ FEA L T OpenShift Container Platform #—/3—
ANDEYaAVEMILT B ENTEET, OpenShift Container Platform Hr—/X—(CIEEICO T A ~
T2HODBEBRHIAVZEERICIE. IV NICEY, BREICBLTA—Y—-ANERDZTOV T M'H
INFEY, REFBFNICREFEIN, ZTOROIATY RIRTIFEAINET,

oclogin AY Y RDFTRTDHREA > avid oclogin--help <Y Y ROHATRRIINETH. 7
T avOEERERTYT. UTOHITIE. —BHNAAF T2 avOERAEEBNALET.

$ oc login [-u=<username>] \
[-p=<password>] \
[-s=<server>]\
[-n=<project>] \
[--certificate-authority=</path/to/file.crt>|--insecure-skip-tls-verify]

LUTFDOXRTIE, —HNAF T avaBALTVwET,

R3IN—BQ CLIREA T av

-s, -- OpenShift Container Platform H+—/A—MD KX M EEBEL T,

server $ oc login -s= Y—NR=—DNZDTSITTEEINTVWSHEICE, ZOITYRT
<servers ERZ NBIEHENICERINE A, £/, DTS5 5IE, CLI
HRETZ7AUDHZHBEY. OV LTROY—N—ICHYEZ

PBBICHEATEEY,
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-u, --
userna

me & &

o -p, -

passwo
rd

-n, --
namesp
ace

certifica
te-
authorit
y

insecur
e-skip-
tls-
verify

$ oc login -u=
<usernames -p=
<password>

$ oc login -u=
<usernames> -p=
<password> -n=
<project>

$ oc login --
certificate-
authority=
<path/to/file.crt>

$ oc login --
insecure-skip-tls-
verify

OpenShift Container Platform #r—/X—(CO V1 > § %/ DFRE

BREB/ETEFET, INLDI7S3V%5BELCA—HY—RKFiE
RAT—REAALLBAIZ. 2OATY KT, 2—F—Z%0/N
27— RAHENICHERINEEA, BE7 7M1 TEYYa Y

N—=O V&L, OJ4 Y LTHLHOI—HF—RICUYERXS
BEIC. INSDI7 S 75 ERTZIENTEET,

oclogin t&bETERT 2HZAR. FyO—NILCLIFTYaY
i, BEQI—H—&LTaOV1 Y LTVWRBAIL, YTUYBZERD
TOVIV MNEIBETHIENTEET,

HTTPS % & ¥ % OpenShift Container Platform %t —/X\—TIE&
MOEFaTFICRRAELET, RER7 71 ILADNNRIFIEET 20
ENHYET,

HTTPS —/N\—& DOxEEZHREICL T, ¥ —/N—0DFEREF T v
JEEBELET, L, ThidtFa )71 —DPHEEIhAVS
IWEBLTLSEIY, BYAEEREZRTRLAWVWHTTPS H—/3—
IZoc login #5179 2. T hh & 7z id --certificate-
authority 7 5 7 Z$EE L72W5AIC, oc login (3G A+ 27
TRWIEHRBTZ221—F— AN (YNDOAAER) 2kdbd 7OV
ThEHLET,

CLIEK 7 7ML AEFERATZE, EHOCLITO7 7/ )L AaBBICEBEBTEET,
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pa )

EEEDRIBERIHBHBETE 774/ NV AT L1—1H— D system:admin & LT
74 Y LTWaRWgEIE, FRIEIERA CLIRETZ 7ML ICHBRY., WOTHID
AI—H—&LTAYVA Y LETIENTEZFT, UToavy Rixas4 v aE1T
L. 773 b 07Oz MIOYEXZ T,

I $ oc login -u system:admin -n default


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cli_reference/#cli-reference-manage-cli-profiles
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#users
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cli_reference/#cli-configuration-files

Baz K2

4.1 =

LUTFTORNEYSITIR, 77U —2avBERZEAITDFIEIRY &, VSR —SEENEET 2R
EFHEREICDWTEBNLE T,

4.2. 1—%—®D POD {ERRIER DB EDHER

scc-review & scc-subject-review 7 7> 3 VA FEHAT 52 & T, BRI Y —FLIFHEDOH—ER
THOY bDOI—H—h Pod ZVERE/ISEFHARENE I N AR TEET,

scc-review 4 7Y a v EEHT S E, Y—ERXRT7HT Y D Pod BEMR FIZBHAREINE D D AT

MCEEY, 2OIAT Y RIF, VY —R%ZFFAY % SCC (Security Context Constraints) ICDWTH A
LET,

=& 21X, system:serviceaccount:projectname:default t—EX 7 AU > bDI—H—H Pod % F
FATREDE D DN &FEER T B ICIE. LTFEETLET,

I $ oc policy scc-review -z system:serviceaccount:projectname:default -f my_resource.yaml

scc-subject-review # 7> 3 Vv EFEHAL T, BEDI—H—H Pod ZEREFIEBHTEX2HhEHH
EHRT DI EEARETT,

I $ oc policy scc-subject-review -u <username> -f my_resource.yaml

BEDODIJI—TICFRBRT 22— —DIEFED T 74V T Pod BERTE DN E DI DN EHET B,
UTFEEIFTLET,

I $ oc policy scc-subject-review -u <username> -g <groupname> -f my_resource.yami

43.FREEEADLI—HY —E L TRADNERITTELDD ZHIMT 2 /5%

OpenShift Container Platform 70 =4 AT, namespace TRAI—THREINLTRTDY Y —2
(F—KRR—=F 4 —DN)Y—REEL) ICF L TERITTE2HHAZHLET,

can-i AV Y KA T aviE, a—4—&cO0—IEEDRI—TE2T7AMNLET,
I $ oc policy can-i --list --loglevel=8

COHAT, FWRNED/ZDICIEVCHY API ZRKZHIMTL LT <Y FT,
A—H - HEARLAEATHEREZIMSLETICIE. UTZRITLIT,

I $ oc policy can-i --list

DHEATIH, BEH—BHIRFIINIT,

BFED verb (B7) Z RTHENED D ZHIETT 2ICIE. UTFZETLET,

I $ oc policy can-i <verb> <resource>
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User scopesid, IEENRAA—FICEAT 2FMBERZRELET T, UTICAERLET,

I $ oc policy can-i <verb> <resource> --scopes=user:info
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g5= Oy b
H|5E OV B

5.1. %

JOVIVNAFERTEZIEICLY., HBII—HF—DI21=2F14—lF. BOIIa=F 4 —EJUBES
NERETCHBOOAVTUYYAEEL, BEITBZIENTEET,

5.2. 709 MOYERKR

PSR —EBEBENHFETLEEAIE. CLIZAEIE Web OV Y —IL AFARALTHR IOV 7 MNEERK
THIENTEZXT,

5.2.1.Web OV Y —)LDO{EH

Web AV Y —ILAZFERALTHRITOY U MEEKT 2ICIE. Project /SR IV F 72 I& Project R—2 D
Create Project Ry V&0 )v o LET,

Getting Started + Create Project

Create Project

* Name

A unigue name for the project.

Display Name

Description

Cancel Create

Create Project R VIZT 72 I FTRERINTVWE T, 7TV a3V THERTRICLEY., HRITA
ALY THIENTEET,
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5.2.2. CLI DfEF
CLIZFEALTHFR O I MEERT DICIE. UTFEEFTLET,

$ oc new-project <project_name> \
--description="<description>" --display-name="<display_name>"

UFIChZERLET,

$ oc new-project hello-openshift \

--description="This is an example project to demonstrate OpenShift v3" \

--display-name="Hello OpenShift"
)z 6
ERRTEX2702 ) O, VAT LEBEICLS>THIRINZ2HZENHY ET,
FRRICET ZE, BBFEOTOV Y MEBIRLTALTARVWE, FILWITOY I ME
ERTEZF A,

53. 70> 7 hDERTR

7OV MaRRTBEIE. FBARY D—ICEDVWT, RRTI/EROHZ IOV Y NI ERT
TEBLDICHIRINZTT,

JOVz) hO—EBERRLET,
I $ oc get projects
CLIBEICODWTRED OV I/ MHSROTOY I MIHIYEBAZIENTEET, ZTOHDIE

FICDOWTIRIRTIEED IOV MPMFEARAIN, 7OV NRO—70aVF Y DEBENET
IhZxEd,

I $ oc project <project_name>

T/, Webavv—LaFRELTAOY Y MNEDRRPYYEZINARETT, RELTATI VT3
E. TOEROHB IOV Y N—BHIFRRINET,

H—ERAYOTOERDNRIILTE,. BETI/EALETOTVIY N (BASE)~ADI A9 I T

TANARETT, 7OV NOFEH—EBICDOWTIX, AXRILDLEEICH S ViewAll) v U & FRHL
i-a_o
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OPENSHIFT

My Projects

Ben's Top Secret Project

ben - created by developer 26 minutes ago

My Project

myproject - created by developer 7 hours ago

Nodejs + MongoDB dev

node - created by developer 30 minutes ago

Robb H. javascript development

robb - created by developer 24 minutes ago

Ruby on Rails example application

ruby - created by developer 29 minutes ago

Test Integration enironment

test - created by developer 29 minutes ago

(O

Sortby | Display Name v | |4 + Create Project

Ben's top secret project to make us huge profits next year.

Initial developer project

A short description of what this project is for and how it will function.

Short term development environment while he's getting up to speed on
current Ul team dev

Developer template for Ruby on Rails project.

A& developer

CLIZHRLTHHE IOV LI N 2ERT 2561, 753V F—TR—IEFHLT, FHRO0V
JhNERTTBIEDNTEET,

Oz MNERBIRTZE, FOTOVIVMND 7OV NOBENAREINET,

BETOVIY RDkebab (M NT) X=a—%0YvoF5E, UTFOFTY 3 vARRINET,

View Membership
Edit Project

Delete Project

54,7019 NRAT—49 ADWHER

ocstatus AY YV K&, AVAR—XXV M EBRESCREQOIVAR—XV NOBEARLEYT, D3

<

v RICIFBIBTIIEETET FH A,
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I $ oc status

5.5. SRJLBI DY) A

VY —=Z2D ZRVEFRALTWeb AV Y —)LDTATV LY MR=IDAVF UV ERYRAL I ENT
TET. WEINLESANUVEPEDISBRTZIEE. HEOHRBZANTEIEHLHARETY., Fik.

BEOI74IY—%BETDEETIET, EHO 71 IILY—DEEINDIGEICIE,
RTDITANI—E—BLABVWERTINBLLAYET,

FINVBITRY ADICIEUATZERITLE T,

L SRNILYA TEERLET,

List by = Application v

Resource Type

Pipeline

2. UTOWFNOZERLF T,

exists SRIVEDNGFERETDIEAERTHETT, BIFEBELET,

does not IRIVEDNEFEELRWC EAHALTCIDEZEHRELE T,

exist

in SRIVEDEFEIEL, BIRLEDIDERLCTHZD I EEERELET,
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g5=m SOy b

notin FRIVEDNFELRWL, FEGBRLUZBEICEE LAV E2HALET,
Label v | template matching(...) Add
exists

does not exist
Deployments

in ...
not in ...
> DEPLOYMENT
a. in ¥l notin BN LAIZEICIE. EEY FZEZBRLTH S, Filter Z3FIR L
¥Y,
Label ~ | template in.. f./aa'ue(s) Add

application-template-stibuild

nodejs-mongo-persistent
Deployments SR

3. 7405 —DEMERIC, Clearallfilters 2 BRI ZH, BT 5749 —%FhETho )y
JLT, RYRLAHZFIELFT,

Label ~ | Filter by label Add

Y Clear filters | template in (application-template-stibuild) x

Showing 2 of 5 items

56. R—YDRED Ty o~v—7

OpenShift Container Platform Web I~V —JL Tl&, R—=IYDREET v IT—ITEBLDICRY,
INIDT 4V —PDREZFRET BRICRIEET,

S TEDYPYEBZRE, R—VDRBEEETIEEEZToLBEICE. 779 —D0FES—2 a3y
N—D URL A BEEIMICEHINI T,

5.7.70Y =7 b OBk

7OV MEHIRT BERIC, Y—N"—E7OY Y MDRT—4 X% Active h* 5 Terminating ICE#
LEF. RICH—/1—L, Terminating DREDO OV I SV T UV ETRTHIRL TH S,
7OV MERERIWICHIBRLES., 7OV Y D Terminating DX 7—4 XAD[EIE. 2 —H—IF*%
OF7OY Y MIFRIVFTUYEBIMTEEFEA, 7OV MICLIEFLIE Web AV Y —ILD D
HIRTE £,

CLIZERLTIOY TV MHIRT 2ICRUTEERITLEY,
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I $ oc delete project <project_name>
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B6E 7T r—> 2V OB
FeE TS ) b—2 3 0T

6.1. &

LIF®D kEY 2 TlE, OpenShift version 2 (v2) 7 7Y 7 —< 3 ¥ H 5 OpenShift version 3 (v3) ICF4T
THFIRZFHRAL T,

pa 3

LFDMEY 2 Tld, OpenShiftv2 ICEBDORHZBZFEALEY, [Comparing
OpenShift Enterprise 2 and OpenShift Enterprise 3] Tld, Ihb2D2D/NN—=Y 3>
P, FATIABEOEVCDOVWTEHLIERBALTVET,

OpenShiftv2 7 1) r —< 3 ¥ H 5 OpenShift Container Platform v3 IC#179 2 ICIE. &v2 A— b
1) v 21% OpenShift Container Platform v3 OGN A A —Y FiEF v FL—hEAETHY . @5
KBTI E2RELIHDEDT, V7TV r—2avDIRTOA— Ny EREBETINENHY F
T FETNThOA—FY vy IIZDOVWT, IRTOKREBRELEBVERNNY F—IJFE V3 A X =Y
IKEODIUMENH DO, ThOHERERTILELHYET,

— AR TFIBIILLTOESY T,
LVRFPZIYVr—oavanNy o7y T LET,

e Webh—hKvwY:Yy—O—RE, GitHub DY RIY M) —IC Ty a9 3HE, Git!)
RN =Ny O Ty TTBIENTEZTT,

¢ F—AHAR—ZAA—PMNY VI T—=HIR=2E, dump AX Y REFERAL TNV I T7vTT3
Z ENTEZXT (mongodump. mysqgldump. pg_dump),

e WebBLUVT—49R—RAW—NMNYw:the V54T MY—ILICIE, BEOAH—K) v
BN OTYTETBRFyToay NOMENHY T,

I $ rhc snapshot save <app_name>

2FwvToay NIRRT tar 774 I THY, TOT7AINICE, FTIVr—ay
DY —ROA—RETFT—IR=—ADY >V THEFNFT,

2. PNV =2 avilTF—I9R=—2AN— Ny INEFNBBEAICIEK. V3T —IR—2T7 )
F—>avaEERL. T—IR—RIVTEH LWV T—IR—RT7T)r—>3>® Pod
IKEAHLTHSL, T—9R—ADETIAY Y REFRALTVIT—IR—RT7 ) 5r—2a i
V2T—IR—2%ETLET,

3. Web 7L —LT—9F77T)Vhr—2a3avDBEIidk. v3IEEBRUAF-EELDICT T r—
avDOY—AA—RERELET, RIC, Gt VRY N —O@EUNR T 7 1 IVICKHRELRIKIEE
BFELFNRvr—CABMLET, VV2EBEZSHAND TS VIBEZSHICETHLET,

4. V=R (Gt VIRY MY =) FLIEGtURLD VA Y I RI—"DBVIT ) r—> 3 v &ERK
LET. ot T—IR—RDY—ERNRSA—S—%5FHMT7 TV r—>avIEBML T,
F—IR=AFT T ) r—>a3vEWeb 7TV 5—>aveEY vy LET,

5 V2 ICIIRE gt REAH Y., 77U S—>aviEv2git VDRI N —ILEBA Ty a3hd
UIKEFNICBEIL RSN, BEBIINZE T, vBTIE. EWRDENRNTY v oD git YRY b
)—IlTv2a3hhdY—RO—RKOEBETHINICMNY HA—IhBLIICTEEHIC. V3D
MHAEIL KD T#IC webhook X ET D2MELHY F T,
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6.2 T—INR—RT TV Ir— 3 DT

6.2.1. =&

LIFD MEY 7 TlE, MySQL. PostgreSQL & & U MongoDB F—49 X=X 7 FYr—>av%
OpenShift /8—<7 3 > 2 (v2) H 5 OpenShift version 3 (v3) ICR1TT 2 HiE &R LE I,

6.22. Y R—bhINTWVWBET—INR—2X

v2 v3

MongoDB: 2.4 MongoDB: 2.4, 2.6

MySQL: 5.5 MySQL:5.5,5.6

PostgreSQL: 9.2 PostgreSQL: 9.2,9.4
6.2.3. MySQL

52

L IRTCDT—IR=—2REGI VT I 74INCTIRAR—KL T, ThzaO—AILT>Y (RED
TALYZ M) IZOE=LET

$ rhc ssh <v2_application_name>

$ mysqgldump --skip-lock-tables -h SOPENSHIFT_MYSQL_DB_HOST -P
${OPENSHIFT_MYSQL_DB_PORT:-3306} -u ${OPENSHIFT_MYSQL_DB_USERNAME -
'admin’} \

--password="$OPENSHIFT_MYSQL_DB_PASSWORD" --all-databases > ~/app-
root/data/all.sql

$ exit

2. dbdump ZO—AILT I VICF¥ o vO—RLET,

$ mkdir mysgldumpdir
$ rhc scp -a <v2_application_name> download mysqldumpdir app-root/data/all.sql

3. T 7L — bH 5 v3 mysql-persistent Pod % ERR L £ 9,
$ oc new-app mysqgl-persistent -p \
MYSQL_USER=<your_V2_mysqgl_username> -p \

MYSQL_PASSWORD=<your_v2_mysql_password> -p MYSQL_DATABASE=
<your_v2_database_name>

4. Pod DEAERENITETCVWEINE >N ZHERLET,
I $ oc get pods
5 Pod DETHIC, T—IR—ZADT7—HAT774)L% v3MySQLPod ICOAE—L XY,

I $ oc rsync /local/mysgldumpdir <mysqgl_pod_names>:/var/lib/mysql/data



BeE 7SV r—a v 0BT

6. V3DERITHDPod IC, T—INR—R%=ETLET,

$ oc rsh <mysql_pod>

$ cd /var/lib/mysql/data/mysgldumpdir
V3 TlE, T—9R—REETTZICE. root T—H—& LT MySQLICT IV ERT H2MENDH
YEYd,

v2 Tld., $OPENSHIFT_MYSQL_DB_USERNAME (C (327 — 4 R—R IR T 2 T2 AERD
HYF LT, V3BT, ¥ERET—IRXR—RZTEIC$MYSQL_USER (CEIY HTH2HENHY F
_a—o

$ mysql -u root
$ source all.sql

<dbname> D § R TDHER % <your_v2_username>@localhost ICE|Y H{TTH S, #ER%E 7
SvyvalZfEd,

7. Pod WSV FFa Ly M) —%HIBKRLET,

I $ cd ../; rm -rf /var/lib/mysql/data/mysqldumpdir

HR— bR D MySQL FRIEEH

\

v3

OPENSHIFT_MYSQL_DB_HOST [service_name]_SERVICE_HOST
OPENSHIFT_MYSQL_DB_PORT [service_name]_SERVICE_PORT
OPENSHIFT_MYSQL_DB_USERNAME MYSQL_USER
OPENSHIFT_MYSQL_DB_PASSWORD MYSQL_PASSWORD

OPENSHIFT_MYSQL_DB_URL

OPENSHIFT_MYSQL_DB_LOG_DIR

OPENSHIFT_MYSQL_VERSION

OPENSHIFT_MYSQL_DIR

OPENSHIFT_MYSQL_DB_SOCKET

OPENSHIFT_MYSQL_IDENT

OPENSHIFT_MYSQL_AIO MYSQL_AIO

OPENSHIFT_MYSQL_MAX_ALLOWED_PACK MYSQL_MAX_ALLOWED_PACKET

ET
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v2 v3
OPENSHIFT_MYSQL_TABLE_OPEN_CACHE MYSQL_TABLE_OPEN_CACHE
OPENSHIFT_MYSQL_SORT_BUFFER_SIZE MYSQL_SORT_BUFFER_SIZE

OPENSHIFT_MYSQL_LOWER_CASE TABLE MYSQL_LOWER_CASE_TABLE_NAMES
_NAMES

OPENSHIFT_MYSQL_MAX_CONNECTIONS  MYSQL_MAX_CONNECTIONS
OPENSHIFT_MYSQL_FT_MIN_WORD_LEN MYSQL_FT_MIN_WORD_LEN
OPENSHIFT_MYSQL_FT_MAX_WORD LEN  MYSQL_FT_MAX_WORD_LEN

OPENSHIFT_MYSQL_DEFAULT_STORAGE_
ENGINE

OPENSHIFT_MYSQL_TIMEZONE
MYSQL_DATABASE
MYSQL_ROOT_PASSWORD
MYSQL_MASTER_USER

MYSQL_MASTER_PASSWORD

6.2.4. PostgreSQL
1. FT7H 5 v2PostgreSQL T—FR—R& N I Ty FLET,
$ rhc ssh -a <v2-application_name>

$ mkdir ~/app-root/data/tmp
$ pg_dump <database_name> | gzip > ~/app-root/data/tmp/<database_name>.gz

2. A=A Vil N"v o7y To74)VRBEALET,

$ rhe scp -a <v2_application_name> download <local_dest> app-root/data/tmp/<db-
name>.gz
$ gzip -d <database-name>.gz

' y 13!
. FIE4E@EBDT AT =N I Ty T I 74V EREFELET,

3 FHHRY—EREERTBLODVRT TV r—23avD7—9R—2%F, 1—H%F—F, 27—
K%&{EH L T PostgreSQL Y —E X&KL £ 7,
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$ oc new-app postgresql-persistent -p POSTGRESQL_DATABASE=dbname -p
POSTGRESQL_PASSWORD=password -p POSTGRESQL_USER=username

4. Pod DFEREFENATETVENE DN ZHRLET,
I $ oc get pods
5 Pod Z#RTHIC. NI T7vTT4L I KN)—%Pod ICRAHAL ZFT,
I $ oc rsync /local/path/to/dir <postgresql_pod_name>:/var/lib/pgsql/data
6. PodIC)E—FDBLT7IEALET,
I $ oc rsh <pod_name>
7. T—INR—REE/ITLET,
I psql dbname < /var/lib/pgsql/data/<database_backup_file>
8. MWEDBRL BTN ITY T I 74NV ETRTHRLETS,
I $ rm /var/lib/pgsqgl/data/<database-backup-file>

HR— M RRD PostgreSQL IREZEH

\7 v3
OPENSHIFT_POSTGRESQL_DB_HOST [service_name]_SERVICE_HOST
OPENSHIFT_POSTGRESQL_DB_PORT [service_name]_SERVICE_PORT

OPENSHIFT_POSTGRESQL_DB_USERNAME POSTGRESQL_USER

OPENSHIFT_POSTGRESQL_DB_PASSWOR POSTGRESQL_PASSWORD
D

OPENSHIFT_POSTGRESQL_DB_LOG_DIR

OPENSHIFT_POSTGRESQL_DB_PID

OPENSHIFT_POSTGRESQL_DB_SOCKET_DI
R

OPENSHIFT_POSTGRESQL_DB_URL

OPENSHIFT_POSTGRESQL_VERSION

OPENSHIFT_POSTGRESQL_SHARED_BUFF
ERS
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v2 v3

OPENSHIFT_POSTGRESQL_MAX_CONNECT
IONS

OPENSHIFT_POSTGRESQL_MAX_PREPARE
D_TRANSACTIONS

OPENSHIFT_POSTGRESQL_DATESTYLE
OPENSHIFT_POSTGRESQL_LOCALE
OPENSHIFT_POSTGRESQL_CONFIG
OPENSHIFT_POSTGRESQL_SSL_ENABLED

POSTGRESQL_DATABASE

POSTGRESQL_ADMIN_PASSWORD

6.2.5. MongoDB
)z 6
® OpenShift v3 M3z5E: MongoDB & T )L/X—23 > 326

® OpenShift v2 M1ZE: MongoDB & T)b/N—2 3> 249
L. sshav Y REFALT, 27TV IT5r—yavIilVE—MIST7I9ERALET,
I $ rhc ssh <v2_application_name>

2. -d <database_name> -c <collections> TE—DF—4% XR—X % FE L T. mongodump %%
TLET, TOFTavdiRne, T—IR—ZABIRTYVTINET, E8T—FIX—2R
. HMBOTA LY M) —IZY Y TINET,

$ mongodump -h SOPENSHIFT_MONGODB_DB_HOST -0 app-root/repo/mydbdump -u
'‘admin' -p SOPENSHIFT_MONGODB_DB_PASSWORD

$ cd app-root/repo/mydbdump/<database_name>; tar -cvzf doname.tar.gz

$ exit

3. dbdump % mongodump 74 LV N)—DO—AITIVIl¥ o7 vO—RLET,

$ mkdir mongodump
$ rhc scp -a <v2 appname> download mongodump \
app-root/repo/mydbdump/<dbname>/dbname.tar.gz

4. v3 T MongoDBPod #EfTL &7, &FTDA X — (3.2.6) IZIE mongo-tools A& FNALD
T. mongorestore ¥ 7= (& mongoimport A< > R%&{FEHT 5ICIE. 77 )L h D mongodb-
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persistent 7~ 7L — M Z#E% L T. mongo-tools, “mongodb:2.4” #EL 1 A —T ¥ J %315
ELET, 2D, UTDocexport A¥ Y RAEFAL T, ETHIEIPVETT,

I $ oc export template mongodb-persistent -n openshift -o json > mongodb-24persistent.json

mongodb-24persistent.json M L80 Z#w&E L £9, mongodb:latest (& mongodb:2.4 IC&E =
ZTLEI W,

$ oc new-app --template=mongodb-persistent -n <project-name-that-template-was-created-

in>\
MONGODB_USER=user_from_v2_app -p \
MONGODB_PASSWORD=password_from_v2_db -p \
MONGODB_DATABASE=v2_dbname -p \
MONGODB_ADMIN_PASSWORD=password_from_v2_db

$ oc get pods

5. mongodb Pod DEITHIZ, T—IXR—ADT7—H4A 77 74)L% v3MongoDB Pod ICOE—
LET,

$ oc rsync local/path/to/mongodump <mongodb_pod_name>:/var/lib/mongodb/data
$ oc rsh <mongodb_pod>

6. MongoDBPod T, LT 2& T — 9 R—RILDVWTUTFTEEFTLET,

$ cd /var/lib/mongodb/data/mongodump

$ tar -xzvf dbname.tar.gz

$ mongorestore -u SMONGODB_USER -p $SMONGODB_PASSWORD -d doname -v
/var/lib/mongodb/data/mongodump

7. FoHR—ANERI NN E I DERBLET.

$ mongo admin -u SMONGODB_USER -p $SMONGODB_ADMIN_PASSWORD
$ use dbname

$ show collections

$ exit

8. Pod 5 mongodump 74 L7 M) —%HIRRL F 7,

I $ rm -rf /var/lib/mongodb/data/mongodump

HR— bR D MongoDB IRIEEH

v2 v3
OPENSHIFT_MONGODB_DB_HOST [service_name]_SERVICE_HOST
OPENSHIFT_MONGODB_DB_PORT [service_name]_SERVICE_PORT
OPENSHIFT_MONGODB_DB_USERNAME MONGODB_USER
OPENSHIFT_MONGODB_DB_PASSWORD MONGODB_PASSWORD
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\

v3

OPENSHIFT_MONGODB_DB_URL

OPENSHIFT_MONGODB_DB_LOG_DIR

MONGODB_DATABASE

MONGODB_ADMIN_PASSWORD

MONGODB_NOPREALLOC

MONGODB_SMALLFILES

MONGODB_QUIET

MONGODB_REPLICA_NAME

MONGODB_KEYFILE_VALUE

63.WEB 7L —LD—9F7 ) r— 30T

6.3.1. &

LLFD hEY U TlE. Python, Ruby. PHP. Perl. Nodejs. WordPress. Ghost. JBoss EAP. JBoss
WS (Tomcat) & & U Wildfly 10 (JBoss AS) D Web 7 L —LT—42 7 1) sr—< 3 > % OpenShift
version 2 (v2) 5 OpenShift version 3 (v3) ICB1T 9 2 AR AR L E 7.

6.3.2. Python

1.

58

FLWGItHUb YRV M) —%RELT, ZDVARIN) =Y E—F DTS VFELTHRE
OO—AILV2Git YR M) —ITEBIMLEF T,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>.git
A—ALDV2Y—RA—RZHFRYRI N —ICT v 22 LET,
I $ git push -u <remote-name> master

setup.py. wsgi.py. requirements.txt 5LV etc REDEZER T 74 ILDTRTHRY R
M)—IZTy>aIhTWa I eamRBLES,

o U= avIIRERNRYF—IDBTART requirements.txt ICEFNTWDE Z &% FE
RLET.

oc AV Y REMALT, ENT—A A= EY—R0— RHSHRD Python 7 7Y 4 — 3
vERELEY,



$ oc new-app --strategy=source
python:3.3~https://github.com/<github-id>/<repo-name> --name=<app-name> -e
<ENV_VAR_NAME>=<env_var_value>

HYR— FRFRD Python /18— 3 >

v2 v3

Python: 2.6, 2.7, 3.3 HR—IMFHROAVTFF—A A=
Django Django-psql-example (quickstart)
6.3.3. Ruby

L HLWGtHb VARV M) —%BELT, ZOYRIN)—BYE—MNDTSVFELTRAE
OAO—AILV2Git YR M) —ITEBIMLEF T,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>.git
2. B—ANDV2Y—RA—REFRYRI MY —ICT v a2 LET,
I $ git push -u <remote-name> master

3. Gemfile B2 <, Bffiftrack 77NV r—2 a3 v AaEFTLTWBEBAICIE. 20D Gemfile 774
IEY—DrooticAE—LZEX T,

I https://github.com/sclorg/ruby-ex/blob/master/Gemfile

pa

Ruby 2.0 "4 7R— k9" % rack gem DRF/N— 3 V13164 TH B 7=,
Gemfile % gem 'rack’, “1.6.4” ICEE I 2MELNHY XY,

Ruby 2.2 LABEDIBE L. rack gem 2.0 UEAFERL T EI L,

4, oc ARV REFAHALT, ENY—A A=V Y —AO—RKHhSFHHRORby 7T 5r—> 3>
=Rl Ed,

$ oc new-app --strategy=source
ruby:2.0~https://github.com/<github-id>/<repo-namex>.git

HR— M RD Ruby X—T 3>

v2 v3
Ruby:1.8,1.9,2.0 PR—IMRROIVTF—A X =
Ruby on Rails: 3, 4 Rails-postgresql-example (quickstart)
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v2 v3

Sinatra

6.3.4. PHP

L HLWGtHb VARV M) —ABELT, ZOYRIN)—ZBYE—-—MNDTSVFELTRAE
OAO—AILV2Git YR M) —ITEBIMLEF T,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>
2. B—ANDV2Y—RA—REFRVRI MY —ICT v LET,
I $ git push -u <remote-name> master

3.0cdV Y REFALT, EINF—AAXA—VEY—ROA—RHOSHFHROPHP 7Y r— 3y
=RHLET,

$ oc new-app https://github.com/<github-id>/<repo-name>.git
--name=<app-name> -e <ENV_VAR_NAME>=<env_var_value>

HYR— MRHRO PHP /X—T 3>

v2 v3
PHP:5.3,5.4 HR—MRROAVTF—A X =
PHP 5.4 with Zend Server 6.1

Codelgniter 2
HHVM

Laravel 5.0

cakephp-mysql-example (quickstart)

6.3.5. Perl

L HLWGItHb VARV M) —ABELT, ZOYRIN)—ZBYE—MNDTSVFELTRAE
OAO—AILV2Git YR M) —ITEBIMLEF T,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>
2. A—A)DV2Y—RA—REFHRIRI M) —IL Ty LET,

I $ git push -u <remote-name> master
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BEE TSV r—>a v OBAT

3 A—ANLDGtYRI M) —%Z{/ELT, EEEZT7 Y TAMN)—LIZTYy>2 LT v3BEDE
BitEERELI T,

a. v2 Tl&. CPAN £ a2 —)LIE .openshift/cpan.txt ICHY T, v3 Tld, s2i EIL Y —
&, V—2DI—KF 1LY M) —T cpanfile EVWIZFID 7 71 ILERRLE T,

$ cd <local-git-repository>
$ mv .openshift/cpan.txt cpanfile

cpanfile DEANETFTELZDT, ThaRELET,

cpanfile DR cpan.txt DR

‘cpan:mod’ HNIHE cpan:mod
requires ‘Dancer’; Dancer
requires 'YAML'; YAML

b. .openshift 71 L2 M) —%HIBRLZ T,

pa )

v3 Tld, action_hooks 8L W cron ¥ RV IFAL LD ICHR—r I FH
Ao FEMIERIZ. T70varvovy] #BBLTLLEIL,

-

4, oc AV YV REFALT, EINY—AX—VEY—RO—RDOSHBEOPerl 7Y r—>ay
=RHLET,

I $ oc new-app https://github.com/<github-id>/<repo-name>.git
HYR— kW RD Perl R—T 3>
v2 v3
Perl: 5.10 BR—IMHROAVFTFF—A A=Y

Dancer-mysql-example (quickstart)

6.3.6. Node.js

LHLWGtHb VARV M) —ABELT, ZOYRIN)—BYE—MNDTSVFELTRAE
OO—HILGit YR N —ITEMLZET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>
2. A—A)DV2Y—RA—REFHRIRI M) —IL Ty LET,

I $ git push -u <remote-name> master
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3 A—ANLDGtYRI M) —%{/ELT, EEEZT7 Y TRAM)—LIZTYy>a2 LT vBEDE
BitEERELI T,

a. .openshift 71 L7 M) —%ZHIBRL £,

pa 3

v3 Tld, action_hooks 8L W cron ¥ RV IEAL LD ICHR—KrINFH
Ao SEMIBERIZ. T70varvov o] #BRBLTLEIL,

b. serverjs ZiREL 7,

® | 116 server.js: 'self.app = express();'
® | 25 server.js: self.ipaddress ='0.0.0.0';

® | 26 server.s: self.port = 8080;

C oaE
Lines(L) IEV2 Ai— K v I D serverjs OB INE T,

4. 0c ARV Y REFALT, ENY—A X—=TEY—RO—RKRHSFHIRD Nodejs 7 ) r— 3
vEREBLET,

$ oc new-app https://github.com/<github-id>/<repo-name>.git
--name=<app-name> -e <ENV_VAR_NAME>=<env_var_value>

HPR— b HRD Node.js /X—T 3 >

v2 v3

Node js 0.10 HR—MRROAVTFF—A X =Y

Nodejs-mongodb-example, DT A v 7 A& —k
TV 7L —NHMiE Nodejs/N\—Y 3> 6 DAY R—
FLET,

6.3.7. WordPress

BF

IBEESR T WordPress 7 74— a vDBTIRIAI 22T 14 —IC&L DY R— MDA T,
Redhat DY R—KMEIHY FH A,

WordPress 77 7' !) ¥ —< 3 > @ OpenShift Container Platform v3 AND&BTICET 215 4.
[OpenShift 707 ] #8R LT EIL,

6.3.8. Ghost
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BF

WEERTGhost 7 7N r—o 3 vDBTIE0Ia=27 14 —IlLDHR—MDHT, Red
hat DY R—MEHY T A,

Ghost 7 71) r—< 3 > @ OpenShift Container Platform v3 AD&TICET 215 I&. [OpenShift 7
071 #8RLTEIN,

6.3.9. JBoss EAP

L HLWGItHb VARV M) —ABELT, ZOYRIN)—ZBYE—-—MNDTSVFELTRAE
OO—HILGit YR N —ITEMLZET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>
2. O—ANDV2Y—RA—REFRYRI MY —ICT v LET,
I $ git push -u <remote-name> master

3 URY M) —ICHERICEIL RIS war 7 7ML EFNHTUVWBIHEICIE. ThboZz )R b
)—®Droot7T4 LY MJ)—RDdeployments 71 L7 M) —ICESBENHY T,

4. JBossEAP 7 EJLH —A A —< (jboss-eap70-openshift) & GitHub M5DY — X D— R )R
N)—%FERLTHERT7 TV r—>a v EERLET,

$ oc new-app --strategy=source jboss-eap70-openshift:1.6~https://github.com/<github-
id>/<repo-name>.qgit

6.3.10. JBoss WS (Tomcat)

LHLWGtHb VARV M) —%BELT, ZOYRIN)—BYE—MNDTSVFELTRAE
OO—HILGit YR N —ITEMLZET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>
2. B—ANDV2Y—RA—REFRYRI MY —ICT v LET,
I $ git push -u <remote-name> master

3 URY M) —ICHERHICEIL RIS war 7 7ML EFNTUVWBIHEICIE. ThboZz )R b
)—®Droot7T4 L2 MJ)—RDdeployments 71 L7 M) —IZESBENHY T,

4. JBoss Web Server 3 (Tomcat7) EJLY —A X — (jboss-webserver30-tomcat7) & GitHub 7
5QY—RA—RKRYRI M) —%FRALTHFRT7 TV r—>avaERLETS,

$ oc new-app --strategy=source
jooss-webserver30-tomcat7-openshift~https://github.com/<github-id>/<repo-name>.git
--name=<app-name> -e <ENV_VAR_NAME>=<env_var_value>

6.3.11. JBoss AS (Wildfly 10)
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L HLWGtHb VARV M) —%BELT, ZOYRIN)—BY)E—MNDTSVFELTRAE
DOO—HILGit YR N —ITEMLZET,

I $ git remote add <remote-name> https://github.com/<github-id>/<repo-name>
2. B—ANDV2Y—RA—REFRYRI MY —ICT v LET,
I $ git push -u <remote-name> master

3. A—ALDGItYRI N —ARELT, EEET7YTARN)—=ALILTy> a2 L TV3EDHE
MHEEELET,

a. .openshift 71 L7 M) —%HIBRL £,

pa )

v3 Tl&, action_hooks 8L W cron ¥ RV IFAL LD ICHR—r I FH
Ao FEMIERIZ. T70varvov ] #BBLTLEIL,

b. deployments 74 L2 Y —%Y—RYRI M) —Droot ICEMLET, warZ7 74/
% Z® ldeployments] 74 L7 M) —ICRBEILZET,

4, oc ARV REFALT, ENY—AX—=TEY—RO—RKHSFHRD Wildfly 7 7)) r—> 3
vERELET,

$ oc new-app https://github.com/<github-id>/<repo-name>.git
--image-stream="openshift/wildfly:10.0" --name=<app-name> -e
<ENV_VAR_NAME>=<env_var_value>

Pz -
Bl --name X7 SNV 5= a VEEIRET B7HDF T a3 vDBIHTT, &

7=. -e | OPENSHIFT_PYTHON_DIR 2 & D EIL R»F7O4 x> MO R
CRERREEREBINT 272004 T3 v DBI8TY,

6.3.12. H7IR— MR D JBoss /X —2 3

v2 v3

JBoss App Server 7

Tomcat 6 (JBoss EWS 1.0) HR— MNERDIVTF—A XA —
Tomcat 7 (JBoss EWS 2.0) HR— MOV TF—A X —
Vert.x 2.1

WildFly App Server 10

WildFly App Server 8.2.1.Final
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WildFly App Server 9

CapeDwarf
JBoss Data Virtualization 6 HR—MRROAVTF—A A=
JBoss Enterprise App Platform (EAP) 6 HR—IMRROAVTF—A A=

JBoss Unified Push Server 1.0.0.Betal, Beta2

JBoss BPM Suite HR—IMEROIVTFF—A X =

JBoss BRMS PR—IMFROAVFTF—A X =
jboss-eap70-openshift: 1.3-Beta
eap64-https-s2i
eap64-mongodb-persistent-s2i
eap64-mysql-persistent-s2i

eap64-psql-persistent-s2i

6.4. 71405 — kDA

6.4.1. HE
V2IAYDRI—IDBNVI VA Y I RY— MADOBEBERBITNRZAEHY FHAD. v3 TRHEUTDY
AV I2R9— L E2FATEET, 7T—IR—REECT7 TV r—2a v H 35EICI1E. oc new-app
TT7 )=y avEERLTHLE, £ —E oc new-app 21T L THDT—IR—IAH—ER %2
L., INS 202 HBOREZHAFEAL T VI 95DTEHARL, UTFTOWThrAFERAL, V—
ZA—RESL GitHb YRI RN —=DS YV I LTIV T—23 v eT—9R—R%5—EILA VR
4 2L TEZE T, oc gettemplates -n openshift CHIEREELRT Y L —MEFTRTRRTEIEN
TEEY,
® CakePHP MySQL https://github.com/sclorg/cakephp-ex
o F 7L — b:cakephp-mysql-example
® Node.js MongoDB https://github.com/sclorg/nodejs-ex
o F 7L — b:nodejs-mongodb-example

® Django PosgreSQL https://github.com/sclorg/django-ex

o F 7L — b:django-psql-example
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® Dancer MySQL https://github.com/sclorg/dancer-ex
o F 7L — b:dancer-mysgl-example
® Rails PostgreSQL https://github.com/sclorg/rails-ex

o F Y7L — b:rails-postgresql-example

6.42. 77—/ 70—

LEDTFUTL—HMURLDOWTIMNIT L T gitclone #O0—AILTERITLEST, 7TV Ir—2arn
Y—22d—K#&EML, AIvy hL, GitHib YR M) —=iICTv>alLTh b, EREBOFVYTL—
DVWTNDTVIIAVIRIY—RT T 5= a3 v aRBFLET,

L 77)5r—2avEDGitHbb VR M) —&ERLET,

2. 94y 9RI—hFovTL—bDoO—V%EKRLT. GitHub Y RY MY —%JE—FELT
EBmMLET,

$ git clone <one-of-the-template-URLs-listed-above>

$ cd <your local git repository>

$ git remote add upstream <https://github.com/<git-id>/<quickstart-repo>.git>
$ git push -u upstream master

3. YV—ZXOA—KR%ZGitHub ICOIvy hL., Tv>alLZFT,
$ cd <your local repository>

$ git commit -am “added code for my app”
$ git push origin master

4 V3THRT7Z IV r—avaEmlLEzT.

$ oc new-app --template=<template> \

-p SOURCE_REPOSITORY_URL=<https://github.com/<git-id>/<quickstart_repo>.git>\
-p DATABASE_USER=<your_db_user>\

-p DATABASE_NAME=<your_db_name>\

-p DATABASE_PASSWORD=<your_db_password> \

-p DATABASE_ADMIN_PASSWORD=<your_db_admin_password> ﬂ

ﬂ MongoDB ICDAFEH L F T,

web 7L —LT—Y Pod ET—9R—ZAPod D2 DD Pod "EFTINFT, Web 7 L—L4A

7 —72 Pod®RiElIZ, T—9R—APodERIBEE—HBLTWVWSITTTY, BREZHIL. oc setenv
pod/<pod_name> --list C—EXRRTCEXE T,

e DATABASE_NAME (& <DB_SERVICE>_DATABASE IC73Y £9,

e DATABASE_USER (& <DB_SERVICE>_USER [Z7%2Y) £,

e DATABASE_PASSWORDI(4 <DB_SERVICE> PASSWORD (Z7%Y) £ 9,

e DATABASE_ADMIN_PASSWORD (& MONGODB_ADMIN_PASSWORD (Z72Y) £ 9
(MongoDB DA ICEZE L £ ),
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SOURCE_REPOSITORY_URL AMfEEINTWARWGEAR., Y7L —MIV—XYKRI b
1) —& LTLEEDT Y 7L — K~ URL (https://github.com/openshift/<quickstart>-ex) %
FAL T, hello-welcome 7 7)) r—>avhEslL £9,

5. F—IR—ZEBTTIHEAR. F—IR—2REFVTI 74TV ZAK—F LT, HLL
V3T —FR—RPod ILTF—9R—REB/TLES, [F—9R—2RF7FUr—2 3] I8

BOFIEEZSRBLTLEIV, EL, T—9X—ZPod ET TICEITHTH 78, oc
new-app DFIRIFEIE L T LI W,

6.5. R T UL —> a3 v ELIERENT 704 (Cl/CD)

6.5.1. &

LIF®D kEY 2 TlE, OpenShift /83— 3 > 2 (v2) & OpenShift /N\— 3 > 3 (v3) B D#GH A > T
TJL—2avBLUOTFTOA4 AV MN(CYCD) T T T—a v DEERE, ThoDT7 FYr—>ay
EVIRIBICBITI 2 A E%HRALET.

6.5.2. Jenkins

Jenkins 77U r—>avid, 7—FF U F v+ —DRAKLEWICE Y OpenShift /N—U 3> 2 (v2) &
OpenShift /X\—2 3 Y 3 (v3) TIRERZAETHREINE T, L&A v2TRER7FYr—ravid
FTPTHRARNINZHEEDOGt VR M) —%2FALTY—RO—FE2REFLEFT, v3TIE. V—2
O— RiZ Pod DAETEHERA NINZNRTY v I FIETSAR=KGit YRI M) —ICBINET,

X 5T OpenShift v3 Tlk, Jenkins ¥ a 7id, YV—RO—RKOZEBELIF TR, V—ROA—REHIIT
TV5—2avaENRTZEDIERINDA A—VDERTH S ImageStream DEFICL>TEH
NUH—INFET, TDRDH, vBTH LW Jenkins 7 7Y r—> 3 VR L TH S, OpenShift v3
BEICGELABRETCY a2 ERLEL TJenkins 77N —> a Vv AFETRITTAIEAHELE
ER

Jenkins 7 7N —> a3 v DER. ¥ 3 TOHRE. Jenkins TS5 T4 VDELWMEROAERICEET 55
HMiZ, UTFTDYY—RAESBLTLEIWL,

® https:;//github.com/openshift/origin/blob/master/examples/jenkins/README.md
® https://github.com/openshift/jenkins-plugin/blob/master/README.md

® https:;//github.com/openshift/origin/blob/master/examples/sample-app/README.md
6.6. WEBHOOK 8L U7V >arv7T7 vy

6.6.1. &

LLFD MEY U TlE, OpenShift /8—2 3> 2 (v2) & OpenShift /Xx—< 3 > 3 (v3) A D webhook & 7
92avI7v I DEERE, INSOT7 TNV r—2a VDO V3REANDBITHEICDOWTHALET,

6.6.2. Webhook
1. GitHub 1) /R k1) —H 5 BuildConfig %= ER L 7211, L TFE2EITLE T,
I $ oc describe bc/<name-of-your-BuildConfig>

UFDLSI1C, EEBDOIT Y RIX webhook GitHub URL ZH A L F 9,
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<https://api.starter-us-east-

1.0openshift.com:443/oapi/vi/namespaces/nsname/buildconfigs/bcname/webhooks/secret/githuk
>.

2. GitHub D Web OV —JLHh 56, TOURL Z GitHub ICHY h 7Y RR—=A ML FT,

3. GitHub Y RY K1) —T, Settings = Webhooks & Servicesh* 5 Add Webhook % i#1R L £
ER

4. Payload URL 7 1 —JL RIZ, (LB &RERD)URL DEAZYMITET,
5. Content Type % application/json IZRZEL £,
6. Addwebhook #27 Jv o LX Y,

webhook DFRENERICTET Ll &% GitHub DX v E—IUARRINE T,

INTEEAGitHb VRIS M) —IZ Ty 2oad3CICHELVWEIIL RABEMICEEIL., EIL RITK
WyaEHmLWT IO XY MAEEILET,

R

TTNVr—avEBIRFLIBERT 2BEICI1E. GitHub @ Payload URL 7 1 —Jb
K % BuildConfig webhook url TE#H$ 2 EHLHY £,

6.63.7903avIvy

OpenShift /A—< 3 > 2 (v2) Tld. .openshift/action_hooks 74 L & b ') —IC build. deploy.
post_deploy & & U pre_build 2 7 1) 7~ 7z |4 action_hooks NEAINE T, v3IZIFIhoDR V) T
MIRBT 2101 OEET Y EV JIEHY FEAD, v3DS21Y—IL IZIE B RY LEEERR YY) T
M AIBEDURL FLIEFV—RAYRI MY —D S2i/binTa LI MN)—IBMTBAToarvsrdhyx
EP

OpenShift /A= 3 Y 3 (v3) IZIE, A X—YHEILRLTHALLIY RN —IZTY 219§ 5FETDA

A=V DEANLT A MERERITT D post-buildhook BHBY EFT, T 7OA AV NIy 2 (ZF7OA X
Y MEBRTHREINET,

v2 Tl&., BE action_hooks IZRIBELEHARET D/-HDICFRAINE T, v2 Tk, BETHILULTOD L
INEINZRELXHY FT,

I $ oc new-app <source-url> -e ENV_VAR=env_var

F7zE

I $ oc new-app <template-name> -p ENV_VAR=env_var
Flld. UTZEA L TREEHZEML, EEITZIENTEIY,

$ oc set env dc/<name-of-dc>
ENV_VAR1=env_var1 ENV_VAR2=env_var2’

6.7.S21 Y —I)b
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/creating_images/#s2i-scripts

BeE 7SV r—a v 0BT

6.7.1. BI =&

Source-to-lmage (S2I) W —ILid, 77U —23vDY—ROA—REIVTF—A *A—=JILHEALE
T, RIRERME LT, EVIT—A A=V EEIREADY —XD— RHPMMAEFNLRITEBOTE
AVTF—AA=IUDHEIERINE T, S21Y —JLik, OpenShift Container Platform A% < T
B, URIY MY —=DE, A—ALIIVICA VA R—ILTEET,

S21'Y — L&, OpenShift Container Platform TERT 28IICT TV r—aveM A—Y%20—Al
TTAML, MEET 72D DIEREICENRY—ILTT,

6.72. AT FT—A4 A= DIERK

L 77V r—=2avIilhBREILY —A A=V 5EELE T, RedHat i&, Python. Ruby.
Perl. PHP &' Nodejs M EBBDEZEDENY —A A=V BHIRHLTWET, b A
A—=VIF JI2=2F4—AR—ZAHSIBTEET,

2. S21E, Gt YARY N —FAIEA—ANLD T 7AINYRATLDY —RAA— RS A X—=VUkE
IWRTEFET, ENY—AA—VBELCY—RA—KIASHLWAVYFTFF—A A=V EEINR
TBICIE. UTFEETLET,

I $ s2i build <source-location> <builder-image-name> <output-image-name>

R

<source-location> (CIE Git Y R M) —DURL, F/lZA—AILT 71l
ATLDY—ZRA—=—ROT1 LI M) —DWVWITNHOEIRETEET,

3. Docker T—EYTEINRLIEZA A=V FTARMNLET,

$ docker run -d --name <new-name> -p <port-number>:<port-number> <output-image-
name>
$ curl localhost:<port-number>

4. FILWA X =T %OpenShiftL Y A M) —IC Ty aLET,

5 0c XY REFEAL T, OpenShift LY AR —DA XA=IUDSHBT7 ) r—> a3 v EER
L/i-a—o

I $ oc new-app <image-name>

6.8. T R—hMAA R

6.8.1. &

LF®D kEY 2 TlE, OpenShift /83— 3> 2 (v2) & U OpenShift /83— 3 > 3 (v3) THR— bt
RDEE. 7L—LT—9, T—IR=—Z, YI—H—IIDOVWTHBALZE T,

OpenShift Container Platform D 8 &&MNMERA T 2 — KM AHAEHLEICE T 21EHRIE.  [OpenShift
Container Platform tested integrations] ZZSR LTI,

6.82. T R—KINTWVWET—HIXR—2
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#using-images-s2i-images-index
https://github.com/openshift/source-to-image#installation
https://github.com/sclorg?query=s2i
https://github.com/openshift-s2i
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#access-pushing-and-pulling-images
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OpenShift Container Platform 3.9 BFF& 1 K

F—=IR=2ATIN)5—2a3avDREYID HR—FREDT—IR—2] U avaESEBELTL
IV,

6.8.3. Y R— hN5&&
e PHP
® Python
® Perl
® Node,s
® Ruby

® JBoss/xPaaS

6.84. Y R— hWHRDTL—LT—7
K1Y R— FRROTL—LT—2

v2 v3

Jenkins H—/X— jenkins-persistent
Drupal 7

Ghost 0.7.5

WordPress 4

Ceylon

Go

MEAN

6.85. Y R— hWROY—H—

6.2 Python

v2 v3

pip_install )RY K1) —IC requirements.txt & F N BIHEIC
&, T 724 NTpip AFVUCHINET, FFNT
WRWSEICpip XFERAIhFHEA.

#6.3 Ruby
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../../dev_guide/migrating_applications/web_framework_applications.xml#dev-guide-migrating-web-framework-applications-supported-Node.js-versions

v2 v3

disable_asset_compilation Znid, buildconfig A NS TV —EET
DISABLE_ASSET COMPILATION IRIEZ# %
true ICRET D EFEATEET,

6.4 Perl
v2 v3
enable_cpan_tests Znik, EJLK5%E ©ENABLE_CPAN_TEST &
BEH % true ICRETHERTTEEY,
6.5 PHP
v2 v3
use_composer V—RYRIMN)—DrootT4 LI M)—IC
composer.json A ENBIFHIC. IVR—HF—N
BICERAINZET,
6.6 Node.js
v2 v3
NODEJS_VERSION ZEAL
use_npm 7)) =2 avoiEEicis, DEV_MODE #'true

ICEREINTWVWAWRY npm AEICERINE T,
true ICERE XN TWAWEBEICIE nodemon AME
Ihxd,

5%6.7 JBoss EAP, JBoss WS, WildFly

v2 v3

enable_debugging IDATvavig, TTAOAA Y MNERETHREIN
%5 ENABLE_JPDA IBREZHICEAERESTHIET
HEL XTI,

skip_maven_build pom.xml H'% 2B EICIE. maven ARTINF T,

java7 ZEAL

java8 JavaEE I JDK8 = {FRA L £ 7,

5%6.8 Jenkins

71


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#configuration
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\

enable_debugging

6.9 all

6.8.6. ¥ R— N RDIRITEE

72

\

force_clean_build

hot_deploy

enable_public_server_status

disable_auto_scaling

o MySQL
® MongoDB

® PostgreSQL

v3

ZEaL

v3

V3 ICIEAROBREAEHLNTLWE S, buildconfig
M noCache 7 1 —JLRICLY, avFF+—EI KIZ
L 2BRBOBRITM,BHMICETINE T, S21EIL
R Ti&. cleanbuild %<9 incremental 7 5 7l&5
7 A4 N Tfalse ICR>TWET,

Ruby. Python, Perl. PHP. Node,js

ZEaL

BRI —) VT RET 74 NTRERATZICA>TW
F9H. podauto-scaling THVICT B ENTEE
ER


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#ruby-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#python-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#perl-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#php-hot-deploy
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#nodejs-hot-deploying

F7EFa—MNYT7IL
B7EFa—-MNYTI

VAR E:2
LUF®D bEY 2 Tld, OpenShift Container Platform T7 7Y 4 —> a v BHEIE I HEP. IFX
FREFBEIL—LT—JIIDOVWTEHBALET,

72949 9R9— DTV TL—h

7.21.8&

74 w9 A% — &, OpenShift Container Platform TR{T 9§57 7Y —>a v OEARNRY Y T
T, VAV IRI—MNEIIFIFAREEPIL—LT—IDEFhTHY., Y—ERDEY b, ENLL
NRESLVTTOM A Y MEERETHERIND T VT L—FTEEINTVWEY, ZOFV L —
M, BERAA—IPY—RYRIN)—%SRLT, 77Vs5—>avaEILRL, 7704 LE
ER

DAY DRI —NEERTZICE, TYTL—"oT7 TNV r5—2avaFRLEYT, EEENT TIC
INSDT Y L — k% OpenShift Container Platform 7 5 24 —IZ4 Y A =)L L TW B ATREMSEL B
YEFTH, TOHEITIE, Web AV Y =S IhEBEIGBRTEET, 7V L—bOT7 vy FO—
K. ERR. ZHRICETZERIE. 7V TL—PFDRFaXVFESRBLTLEIY,

DG4y PR —KNE, PTNVr—2arvDyY—AaA— K&V —RAYRIN)—5BRBLET, 7
AVYIRI—NEHRAIRA AT BITE, VRIS N)—%T+—O L. TV TL— DT T) r—
AVEERT BRI, TIANMDY—RYRI N —RETF—J LI)RIMN)—ICBEBRAE
T, ThICEY. RESNAEY Y TILOY —ZTIRARL, MEOY—XI—REFAL TEIL FHEFT
IhFEd, V-RYRIMN)—TIO—REFEHL. ILLWEILREZEELT, 7701377
T—YavTERENIRBINTWS I EEBRTEET,

722.Web 7L —LT7—0 04y RIY— DTV TL—Fb

UFDI4 vy 29— TlE, BEDIL—LT7—IUBLVERBOERT TV r—YavaR#ELE
-a—o

® CakePHP:PHP Web 7 L—A7—% (MySQL 7—49 R—X%&8T)
o FUTL—IDES
o Source repository
® Dancer:PerlWeb 7 L —AL7—7 (MySQL 7—49 RXR—2 % &)
o FUTL—IDES
o Source repository
® Django: Python Web 7 L —A7 —% (PostgreSQL T —4 R—A %= &T)
o FUTL—IDER
o Source repository
e NodeJS:NodeJSweb 7 7)) r—< 3~ (MongoDB ¥ —49 R—A %= &T)

o FVITL—MNDERE
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https://github.com/openshift/origin/tree/master/examples/quickstarts/cakephp-mysql.json
https://github.com/sclorg/cakephp-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/dancer-mysql.json
https://github.com/sclorg/dancer-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/django-postgresql.json
https://github.com/sclorg/django-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/nodejs-mongodb.json
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o Source repository
® Rails:Ruby Web 7 L —A 7 —7% (PostgreSQL 7— 49 X—2A & &)
o FVIL—MDER

o Source repository

7.3. RUBY ON RAILS

7.3.1. &

Ruby on Rails (& Ruby T I N/c—f&M A Web 7L —LT—9T9, AHA KTIE, OpenShift
Container Platform T® Rails 4 DEBICDWTERBALE 9,

DIk

==
[=]

Fa—K)T7I2E%EF v Y LT, OpenShift Container Platform T7 7)) & —

DaAVERTIBEDICBERIRTOFIEAHE TS s zm#HELEYS, M
BICEALZBEICIE. Fa—M)7IL2EEIRYIRY. £ —EBRBEICRIGELT
KEIW, FEFa—MNIT7NE ETBEAOFIEZHERL. T XTOFIEHIEL]
ICETINTWVWSR I E2HERTHDIKRIIBET,

AETIE, UTHHB &%ZaiRELTWVET,

® Ruby/Rails MEARHH

® Ruby2.0.0+, Rubygems., Bundler DO—AJLIZA VA R—ILINTN—=U 3>
® Git DEXRHH
® OpenShift Container Platform v3 {74 Y X4~V R

732.0—AILDT—9RF—aVEE

£ 9. OpenShift Container Platform @1 Y 24 VY ANRITINTH Y., FIATETH I E52®RALE

¥, OpenShift Container Platform Z &< & 5 HEICD W T, Tinstallation Methods] Z#88 L T

IV, ILIC, ocCLIZZAT Y EDNA VA M—=ILEINTHY, IV RAITY RIS T
VEATEBIEZWEBL. X =T RLABLUNRRT—F2EALTOVA VI 5BRICIhZ&EA
TITBLOIKLET,

7321 T —9R—ADH

Rails 7 7)o —>avREBEEICT—IR—REHAINE T, O—DILERDHBEIE. PostgreSQL
T—INR—REZERL TLEIW, PostgreSQL 7—9RXR—R&5A4 VA M—IVAETBICIE. LTFEA
HLEY,

I $ sudo yum install -y postgresqgl postgresql-server postgresql-devel
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https://github.com/sclorg/nodejs-ex
https://github.com/openshift/origin/tree/master/examples/quickstarts/rails-postgresql.json
https://github.com/sclorg/rails-ex
https://github.com/sclorg/mysql-container/tree/master/5.5
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#install-config-index
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cli_reference/#cli-reference-get-started-cli
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cli_reference/#basic-setup-and-login

F7EFa—MNYT7IL

RISC LTFDAYRY RTT—IR—REHPET 2HENHY T,
I $ sudo postgresqgl-setup initdb

ZMA< > RT/varllib/pgsql/data T« L 7 b ) —DMERIh, 2OT4 LI M) —IZT—9DPMRES
ni-a—o

UFEAALTT—9R—R%5RBEILET,

I $ sudo systemctl start postgresql.service

T—HAR=—ZADERTINEL, rails T—H—%EKLET,

I $ sudo -u postgres createuser -s rails

R L7ca—H—DNRARAT7— FRFERSINTVWRVWRICEE LTI,

733. 7 7)) r— 3V DEK

Rails 7 7)) r—>avaEOs5EIL KT 5ICIE, Railsgem 25%ICA VA N—ILTEZRENHY F
-a—o

$ gem install rails
Successfully installed rails-4.2.0
1 gem installed

Rails gem @41 ~ A b —JL#&IC, PostgreSQL #7—49XR—R & LTHRELTHRT7 SV r—>avs
ER L ZE T,

I $ rails new rails-app --database=postgresq|
RIS, HRT4 LI M) —ICBEILET,

I $ cd rails-app

TT)r—2 3N d TICH BIHEITIE pg (postgresql) gem ¥ Gemfile ICECEI N T W2 2 & % HESR
LEJ, BEINTLWARWEEICIE, gem %EH1L T Gemfile ##R5E L £ 9,

I gem 'pg'
ITRTOKEFERERZST Gemfiledlock AF7-ICEMT BICIE. UTFEETLEY,
I $ bundle install

pg gem T postgresql 7 — 9 X—XA & EHT 5 Z & DIEFHIC. config/database.yml A° postgresql 7
79 —%FERALTWR I EAERTI2UENHY FT,

config/database.yml 7 7 f )LD default €7 > 3 VEALUTO LD ICEHFH I 2L DICLTLEI W,

default: &default
adapter: postgresq|l
encoding: unicode
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pool: 5

host: localhost
username: rails
password:

TNV —2aVvDEAEBLIUVOTRAN T —IR—BEKT ZICIE. LLTFDrake I~¥ Y RAFERHLZE
_a—o

I $ rake db:create

Z N T PostgreSQL % —/3—I(C development & L U test T— 9 R—ZAHMERINZE T,

7.3.3.1. Welcome R— < DYERK

Rails 4 Tl&. ##HY7%: public/index.html R— Y NEREIRIZE TRUINQ KRS /D T, #FI root
R—IBERT D2RELNHY T,

welcome R—=VHHRIYTA XT3ICIE. UTDOFIEEZETTEZHEIHY ET,
e index7/¥avcavbhbo—S—a#EHRLET,
e welcome I hrO—5—index 79 >avdD Ea—R—IUEEHRLET,

o L7 avybO—5— & EBEa—EHIIFTUT—2 a3 vDroot R—IERHT S IL— b
HERRLE T,

Rails ICIZ. CNODUEBERFIEZIRTCETIZVRL—F9—DHYZET,
I $ rails generate controller welcome index

MERI7AIVIETRTERINIDT, configiroutes.tb 7 7 1 LD 2TEEZLUTD LD ILIRET S
EDHDVBEICRYET,

I root 'welcomet#tindex’
railsserver #X2TL T, R—IDPFHTEEHZEAHERELET,
I $ rails server

751 —T http://localhost:3000 ICEBE L TR—VYERRLTLEIV, TOR=IHPRRINA
WEEIE, H—N"—ICHAIN 207 28R L TT NNy J%&iT>TLREIV,

7.3.3.2. OpenShift Container Platform @7 7Y r—> 3 > D&%

7 7V r—< 3 ¥ & OpenShift Container Platform TE{TI N TW % PostgreSQL 7 — 49 R—2H—E
AEEBEIEBICIE. RIEZH 2#FEHT % &£ 5 IC config/database.yml @ default =7 > 3 > % iR&%
TEIMENHYFET, REZHIE, BOT—IR—RAY—ERDERFICERLETT,

" L 7= config/database.yml @ default £ 7 > 3 VICERIERFADEREANT D E. UTDLD
IKRRY XY,

<% user = ENV.key?("POSTGRESQL_ADMIN_PASSWORD") ? "root" :
ENV['POSTGRESQL_USER"] %>
<% password = ENV.key?("POSTGRESQL_ADMIN_PASSWORD") ?
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http://localhost:3000
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#postgresql-environment-variables

F7=EFa—M YT

ENV["POSTGRESQL_ADMIN_PASSWORD"] : ENV["POSTGRESQL_PASSWORD"] %>
<% db_service = ENV.fetch("DATABASE_SERVICE_NAME","").upcase %>

default: &default
adapter: postgresq|
encoding: unicode
# For details on connection pooling, see rails configuration guide
# http://guides.rubyonrails.org/configuring.html#database-pooling
pool: <%= ENV["POSTGRESQL_MAX_CONNECTIONS"] || 5 %>
username: <%= user %>
password: <%= password %>
host: <%= ENV["#{db_service}_SERVICE_HOST"] %>
port: <%= ENV["#{db_service}_SERVICE_PORT"] %>
database: <%= ENV["POSTGRESQL_DATABASE"] %>

BIRBR 7 74 IVORBEDY > FILIZDWTIL,  TRubyonRails 7 7)) r—< 3 v 0|
config/databaseyml] ZSMRR L T LI,

7.333. 77V H5— 30D Git NDRE

OpenShift ContainerPlatform(C & git A ETY, 41 YA M—IL L TWAWEHIEA VA b—ILT 200
ENHYET,

OpenShift Container Platform T7 U4 —>a % EI R T2ICIEEE. V—XOI—RKR%Egit YRY
MY —ICRGFETIVENHB72D. git BRWVIFEITIFA VA M—IL LTI,

Is-1aOT Y REEFTLT, Rails 77V —23vDF4A LI N —TCREETOTWAI E AL
F9, ATY ROHEAFLLTDL S ICY) £,

$ls -1

app

bin

config
config.ru

db

Gemfile
Gemfile.lock
lib

log

public
Rakefile
README.rdoc
test

tmp

vendor

Railsapp 74 L2 MY —TZhopav Y FEEFTLT, I—REHMBAELT, gitiCII v bLE
-a—o

$ git init
$ git add .
$ git commit -m "initial commit"

TV r—vavaEIAIy hLEL, YE—MDYRI N —ICT vy 29 20ErHY FT, I
&, GitHub 7hH oY b BRETYT, TOF7HIOVYRNTHFLWIRI M) —AERLET,
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https://github.com/sclorg/rails-ex
https://github.com/sclorg/rails-ex/blob/master/config/database.yml
http://git-scm.com/
http://git-scm.com/
https://github.com/join
https://help.github.com/articles/creating-a-new-repository/
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BFEVWDOGt)VRIMN)—%2SRIBYE-—FERELET,
I $ git remote add origin git@github.com:<namespace/repository-name>.git
RIS, PN r—>ava)E—MDgit YRY MY =TTy a2 LET,

I $ git push

7.3.4. 7 7Y) r—< 3 >~ @ OpenShift Container Platform ~®O 5 7’0 4

RubyonRails 7 7V —>3avaTF7O4$3IE. 77U S—2avBICHRO 7OV 7 M EER
L/i-a—o

I $ oc new-project rails-app --description="My Rails application" --display-name="Rails Application"
rails-app 70> =7 b OEKE. FHRTOY 2 D namespace ICEEMICYIUEZ SN E T,

OpenShift Container Platform AD7 7Y 4 —> 3> O7 704 TIE3 D2DOFIEEARITLET,

® OpenShift Container Platform M PostgreSQL 4 X —Y BHF—IR—AH—EZ&ER L F
ER

® OpenShift Container Platform @ Ruby 2.0 EJL ¥ —4 X —< & RubyonRails DY —Z3J— K
T7AYRIVRO B —ER ZERL T, T—9R—AY—EREEHRLET,

o 7Y h— 3 DILl—NEERLET,

7.3.41. T — 9 R—2AY—E2DVERK

Rails 7 7N 7 —> aVICRETHODT—IR—RAH—ERXAHBPBRETT, TOH—ERIC
l&. PostgeSQL 7—49R—RA A=V &FEALET,

T—HIR=—AY—EREENRT DI, ocnew-app AX Y REFEALEFY, cOIAXT Y KT, @
ERREZHEEITVEIHYET, COREBEEHET—IN—RIVTF—ATHERLIT, Ihbd
DIREZHIE, 21— —F, XZAT7—F, BLVT—IR—RADELHZHRET HLHDICBLETT, N
LDREZHDEZEEDEICEETCEEY, SOERETZ2EHILLTOEY TY,

o POSTGRESQL_DATABASE

® POSTGRESQL_USER

® POSTGRESQL_PASSWORD
INLDEHERETDE. UTARRETEEY,

o EEDRAFDT—IR—ANGFET S

o EEDHFDI—HF—HDEFET S

o 1—H—(FBED/NRAT—RTEEDT—IR—RICTIVEZATE?S

UFICHZERLET,

$ oc new-app postgresql -e POSTGRESQL_DATABASE=db_name -e
POSTGRESQL_USER=username -e POSTGRESQL_PASSWORD=password
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#using-images-db-images-postgresql
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#services
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#using-images-s2i-images-ruby
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#services
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#services
http://www.postgresql.org/
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#using-images-db-images-postgresql
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#services
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#postgresql-environment-variables
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#postgresql-environment-variables
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/using_images/#postgresql-environment-variables

ET7EFa—MNYT7N
TFT—IR—ABEEBED/INRAT—REHZRET HICIE,. BERDIYY RIZUTEEBMLET,
I -e POSTGRESQL_ADMIN_PASSWORD=admin_pw

DAY NOEH =R T 5ICIE. UTFEETLEY,

I $ oc get pods --watch

73.42. 70V TV RY—EZDERK

7 71) sr—< 3 > % OpenShift Container Platform IZ7 7’04 § %IllZ. oc new-app XY K& %D
—EBFERALT. 77V 5r—>avaBBET Y RI N —%IBETZ2HENHY ET, ZOIAYV KT
& [7—9R=—2G—EZDER] TERELET—IXR—ABEDREZHEI/EL TLLEI W,

$ oc new-app path/to/source/code --name=rails-app -e POSTGRESQL_USER=username -e
POSTGRESQL_PASSWORD=password -e POSTGRESQL_DATABASE=db_name -e
DATABASE_SERVICE_NAME=postgresq|l

ZMa< > KT, OpenShift Container Platform (£, Y —X3J— KOEE., EILY—A1 A —T D%
E. 7INT5—2avAX—=ID EILR, FRERLICA A -V EIBED BEZH OF7 704 %170
F9, COT7 SV r— 3 vidrails-app E WO ZHEIICIEELE T,

rails-app DeploymentConfig @ JSON RF a1 XY M &SRR L T, RIEZHSEBMINLNE D D%
RBTEET,

I $ oc get dc rails-app -0 json
UFDtE Y arvhrRRINZETTY,
env":

{
"name": "POSTGRESQL_USER",

"value": "username"

——

"name": "POSTGRESQL_PASSWORD",
"value": "password"

—_—

"name": "POSTGRESQL _DATABASE",
"value": "db_name"

—_—

"name": "DATABASE_SERVICE_NAME",
"value": "postgresql"

],

EILRTOEREHRTSHICIK. UTEETLET,

I $ oc logs -f build rails-app-1
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EJ KH5ET 95 &, OpenShift Container Platform T Pod "RITINTWS Z E AR TEET,

I $ oc get pods

myapp-<number>-<hash> TIE & 2 {THARTINE T H. I NiE OpenShift Container Platform T3
THROF7T)r—>avTY,

T—IR—ZADBTRAVVTNERITLTT—IR—RE=PELLTHSTRAWE, 7)) r—vay
IHBELIEA, INZERITT 2 2BEOHENHY T,

o ERITHOI7AVINIVRIVFF—HOFETRERITTS
RMICrsha<x Y RTe7O0Y IV RAVFF—ICRHLTRITLES,
I $ oc rsh <FRONTEND_POD_ID>
AVTF—ANLRITZEITLET,

I $ RAILS_ENV=production bundle exec rake db:migrate

development F7zld test RIEET Rails 7 7 7/ —> 3 VA RTT 5B EICIE. RAILS_ENV DRIEBELH
ZIEETI2LEEFHY FH A

o FAOAXYKNRIDSA IHA I Ty I BTy TL—MIBTREAZIE RalstY 7L 7
TVr—2avd 7y DYy TSIV #HELET,

7343. 7TV 5r—avdIb— b DERK

www.example.com 72 EDABN STV EATEZRAMNRERE L TH—EREZ LT 21T,

OpenShift Container Platform ®JL— = FAL F 3, ZDFEIF. UTFTZABHNLT7EY I VR
Y—EXZREATI2BEN DY FT,

I $ oc expose service rails-app --hostname=www.example.com

Digk

==
[=]

A—HF—IFIBELAERANENIL—F—DIPT7 RLRICARRT 2 & 52HRT 2
MELHY FT, FFLWERIE. LLTICEET % OpenShift Container Platform K
FaAXVRESRLTLEIWY,

e JL—|

o ZHAMIL—FNARATLDEE
7.4. MAVEN FHD NEXUS 35— Vv DEFE

7411 C®IC
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cli_reference/#troubleshooting-and-debugging-cli-operations
https://github.com/sclorg/rails-ex/blob/master/openshift/templates/rails-postgresql.json#L122-L130
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#routers
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cluster_administration/#configuring-a-highly-available-service
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Java B L UP Maven TP TV T—2a v aRRETDE,. EILREEROERITT AAEENIERICE L A
YET, Pod DEI REFRIAEHET 272012, Maven DIREFEREZRADO—HILD Nexus V) R M) —IC
FryoadBIENTEET, TDFa—MYTILTIE, V5RF—LEICNexus YRY M) —BAER
IE5hAEERBALET,
ZDFa—KMNYTILTIE, CHEOTOY Y D Maven THEATEIBLIICKREINhTWEZ &%
BIRE LTWEY, Java 7AY Y N T Maven 2#{FAT 2HEIE. Maven DHA RABBIT &%
MCHRELET,

Fle. 7TV —23 DA X—VIMaven S 5— ) UV THSRENH DD ERTDHLHIICLTLES

W, Maven ZfFHT 54 X —2 D% < IC MAVEN_MIRROR_URL RIEZHASENTH Y, X OWin|
TREBEMILTDAODIFERTEET, COMENSENTUVARWEEICZIE, Nexus RFa XUk %
BEBLT, EINRDPELLEBEINTVWEIEAEERLTLEIL,

5, B PodDHERET AL DICTHDARNY —REZYLETEHLIICLTLEIWL, BMOYY—R

HERTDBICIE. Nexus TTOA AV RNBETCPod TV T L — N aiRETIVENHDIBENHY X
_a—o

7.4.2. Nexus D% E

1L EXANexus AVTF—A A—Y%FovO0—KRL, 7704 LFT,
I oc new-app sonatype/nexus

2. $IRERR L7z Nexus —EX AL T, L—bMEERLZET,

I OC expose svc/nexus

3. ocgetroutes #fFA L CT. Pod DFIRALLT7 KL A ERELET,
I oc get routes

HARUTOL S ICHRY FT,

NAME  HOST/PORT PATH SERVICES PORT  TERMINATION
nexus nexus-myproject.192.168.1.173.xip.io nexus  8081-tcp

4. 7S —THOST/PORT OXRD URL ICFEENL T, Nexus AETINTWVWE I & =ML
F9, Nexus ICH A VA4 VT BICIE. T74IMNDOEBEEEILI—HY—% admin, /XX7—K
admin123 =EAL 7,

pa )

Nexus EFAR Y RY M) —FBICERICEREINTVWETH, 7TV r—2a vEICHhD
DRI N —HBREBERIBPEINHY £, RedHat 1 X —T D% < 1F,. Maven )RV b
|)— Il jboss-ga YIRS MY —%BIM T2 &2HELET,

7.421. 70— &= FALELEERRITORES

Z T Treadiness 7O—7 & liveness 7O—7 A/ ET BRI EHNTEFT, chonrO—7id,
Nexus N IEL K 2TINTWB I &2 EEAMICHERLE T,

I $ oc set probe dc/nexus \
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--liveness \

--failure-threshold 3\

--initial-delay-seconds 30 \

-- echo ok

$ oc set probe dc/nexus \

--readiness \

--failure-threshold 3 \

--initial-delay-seconds 30 \
--get-url=http://:8081/nexus/content/groups/public

7.4.2.2. Nexus ~ DK & HEDEM

R

KIEA ML —YU&REE LRWEEITIE, Connecting to Nexus ICE#RF T, 272 L.
Pod "MA LA DEBHATHENINLZEICIE. F+vviaIhiAKEBRSLVERED
HRITA XL RY FT,

Nexus O Persistent Volume Claim (kiR ') 2 — AR, PVC) Z{EK L. ¥ —/N\—%FE{THD Pod %
FETZE, FrvPaInRKEBEI|IEDNABVEIICLET, PVCICIEY SR Y —HNTHATRE
BAKERY 2 —L4L (PV) RETY, FIFREER PV HRRWEEY., V5 RI—ICEBEELTDT Y
T RERIRWIZEICIE., Y RATLEEEIL, ARY/EIIAAAERKRRN) 2 —LEZEKT S £
DITHRFEL T EI L,

KGR 2 —LDERFIEICDOWTIE, [Persistent Storage in OpenShift Container Platform | % £
LTLEETW,

Nexus 7704 X REREICPVC Z8ML F 9,

$ oc volumes dc/nexus --add \
--name 'nexus-volume-1'\
--type 'pvc' \

--mount-path '/sonatype-work/' \
--claim-name 'nexus-pv' \
--claim-size "1G"\

--overwrite

INT, 7704 A2 FREDLBID emptyDir R 2 —ADHIBRI N, 1GBXKKA ML —I%
/sonatype-work (K FRERDREFHL) ICY VY M 2EKREZEBIMLET, TOEREDEFRICLY,
Nexus Pod IEBEEIMICET 704 IhF 7,

Nexus AEITLTWB I E AR T BHITIE, T2 —TNexus R—VE=EHLET, UTFEFEHAL
T T7OMA Y NOEBEE=ZS YV TTBIENTETET,

I $ oc get pods -w

7.4.3. Nexus ~ D%

RDFEIETIE. FTLWNexus YR N —%FEHITBENNEEERT DA EEHRBALET, RYD
Fa—MYTPILTIE ZOYRIN)—=H2T)L & EILY—& LT wildfly-100-centos7 % L £
ITH., ThSDOERIFEOTOAY I FTHEHBELE T,

EILY —A A—=TH 2 T)L TliE, BIEDO—EE LT MAVEN_MIRROR_URL ZH/R— 927, &
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NEFHALT, ELY—AA=U% Nexus VIR KM —IZRA VY NTBZENTEET, 1 A—IUDE
BERAEFEBALIZMavin DI S —) V75 HR—M LTLWAWZEITIE, Nexus S 5— VI %55MRd
BELWMaven REEIBET BLEIICEN Y —AX—VAEEHTIDNENHDIBELHYET,

$ oc new-build openshift/wildfly-100-centos7:latest~https://github.com/openshift/jee-ex.git \
-e MAVEN_MIRROR_URL='http://nexus.<Nexus_Project>:8081/nexus/content/groups/public'
$ oc logs build/jee-ex-1 --follow

<Nexus_Project> (£ Nexus Y RY M) —D 7OV ) NEICBEI]AFET, ChERTZT7TY
r—rvaveERLTOY I MIEEFNZIHEICIE. <Nexus_Projects. #HIFRTEX £9, OpenShift
Container Platform M DNS R ICDW TSR L T LI W,
7.4.4. EF 12317 DR
web 75 U H#'—T. http://<NexusIP>:8081/nexus/content/groups/public ICZEL T, 7 ) s —
avOREEGRERELLIEEZBIALET, £/, EILROJ %R L T Maven ' Nexus T 5 —
DY T FERALTVWANEIDNZFIVITEERY, ERBICIT—Y Y ITINTVWBRHEEICIE. URL
http://nexus:8081 #SB 4 2 HANKRIINBIET TY,
7.45. FTDMHDY YV —2R

® OpenShift Container Platform TDR ) 2 —ADEE

® OpenShift Container Platform T® Java EJL K DEEEB DRE

® Nexus VAR MN—DRFaxvhk
7.5. OPENSHIFT PIPELINE EJL K

751 FL&HIC

ST web A NEENRT 2BEE. BHEATA /00 —EX web 2ERT 2156
OpenShift Pipeline £ L T, OpenShift T7 Y4 —>3avaEJ R, 7R b 704, 70O
E-—FEETLET,

EHED Jenkins Pipeline X DIE A IZE. OpenShift Jenkins 4 X — & (OpenShift Jenkins Client 7
S 74 > %ER L T) OpenShift M Domain Specific Language (DSL) 212 L 9., Zhid,
OpenShift APl —/N\— ¢ FELQNFEZITD . HARYAIEETI v /XJ M THERR, 5D Fluent (i
N3LYMBXERMTEZIEEBHNEL, OpenShift 7S RAY—DT7 TV r—avDEILR, F
TO4 AV M FOE—bOLYFERARIELSTEEICAY T,

LT DfFITIE. nodejs-mongodb.json 7> 7L — k% {#F L T nodejs-mongodb.json 7 7!) & —
vaveEEIRNL, 7704 L. #8EET % OpenShift Pipeline #E ¥ 2 A5 BNLET.

7.5.2. Jenkins Master M {ERX,
Jenkins master Z{ERK 3 D ICIFLLTA#EITLE T,

$ oc project <project_name> ﬂ
$ oc new-app jenkins-ephemeral g

Q oc new-project <project_name> THFR 7OV =/ b &FERET I, FLEFERTZ IOV Y
PEERLET,
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Q KiEA ML —Y % FERAT 25451E. jenkins-persistent =X H W ICFERALE T,

R

Jenkins DBEEI7OEY 3 =V QISR —TAHAMEINTE Y., Jenkins master %
HRAITAXTZRENRWNFGEICIE. UBIOFIE2 A TEET,

JenkinsBE) 7O EY 3 =V JDOFEMICDWTIX,  [Configuring Pipeline Execution] %
SBLTCEIW,

7.5.3. Pipeline D E'JL RE&E

Jenkins master BMEBET B £ D ICAR S /=D T, Jenkins Pipeline A NS 7Y —%FERAL T
Node.js/MongoDB D% > I 7 T r—avaEEIRL, F7A/4L. R4—=1UVTT 3
BuildConfig Z/ER L £,

LU FDAZAET nodejs-sample-pipelineyaml & WD ZREID 7 7 1 L EERR L £,

kind: "BuildConfig"
apiVersion: "v1"
metadata:
name: "nodejs-sample-pipeline”
spec:
strategy:
jenkinsPipelineStrategy:
jenkinsfile: <pipeline content from below>
type: JenkinsPipeline

Pipeline EJN KX M SFY—ICEAT 21EHRIE. [Pipeline A NS FY—FATvav ) #8RLTLEY
LY,

7.5.4. Jenkinsfile

jenkinsPipelineStrategy T BuildConfig Z/Ef L7 5. 4 >~ 54 ~ ® jenkinsfile Z{£EfH L T.
Pipeline ICEREZHLET, TOBITIE., 7TV r—>avIilGit YRV MY —%2BELEEA,

LUF @ jenkinsfile DAL, OpenShift DSL Z{#H L T Groovy TRl I TWE T, V—R)RY
N 1) —IC jenkinsfile ZEMT 2 I E M HREINZFETTH. ZDOHITIX YAML Literal Style =8
L T BuildConfig IC4 ¥ Z4vaAvF Y EBMLTWET,

58 T L 72 BuildConfig (. OpenShift Origin ) 7R k1) —® examples 74 L 7 b ) —® nodejs-
sample-pipeline.yaml THERTZ X7,

def templatePath = 'https://raw.githubusercontent.com/openshift/nodejs-
ex/master/openshift/templates/nodejs-mongodb.json’ 0
def templateName = 'nodejs-mongodb-example'
pipeline {
agent {
node {
label 'nodejs' 6
}
}

options {
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timeout(time: 20, unit:'MINUTES') @)
}
stages {
stage('preamble’) {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
echo "Using project: ${openshift.project()}"
}
}
}
}
}
stage('cleanup") {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
openshift.selector("all", [ template : templateName ]).delete() 6
if (openshift.selector("secrets", templateName).exists()) {
openshift.selector("secrets", templateName).delete()

stage('create’) {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
openshift.newApp(templatePath) ﬂ

}
}
}
}
}
stage('build’) {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
def builds = openshift.selector("bc", templateName).related('builds’)
timeout(5) { 6
builds.untilEach(1) {
return (it.object().status.phase == "Complete")

F7EFa—M Y7L
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stage('deploy’) {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
def rm = openshift.selector("dc", templateName).rollout().latest()

timeout(5) { Q
openshift.selector("dc", templateName).related('pods’).untilEach(1) {
return (it.object().status.phase == "Running")

stage('tag’) {
steps {
script {
openshift.withCluster() {
openshift.withProject() {
openshift.tag("${templateName}:latest", "${templateName}-staging:latest") @

FEAT2TYFL—bAD/RR

R 2T77L—h4%

ZDEINR%EEITT 2 node.js DAL —T Pod 22V 7Yy T LET,
Z D Pipeline IC20 BEDY A LT 7 N EFZRELE T,

DTV TL— R INIDIEEINLEDIRTEHIKRLET,
DTV TL—=RIRIPMFWEY—D Ly NETRTHIBRLES,
templatePath " SFIRT7 TV r—>a v EERLE T,
EIWRDTET T2 THRASHFHLET,

TTOAMAY M RETTZ2ETRASOFELET,

9009902909000

ITARTHNEFEICTET LI2FEIE. $ {templateName}:latest 1 X — (T $ {templateName}-
staging:latest D% V= ffFE T, RT7—Y Y JRIEMAIT D Pipeline M BuildConfig I&. 83 %
$ {templateName}-staging:latest 1 X = DR WA AR L. DM A=V ERAT—VVJIRE
WF7O4 LES,
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R

LRiDfIL. declarative pipeline 2% 1 L& FRH L TR I TWE A, LLFTD
scripted pipeline 24 1 ILEHR— I F T,

7.55. 84 TS5 4 2V DEK

OpenShift M BuildConfig Z{EM ¥ 2 ICId. UTFZEITLET,
I $ oc create -f nodejs-sample-pipeline.yaml

WEDT7 74V EERLBWERICIE, UTFEERTLT Orign YR M) = oH Y TV EFRTEE
-a—o

$ oc create -f

https://raw.githubusercontent.com/openshift/origin/master/examples/jenkins/pipeline/nodejs-sample-
pipeline.yaml|

A9 % OpenShift DSL #X D1E#RIE. [OpenShift Jenkins 7 4 7V TS5 04 > | #BRLTL
720,

75.6./8 TS5 4 DiRE
UTOATY RTRATSAVARBELET,

I $ oc start-build nodejs-sample-pipeline

p= o)
F 71X, OpenShift Web 3> —JL T Builds = Pipeline £ > 3 VIC#&1 L T, Start

Pipeline 27 ') v 24 %H Jenkins >V — LD S{ERK L 7= Pipeline ICT8EI L
T. BuildNow %7 ') v 7 L T Pipeline Z &) TEX X 7,

NATSAVPBHLES, LTOF742YaryA7OY ) NRTEGFTINZIETTY,
o UaJA VR VAN Jenkins H—/N—ETHEHRIND
® Pipeline THERIGFEICIE. AL —7 Pod HEEIXIN S

® Pipeline AL —7 Pod TEITIN B, FLERAL—THIRETRWGEICIE master TE
TN

o template=nodejs-mongodb-example 5 NV DF W LETICER I LY YV — X ITHIFRS
nxd,

o ¥MT IV T—avELUPTNICEET ZTRTODY Y —2RIE. nodejs-mongodb-
example 7V 7L — N TCHERINZET,

o EJL KiZ nodejs-mongodb-example BuildConfig #ff A L T2 I h F 7,
B M T4V ELRDPRETLTCRDRAT—V % MY HA—F2FETHELET,

o F70O4 XY hiE. nodejs-mongodb-example D7 704 X~ MEREEFEHAL CTHEAIN
7,
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B A TSAVIR, TTAAMA VIR T LTRDRAT =I5 N) H—FHFTHELZE
_a—o

o ENREFFOACIIKINIT S &, nodejs-mongodb-example:latest 1 X — 'A% nodejs-
mongodb-example:stage & LT M) A—I N X7,

® Pipeline TURENIICERINTWEIFZEICIE., AL —7 Pod DY HIBRI N %
pa 3]
OpenShift Web 3>V —JLTHEERRY % &, &IBEAFIET Pipeline DET2REMICIEE

TEHRIENTEEY, WebavyY—)biZAs 4 >~ LT, Builds - Pipelines I8 L T.
NRATSA Vv ERRBLET,

7.5.7. OpenShift Pipeline OFE#iA4 7> 3 >~
OpenShift Pipeline Tl, Jenkins #2120 7OY ¥ M TEE L TH 5. OpenShift Sync 7> 51 >~
ICHRRENMEEA2 270V MNDIN—TRFEZF )V IIBBZIENTEET, UTDEI > 3
VT, OOt RERETIBFIREFHRBALET,

® Jenkins auto = Provisioning %= f&3h(C 9 % 1CI&.  [Configuring Pipeline Execution] Z&8R L T
IV,

o Jenkinstt—E X7 A7 ¥ b A OpenShiftPipelines*R{T9 2 & 7OV I MIT IV ERATES
£IICT BITIE. [Cross Project Access] SR LTI,

e E=4UVITBHZTOVIY MEBMTBICIE. UTFOVWTIAZTVWET,
o JenkinsAvVvV—)Lic@s4 v LEY,
®  Manage Jenkins 75, Configure System I8l 9,
®  OpenShift Jenkins Sync ® Namespace 7 1 —JL KEEH L 7,

o FrlE. S21¥iERA T 3 v &FEH L T OpenShift Jenkins 4 X — % i3k L T Jenkins
E77A4IVEEHLET,

B
Pz
OpenShift Sync 75 74 V& R{TT 28ED Jenkins T 70A XV kS, @L 7O

TSIV MDEZAYVITRINEVWEIICLET, INOHDA VY RY YV RIFHEEICEE
LTWiRW=dH, FHELRERIREST 2HEEIHY £T,

76. 8 F)—EJ]K

761 1EL®IC

OpenShift M/NA 1) —EJL NOMEETIE, BAREFIEEILRTGtYRI M) —DURL LY —R%& S
WI2DTIERL, V—RELRET—T4 777 baELRICEE7Yy 7O0—-RLEY, V—2R,
Docker £72ld AR Y LDRA b S F7 Y —HHBEE I N7 BuilldConfig i1 FU—EI RELTEHTEZE

¥, A—AIWDT7—T14 770 DL EINRZEFHT ZHEIE. BBFEOV—RASBEZO0—-H/)L21—H—
DIIVDY —RICBEBIH]ZFT,

V—RAIEROAETIRHTEZ T, Ihid, start-build I~ ¥ ROFEARFICHATEARBIBICHEY L
i’a—o
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o J7AIML (—-from-file): Thid., EIRDY —ALEHINE—T 7ML TERINTWVWSHE
TY, =& ZIE. Docker EJL Kid Dockerfile, Wildfly EJL KiE pom.xml. Ruby EJL K&
Gemfile T9,

o T14L U KY—15 (~-from-directory): YV —RAO—HILDT4 LI M) —IZHY, Git YR
RY—=IZaAIy PINTVWARWSEICFERLE T, start-build A~ RIZIEEDT a4 L7 b
)—DT7 —Hh4A THEERLT, ELY—ICY—RELTTPZyTB—RLET,

o 7—HhA TH5 (-from-archive): V —ANEFENET7—hHA4 TN T TICHEET 2HEICHERL
x93, 7—HhA Tldtar, tar.gz TlF zipFEROWThHEFRTEET,

o Git JiIRY N —M5 (~from-repo): CHIEY — AN 1—HF—DO—HAITP VTGt YRI b
J—D—EERO>TWBIGRICERLET, RAEDVRI M) —DHEAD I Y b7 —H A1
XN, EJ REIZ OpenShift ICEEINET,

7.6.1.1. {E AP

NAF)—EIRDFEIZ. EIWRTY—RZBEFEDgit YRI M) —D5TILTERENDHY FH
Ao WAT)—EIRZERYTZERIIUTOEEYTY,

o NO—ANIA—KRDEFEEZEILRL, TAKNT S, XTYY VYRS N)=HDEDY—RIEY
O—YTX, O—AHIDEE% OpenShift IC7y 7O—RKLTEIRTEZET, O—HILDE
BIIOIv NFERLEE Ty ad30EEHY FEA,

o JOAMR—PNI—REEIRTZ, FHRELRZEOLSNANSF)—EILRELTEFHTSZZ
EDNTEFEY, V—RIE, SCMIZFzvIA4 VT BHERLS, O—HILDT—V T avh
5 OpenShift ICEE 7Yy 7O—RKTXF 7,

o DY —ADLT—T4 779 NaELAXA—U%EI KT B, Jenkins Pipeline TlE., Maven
FECAVNRAT— INLDEIRZFRTES VA LA X—IREDY—ILTEIFR
LE7—T4 777 bNellAEDESZHBEIC. N4 FT)—EIRDNRIBET,

7.6.1.2. PR
o NAF)—EIREIRETETFHA, NMFTU—EI KNI EIROREBREICT—T14777
Ne7y7O—R$21—H—IKETELD, TO1I—F—EBERELCT7Y 70— R&#EY
REXRWRY, OpenShift B LCEI RZEZRETEZEA,
o NAF)—EJIRZEEMNICN)A—TEFHA, XM FT)—EI R, 2—F—HFREALHN
AF)—T—F4 779 a7y TO—RTBEICOAFEITRETEET,
= -1o)
NAFY)—EIRELTEFBLEEI RICIEEZREEZTADY —AURLDESENZG5E5DH

VEY, TDHE. M) A-—TEILRDPEEICERLE I, V—RFEI FORKRE
TRICA—Y—PEELRZ URL TIEAL, REFHDY —AURL HMSEEINET,

762. F1— MY TIOHE

UTFOF 21— b 7TIVIE Openshift 7 525 —nHMARAETHY., 7—T14 777 halFRTE 37
OV hPABINATVRSZEZAIHRE LTWET, ZOFa—h)TITHE, gitE ocv*'O—hI
THEATI2RENHY FT,

7621 Fa—MY7ZI:O0—AINOA—RKROZETEDOEI K
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L BFEDOY—RVRI M) —R=ILTHBRET7 TV r—2avzFER L. TDIL— N ZFR
L/i-a—o

$ oc new-app https://github.com/openshift/ruby-hello-world.git
$ oc expose svc/ruby-hello-world

2. YIBAEI RARTT2ETHEEL, L—MDORRAMIBEBLTZ Iy —avoR—IUasR
~LET., Welcome R—IDBNRRINBITT T,

I $ oc get route ruby-hello-world

3. YR MN)—mO—AH)ICyO—2VLET,

$ git clone https://github.com/openshift/ruby-hello-world.git
$ cd ruby-hello-world

4. 7V =231 —IlEBEMAE T, FBRDIT 149 —T views/main.rb %= fR5E L &
9, <body> % 7% <body style="background-color:blue"> ICZE L £ 7,

5. A—ANTEBLEY—XATHREL N EEELET, VAR MN)—0O—AHILTa4 LI K
)—m5, UTFEEITLET,

$ oc start-build ruby-hello-world --from-dir="." --follow

EILRDATET L, 7V r—avhBFra14Inkts, 77U5—2avdIl—MNERR MIBENT
2. FONYITSOY ROR—IDPRRINDIEITTY,

O—AITISICEEANMA T, oc start-build --from-dir COI— KA EJRLZET,

F/e. A—ROTSVFAERHRL. ZEAZO—HITIAIv ML, YKRIMN)—DHEAD ZEIL RD
Y—2&ELTHERLEY,

$ git checkout -b my_branch

$ git add .

$ git commit -m "My changes"

$ oc start-build ruby-hello-world --from-repo="." --follow

7622. Fa— MY FPI: TZA4R—pbO—FOEI K
L O—REZRETZ2O0-HALTALI M) —ZFERLET,

$ mkdir myapp
$ cd myapp

2. ZDOTF4 LY MN)—T, LTORBAEZZEL Dockerfile EWDZRIO 7 7 A I AERLE T,
FROM centos:centos?

EXPOSE 8080
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E7EFa—MYTFIL
COPY index.html /var/run/web/index.html
CMD cd /var/run/web && python -m SimpleHTTPServer 8080
3. LTFTOHRB%ZESE index.html &E WD ZFIO 7 7 1 ILEER L T,
<html>
<head>
<title>My local app</title>
</head>
<body>
<h1>Hello World</h1>
<p>This is my local application</p>

</body>
</html>

4. TTVr—2avOFREIL REERLET,
I $ oc new-build --strategy docker --binary --docker-image centos:centos7 --name myapp

5 A—ALTALI M) —DRBZFERLT. "M F)—EILRZEELIT,

I $ oc start-build myapp --from-dir . --follow

6. new-app ZFERALTCF7 ) r—>avar7O4 LTho. ZTOIL—MEERLET,

$ oc new-app myapp
$ oc expose svc/myapp

7. W—bPDHRRAMNZEERIFL T, ZZICBEILET,

I $ oc get route myapp

O—RZEIRL, 7094 LEZEIC. O—ALT7 74 IILICEE%INIA T, oc start-build myapp --
from-dir I UOH L THFREIL R EZRELET, EIRIhDE, O—RPEENICT IO SN,
R—VEBEHFTDE, BEELN TV —IIRBRINZET,

7.623. Fa—MNYTI: A TSA DDA FY—TF—F47 79 b

OpenShift M Jenkins Tld, BYRY —ILTAL—TA XA =Y %FERALT, O—RFREELRTBIEDN
TEFY, &Z1E maven AL—T7%FRALT, O—RKRYRIKMN)—HS5WAREZEINRTEZET,
7= L. TDT7—FT4 77 MPEIREINS, O—RKERTT2-O0@BURSVILA LT —T 4
77 MPEEFNZAA=ICAIY NTBIMEIHYET, CNEDT7—T14 779 N5 08914 A
ARX—=VIEMT 27D, N F)—EIRMERINZGZENHYET, UFOFa—K)T7ILT
&, maven AL — 7 TWAR % EJL K L. Dockerfile T/N1 F+ 1) —EI REFEHLTID WAR %
WIdfly DS V& 4 LA A —TITBMT % & DI Jenkins /8 54 Y &EHRLE T,

L 77)r=oavoFpBRT4L o M) —%2ERLET,

$ mkdir mavenapp
$ cd mavenapp
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2. WAR % wildfly 1 X —Y RD@EEA35ATIC T E—9 % Dockerfile #/Ef L £ §, UT%
Dockerfile & WD Zi0oO—AIL T 74 ILICOE—LE T,

FROM wildfly:latest

COPY ROOT.war /wildfly/standalone/deployments/ROOT.war
CMD $STI_SCRIPTS_PATH/run

3. Dockerfile %738 BuildConfig Z4ER L £,

R

ZhiZ&Y, EILRPBEEICESELZTH. ROOTwar 7—F 14 779 kD
FEFABETETRAVOTHEIIEBRLE T, UTD/IR1 TS VTl N1+ 1) —
EILREFBLTZEFOWARAEIL RICELZ T,

I $ cat Dockerfile | oc new-build -D - --name mavenapp

4. Jenkins Pipeline T BuildConfig Z#Ef L &9, Z D BuildConfig Tid WAR Z EJL K L. L]
ICYERX L 7= Dockerfile #EHA LTI D WAR TA X—Y % EILRLET, V—ILDEY FTN
AF)—=T—T4777 bEEIRLTHL, RGN ST—URICHIDZ VI A LA A —
VEAEDERBERE, ALY —VERDOTSY N7+ —LTEERATEET. UTO
11— K% mavenapp-pipeline.yml ICRFEL £ 9,

apiVersion: v1
kind: BuildConfig
metadata:
name: mavenapp-pipeline
spec:
strategy:
jenkinsPipelineStrategy:
jenkinsfile: |-
pipeline {
agent { label "maven" }
stages {
stage("Clone Source") {
steps {
checkout([$class: 'GitSCM',
branches: [[name: "*/master']],
extensions: [
[$class: 'RelativeTargetDirectory', relativeTargetDir: 'mavenapp']
1,

userRemoteConfigs: [[url: 'https://github.com/openshift/openshift-jee-
sample.git']]

}
}
stage("Build WAR") {
steps {
dir('mavenapp’) {
sh 'mvn clean package -Popenshift'
}
}

}
stage("Build Image") {
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steps {

dir('mavenapp/target’) {
sh 'oc start-build mavenapp --from-dir . --follow'

}

}

}
}
}
type: JenkinsPipeline

triggers: []

5. Pipeline EJL KA LE T, Jenkins 7OV Y MITFTOM4 IR TVWARWEEIE, /81T
4 & FEN S BuildConfig Z#/ER T % &. Jenkins A7 704 SN E T, Jenkins H'/81 7
SAVEEINRTDEFBHATEDZET, 20FEIDBEEDLHY £, Jenkins DO—ILT D
N DI % FEER T 5 ICIL. oc rollout status dc/jenkins Z#2E) L £ 7,

I $ oc create -f ./mavenapp-pipeline.yml
6. Jenkins D[N TE /B, LRICER LN TS1 Vv ERBEILE T,

I $ oc start-build mavenapp-pipeline

7. A TSAVHREINRERT LEEERT. new-app CHIR7 TV r—yava577014 L.
W—bEREALET,

$ oc new-app mavenapp
$ oc expose svc/mavenapp

8. 7S5 HY—T., 7T r—ravol—MIBELET,

I $ oc get route mavenapp
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B8E EI K
8.1. EJL FDA#HA

8.1.1. EJL NDOBE

OpenShift Container Platform TD EJL K &, AANSA—S9—%A T2y MIE#BRT 270
DZETT, ZLDFAIC, ENREFEALT, V—RI—REETAERIVTFT—A A= IIEH
LExd,

EJ FE&E 713 BuildConfig l&. EIWRRAMSTI— E1DFLIFEBDY —RA2fFHE LTVE
T, AMNSTY—RBRBOTOELREZREL, V—RIZADTHRBERHFLET,

EILRRNSTFI—=ICIE. UTFHAEEFNET,

® Source-to-Image (S2I) (GiBA. # 7> a V)

® Pipeline (5B, # 7> 3 V)

® Docker (F#EA. # 7> 3 V)

o ARYL(GREA. AT av)
EIWRADELTERETER Y —RIFcBEHY FT,

e Git

® Dockerfile

o NAF1)—

o (X—

o AAY—ULvh

o NET7—T4 77Uk
EWRANSTFO=TEIL, BEYSI TOY—RA %R T 20, FLIEERETIEIHP. TOVY—RY A
TOFERAAENRFVET, "M F)—BLVGtDY—RY 1 TIEHBETEE A, Dockerfile & A
X=UF, ZOFXFERTHERATSIIEE. 222 HATEIEH. GitFLENM1F)—cHlAED
H2ZEETETT, N TV —DY =254 FE, DA T avethRdE Y RATLANDIBERE
DOECTHREDY A T,
8.1.2. BuildConfig D&
EIRREIZ. BE—DEI REREHBELN R ZERT 29IV TICO0WTD M) A—DEY bR
HMLFT, B RZREIF BuildConfig TEZINZE T, BuildConfig i&. ##RA VXYV R &=/EKT %
TeDIT APl H—/X—~D POST CHERRIBER REST A 7V 7 hDZ ETY,
OpenShift Container Platform 2R L7 7Y 7 —> 3 VOERAEDERICHELC T Web VY —JL
FRIECLIOWTFNEZFERL TWAIHETH. BuildConfig H:@F BEIMICERIN., WO THIRET

X &9, BuildConfig ZiBM¥ 2O PFIARREMRA T a v 2B L TH< & BICKEEFETH
BEI25BAICRIBET,
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FE8E LI K

AR ® BuildConfig DITIE, YT F—AX—=I DY TRV —XAI—RPEEINDCICHHREIL

RAMERSNET,
BuildConfig DA 7 1 ¥ MES

kind: "BuildConfig"
apiVersion: "v1"
metadata:
name: "ruby-sample-build" 0
spec:

o0 o9

®

runPolicy: "Serial" 9
triggers:

type: "GitHub"
github:
secret: "secret101"
- type: "Generic"
generic:
secret: "secret101"
type: "ImageChange"
source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
strategy: 6
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "ruby-20-centos7:latest"
output:
to:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest”
postCommit:
script: "bundle exec rake test"

Z DfEFkIE. ruby-sample-build & WD ZRETDF#E D BuildConfig % {ER L £,

runPolicy 7 1 —JL RiE, ZOENRBREICEIVWTERINAEI RERRFICEITTESZHED
NEFIEILET., 774/ NDfEIL Serial TY, ZHIFFTRE L RARBFFICTIFARL, JEHFICE
TINBZIEEZEKRLET,

FRBRELRZERT DN ) A—D—EBZEETETET,

source E7 > a VT, ENNOY—REZEHELET., V—ROBEHEIFIANDERLRY —RX%ZRE
L. Git(I—RDY KT MY —DHAT%S8]). Dockerfile (1 > 51 ¥ ® Dockerfile 75 EJL K)
F72lE Binary (/N ) —RAO—-REZIFANDZ) OLWIThhER>TVWET, BHOV—%
—EBILEETEEYT, HMiE. EV—RIAMTORFIXVRESRLTLEIL,

strategy £/ > 3V TlE. ENROETICERATZ2EILNRA NS TY—Z@RLET, TI TR
Source. Docker 7zl Custom A STV —%IEETEET, LEDHITIE, Source-To-
Image 7 7)) r—>a>v®EI RILERAT % ruby-20-centos7 AV T F—A A —J%AFRALE
ER
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AVFTFT—AA=IUHNEREICELRINARIS, Thidoutput £/ a >y TREMBINTWS Y R
JhY—=IZ Ty axnET,

Q postCommit /> avid, #7¥avOEILRT vy 2EHLET,

8.2. EARMAEIL RiglE

8.2.1. EJL KD

PUTFoavxY R&aFERALT, BEOCTO 7 MIBEDOEL RRENSHREIL REFHTEEHL X
-a_Q

I $ oc start-build <buildconfig_name>

-from-build 7 5 /= FERALTEIN N EBERITLET,

I $ oc start-build --from-build=<build_name>

—follow 7 5V Z4EE L T, stdoutDEIL ROOJVEZZRN)—LLZFT,
I $ oc start-build <buildconfig_name> --follow

—env 7 77 %EEL T, ENFICERDREEHZRELX T,

I $ oc start-build <buildconfig_name> --env=<key>=<value>

Git YV —R FILF /<l Dockerfile ICIKFEL TEILN RTBD T ARL, V—REEETY 2 LTEILLR
ERIAT A EELHAETT, V—RICIK., GitFLIESYNDEETA LI MN)—DRE, 70493
FRIICEIRFHDONAFT)—=T—FT 1770 DY NFLEBE—T 74 ILOVWTNHIERBIRTEE
9., Thid, start-build A7 RICUTOA T avonWdFhhaiEELTEITTEET,

FF>av B

--from-dir=<directory> T—A4T L, EWRONRAF)—AHELTHEATZT4LI M) —
EHEELET,

--from-file=<file> B—O74)EBELET, ChIFELRY—XATH—DI 7ML TR

ThiERY FtA,. TOT7740IE TOIT7 74 IVERBLT7 7A4ILET
ZDTFA4 LI RMN)—DIL—MIEBEWVWTLEIL,

--from-repo= EWRDNAF)—ADELTEATZA—AI)RI M) —~D/KR
<local_source_repo> HIELET., —~commitA 7> avEBMLT, ELRICERT ST
SVF. AT, FEEFAIY MEREILED,

LTFOA T avaE RICEEBEE LABEAICIEK. OVFYYIREILRICAN)—IVT3h, RE
DEIWRKRY —ADEBENLEESINET,
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pa 3
NRAFT)=AADS MY H—INEILRIE, ¥—N—LEILYV - ZHFFELRBVED,

NR=—ZAA—VDEETEINRFPBEMN)A-—INBSICE, EINVRRETEESN
eV —ZANMERINET,

EZE UTFOIATY RIEE, 972607 —A47&ELTA—ALDGEt )R N —DaA VT
Y EEEL. ENRZRBLET,

I $ oc start-build hello-world --from-repo=../hello-world --commit=v2

8.22. EJL FDAIE

Web AV VYV —IVFLEUTOCLIATY REEALT, ELFEFHTFr EILLET,
I $ oc cancel-build <build_name>

BHOEIN REERFICEr 2L LET,

I $ oc cancel-build <build1_name> <build2_name> <build3_name>
EIWREBRENOERINCELNRIRTZF v EILLET,

I $ oc cancel-build bc/<buildconfig_name>

HEDREBICHIENRETRTHF+ U EILLET (B new £71F pending). DR, HDREDE
IWRIFEFEINFT,

I $ oc cancel-build bc/<buildconfig_name> --state=<state>

8.2.3. BuildConfig D HlIf&
LFD3< >~ KT BuildConfig ZHIf& L £ 7,

I $ oc delete bc <BuildConfigName>

ZhiZky., Zd BuildConfig T1 Y X4V X{bEnicEIL RATARTHIREINE T, EILRAEZHEIRL
RWBEAICIE. --cascade=false 75 /&2 EELX T,

I $ oc delete --cascade=false bc <BuildConfigName>
8.2.4. EJL N DFFlZRT
Web Y —JLF 7l ocdescribe CLI O Y REMAL T, EINRKOFMERTTEET,

I $ oc describe build <build_name>

IhICEY, UTDLS BRBEHRIRTINIT,

e EILRY—2R

97



OpenShift Container Platform 3.9 AR &EH 1M K

e EILRZAISFU—
o HN%
o EELIZAMN)—DAA=IDIAI TR
o bEIJLFDIERAE
EJL KA Docker 713 Source X b5 7Y — %A Y %1% &, ocdescribe HICIE, X v b ID,

ERE., Iy hNLEEa—H—, XvE—YREDEINRIFERATZIY—ADYEYa VOERIEE
nij—o

825. I ROTADTIER

Web AV Y —IEE CLIZERALTELRATICT I ERATEXT,

EILRZEEFERALTAJZAN)—AT BT, UTFZ2ERTFTLET,

I $ oc logs -f build/<build_name>

EILREBREODRFEILROOTVEZRAMN)—LTBITIE, UTFEERITLET,

I $ oc logs -f be/<buildconfig_name>

EIRERETEEINTWENA=—23 VOB NIETZ2O07%2RTICIE. LTFERTLET,
I $ oc logs --version=<number> bc/<buildconfig_name>

O7 DL~V

FEMOE N EEMICT BITIE. BuildConfig WM sourceStrategy ¥ 7= I& dockerStrategy D —Ef & L
T BUILD LOGLEVEL BisZHAE L7,

sourceStrategy:

env:
- name: "BUILD_LOGLEVEL"

value: "2" ﬂ

‘D COEEEEOOTLANIVICEELET,

s

75y N7+ —LDOEEEIL, BuildDefaults 243> hO—5—0
env/BUILD_LOGLEVEL % %% L T. OpenShift Container Platform 1 > 24 > 2 £k
DT 7AW DEI FDOFMLANIVERETEEY, IDT 74 ML EBED
BuildConfig T BUILD_LOGLEVEL Z#E 9425l & TLEEETEXY, ATV RV
T --build-loglevel % oc start-build [ZJET 2 & T, N4+ ) —LADEI RICDWTE
IR OFEWLEEZZIBETHIENTEET,

YV—REI RTHRATEZO7LANLBUTOESY TT,
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L~ O assemble 7 ) 7 hAEIFLTCAVFTF—DS5OHEAETRTODIS—%ERLET, &
NIEFT 7AW MDBRETT,

LAV ETLETOERICET ZERBEREEKRLET,

LRI 2 T LAETOERICET 2F#MEREEKRLET,

L~JL3 T LETOERICEAT 2 MERE., 7—AAT7IVT U VDO—BEEERLET,

LR 4 WMEFR TN ERUBEREERLET,

LRI 5 INFTOLARLTRELETRNTORBE docker DTy Y aXyvtE—YRHFLET,
83.EILKAA

8.3.1. EJL RAHZ DA A

EIRAD IEZ. EINRDEMEST ZHDICBRERY -V TV Y ERHELET., OpenShift Cotainer
Platform TIXEHDAEETY —RAZRHLF T, UTICEBEIRICESHL X7,

o 1 >S54 ®D Dockerfile &
o HiFAX—=UhoHiHE LAY T VY
o Git)/RYNI)—
o NAF)—(A—AIN) AN
o AAY—UL v b
o AET—F4 779k
BRBZANZE—DEIRIZEFEDBIEDNTEET, 1514 D Dockerfile MEHLIND 8, Fl
DANTIEEIND Dockerfile EVWD ZRIDMBD 7 7 A VI EEXIhFET, N1 F)—(@—HI)
AABLVGtYURY M) —EHETETEEA.
AAY—2 Ly ME, EIREBICERINZEEDY Y —RAPRIBEREEIRTERINZERT T
Dy —a VA A=Y CERARAICTE2UNELNHDIHEN. Secret )V —RA TCEEINDEAFAHT
DHEBEIDHDIBEIERILEET, HET—FT1 777 ME, BOEILRAAYA TOWNWThELTER
ATEXRWID 774 ILE TSIV BIBEICERETEEY,
EIL RARTINBLTCIC, U TThhE T,
LEETAL I M) —DERIN, TRTOANHABDZOEET ALYV M) —ICBEINFE
T, IEEZIE AAGHtYRIMN)—DoO—VIEZDEET ALY M) —ICERIN,. AA
AA=IUDBIBEINLZT7ANIEIY—Ty NONRAEFRLTZIOEET« L2 M) —ITO
l:o_-éni-a—o
2. ENRZOERICEY T 1L I MY —2" contextDir ICEBRINET (EEINTWVWBIHE).

3. 4151~ Dockerfile B¥®H %3551d. BEDT A LI M) —ICEERAETNIT,
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4. IRIEDEFET 4L M) —ICHBRBED Dockerfile, ZRAYLEINY—DAOT Y I, Tl
assemble 27 7" HASRBTAEIN R 7ORICEFEINET, DFY. EIRTIE
contextDir RICAWAANI YT UVIRERINE T,

LFDY—REZEDHICIE. EBDODANYA TE AN TOBREFEDHRPIrEEFhTWET,
NTNDOANYA TOEEFEICETZ2EHMIE. EAAYA TIODVWTOERDEI>a v ESRBLT
CIEEW,

source:
git:
uri: https://github.com/openshift/ruby-hello-world.git ﬂ
images:
- from:
kind: ImageStreamTag
name: myinputimage:latest
namespace: mynamespace
paths:
- destinationDir: app/dir/injected/dir 9
sourcePath: /usr/lib/somefile.jar
contextDir: "app/dir" 6
dockerfile: "FROM centos:7\nRUN yum install -y httpd" ﬂ

FEF LI M) —IC/O—VINBELRADY RS Y —

myinputimage @ /usr/lib/somefile.jar I&. <workingdir>/app/dir/injected/dir ICRIFEI N F

o

EILRDEZET 4 L o M) —Id <original_workingdir>/app/dir IZ72 Y 7,

ZOaA VT VY EEE Dockerfile £ <original_workingdir>/app/dir ICER I, T DEBIDIEE
INBEEFEI7AIVIEEEEINET,

o0 09

8.3.2. Dockerfile ¥V — X

dockerfile DENEEINZ E. TDT 14 —I)L ROWAIL. Dockerfile E WS ZRID T 74ILE LT
TFTARVICEERATFNET, Thidk. BOAAY —RAPUEBINALRICETINEZDT. AAY—2RY
RN —Droot T4 L% MJ)—IZ Dockerfile & FEN 3581k, CHIFZOHRABTLEEXINZE
E

ZD74—J)L Rk, BEEIZ Dockerfile & Docker A h S5 — EIRICIBET 2-OICFRAINE
£

Y — 2D EFIL BuildConfig D spec /> avIlEEFNZET,

source:
dockerfile: "FROM centos:7\nRUN yum install -y httpd" 0

'D dockerfile 7 1 —JL KiCIZ. EILRINB A V54 Dockerfile & ENE T,

833. M1 A—YYV—2

BMDO774IIE, A XA—YAFALTEINRTOERICETZENTEET., ANAM X —TId From
BLUVToAM A=Y=y hDEFEINDZDOERLAETSERINIY, 2FY, AVFTF—A X—
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FE8E LI K

VEAA=IARN) =LY T OWMAERSBTEET, A XA—VEDEET, 1 DFLIEEHD/XZADR
TEEELT, 274NV FERIEFTALIMN)—DIRRAETRL, A XA—VEREEIE—LTEIN ROV
TFANMIBET DIVELNHY T,

YV—2ZNRUFE, BELIAA—VROMEE/NRTIEEL T EIW, FBEEFE. 8714 L 2 )=/
TRIFNIERY FEA., EILREHC. 1 XA—YEFEHAEN, BED77MULBLVTTaA LI M) —I1F
EIRTOLRADAVFFRAINTALY M) —ICaEE—3hFd, chik,. V—RURIN)—DaV
TV (HBHBE)DVA—VIERINEZT LI M) —ERALCTYT., V—RANRNRADKE /. TH

Y, T4 L2 M) —DAVFTUYNIE—INFEFTA, T4 L7 M) —BRIFEWETERINFEEA,

4 X =T DAAIL. BuildConfig @ source DEHETIEEL X T,

source:
git:
uri: https://github.com/openshift/ruby-hello-world.git
images:
- from:
kind: ImageStreamTag
name: myinputimage:latest
namespace: mynamespace
paths: 6
- destinationDir: injected/dir €}
sourcePath: /usr/lib/somefile.jar 9
- from:
kind: ImageStreamTag
name: myotherinputimage:latest
namespace: myothernamespace
pullSecret: mysecret
paths:
- destinationDir: injected/dir
sourcePath: /usr/lib/somefile.jar

Q@ OULEDA YT M A=V BLVT 7 LD

g AE—IXNZ2 771D EENZA A —I~DBR

Y — 2 /5B 5/ N2 DT
EILRTOCRTRED 7 71T 7 2 RAREREIL KIL— MADEX/RR
BRAA—VOHRNMSIAE—TFT BT 71 LDFFR

FEEEHRDA VT MM A=JILT IV ERATHDICMERBAICRHEINZ A a3 ny—4
Ly~

o - -

pa )
_ COWEEIR. NASLANSTY—2EATHENLRICDOVWTHR-MINIEEA,

8.34.GitV—2X

BEINTWRIHBEICIE, V—RAOA—RKRPEBEEDEBMINL Ty FINET,
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4 > 54 > ® Dockerfile B’ R— K I BIFEICTIE. git YR b YU — contextDir NI # % Dockerfile
(HBHE) P LEEXINET,

Y — 2D EFIL BuildConfig D spec /> a vILEEFNZET,

source:
git: ﬂ
uri: "https://github.com/openshift/ruby-hello-world"
ref: "master”
contextDir: "app/dir" 9
dockerfile: "FROM openshift/ruby-22-centos7\nUSER example" 6

'D git 71 —J)LRIZIEZ, V—RO—KDYE—PFGt)RIKN)—ADURIDEEZNET, £ 7> 3
VT, ref 74 —ILREEELTHEDGtSRAF v I 7N LET, SHAIY T FERLIETS
VFEZIE ref & LTEIMTY.

Q; contextDir 7 1 —JLRTlE, EIRAT7T Y —>arDY—R0—RE2®RERT S, V—RAOd—
ROYRI M) —ADT 7+ NDGBIAELEXTEEYS, 7Y S—avdy 7740 b
)—ICBEETIHEICE. TOT714—ILREFERALTT 7 4L NOFFT (root 7 2L —) & £&E
XTDHIENTEET,

9 Z 7 3 v ® dockerfile 7 1 —JL R H B35 E1&. Dockerfile #ELXFIAIBEEL TLEE
W, ZOXFEIE, V—RYVERI M) —IIEET BEEMEDH B Dockerfile # EEXLF T,

ref 74 =)L NICTLVERDPZBHINTWBIHBEICIE. Y AT A gitfetch BIEEFERL T
FETCH HEAD % Fz v/ 72 hLZE T,

ref DENIBE I N TLWRWESIE, OpenShift Container Platform (&2 + O—% O0— > (--depth=1) %
EIFTLEY, DHFE. 774N MNDTZVF BEIE master) TORFOIAI Y MIEETEZ T 74

WDHANFTIO—RINET, ChickY, VRIMN)—DF I rO— REFIEHBINE T (G

DIAIy MERIEHYEFHA), BEVRIN)—DT 72 bDT SV FTRELR gitclone #E1TT
ZITIE. ref 5774 bDT SV FRICERE L ET (H: master).

8.3.4.1. 7OF>—0fEMA

70X —DOFERICE>TDHGCGit YR N)—IZT7 VA TE35A1F. FRTZ270F>—%
BuildConfig ® source 7> a VY TERBTEE T, HTTPBLPHTTPS 7OF > —DWEAEHRET
TETHN. WThDT4—ILRELF T3 VTE, WIFhDT71—ILREA T3>V TY, NoProxy
74—)LRT, 7OFP—%5RTLBVRAA VEABETHIEETEET,

R

%B‘RLJ& IEZITIE. YV—RURI THTTP £/2E HTTPS 7O ML A FER T 2 HE
L) i’a—o

source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
httpProxy: http://proxy.example.com
httpsProxy: https://proxy.example.com
noProxy: somedomain.com, otherdomain.com
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PSR —EBEIL, Ansble #FRALTGtZO— I/ O0—N)LT7OFY—%RETE &L TE
i-a_o
p= -

NATSAVARNTTI—DEIL RDFEITIE, I]IE Jenkins D Git 7Z 74 VIZHIK
BHZBDT, Git 7574 Vv &FERT % Git DEVETIE BuildConfig ICEZ I L7z HTTP
FRIEHTTPS 7Ox v — I FRAINEHA. Git 7571 ~i&. Jenkins Ul @ Plugin
Manager SR THREINLTOF O —DHEFRALEFT, EDYVaTTHho>ThH,
Jenkins D git DI RTOREEICIF IO TOF L —DMFERINE T, Jenkins Ul TD S
OF Y —OFREAEICDOWVTIE, JenkinsBehindProxyx S L TL 72Xy,

8342.V—AxA/7A—rvD>—9JLvy b
EILY—PodillE, EIWRDY—RELTEREINSLZGt)VRIN)—ADT7 VANV ETT, V—
270—=rDY—o Ly bME, EILY—Pod Il L., TZAR=KNYRIN)—PECELIIHEZ
TIEEHEINTUWAWSSLIIAENREINLZV RIS N) —REDBET IV EATERWYRY b
)—~ADT7 VA =REITEHDIFRINET,
TRk, ¥ R—bIhTWdY—220=-"D =2 Ly RRETT,

e _.gitconfig 7 7 1 JL

® Basic R:E

o SSH¥—

o FHEINTWERR

P2
RED=—XICHBT 27HIC. CNODREDEAEDEEFRATEI L TEE
-a—o

EJL RIL builder Y —ERXR7HD Y N TERITINET, TDbuilder AT Y MIWK, ERETZY—2R
20—V —Ly MIRTEZT7IECANMMVETT, UFOATYY REFHRALTT7 725 H5TE
i’a—o

I $ oc secrets link builder mysecret

R

Y=Ly heBRLTWBY—ERXRT7HV Y MIDOHIZY—I Ly haHIRT B &
ET 7 A NTERICIATVWET, 2FY, YRI—DRET 7ML T
serviceAccountConfig.limitSecretReferences 1Y 2 4 —&E D false (7 7 # )L b D
BRE)ICREINTWEIHEIE. Y—ERICY—ILy YV ITEIRERHY T
Ao

83421 Y—R/0—r>—YJ Ly hOEI REEADBEHEN

BuildConfig "Bk X115 &. OpenShift Container Platform IZBEIMICY —X/O0—>DY—J L v
FNSREZEKRLFET, COEMEICEY., BMDOEERLIC, ERRI N2 Builds BRI 3 Secret (1
REINALRAFERZEBHNICERLT, YE—Mgit YR N —~DREEITVET,
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COMREEFAT 2T, git YRY M) —DFREEEHR %2 2T Secret #* BuildConfig & ICEE I 2
namespace ICA T NILiY FHA., D Secret ICI&. 7L 7 14 v ¥ Xbuild.openshift.io/source-
secret-match-uri- TR T 27 /57— a vV ID2UEEFNTWERELEHYET, ThEDRT/
T avOEICIE. LTFTTEEIND URINY—VERELEY, V—R7O0—VDY—JL vy vS
B87 L IC BuildConfig MER X v, git YV —ZRD URIH* Secret 7/ T— 3 VD URI /XY — & —H
9 BB EIC. OpenShift Container Platform (&% D Secret ~D5 8% BuildConfig ICEEHIICHEAL
7,

URI /XS =V ICIZUTZ 20 0ENHY T,
o BMARRF—L (*:/. git:/l. http:/. https:// £ 713 ssh://)
o RAMC BWMARKRRAMNEG, FLWEA T a v THEBIEEEINLZIPT7 RKLR)
o N (FELIFE. | DRICREDIFEHIEITH < XFF)

EROVWTNOBETE, *XFBTA L RA— RERRINET,

BF

URI /3% — i, RFC3986 ICEHT B Git YV—RADURI E—HTHI2MELHY FT,
URI /XS =l a—H—Z (FLEFENRRT7—RM)DAVR—RV M EERVWELDICLTK
7230,

feEzZE git YRY MY —®d URL IC
ssh://git@bitbucket.atlassian.com:7999/ATLASSIAN/jira.git = {FFH 3 2IHHIC. VYV —
AN —72 L v ~iE sshi/bitbucket.atlassian.com:7999/* & L TIEET 2 EHLH Y £
9 (ssh://git@bitbucket.atlassian.com:7999/* TlxH Y T HA),

$ oc annotate secret mysecret \
'build.openshift.io/source-secret-match-uri-1=ssh://bitbucket.atlassian.com:7999/*'

BH D Secrets HHFE D BuildConfig @ Git URI & —E 9 535514, OpenShift Container Platform (£
— BT EXFIN—FBRVWS—I Ly MEBRLET, Thid. UTOFIOEL D ICEARNR EEX AT
E_]’ L/ i-g—o

UTOBAHREFTIE, V—RoO—rD>—o Ly hO—EA 2 DRFINATVET, 1D2BE.
HTTPS A7 2 29 % mycorp.com KX A VADH—N—|C—HLTHY. 2D2BIZF
mydev1.mycorp.com & & U' mydev2.mycorp.com DY —/R—~AD7 VX% LEXL XY,

kind: Secret
apiVersion: vi
metadata:
name: matches-all-corporate-servers-https-only
annotations:
build.openshift.io/source-secret-match-uri-1: https://*.mycorp.com/*
data:

kind: Secret
apiVersion: vi
metadata:
name: override-for-my-dev-servers-https-only
annotations:
build.openshift.io/source-secret-match-uri-1: https://mydev1.mycorp.com/*
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build.openshift.io/source-secret-match-uri-2: https://mydev2.mycorp.com/*
data:

UTFoa~v > R&EAL T, build.openshift.io/source-secret-match-uri- 7 / 77— 3 >V 2B FED
v—JLy MIEBMLET,

$ oc annotate secret mysecret \
'build.openshift.io/source-secret-match-uri-1=https://*.mycorp.com/*

8.3.4.22.V—AR/ 00— —Y Ly NOFEITL BEM

V—R9AO—=VDY—7 Ly MME. EIREEICFEITEMTEZXY, sourceSecret 7 1 —JL K%
BuildConfig I source Z7 < 3 VITEML TH 5. ERK L7 secret DEZRNICEREL TEHRITTEET
(Z DAITIE basicsecret).,

apiVersion: "v1"
kind: "BuildConfig"
metadata:
name: "sample-build"
spec:
output:
to:
kind: "ImageStreamTag"
name: "sample-image:latest”
source:
git:
uri: "https://github.com/user/app.git"
sourceSecret:
name: "basicsecret”
strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "python-33-centos7:latest"

pa 3

oc set build-secret ¥ RAFRAL T, BEEFEOEI RBEICY —RIVAO—YDo—2
Ly NERET BT EELARETT,

I $ oc set build-secret --source bc/sample-build basicsecret

BuildConfig lC¥—2 L v haEZET 5 &, TOMEY VDFMERZRTTIET,

TV r—avnya—rh . gitconfig 7 7 M IIVILIKET B8, TR 774 EENhEY—7
Ly REERLTHASLINEELY —H—EZXT7HY > MEML. BuildConfig ILEBIMTE XY,

gitconfig 7 7 1L DLV —0 Ly MEERT 2ICIF. UTZEITLET,

I $ oc create secret generic <secret_name> --from-file=<path/to/.gitconfig>
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pa )

.gitconfig 7 7 1 JL® http 7 > 3 V1" sslVerify=false ICZREI N TWBIHFEIE. SSL
MEEZA 7ICT B ENTEET,

[http]
sslVerify=false

8.3.4.2.4. ¥ a1 7 7% git AH®D .gitconfig 7 7 1 JU

Git—N—HA2ABEODSSL, A—HF—ZENRRAT—RKTEFa2) T4 —REINTVWBIFEICIE.
Y —2ZEJL NICEEBREZE 7 7 1 )L ABIN L T, .gitconfig 7 7 1 JLICEERRZE 7 7 1 LADSRZBINT
MHENHY FT,

1. client.crt. cacertcrt. 8L U clientkey 774N %ET7 T ) r—> 3V —20—K0D
/var/run/secrets/openshift.io/source/ 7 # JLF —ITEMIML £,

2. Y—/"—0 gitconfig 7 7 1 ILIZ. LTFOBIDOL S I [httpl 2o/ >3 v &EBIMLET,

# cat .gitconfig

[user]
name = <name>
email = <email>

[http]
sslVerify = false
sslCert = /var/run/secrets/openshift.io/source/client.crt
sslKey = /var/run/secrets/openshift.io/source/client.key
sslCalnfo = /var/run/secrets/openshift.io/source/cacert.crt

3. 9_9 I/\y I\%{/Eﬁzbi-a—o

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \ ﬂ
--from-literal=password=<password> \ 9
--from-file=.gitconfig=.gitconfig \
--from-file=client.crt=/var/run/secrets/openshift.io/source/client.crt \
--from-file=cacert.crt=/var/run/secrets/openshift.io/source/cacert.crt \
--from-file=client.key=/var/run/secrets/openshift.io/source/client.key

1—H%—0Git2a—HY—%

DAY —D/IRXT—R

®9

BF

NAT—REBEAALTLTELIWVEDIC, EINRICS2A A A=V HEIEETBLDIC
LTLEIW, =L, VRYN)—AIO—VTELRVWEAICIEK., EVRETOE—
N BEDICI—Y—RBENRRT—REEETIVLELHY FT,

8.3.4.2.5. Basic R
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Basic R Tld. SCM H—/\—|Ixf L TEREE Y 3% HIC --username & --password DfiAEHE, X
7= |d token "B ETT,

secret LIER L TH D, TSAR=—KNYRI N —ICT7 IV ERTZEDHDICI—HF—FENRRAT—NK
EFEALTLEIL,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
--from-literal=password=<password> \
--type=kubernetes.io/basic-auth

hN—72 > TBasicaRDY—7 Ly bR T ZICIF. LUTFZERITLET,

$ oc create secret generic <secret_name> \
--from-literal=password=<token> \
--type=kubernetes.io/basic-auth

8.3.4.2.6. SSH ¥ —345iE

SSH ¥ —R—Z2DFRFETlE. T4 X—KSSHF—HPRETT,

JRY M) —DF—ILBE $HOME/.ssh/ T4 LV M) —IZHY., TT74IL T
id_dsa.pub. id_ecdsa.pub. id_ed25519.pub 7% id_rsa.pub & WD ZEIAFIFShTWET, LU
-Fo)j?y I\\\—C“\ SSH #_wmbu | #E%iﬁibi?o

I $ ssh-keygen -t rsa -C "your_email@example.com”

pa )

SSH & —M/XR 7L —X%EMT % &, OpenShift Container Platform TEJL KA T X
BRERYFET, SRT7L—XERDBTAOVITIPHEINTE, TS5V 70FFICLFE
ER

NRTNVyoFx—,, TRIIR/BTETZAR— M F—DT7ALUD2DERINET

(id_dsa. id_ecdsa. id ed25519 £/ (Z id rsaDVLThh), CThoAEAREINAL, RXTYv s

¥—O7 vy 7O—RAEICDVWTY—Z3Y hO—ILEE (SCM) Y 2FLDT =2 7L EBBLTL
EIW, TI3AR=—PMF—E, TIAR—RNYRIN)—IZT I CRTBLDIFERINET,

SSH¥ =&AL TTSAR—N)RINY—IZT7 IV ERT BRI, ¥—V Ly MEERLET,

$ oc create secret generic <secret_name> \
--from-file=ssh-privatekey=<path/to/ssh/private/key> \
--type=kubernetes.io/ssh-auth

8.3.4.2.7. G n/-FAEL/

git clone DRERFICEFAINS TLS FREEF Dt v kI OpenShift Container Platform 1 Y 75 XA M5
PFv—AA—=JILEIRINZET, Gt —N—DEBROIREEFERT 2N, 1 X—T TEHE
INTWRVWREERICL Y BELINLREZERAT 258ICE. TOEMREIEFNB—IL v b
EERRT M. TLSHREEZEMICL T IV,
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CASIEAZE DY — 7V L v M&ERK L 723%BE1C. OpenShift Container Platform (&2 DFEFAE = L
T. gitclone EERFICGIt H—N—ICT7 VA LET, FHETSH TLSHRAELZENTEZITANTL
F D Git O SSLIRFEDEMLICLEN, TZORFEZFEATIEEF1 ) T4 —LANUDNFLRYET,
UFo70t2012%5%TLET,

o CAMIBAZE 7 7ML TY—U L v MEERT % (HEE)

a. CAVHREEIBREAFERT 3IEE8ICIE. cacrt 774 ILICTRTD CA DFRREA KA L ZE
T, ULTFOOATY REEFTLET,

I $ cat intermediateCA.crt intermediateCA.crt rootCA.crt > ca.crt
b. 9_9 I/ WV I\%{/Eﬁzbi-a—o
I $ oc create secret generic mycert --from-file=ca.crt=</path/to/file> ﬂ

ﬂ cacrt E WO F—DRAAEZFRATIVELHY X7,

o gitTLSHREEZEMICLE T,
Pl RBEDELR NSFY—+ 4> 3> T GIT_SSL_NO_VERIFY BIEZH % true ISR E
L 9. BuildConfig IRIEZHAEIEYT 5ICIL. ocsetenv IV Y RAFHTEZET,

8.3.4.28. #HH#EDHHE

IITR FEDZ—XIIHIET B7cHICELRDAEZMRAEDLETCY - /0—-2vDY—J Ly bz
ERT 2AEICDODVWTORIZBNALET,

a. .gitconfig 7 7 1 L TSSHR—ZADFFE>— V7 L v M EERT BITIE. UTFTEERITLET,

$ oc create secret generic <secret_name> \
--from-file=ssh-privatekey=<path/to/ssh/private/key> \
--from-file=<path/to/.gitconfig> \
--type=kubernetes.io/ssh-auth

b. .gitconfig 77 1 )L & CASEBREAMAELE T — I Ly NEERT 210k, UTFaEAFLE
_a—o

$ oc create secret generic <secret_name> \
--from-file=ca.crt=<path/to/certificate> \
--from-file=<path/to/.gitconfig>

c. CASFBBZ 7 7 1 )L CBasicRif DY — 7 L v M AERT B I1C1E,. UTFEEITLET,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
--from-literal=password=<password> \
--from-file=ca.crt=</path/to/file> \
--type=kubernetes.io/basic-auth

d. .gitconfig 7 7 41 )L C Basic 8RF D — U Ly M &EERT 2 ICIE. UTFEETLET,

I $ oc create secret generic <secret_name> \
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--from-literal=username=<user_name> \
--from-literal=password=<password> \
--from-file=</path/to/.gitconfig> \
--type=kubernetes.io/basic-auth

e. .gitconfig 7 71L& CARERRE 7 7 M L EHE T Basic ALY — 7 L v N&EEKRT 511,
UFEaERTFTLET,

$ oc create secret generic <secret_name> \
--from-literal=username=<user_name> \
--from-literal=password=<password> \
--from-file=</path/to/.gitconfig> \
--from-file=ca.crt=</path/to/file> \
--type=kubernetes.io/basic-auth

835. /N1 F1)—(O—A)Y—2R

A—ALDT7AIVIRATLADLELNY—IZAVFTFYYERARN) =2V JF 25&EIE Binary 94 7
DEILREMENRTVWET, ZDEIL KIZTDWTO BuildConfig.spec.source.type D g 2 B
Binary T9,

DY —2RY 14 FlE, ocstart-build DAER—RE L THEHAINDIETHELRY A1 TTT,

pa )

NAF) =4 TOEINRTIK, B—HALT7AIIRATFLDSLAVTFYYERN) —
SVITBDRENHYET, TDRDH., N T U—T 71 ILHBREINLVNDT, N1
FV—=94TOEILNREBEMICN) H—F2ZE Bl A A—VDERN) H—HE) I
TEZFHA, BRIC. Web VY —ILHSNAFTY =44 TOEILN RERBEHTZZ &IE
TXFt A,

NAFY)—EIREFRATDICE. UTOAFTaryonwdnhnaiEE L T oc start-build 21 EUH L
i’a—o

o from-fileelEELET7AINDAVTFUVIINAF)—ZARN)—LELTEILYT—IEEIN
F9, 77A4INICURLAEIBET R IEETEET, RIL, ENLY—XZDOT—49%EI KTV
TFAMDEIL, BLRABIDZ7 74 IILIREFELE T,

o -from-dir 8 LU —-from-repo: AV TV VI T —hHA4TINT, "M FYV—ZAMY—LELT
NAFY—ITEEFEINET, RIS, EVF—REEILRIVYFTFRAMNTALI M) —RIZT—5
A70AVT VY ERALEY. ~from-dir 2R LT, BRAIN27—74 7ICURL Z38%E
T2IEBHTEET,

e -from-archive: I8E LT —HA FIZENLF—ICEEIN, EILRIVFFANTa4L YN
)—ICBREINET, 2OAF T 3V -—-from-dir EERRICEMELE TN, TOATarvd
BT ALY M) —DFBEICIEEIC, FTT7—HA TR MIIERINET,

rEROZFNZHOHITIE, UTDEDICHRY FT,

e BuildConfig IC Binary DY — 24 4 7HEBZINTVBRHEITIE., CThIFERLERIN, 7
ATV INEETEIRBICEIHMAONET,

e BuildConfig IC Git DY —2X 4 4 THEEINTLBIHAEICIE, Binary & Git (EHFETE AW

DT, BWICEMICINET, ZDHBE. ELT—ISEINZNAFY—AN)—LDFT—4
NMEBEINZET,
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T77A4IETIERL, HTTP £/ I HTTPS R ¥ —< % {FH 9 % URL % --from-file > --from-archive
IETCENTEZEY, -from-file TURL 23IBET D E. ENLT—AA—=IDT 714 ILEIE Web H—
/N\—HY%{EF % Content-Disposition ~ F—h ANy F—=DRWEEICIE URL N RDHRZEOI Y
A=V MIEL>TREINET, RAFXKIEENE Y R—ININTEST., HhRAYLDTLSEIHEE %
ALY, GIBAEORIIZ\EMICLALY TETEEA,

oc new-build --binary=true Z {95 &, /N1 F ) —EJIL RICEAET 2HHI’ERIND LD ICRY
9. FRI N3 BuildConfig DY — 2% 4 74 Binary IZ&Y £9, D&Y, Z® BuildConfig Dt
IV RERITT BODOHE—DEMRAEIE. ~fromA TP avonwdFhhiigE L T oc start-build %
FRAL. RADONAT)—FT—9 2RI I2HEIRYET,

dockerfile £ U contextDir DY — 24 7> a i, N4 F—EIRICEALTENAEkA2FEZE
£

dockerfile (/X1 1) —EJI NV —REEHETHERTEZX T, dockerfile ZERAL., /X1 F+1)—X b
)— AW T—hA4 TDHEICIE., ZTDOAVTUYIXT—HA TIZH % Dockerfile DY & L THERE
F 9., dockerfile #* --from-file DB EEHLETHEAINTWBIBEICIK. 7714 ILD3I1EIT
dockerfile & 72V, dockerfile D{EIE/N1 F 1) —ZA N —LDEICEX#HDY T,

NAF )= MN)—LPBEINET—AA4A 7OV FoYEATEIVET BBEICIE. contextDir
74—»&@@@7—t4?@@#??4vahu—a%@sn§¢°ﬁwn% IZiE. EJL RENICE
W=D TF4 Lo MN)—=ICHIYEDY 7,

836. AN —2U L v b
OFN)FICEL->TIE, EIWRBEICBWT, RETZVY—RICT7 VAT 3-DICERERNSDEIC
BRBGENDHYFEITH., CORMEREEINRTERINZERHLRT TV r—>avA X—ITHA
AEEICT A Z @I TIEHY FtHA, TDEH, AAY—I LYy N BERTBZIEDNTEET,

fe&E ZIE Nodejs 77U r—3avdEIL RBFIZ, Nodejs EVa—IDTFAR—NIS—%BET
XEY, TZAR—PIS—HHEYVa—-)LEFYIO—-RKTZITIE. URL, 2—H—F&, 27— NK
’Eai} l:)bl\Fﬁ@jJZﬁL\ npmrc 7 7 M IVEBET 2B’ HYET., EF¥a )71 —LDERIC
LY, FEBERIIT TV —2avA X —ITRBALAVWTLEIL,

LR DHIE Node js ICDWTERBAL TWEFAY Jete/ssl/certs T4 LV M —, API F¥—F7ld h—
DU FAVEVRT 7ANGEICSSLAREZEMNT 2BAICRALCAEZFERATEEY,

836.1L. AN —Y Ly hdDEM
ABHY =2 Ly N%BEEFE® BuildConfig ILEBMNT 101k, UTFEEITLET,

LY=Ly hDRWEEIZERL X T,

$ oc create secret generic secret-npmrc \
--from-file=.npmrc=<path/to/.npmrc>

IhIZL Y, secret-npmrc &EWD ZRIDFMS —I Ly MHAMERINFET, Thic
&, ~/.npmrc 7 74 )LD base64 TTYOA—RKIhiavFrIyhrgxFhzd,

2. =72 L v h%BEEFED BuildConfig @ source 7> 3 VIEMLEY,
source:

git:
uri: https://github.com/openshift/nodejs-ex.git
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secrets:
- secret:
name: secret-npmrc

=7 L v h%#FHFED BuildConfig ISEMT 5 ICIE, UTFDIYY RZXRITLET,

$ oc new-build \
openshift/nodejs-010-centos7~https://github.com/openshift/nodejs-ex.qgit \
--build-secret secret-npmrc

EJLRBFIC, .npmre 7 74 )LIEY — 2= RARBEI N TVWE T4 LI M) —IlOE—INZET,
OpenShift Container Platform S2I EJLY —A X =TI Tld, TNEA A=V DEET1 LI M) —
T. Dockerfile ® WORKDIR O ~%a=FHA L TCHREINET, BIDT1A LI N —%BETBIC
(&, destinationDir 2> —7 L v NEHKRICEML XY,

source:
git:
uri: https://github.com/openshift/nodejs-ex.git
secrets:
- secret:
name: secret-npmrc
destinationDir: /etc

TR D BuildConfig % fERBFIC. BEDT A LI M) —%3BETH I EEHEARETY,

$ oc new-build \
openshift/nodejs-010-centos7~https://github.com/openshift/nodejs-ex.qgit \
--build-secret “secret-npmrc:/etc”

WENDHZEE. .npmrc 7 7 1 LA EIL RIRIED fetc T4 LV MY —ITBIMI N E I, Docker 2 b
Z7Y— DiFEIE. BEDT ALV M) —@FEG/NRATRIFNERSBVRISERELTLEILWL,

4,
\s

8.3.6.2. Source-to-lmage A b7

Source A NS TYV—AFRETEE, EEINLEAAC—I Ly MITART, #Y)%4 destinationDir I
AE—3XNZF 3, destinationDir 22T 2E&, P—V Ly MIEWST—AA=VDEET ALY b
—ICEEINZE T,

destinationDir "B/ SADFZEICA LI —ILHIMERINE T, P— I L v ME. A1 X—=—VDFEET 1
L2 M) —IC g 2R/ RICEEINE T, destinationDir "EHET ZHEHLIHY ., FELAWV
BERIRIS—PELZET, AIE—TOECRATTA LI M) —NRRIFERINFEFE A

Pz -

BESAT, IhoDY—20Ly MPEFNDZIRTODTI7AILIEEI—F—ICEEXAH

MERRAEIY Y THNIRETEINI N (0666 D/X—3 v > 3), assemble 27 1) 7k

DETRICIE., A XN 0ICRB LD ICPYEBTOEIET, DFY., >—ILvy T 7

AINFERINTcAA—VRICEELE T, X2 5T —DERATEICAY FT,
8.3.6.3.Docker A k57—

Docker A NS TV —%{#HHT % &. DockerfileT ADD 8 &' COPY a5 A{FHLCaOAVY T+ —A1
A=VILEEINLEIRTOANY—V Ly N=BITEXT,

m
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v—2 L v h® destinationDir #38%E€ L W GH &, 7 7 1 )LIE. Dockerfile NEEEINTWB D &
ALCTFa4LI2 MN)—IlaE—8NhFd, /YR % destinationDir & L TIEET 3551, ¥>—oL v
NiZ. Dockerfile EMENBIRT 4 LI MY —ICOE—3INZFET, ThicLY., EIRBFICERTOY
FEANTALI M) —D—EE LT, Docker EJIVRIBETY—2O LYy N7 74 IDFATED LD
ICRY F9,

ADD ./secret-dir /secrets
COPY ./secret2 /

FROM centos/ruby-22-centos7
USER root
# Create a shell script that will output secrets when the image is run
RUN echo '#!/bin/sh' > /secret_report.sh
RUN echo '(test -f /secrets/secret1 && echo -n "secret1=" && cat /secrets/secretl)’ >>
/secret_report.sh
RUN echo '(test -f /secret2 && echo -n "relative-secret2=" && cat /secret2)' >> /secret_report.sh
RUN chmod 755 /secret_report.sh

Flsa1>—o Ly b5—4 %889 5 Dockerfile DFI
CMD ["/bin/sh", "-c", "/secret_report.sh"]

R

BEEEY—I7LY DA A=UDSERITITRAVTIF—ICEINABRVELIIC, AAY—
Ly NERBHBRT TYr—2avA A XA—IUhSHEIBRT Z2HRENHY FT, L.
=Ly MIEMINBBEEDA A—VBERICEELE Y. ZDHIBRIE. Dockerfile
D—EE L THARAEFNZINEIHY T,

8364 NARYLANZTI—

Custom R b7V —% AT 2HBE. EBINLAAY—I LY META

T. /var/run/secrets/openshiftio/build 74 L 2 N —ROENSF -2V T F—TAFTEZEI, &
ARG LEINRAA=IE, IhoDy—7 Ly haBEYICERT2Z2URENHY £, /. Custom R
NSTV—%FERTDE. DRAILANSTY—DA T aVTREINTWVWRLIICY—IL Y NE
EETEE,

BEORANSTI—DY—ILy NEAADY—I Ly MIEEWEHY FHA, 727ZL. ELLY—1
A—=TEFEINS5EZXFL, . ENRODI—RT—RICEDTWTINLAEELRZHEATHERT 2HBE6H0H
L) i’a—o

AN —2 Ly MEEIC /var/run/secrets/openshiftio/build 74 L7 MY —IZX DY FINFET,
FTITRWEEICIE, EVLY—DRER/EINRA T I bE2ED $BUILD REZH 2O TEET,
83.7.M4ET7—T1 770 MDEA

V=2ZYRIM)—=INAF) =T 74V ERETDIEIHEELTWE A, ZDRH, ELRTO
EZ2HITBMD 7 7 1 )L (Java jar DIRFRFRRE) ETIVTBEN N EERT 2BV HBIHEDDH
YET, IOHER. FHRTIELRIMNSTY-ICLYRRYET,

Source EJL KRR NSTFI—DIHEIE, assemble R ) FMNIBE AL zI)IAT Y RERETDIHNEN
HYFET,
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.s2i/bin/assemble 7 7 1 JL

#!/bin/sh
APP_VERSION=1.0
wget http://repository.example.com/app/app-$APP_VERSION.jar -O app.jar

.s2i/bin/run 7 71 JL

#!/bin/sh
exec java -jar app.jar

R

Source EJL RAEHT % assemble 8L P run 22 Y 7 N 24T 3 5 EICEAT 2158
&, TEWY—AX—=V20 T hDEEE] 2BRBRLTLETY,

Docker EJL KA K57V —DizE L. Dockerfile #ZE LT, RUNSSA2EEL Ty z/)LOY Y K%
MOETHEINHY FT,

Dockerfile D

FROM jboss/base-jdk:8

ENV APP_VERSION 1.0
RUN wget http://repository.example.com/app/app-$APP_VERSION.jar -O app.jar

EXPOSE 8080
CMD [ "java", "-jar", "app.jar" ]

IEBRICIE. 77 M IVDBFADIREELE % FEH L. Dockerfile £7-1% assemble 27 ) 7 N2 &E#H T 5D
TlE% <. BuildConfig TEZE LA BIEZH T, §F9V0— RTIBED T 7 (ILENRITAXT S
ZENTEET,
REZBOEZRICIIEROAENHY., WINHDHEEBIRTEET,

e .s2i/environment 7 7 A/ JLDER (V—RAEIRFZA ST —DH)

e BuildConfig TD&E

e oc start-build --envZ{FFH L 7-BARHARIEE (FETRYA—INBEILRKDH)

83.8. 7SAR—=KL YR M) —TD Docker FRELIHEHRDE
754 ~R— K Docker LY Z M) —DEMMRFRIEHRZIEE L T, .docker/config,json 7 7 1 L TEIL
RERHTEET, CnICLY, TSARXR—FMDocker LYRRMY—IZTIONTY M A= % Ty
valkY, BAEMBEETESSAX—FMDocker LYR N =DSENT—A A=V 5 TIVT BT
ENTEXT,

pa 23]

OpenShift Container Platform Docker L ¥ X b)) —TId, OpenShift Container Platform
NEFNICS—I LYy NEERTEHDT, COEEXIBREHY FHA,

13
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T 7 # )L M Tl .docker/configjson 7 7 1 JLIEZTR—LT 1 L2 MY —IZHY, UTFTOERERST
WEd,

auths:
https://index.docker.io/v1/: ﬂ
auth: "YWRfbGzhcGUBR2labnRib21ifTE=" @)

email: "user@example.com” 6
@® . JAtU-DURL
@ wEsStInrzT—F

g OJ4VEDA—ILT7RLZR

D774 INCEEHD Docker LY AN —%ZFEHTEET, F/ld dockerlogin ¥ RZEITL
T, ZO77AWICERIETY M) —%BMT A EETETT, 774 IUDEELRBRWVGEITITIERNRS
nEx9d,

Kubernetes Tld Secret # 7o 7 bR I N, ChEFRALTEREENNRT—RERET DI EN
TXEY,

1. O—#AJLD .docker/configjson 7 7 (I —o Ly &R LET,

$ oc create secret generic dockerhub \
--from-file=.dockerconfigjson=<path/to/.docker/config.json> \
--type=kubernetes.io/dockerconfigjson

ZOav Y RiIc&Y., dockerhub & WD ZRIOT—2 Ly hD JSON E#EPERI N, £+ 7
T MHDMERREINE T,

2. =Ly hMBMERRINSD, ThEaEILY—H—ERT7AT Y MIENMLET., EILKRIE
builder O— )L TETINZDT. UTFTOIATYRTY—IL Y NMADTIERAABETINE
rHY FT,

I $ oc secrets link builder dockerhub

3. pushSecret 7 1+ —JL K% BuildConfig @ output 27 > 3 ~ITEBMM L. EEK L /- secret D%
g1 (EEEDHITIEL. dockerhub) IZEREL £,

spec:
output:
to:
kind: "Dockerlmage"
name: "private.registry.com/org/private-image:latest"
pushSecret:
name: "dockerhub"
oc set build-secret I¥ > REHAL T, EIREREICTYy>a9d2>—ILy hEBRELE
ER

I $ oc set build-secret --push bc/sample-build dockerhub

14



FE8E LI K

4, EIWRNABMNZTIY—EHRICEENS pullSecret ZIEE L T. 7754 X—h Docker LT R b
)= —aAVvTFF—AX—VETIVLET,

strategy:
sourceStrategy:
from:
kind: "Dockerlmage"
name: "docker.io/user/private_repository"
pullSecret:
name: "dockerhub"

oc set build-secret Av > RAFEBA LT, EIRBEICTINTEY—ILy NEBRELETT,

I $ oc set build-secret --pull bc/sample-build dockerhub

R

UTFDFITIE. V—ILEIL RIZ pullSecret A L £ 9 A, Docker E HRH LEJIL R
IKEHEEZELET,

84.EJIL KDHA

8.4.1. EJL READDHE

Docker £7-1& Source A hSTFY—%AFHETIEIRICLY., ILWIAVTF—A A —IUDMERI 1
T, DA A=VIF, BuildtikD output £/ a3 Y THEEINTWE IV T F—AX—=IDLY
ARNY—ICTyaxhzxd,

HHODIEFEH ImageStreamTag DIFHEIE. 1 XA — I DS I 17z OpenShift Container Platform L &
ZARMN)—=IZTyradh, BEDA A=Y ZAN)—LIZY TFIFEINET, HAH Dockerlmage ¥
TDHmAEF. HWABSRDERIN Docker DTy & 1 ftfke LTERAINET., TO/KRICLY RN —
DEFNIHZEEHYEIITN LYZAMN) —DPEEINTULAWEEIX, DockerHub ICT 7 # )L ME&

EINET, ENRNEROEAEI L a VDA ZEDBEICIE., ENWRORBICAA—VIET vy a3hF
A,

ImageStreamTag ~DH A

spec:
output:
to:
kind: "ImageStreamTag"
name: "sample-image:latest”

Docker D v ¥ atE~ADH B

spec:
output:
to:
kind: "Dockerlmage"
name: "my-registry.mycompany.com:5000/myimages/myimage:tag"

842. 7 I NTy M X—=YDIRBEH

115



OpenShift Container Platform 3.9 BFF& 1 K

Docker 8 £V Source A STV —EI R, UTOBREBEHETIN Ty MM X=JICKRELE

ED
= Bl
OPENSHIFT_BUILD_NAME EIL RDEH]
OPENSHIFT_BUILD_NAMESPACE EJL KD namespace
OPENSHIFT_BUILD_SOURCE EJL KDY —XZ URL
OPENSHIFT_BUILD_REFERENCE E)LRTHERAY % Git &R
OPENSHIFT_BUILD_COMMIT EJIRKTERYTZY—RAIIv b

X 5|2, Source £72ld Docker A NS TV —F TV a VvV THREINZ I - —ERORELZHIZ. 7

IRTY MM A—VOREEH—BICEEENFT,

843. 7 I NTY NAX=V DN

Docker & U Source EJL Kl UTFDSRILETIO RN Ty MM A—=—JICERELET,

NI B

io.openshift.build.commit.author EILRTHERTZY—R3I v NOERE
io.openshift.build.commit.date EIRTHERAYTZY—33Iy hOHM
io.openshift.build.commit.id EIWRNTHERATZY—R3Iy kDY P2
io.openshift.build.commit.message EIVRTERATZY—RIAIY MDA YE—Y
io.openshift.build.commit.ref V—RIBET DTV FELIESR
io.openshift.build.source-location EJL KDY —Z URL

BuildConfig.spec.output.imageLabels 7 1 —JL REZER LT, ARYLSRILO—EEIFET DI &
HHEETT, ZTDTINJIE BuildConfig D& A X —T EJL RICERAINE T,

EIWRAA=JICEAINZ DAY LRI

spec:
output:
to:
kind: "ImageStreamTag"
name: "my-image:latest”
imagelLabels:
- name: "vendor"

16
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value: "MyCompany"
- name: "authoritative-source-url"
value: "registry.mycompany.com"”

844. T I NTY MX=IDHFAT TR

EILRA A=V, Y4V RAMT—EICEN LT, BIREDY JEIXEBRICChEZFERLTY A
VIARMMIAA=V%TINGTBIENTEET,

Docker 5 £ U Source EJL RiE, 4 X—=YUDBRL IR MY —IZTF v a3 niBRIC
Build.status.output.to.imageDigest IC¥ 1 VT A &2 REFELET, ¥4V A MEIL IR MNY =T
BIhEd, TOEH, ThIFLYRARNY —DBFA VT AN ERIBVWIFEEP., ELY—A A= TR
AORBINDWHEERE, FELRVWI EIHYFT,

LIZAMN)—ADTy 22l LIEEDEILNRA A=V D4 TR b

status:
output:
to:
imageDigest:
sha256:29f5d56d12684887bdfa50dcd29fc31eeadaafdad3becd3daf19026a7ce69912

845 T5AR—KNLIYRNY—TOD docker REFIEERDFH
v—OLy NaEFERLCERIERAIBET DI ET, 754 R—KMNDocker LYRNY —ICA X =%
TwoagddIZENRTEZET, AEICDOWTIE. TEILRAH] #28RBLTLCEIL,

85.EINRANSTFO—DF T ay

8.5.1. Source-to-lmage A NS T —DA T a3V

LTFOATYavid, S2IEIL KR NS TV — ICEBDA >3 T,

8.5.1.1. 3&fll 7L

EILRBETHEELLEIRAA=IUDN /) —RTO—HIVICFIATEBZFEEICIEK. T74IMTIEZED
AA=—UNMERAINFE T, L. O—HANAAX—VBEEELT, AXA—JRAN)—LHISEBTBL
VANY—=DBA X—=IVEBFHT BIHEICIE. forcePull 75 7 % true ICEXTE L T BuildConfig % /F
BLET,

strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "builder-image:latest" 0

forcePull: true 9

FHTBIEINS—A A=, /J—ROoO—ANMNR=Ua3vid, AA—VARNY—LASBTBL
VAN —=DNR=T 3V ERKRORFTORETLRVWTREEIHY £,

2]
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DTS TLHBE, O—HILDEILY —A A —IDEERIN, A XA—JXAN)—LHIBEBTBL
VAN —=DSHLWA=Ua RN TILINET, forcePull % false ICERET D&, T 7406

85.12. AN K

S21IFBAEIL REEITTEEDT, LHEICEN RINEAA=—IDEDT—T4 779 NHBRAI
hEY, BREILRZEKRTZICIE. AN TY—ERICLLTOZEEZ A T BuildConfig %k L &
ER

strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "incremental-image:latest" 0
incremental: true

BAELNREYR—FIBAA—VZEELET, COEBENATR—FINTWEHIHIETT B I(C
3. BT —AX=IDRFa1AVMESRLTIEIY,

ZDT7STTIE, BAEIRERTTEINEIDERFELET, ELT—AX—ITEAEILRY
HR—MINTWARWESIZ., EJLRIEMIIL FTH. save-artifacts 7 ) 7 KD\ =D
EILRICKRLIZEWIOT XAy E—IUDRRTRIINET,

o

pa )

BAEIWREYR—NTEENY —A A=V %ERT 2 HEICEAT 25BIE. T S2
Requirements | ZZR L TKEI W,

8513.ENY—AXA—SDRIVY) T hDLEEX

EILY —4 X —I DR T B assemble. run, & & U save-artifacts S21 22 1) 7~ (&, 2FEEOWT
NHOOHFETLEEXTEEYT, ROVWTNMNTRY EFT,

L 77V =23 vy —RYRY M) =D s2i/binT 1 L2 k1) —IC assemble, run & L V/
F /=13 save-artifacts R 7 ) T hAIBELF T,

2. ANSTY—EHED—HELT, RVYTNEECTALIMN)—DURLZEBELF T, LT
FHICRY FY,

strategy:
sourceStrategy:
from:
kind: "ImageStreamTag"
name: "builder-image:latest"
scripts: "http://somehost.com/scripts_directory" 0

ﬂ Z D/, run, assemble $ & U save-artifacts ’EMINF T, —EF/IFLR V) T RBH

316, TORY) TN, A X—VIHBEINLALEZFORY ) T RORLY IFERINF
-g—o
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ya 13!
scripts URL ICEEEINTWB 7 7MLk, V—RYRI M) —D .s2i/bin ICEEEI N T
WB7714ILEYEEBEINET, S22 AV Y TENEDLDICHERINZMNMIDONT
lE. SA2BHEDIEY VELVTS2 RFa2 XYM ZSRLTLEIY,

8.5.1.4. RIEEH

V=2 R OTOCREERINDZ A A -V TREZHZFETEDLIICTEAEELT, 257
(RIE7 7 4 )LH &L O BuildConfig RIEDEDER) HY £9., IBEINZZEHIZ. ELRTOCRTT
DRTy MM A=JILRRTINET,

85141 KRET7 7M1l

Y—REIRTIE, YV—RAYKRY M —D s2i/environment 7 7 1 LIIEET B ET, 7SV or—
AaVRICREDE (1TICID) 2R ETEET, COT7 7ML THEISMAREZHIL. EILRTO
CTRETINTY MM A=JILEELET, Y R— M INZ2BREZHORLEL—EBIX, F1X—YD R
FaAvhIZHYFET,

Y—R)RY M) —IT s2if/environment 7 7 1 )L &ET &, S21IFEIRBFICZD 7 74 )L & FRAHEY
F9, TNITLY assemble RV ) BN SOEHAFERATEEDT, ELROEEEHARSI YA
ATEXY,

fcEZE Rails 77U —vavo7Ey hOAVIRA IV EENICT 2358101, .s2i/environment
7 74 JUIC DISABLE_ASSET _COMPILATION=true #3EML T. EI REFIZC7EY hOa /N1 ILD
2F¥y TINBLIICLET,

EIL KA, BEDRBEEHERTHOT IV r—>a VEAKRTHEATEEY, &X

I£. .s2i/environment 7 7 1 JLIC RAILS_ENV=development #3E1L T, Rails 7 U4 —> 3 U
production Ti&7%: < development E— K CEEITE2LDICLZET,

8.5.1.4.2. BuildConfig IR1%E

IRIEZ % BuildConfig @ sourceStrategy EHIEBNMTEE T, JZIKEBEINTWVWIREEH
I&. assemble 27 1) 7 NDERTFEICKRTZIN, 7O TY MM A=Y TEEINDIDT, run YY)
TReT77)r—2a3ya—RTEMATEZLDICRYET,

Rails 7 7)o —>avo7ty hAVRA IV EEDNITT B0
sourceStrategy:
env:

- name: "DISABLE_ASSET _COMPILATION"
value: "true"

EILNREDOEI Y3V TR, LYFMRGHRBAZRHELES,

ocsetenv 17> KT, BuildConfig ICEZE L LIREZHZEE TSI ELARETT,

8.515.Weba vV —ILEEHALAE—27 Ly bDEN

TIZAR=—RKNYRIN)—IZT IV ERATERLDICEINREREICY—I Ly NEEBINT 2IC1E. UT%
EITLET,

1. #H D OpenShift Container Platform 7O =¥ M &ER L £,

19
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2. 75AR—=PDY—RO—KRYRIMN)—=ILT V2 RT2LODRAEFRIESEND V—7
Ly hafERLET,
3. Source-to-lmage(S2)EJL RE&E =ML T,

4. EWRBEDIT 49 —"_—=I%», Web OV —)L D create app from builder image R —
T. Source Secret 5% E L £ 9,

5 Save h¥d V=0 )vw o LET,

85151 FIWNBLUT Ty 10EML

TSAR=—KMNLIYRAN)—ICTIVTEXDLDICTBICIE. EIL REEEIC Pull Secret 5% L. v

T aEAEMICT BICIE Push Secret 235 E L £ 9,

8.5.1.6. Y —RA 7 71 JLDER

Source to image & .s2iignore 7 7 1 ILAHR—KLET, TDT 7A4ILICIE. BREIREZT 740N

Y—VD—ENSEFNET, .s2ignore 77 M INICHBNRY—VE—BT B, IEIEFH/ANY—AT
RBEINBZEILROEETAL I N)—IZHB T 714 )ik assemble 22 7 K TIRFIATE F A,

.s2iignore 7 7 1 JLDOFHRICDWTDFEEMIL. source-to-image RFa XY h 2SR LTLREIV,

8.5.2.Docker A NSTFI—DA T a v

LTFOA T avik, TDockerEIWRANSTFI— | ICEBEDA T3 vTT,

8.5.21.FROMA X —

Dockerfile ® FROM @345 |&. BuildConfig ® from ICEZX# XA 5N E T,

strategy:
dockerStrategy:
from:
kind: "ImageStreamTag"
name: "debian:latest"

8.5.2.2. Dockerfile /X R

7 7 # )Lk Tld Docker EJL K& BuildConfig.spec.source.contextDir 7 « —JL RTIEEI N/ VT
F 2 MDD — MZEE X T3 Dockerfile (&I X D Dockerfile) #FH L £ 7,

dockerfilePath 7 1 —JL RT3, 2742 /XX %A L T Dockerfile DGR
(BuildConfig.spec.source.contextDir 7 1 —JL RADHEM/RR) 2 ELET, T74ILbD
Dockerfile (f5l: MyDockerfile) & (£ 2 ZFIN. Y774 LV MY —IZ#H % Dockerfile ~D/YZ (f3I:
dockerfiles/appl/Dockerfile) 72 & % Bl IR ETEX X 7,

strategy:
dockerStrategy:
dockerfilePath: dockerfiles/app1/Dockerfile

8523.FvvaxlL
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#source-build
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Docker EJL RIZEE., EIREEFTITLZIRAMNEDF vy aEEABFAL X, noCache 7 7
YavEtrue ILERET D E. ELRDYF vy v aBE=HEE L T, Dockerfile DI RTHDFEE=HBE
TLET,

strategy:
dockerStrategy:
noCache: true

8.5.2.4. &% 7L
EILREBRETIEELZEINRAX—=IUD ) —RTAO—HIVICHEATESZESICIE. T74IMTIEED
AA=IUPMFERINET, 7L, O—HAIAAXA—VBEEILT, A X—VRAN)—LDSEBTSL

VANY—=DBA X =V EBFHT BIHEICIL. forcePull 75 7 % true ICEXE L T BuildConfig % /F
BLZET,

strategy:
dockerStrategy:
forcePull: true

‘) ZDISTRHBE, O—HILDELYT —A A—IPEEIN, A X—VZAN)—LHSRBTZL
JANMN)—=DSFHLWA=U a3 N TILINE T, forcePull % false ICE8ET D&, T 746
OEEE LT, O—ANIREINEA A—UAFEAINET,

8.5.2.5. RIBZH

IRIBZH % Docker EIL R T7OEABLUVHERE LTERIND A X —Y THRATREICT 5I1CIE. RE
Z#1 % BuildConfig ® dockerStrategy €&/ BINTE 9,

ZZICEE LERIEZ L. Dockerfile A TRICSIBRTE S L DI, B—D ENV Dockerfile iy & L T
FROM GBS DEZICEAINT T,

EHIFEIRBFICERIN. 7MY MM A=JIIEDZH, TOAA—VERITTHAVTF—IC
LEELEY,

722 ., EIVRPS VYA LEBICHRYLDHTTP 70X —52EXTHICIFUTERELE T,

dockerStrategy:
env:

- name: "HTTP_PROXY"
value: "http://myproxy.net:5187/"

PSR —BEEIL, Ansible 2 LT/ O0—/NILEI FEREZRE §5IEHTEET,

oc setenv 17> KT, BuildConfig ICEZR L LIREZHZEE TSI ELARETT,

8.5.26.WebavVY—I)aEFHLEZ>—27 L v MDEM

TZAR—RNYRIN)—ICTICATEDLDICEIREEICY—7Ly MEBINT 2I1C1E, T %
EITLET,

1. #7138 D OpenShift Container Platform 7B Y =¥ M &{ER L £ 9,
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2. T7SAR=—MDY—ROA—RYRIMN)—IZT7 I ERTZ2DORMERIEETNZ L —F
Ly hafFRLE T,

3. docker EJL RE&E ZERR L £ 9,

4. EWRBEDIT 49 —R—IFE, Web T2 Y —JL @ fromimage R— T, Source
Secret ZEEL XY,

5. Save h¥ VA&7 1)w oy LET,

8.5.2.7. Docker EJL KB|#

Docker EJL RDBI# #E&ET B ICIE. LTFD &L S IC BuildArgs EZFlicTY M) —%BMLET. <h
(&, BuildConfig @ dockerStrategy EEHEDHICHY FT, UTICHIZRLET,

dockerStrategy:

buildArgs:
- name: "foo"
value: "bar"

EIL REIEIE. EJL KROBRBEFIC Docker IEINE T,

85271 7NBLU Ty a1DERE

TSAR=—KMNLIYRAN)—ICTILTEDLDICTBICIE. EIL REEEIC Pull Secret 558 L. 7v
T a1EEMICT BICIE Push Secret 255 E L £ 9,

853. AV LR NSFI—DA T ay

LR Favidg, THARSLEINRZRN ST — | ICEBBEDOA >3 VT,

8.5.3.1.FROM A A=
customStrategy.from /> a v AFERAL T, ARV LEIRNICFERTEZAA—VEEBELET,

strategy:
customStrategy:
from:
kind: "Dockerlmage"
name: "openshift/sti-image-builder"

8.5.3.2. Docker V47 v MDA
9YFF—ANS Docker ATV RAEF LT, AVF+— A A—VELILRTEB LS KT BITIE

TORRAAERY 7y MCEIW ROV T F—%NRNA VY RTIZRENHYET, NI
I%. exposeDockerSocket # 7'~ 3 V% true ICEREL E T

strategy:
customStrategy:
exposeDockerSocket: true

8.5.3.3. Secret
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FE8E LI K
TRTOEIRIYA TIENMTEDZY —ABLVAMA—=TDY—I Ly bDIEMNI. BRAILAKNST
S—AFRATIIEICEY, Y=Ly NOEBED—BEEEIILY—Pod ICEMTEZXT,
BY—ULvy NI, BEDBMICII Y NTEZET,
strategy:

customStrategy:
secrets:
- secretSource: ﬂ
name: "secret1"
mountPath: "/tmp/secret1” 9
- secretSource:
name: "secret2"
mountPath: "/tmp/secret2"

Q secretSource (&, EJL K ER L namespace ICHBV—V Ly hMADSEBTY,

g mountPath (2. — 7L v hATI Y NINBZREDHDHDRAYLEILY—HD/IRZATT,

85331 WebadvV—IaEFERALLEY—I Ly DB

TZAR—RNYRIN)—ICTIVCATEDLDICEIREEICY—7 Ly MEBINT 2IC1E,. T %
EITLET,

1. #H D OpenShift Container Platform 7O =¥ M &ER L £,

2. 7SAR=—MDY—ROA—RYRIMN)—IZT7 I ERTZDORMERINEETNDZ L —F
Ly hafFRLE T,

3. HARAALEI REE H#ERLET,

4. EWRBEDIT 49 —R—IUFEIE, Web T2 Y —JL @ fromimage R— T, Source
Secret ZEEL XY,

5. Saveh¥ VA&7 )w oy LZET,

85332 FNBLUT Ty aDEFME

TSAR=—KMNLIYRAN)—ICTIVTEDLDICTBICIE. EJL REEEIC Pull Secret 558 L. v
S aHBMITT BITIE Push Secret #38E L X7,

8.5.3.4. &l 7

EJL R Pod 288 ET %HEIC. ERAY M O—F—R@T 74 MT. EIREETEELLS X —
UHAO—HAITHERATEZNEINEZERELET, O—HILTHRHTEZHBEICIEZTOA X—IUHER
INFT, L. O—ANA A=V EEEZLT, AA—VRARN)—LDBBRITDZLIZAN) =D
A A= 5BHT BHBEICIE. forcePull 75 7 % true ICE%E L T BuildConfig = R L £ 9,

strategy:
customStrategy:
forcePull: true
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" ZDI75ThHBE, O—AILDELY —A X—IQERIN, AAXA—SAN)—LHISEBTBL
VAN —=DSHLWA=Ua RN TILINET, forcePull % false ICERET D&, T 7406
DENMEE LT, O—HINREINLAA=—UDNERINE T,

8.5.3.5. REBELTH

RIEZHE Hh RS ALK TOEXTHATRICT 2I0I1d. RIEZEE % BuildConfig ®
customStrategy E&EICEBMTE XY,

CZICESINLBIELTHIE. DAY LEI REETT S PodICEINET,

ZIEX, EIVRBICHRYLDOHTTP 70X —42EHTBICEUTERELE T,

customStrategy

- name: "HTTP_PROXY"
value: "http://myproxy.net:5187/"

PSR —BEEIL, Ansible 2L T/ O—/NILEI FEREZRE §5IEHTEET,

oc setenv 17> KT, BuildConfig ICEZE L LIREZHZEE TSI ELARETT,

854. N4 TSAVANSTI—DA T ay

UFDA T avigk, [Pipeline EIWRZA NS TY— ] ICEBEDAF T3V TY,

8.5.4.1. Jenkinsfile M2t
Jenkinsfile I, U TFD 2 DDAHEDELELNTIRETEET,

1. EJL RE&REIT Jenkinsfile ZI2HA L
2. Jenkinsfile #8T git Y RY M) —A~DSR%E EIL REREITEINT %

BHAHEE

kind: "BuildConfig"
apiVersion: "v1"

metadata:

name: "sample-pipeline”
spec:

strategy:

jenkinsPipelineStrategy:
jenkinsfile: |-
node('agent’) {
stage 'build’

openshiftBuild(buildConfig: 'ruby-sample-build’, showBuildLogs: 'true’)
stage 'deploy’
openshiftDeploy(deploymentConfig: 'frontend’)

}

Glt I}'js‘/'l\lj /\o/l\\
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kind: "BuildConfig"
apiVersion: "v1"
metadata:
name: "sample-pipeline”
spec:
source:
git:
uri: "https://github.com/openshift/ruby-hello-world"
strategy:
jenkinsPipelineStrategy:
jenkinsfilePath: some/repo/dir/filename ﬂ

Q #4 7> 3~ d jenkinsfilePath 7 1 —JL KiZ. ¥ —2X contextDir & DEEETHERT 2771 I)LD
ZRIZIEEL £7T, contextDir MEBEINZHZE. T 74 MIVRIMN)—DIL— MIEES
nZx 7, jenkinsfilePath N &BEI N 2HBE. T 7 4L bd Jenkinsfile ICBREINZE T,

8.5.4.2. BIEZEH

RIEZH % Pipeline EJL K 7O X THAREEICT 5121, BRIFEZH % BuildConfig @
jenkinsPipelineStrategy E&ICEIMTE XY,

EE L72%IC. RIEZHUL BuildConfig ICEIET % Jenkins Va3 TDNFA—H—& LTEREINE
ER

UFIChZERLET,

jenkinsPipelineStrategy:

env:
- name: "FOQO"
value: "BAR"

ya 53!
_ oc setenv 1< KT, BuildConfig ICEH LARIELENZEE TSI ELARETT,

8.5.4.2.1. BuildConfig IRIEZH & Jenkins ¥ a3 TS A—4—BDTvEV T

Pipeline 2 b 57 < —® BuildConfig ~NDZEEICHEL, Jenkins ¥ 3 THMER/BEHF S h
&. BuildConfig DERIEZ# L Jenkins ¥ 3 TNRSA—F—DERICTYEVITINZET, Jenkins
TaTNIA—I—FEHRDT 74 MEIZ. BETIRIEEHORETOMEICARY X7,

Jenkins ¥ a3 7 OREMEREIC, /85X —4—% Jenkins AV Y —ILHST 3 TIBMTEET, /N5
X —4&—%d, BuildConfig DIRIEZHEZ & IFEAY X9, LD Jenkins 3 THICEI KRR
8, INLDNTA=H—PFEHRINZET,

Jenkins P a JDOEIN RERIBT 2HEICLY., NSA—F—DHREHEINEFEFY £, oc start-build
THBIN/IBAICIE. BuildConfig DIREBZEHMDEIINIGT 2V a T4 VRAY VRICKET 5/85
A—H—IZRRYFT, Jenkins AV Y —ILHSNRSA =S —DT 74V MEICEBAEZMATHEERIN
¥ 9., BuildConfig DIENEBEINE T,

oc start-build -e CHAT 2 &, e A T a v THEELLABEZHOEIEBEINTT,

7=. BuildConfig ICEEH I N TUWAWRIBEREZIEE LB EICIE. Jenkins ¥ 3 TD/IRFA—4—F
FELTEBMINET, £, Jenkins AV Y — I OIREZHICHIGT 21X A —9—ILMAZER
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IXE|E I N F 9, BuildConfig # & U oc start-build -e TIEET 2HRENBEINE T,

Jenkins A~V —JLT Jenkins ¥ a 7&BIIAL2IZGHEICIE. Y3 TOEIN NS 2RIED—IREL
T, Jenkins AV Y —ILEFRALTNSA—Y—DEREEFHIETIET,

8.6. EJL NIZiE

8.6.1. &

Pod BIEZTH EEKIC. EIL ROBEZHEIL Downward APl 2R L THO Y YV —IXPZTHDSHEE L
TEEHETZEY, L. UTOLD BIALHY £,

P2
ocsetenv 17> KT, BuildConfig ICEZR L LIREZHZEE TSI EELARETT,

8.6.2. BIELTHELTOEILRZ4—IL RDOFEA

EIWRA TV bOBFRIE. [EXEET 371 —JL RO JsonPath (. fieldPath BEZHDY — X
HBRETDHIETHRATEET,

env:
- name: FIELDREF_ENV
valueFrom:
fieldRef:
fieldPath: metadata.name

v ST
' Jenkins Pipeline 2 b 7Y —(&, IRIEEHOD valueFrom X %= HR— kL EE A,

863 RIEZHELTHOIAVFF—)YV—RADEH

BB VT —OERRICERIAINS =0, EIL RBREZHO valueFrom #FRH L35+ — )
Y—ADBRIITR—MIhFHA,

864 REZHELTOY—I Ly FOFEH

valueFrom #X 2 #FAHLT. ¥Y—7 L v hDLDF—DEARELHE LTRIATEFT,

apiVersion: vi
kind: BuildConfig
metadata:
name: secret-example-bc
spec:
strategy:
sourceStrategy:
env:
- name: MYVAL
valueFrom:
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secretKeyRef:
key: myval
name: mysecret

87.EINRD KN H—

871LEIRKNYH—DHE

BuildConfig D E&FFIC. BuildConfig =T 2MEDOHZKRZFHT B M) H—%2EFEHETEE
T, UFOEILRN)A—2FATEET,

e Webhook
o (XA—YDEHRE

* RENKHE

8.7.2. Webhook @ k) 71—

Webhook @ k) H—ICT & Y, ER% OpenShift Container Platform APl T KR4 > MIEE L TH
HWMEIRAENY)H—TXZFT, GitHub, GitLab, BitbucketZ 7zl% Generic webhook Z{FMH L T.
Webhook M) H—%E&HTE XY,

OpenShift Container Platform @ Webhook (¥IR7E. Git R—ZX DY —RXJ1— KEEY X T L (SCM) D
TNThDOT Y2 ARY NOELUDON—=2 3V DHEYR—MLTWET, TOMDAIRY NS T
BINRTERINITT,

TyoaARY NEREBTBIFBEIC. ARV MNADT SV FSEN,. [ED BuildConfig D75 > F5
BE—HLTVLWBEDLEIIMEREINE T, —HT BHEICIE. webhook 1 XY MIEHINTWHDE
2<{@E L33 v bSEBA. OpenShift Container Platform EJL RRICFz v /77 hENFEd, —HL
BWHBEICIE., EILREMNYA-INZEEA,

pa 3

oc new-app & &£ U* oc new-build (& GitHub & & U Generic Webhook b UJ 77— % EH&i/
WHER L 29D, ZNLIAD Webhook b)) A—DBRBEICIEFEHTEMT 2HEDN
HUFT (TR A-DFE] 2BR),

Webhook 3R TIZxf L T, WebHookSecretKey & L\ 5 ZFIDF—T. Secret &. Webook DIEUH
LESICIREINZEEAERT I2HELNHY ET, webhook DEET., ZDV—IL vy Ne2BRTIZMNE
BHYES, ZOV—ILy NaFRATEZIETURLF—BERY, O URL TEJI KA M) H—X
NBEVWEDICLET, F—DfBEIE. webhook DU LEFICEINSEY—J Ly MEHBRINET,

=& Z & mysecret E WD EARIDOY—Y Ly M%ESIRYT 5 GitHub webhook I(ZLATFD EH Y TY,

type: "GitHub"
github:
secretReference:
name: "mysecret”

I, =2 Ly MEIULTOEDICERLEFT, >—2L vy FD{EIE base64 T OA—RKRINTH Y.,
CDfEIE Secret A 7z b data 74 —IL RICHETHBRICERELTLEIL,

127


https://developer.github.com/webhooks/
https://docs.gitlab.com/ce/user/project/integrations/webhooks.html
https://confluence.atlassian.com/bitbucket/manage-webhooks-735643732.html

OpenShift Container Platform 3.9 AR &EH 1M K

- kind: Secret
apiVersion: vi
metadata:
name: mysecret
creationTimestamp:
data:
WebHookSecretKey: c2VicmV0dmFsdWUx

8.7.2.1. GitHub Webhooks

GitHub webhook &, YRY M) —OEHEFIC GitHUb S OREVH LEREBLF T, N H—%2EH
FTHEEIC, secret aEHZLTLEIW, TDY—Y L v MME, Webhook MEBERFIC GitHub ICE X
N3 URLICEMINZET,

GitHub Webhook @ &/l

type: "GitHub"
github:
secretReference:
name: "mysecret”

pz o-1o)

Webhook ) H—DBRETHEAINSZ Y —2 L v M, GitHub Ul T Webhook D& E
BFICKRTIN% secret 7 1 —JIL REEERY FF, Webhook M) H—ERETHERET S
—2 Ly M, Webhook URL #—ZEIC L THERIANTE WL D IC L. GitHub Ul @

=Ly M FEOXFEHN T4 —=ILRT, TDT714—I)LREFEAL TEAED HMAC
hex #4 ¥ = X b &{ER L T. X-Hub-Signature ~v ¥ —& L GEELE T,

oc describe < > NiE, R4 O— K URL % GitHub Webhook URL & L TiRL &9 ( [ Webhook URL
DFER] #BR), RAO—RURLIFUTOLIICERINZET,

I http://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<s:
cret>/github

GitHub Webhook Z5&%E 3 B ICIFLL T ZRTL F T,
1. GitHub ') 7/RY k1) —H' 5 BuildConfig %= ER L 72121, L TFZ2ETLE T,
I $ oc describe bc/<name-of-your-BuildConfig>

UTFD&LSIC, EEBDIY Y RidE Webhook GitHub URL 4R L £7,

<https://api.starter-us-east-

1.0openshift.com:443/oapi/vi/namespaces/nsname/buildconfigs/bcname/webhooks/<secret>/gitt
ub>.

2. GitHub D Web OV —JLHh 56, TDOURL Z GitHub ICHY 7Y RR—=A ML FT,

3. GitHub Y RY K1) — T, Settings - Webhooks & Services 55 Add Webhook % i#1R L £
ER

4. Payload URL 7 1 —JL RIZ, (L& RERD)URL DEAZYMITET,
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E8EEIFK
5. Content Type % GitHub @7 7 # JL k application/x-www-form-urlencoded »* 5
application/json ICZEL X7,
6. Addwebhook #7 1) v o L%,
webhook DR EMNIERBICTE T LIcZ & A2 RT GitHub DX v E—UNRRINZET,

INTEE% GitHub YRY M) —IZ Ty 2 ad27GCICHLWEIL RABBIMISEEI L. EJL RITK
WIBEFHLLWTTOAM XY MARBEILE T,

Pz

Gogs . GitHub &[E U webhook D R4 O— KR EHR—bMLET, ZTDH,

Gogs H—/\—%{FERAd 315A L. GitHub webhook k') #i—% BuildConfig ICE& T %
& Gogs —N—BHTELE NI H—-INZT,

payload.json 72 E DB/ JSON RA O— KA T 7 A JLICEEZNBHEICIE, curl ZFEALT
webhook ZF BT K H—TEXFT,

$ curl -H "X-GitHub-Event: push" -H "Content-Type: application/json" -k -X POST --data-binary
@payload.json
https://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<:
ecret>/github

-k DBIHEUT, APl —N—|CEELLK BEINLIAEN T WIEEICOANBETT,

8.7.2.2. GitLab Webhooks

GitLab Webhook (&, YRY M) —OEHFHEFD GitLab ICL Z2MUHE L EZNE L T, GitHub M) H—
Tld. secret Z1I5ET 2MENHY £T, LLTDAIIE. BuildConfig AD ~Y) H—FEZHED YAML T
-a—o

type: "GitLab"
gitlab:
secretReference:
name: "mysecret”

oc describe < > K&, R4 O— K URL % GitLab Webhook URL & L T:RL £9 ( T Webhook URL
DFER] #BMR), RAO—RURLIFUTOLIICERINZET,

I http://<openshift_api_host:port>/oapi/v1/namespaces/<namespace>/buildconfigs/<name>/webhooks/<s:
cret>/gitlab

GitLab Webhook Z8&E T B ICIEULTA#ZETLE Y,

1. EJVREEEZESH LT, webhook URL B 5 L £ ¢,

I $ oc describe bc <name>

2. Webhook URL #OF—L F 3, <secrets|d>—o Ly NOBICBESHRZIZET,

3. GitLab MEREFIE ICHREL, GitLab VRY M) —DE&EIC Webhook URL ZBhY 1S £ 9,
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payload.json X E D HRN7E JSONNA AO— DT 74 IVICEINOIGTEICIE. curl Z1E2H L C
webhook #FEITK!Y) H—TEXZ 7,

$ curl -H "X-GitLab-Event: Push Hook" -H "Content-Type: application/json" -k -X POST --data-binary
@payload.json
https://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<:
ecret>/gitlab

-k DEIEUE. APIH—/R—ICIE LK BEINLAAENRVBEICOABETT,

8.7.2.3. Bitbucket Webhook

Bitbucket Webhook Y ARY b 1) —DEHEFD Bitbucket ICL Z2MUHELEZNELES, ThETDMY
H—EERRIC, secret ziEET HMENHY £9, LLTOHIE,. BuildConfig RD k1) H—EZHFRD
YAML TT9,

type: "Bitbucket"
bitbucket:
secretReference:
name: "mysecret”

oc describe < > NiE, R4 O— K URL % Bitbucket Webhook URL & LT3R L £ ( I Webhook
URL MF~] #5MB), RAO— RN URLIFULTDLI ITERINET,

http://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<s:
cret>/bitbucket

Bitbucket Webhook 5% E T B ICITATZEITLEX T,

1. EJVREEEZEEEH LT, webhook URL B 5 L £ 9,
I $ oc describe bc <name>

2. Webhook URL Z#aKF—L %3, <secretsd>—o Ly NOBICBESHRZIZET,

3. Bitbucket MEZEFIE IZHELY, Bitbucket VR M) —DE&REIC Webhook URL % B Y {17 &
ERR

payload.json 72 E DB/ JSON RA O— KA T 7 A JLICEEZNBHEICTIE. curl ZFEAL T
webhook #FE TR H—TE£T,

$ curl -H "X-Event-Key: repo:push” -H "Content-Type: application/json" -k -X POST --data-binary
@payload.json
https://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<:
ecret>/bitbucket

-k DB, API Y —NR—IZIEE L BEINLIAENLWIGEICOAMBETT,

8.7.2.4. Generic Webhook

Generic webhook (&, Web B RAEITTEXBEVRATANSLHUHINE T, D webhook & FHRIC.
V=LY NEEEETEIVLEIHYET, COV—I Ly hEFRETBIETURLA—EERY, ft
DURLTEIRA M) A—INBVWEDICLET, LLTDAIIE. BuildConfig RD k1 H—EFHFD
YAML T,
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type: "Generic"
generic:
secretReference:
name: "mysecret”
allowEnv: true 0

Q true ICEEE L T. Generic Webhook HIBIEZEH TEI#2LdICLET,

MO LTAERET BICIE. MUHE LY RTFAIC, EJL RO Generic Webhook T R7R4 >~ M® URL
HIRELET,

http://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<s:
cret>/generic

MO Litid. POST ##{F& LT Webhook ZIE UM T AENHY £,

F &) T Webhook ZIEU'HH FICIE, curl #ERBLEY,

$ curl -X POST -k
https://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<:
ecret>/generic

HTTP 8070(% POST ICRRET 2 ENHYE T, EFXF a7 TRV -k 757 %$EEL T, SIEAE DAL
ZEBRLEY, VIR —ICELKBREINERASENHZ5ERICE, 22BD 757 R3MEHY FH
/‘JO

IVRRAYME UTORKXTEREDORAO—REZITAND I ENTEZXT,

git:
uri: "<url to git repository>"
ref: "<optional git reference>"
commit: "<commit hash identifying a specific git commit>"
author:
name: "<author name>"
email: "<author e-mail>"
committer:
name: "<committer name>"
email: "<committer e-mail>"
message: "<commit message>"
env: ﬂ
- name: "<variable name>"
value: "<variable value>"

Q BuildConfig IRIBEZH & ARKIC. T TEEINTLWIREZHIIEIN RTHRETEEY, <hbd
DZEFH BuildConfig DIRIEZEH EFHE T 2GR ICIE. ThOSDEHNBEINET, 7741
N Tl&. webhook BHETEINLRELHIIEEINE S, Webhook EED allowEnv 7 1 —JL
K% true ICEREL T, ZOEEEEMICLE T,

curl A LTI DR, O— REETICIL, payload_fileyaml E WD ZREID 7 7 4 LITRA O— K%
EELTETLET,
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$ curl -H "Content-Type: application/yaml|" --data-binary @payload_file.yaml -X POST -k
https://<openshift_api_host:port>/oapi/vi/namespaces/<namespace>/buildconfigs/<name>/webhooks/<:
ecret>/generic

BIEE, Ny —ERMO—RZEBMLELUEIOFIER L TY, -HD51#IE. R4 O0—ROFERICL
) Content-Type ~ v ¥ — % application/yaml Z 7z |4 application/json ICE%E L £ 9. --data-binary
D5 =FERAT S &, POSTEKRTIE, BITZHIBRETICNSAF ) —R4O—-REZZEFLET,

pa )

OpenShift Container Platform (&, BEXD X4 O— RAAEMARIBETE (B: |EHaa >
FUVEA T, BRAATREFIFERHRI YT VY RE). Generic Webhook I TE L
KaR)A—TEET, ZOBEIF. BAERMEZHERTZ2OIHEINLTVET,
EWRERRA O— RHH BIHEICIE. OpenShift Container Platform (&, HTTP 200
OKZED—EE L TISONFARATESLEZRLET,

8.7.2.5. Webhook URL D&K=

LUFoa~vy REFEALT, EJILREZREICEETYT % webhook URL #RRL X,
I $ oc describe bc <name>

LEED O~ Y KT webhook URL ERRINAWIHFEITIE. [WRODEI REREIC webhook k) H—HE
EINTWARWZ EICRYEST, NI A—A2FEFHTEMTSICIE. Th)H—0FE] 28BLTLE
T,

873. A A—YEEDKIY H—

AA=—VBTEDN)H—%FATZE, PYTRAN)—LATHENA—VavhHFETEELIICRBE
EIL RABEEICEPEINE T, & ZIE. RHELA X —Y EICEIL RAREINTWBIBEEICIE.
RHEL DA A=V QBB INERATEL ROERTEN)H—TEFET, TOHER, 77V 55— 3 v
AA=JEBICRFTD RHEL R—RAA A=Y ETEITINDLIIIRYET,

AA—VEBEDN) H—%BETZICE. UTDT7 V2 avaEERTTIHRENHY X,
L N)H—F2T7YTRN) =LA A=V %BRT 2L 5(1C. ImageStream 2 EH L 7,

kind: "ImageStream"
apiVersion: "v1"
metadata:

name: "ruby-20-centos7"

ZDEFETIE. 141 A=Y A M) —AH <system-registry>/<namespace>/ruby-20-centos7 I
MEINTWRAYTF—AX=Y)RI M) =TT 5NE T, <system-registry> &,
OpenShift Container Platform T2179 % docker-registry D &I T, H—ERXE LTEEIN
£,

2. AA=RARN)—=LDBEIRDODR=AA A=V DFEICIE. EIWRANZTT—O From
TJ4—ILRZEERELT, A X—=—VYRN)—LESBLZET,

strategy:
sourceStrategy:
from:
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kind: "ImageStreamTag"

name: "ruby-20-centos7:latest"
LE2DFITIE. sourceStrategy DEZE (L. I D namespace WICEE XN TL 3 ruby-20-
centos7 & WD ZEIDA A —Y AN —LD latest ¥ V&5 FERLF T,

3 AA—VRAN)—LEBRTDZIDFLIFEBRDON)H—TEIFZEZLET,

type: "imageChange" 0
imageChange: {}
type: "imageChange"
imageChange:
from:
kind: "ImageStreamTag"
name: "custom-image:latest”

ﬂ EIWRZRSTY—Dfrom 7 1 —)L FICEREI N/ L S IC ImageStream & £ Uf Tag %=
BRI DAXA—VUEEN)AH—, TIDimageChange 7 7 =V MIETRITNIERY
FtHA.

@ FROAX—YRM—LEERTEAX—VEBLH—, ZORAIKEENS
imageChange D& 73 (C(1E from 7 4 —JL RZEBHIIL T, B#8 9 % ImageStreamTag =%
BIE2RENHYET,

ANSTI—AR=I AN —LICAA=VEEMN) H—%2FERTZHEIE. EXINLEIL FICFE
7 docker # T WM IF SN, TDY TICHIET BRITDA A —V2LRILET, JOFBFANA-VF
RiE, EIWRAICERTTZEEIC. AMITIYICLYFEAINIET,

ARSTI—AR=—VZARN)—L%ZBRLEAEV, DA X—VEERN) H—DHBEIF. FREIL RHEHE
IMINETH, —BDAX—VYSRT, EWRAMNSTIY-RFEHRFRINIEA,

ARSTI—RKARA—VEBRBRN)A—DEENDZLEDOHITIE. FFRINBEN RIFLLTOEL S IC4Y
i’a—o

strategy:
sourceStrategy:
from:
kind: "Dockerlmage"
name: "172.30.17.3:5001/mynamespace/ruby-20-centos7:<immutableid>"

ZhICEY, MUA=—IREEILRE VRIS M) —IZT vy aIh@EDYDHL WA X —J %
LT, ENRAPELCAIABTTU D TERERITTESLIICLET,

ARAILEIRDFZE, §XTD Strategy 91 FICA A=Y 74— )L REFRET HLEIFTH

<. OPENSHIFT CUSTOM BUILD BASE IMAGE DEIEZHEF v/ ShE T, JDBETHA
BELABWESIE., TEDAA—YSRBTERINE T, BHETIHERICIE. ZOFREDS A —VU SR
TEHINET,

EJL KB Webhook b ) H—F/ZFEIDERT M) A-INBFBEIC, FFRINBEILR

\&. Strategy 'S 889 % ImageStream H SR T 5 <immutableid> ZFHALF ., IhniICLY, &
BICBIRTESLDIC. " BHOHZAA—V Y TEFEALTEILRDRITIND LD ICARYET,
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Pz -
ViDocker LY AN — @DAVTF—AX—=—V%SRBITEZAAXA—AMN) =4 1
A= 2AR) =LY T HFETELLIICL>IEEBEETEILRMIERIFN) A—3
N, BHOAA—VBEHTIEMN)A—INFEEA, TN, viDocker LY RN —|T—
ECHERNABELRA A =P RWEDHTT,

874.BRELED K —

REZED M) A—IE, BuildConfig A*Eh 3 EREFICHEBMICEIL RAEUOHINTT, LULTOH
(&, BuildConfig D k1) H—EH®D YAML TY,

I type: "ConfigChange"

P2
BREZEE®D b H—IEFH L L BuildConfig HMER I NIIBADHEEL E T, SBRD Y

) —2TlE, REZLE Y H—IL, BuildConfig "EHFINZ/-LICEIL K& TS
B2EDITRYFT,

8.7.41. M H—DFEHRE

hUJH—IE. oc settriggers TEJL REEEICH L TGEIM/BIRTE 9, =& Z1E. GitHub webhook
N)A—%EI REREIEMT 2ICIEUTEZFERALET,

I $ oc set triggers bc <name> --from-github
AA—VEBEN)H—%RETBHICIIUTZHEALEY,
I $ oc set triggers bc <name> --from-image='<image>"'
M) H—%HIBRY % ICIE -remove ZBINL £,

I $ oc set triggers bc <name> --from-bitbucket --remove

R

Webhook M) H—AF TILEET 2HZEICIE. M) A—%2E5—FEEBIMT 5 &,
Webhook DY —2 L v hHBERINZE T,

e

BRI, oc set triggers ~-help DAL T RFa XY M ESRBLTCEI W,
88.EILKT vV

881 EIRT v I DHRE
EIRTv I %FERTZE. ENRTOCRICEEERATEEY,
BuildConfig = 72 = 7 b ® postCommit 7 1 —JL KIC& Y, EIRTIURMNTY M X—V%FETTS

—RHRIYTF—RTIAI Y RPERTINITT, 1 A —VOREOBHNIAI Y hIhELER. HOA
A=IPLIZARN)—IZTy2aIh3HEIC. 7Y IDRRTINET,
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WEDEET ALV M) —F, 41 X—2YD WORKDIR ICEREIN, AVTF—AA=—IDTT#IL K
DEETALIRMN)—ICRYET, L DA A= TIE, TZIKY—RA—FHPEEINFT,

FOUADKRTI—RKMRINEGE, —BIVTFF—0RENICKKRLAGBEICIE. 7y Ih%kBLE
T, ZvIhkBTEE EILRICEKEREYT—I3IN, TOAMAX=TJIFLIYAN) =Ty aEhFE
A, KBDERIZ, EIROTAEASBLTHRIITEZT,

EIWRTZ Y1, EIWRDAETEY—I3IN, A X=IDLIXAMN)—IZRRAINDRIIC. BT b
ERITLTAX—VZRAT BLDICFERATEEY, IRTOTAMIERL, TAMNIVF—ITLY
BTI-—RFOMEBRINZE, EIWRIEBEIIEY—I3INET, TAMIKRTZE. EILRFERE
Y—73INET, INTDIFAT, ELFATICE, TAMNSYFT—OHADEENZDT, KBLE
TANEZRETHDICHERATEETY,

postCommit 7 v 7 &, T XA MDEFTLEIFTRS, BOITY RIZEFERATEFEY, —FKHRIVT
FT—TERITINDZIDT, 7V 7ILBZTRIEKKEINT . 7v I DORITIERIBIRA A =TV ITIERHEN
HYFEA, COBERIFIZLAEDGHYETA, ThiZLY. TR MNOERERFGELSSA VR h—
b, ERAINT, BEMICEEIN, A A—VICRESAVWLIICTEIENTEET,

88.2. 03Iy NEDEIRTYIDHETE

EILREBEOI7 Y IV ABRETDHHEFTERDYFTT, LTOFICHTL 2T RTOFERKILEZET. bundle
exec rake test --verbose # T L F 7,

o VI )LRIYTh:

postCommit:
script: "bundle exec rake test --verbose"

script DfElE. /bin/sh-ic TEITTHLTIRI ) FhTT, ERBDOLDICBEET A M EET
T2GERE, YTILRIYTRDPELRTZY IDETFIELTWBRIHAEIL. ChEaFERLE
T, & A, £RBDOAZY MTFRAMNERTTZIHFBERETT, A A—YDIVN)—KRA Y
hZHIE T B 4 X =TI /bin/sh DR WIFEIF. command & /7S argszfEA L X
ER

R

CentOS® RHEL 1 A —Y TDEX%ZRET 57-HIC, BINT-i 75 7HEA
INFLED, SBDY Y —XATHIBRINDEREELHY FT,

o A A—=YTVRN)—RaAavbELTODOTYV KR

postCommit:
command: ["/bin/bash", "-c", "bundle exec rake test --verbose"]

DA TIE command 13E179 %37 KT, Dockerfile ZRHRICEHFINTWS, 2FTERK
DARA—=IV TV RNY—RA Y hELEEXLET, Command i, 1 X— T /bin/sh B 7AW, &
EY T IVEFERALRWVSEICRETY, thoBalk. script ZFRAT 2 Z & AERALAEIC
By FE9,

o FIUFIIMDIVKNY—RAY MNIETEIE

postCommit:
non , teSt,

args: ["bundle”, "exec", "rake --verbose"]
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ZDOHRTIE, args A XA —YDFT7AIRIV M) —RA Y MIEINBEIH—ETY, 1
A=VDIV R —RAV NI, BIBENIBTIXZUENHY T,

o BIMAIELLEYIILARYY) T

postCommit:
script: "bundle exec rake test $1"
args: ["--verbose"]

B AEEITHENHZD, VTRV TRTELLBIAT 20 RELIZEIC. ZORRE
FRALET. LD script TIE. $0 (E "/bin/sh" T, $1. $2 4 &L args DAIESIE Y £
-3—0

o BHMDHBOATUNR:

postCommit:
command: ["bundle", "exec", "rake", "test"]
args: ["--verbose"]

ZDFRIE command IC5IEAEBIMTZ2DERUTY,

pa 3

script & command ZRFICIEET &, BWREIL R Ty IDMERINTLEWE
-3—0

8.8.2.1.CLI Df#
oc set build-hook I ~¥ Y KAFRHL T, EINREREDEILR IV I ERETDIENTEET,

Iy MMEODEILKRZy 2 ELTOAY Y RERELET,

$ oc set build-hook bc/mybc \
--post-commit \
--command \
-- bundle exec rake test --verbose

A3y MEDEIRT I ELTRY ) TRERELET,

I $ oc set build-hook bc/mybc --post-commit --script="bundle exec rake test --verbose"

89. EJ RETR > —

8.9.1. EIL REFTRY —DHE

EILREFTRY S —TlE, EIVRBRELSERINDEIN REETT2IEEEZRRLET, Thic
I&. Build® spec £ 3 VIl#% % runPolicy 7 41 —JL RDEEZZRE L TL LI,

BREDOEI RERED runPolicy ([E%2ZFE T2 EEHAEETTY,
e Parallel 5 Serial ¥ SerialLatestOnly [CEE L T, ZORENOHBREIL R ZN) H—F 3

ECFLLWEWRIZTEAIEIL RITARTHARTITZETCHFELET, cnid, JBEREILRIZ. —
BIC1DULAERTTERVWAEDTY,
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e Serial Z SerialLatestOnly ICZE L T, HFiFREI FZN) H—F 2 &, BAERTHROEILNE
EETEMRINZEIL RUAIZIE, F2—IXHBEEFEOEILRATARTEFYy EILINET,
BHAOEIL RARICEITINET,

8.9.2. [EIREITRY & —

runPolicy 7 4 —JU K% Serial ICERE T % &, Build EJL ROASEKRINZFH LWLEIL RIETRTIER
RITICRYET, 2F Y, 1TBICETINZENLRNKIDEIFT, HILWEILRIE GIOEIL RARET
THETHELET, CORYS—2FERATZE, —BEDHY. FRFRLDEILRPAEDINET,
ZhiE. 77 4L b®D runPolicy TY,

Serial R') & —T sample-build 2EN S 3 DDEI RE R H—FT2LLUTDOLIICRY FT,

NAME TYPE FROM STATUS STARTED DURATION
sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git New

sample-build-3 Source Git New

sample-build-1 EJL K58 T $ % &, sample-build-2 EJL RARTINF T,

NAME TYPE FROM STATUS STARTED DURATION
sample-build-1 Source Git@e79d887 Completed 43 seconds ago 34s
sample-build-2 Source Git@1aa381b Running 2 seconds ago 2s
sample-build-3 Source Git New

8.9.3. SerialLatestOnly E17/R Y ¥ —

runPolicy 7 4+ —JL K% SerialLatestOnly IC58Ed % &, Serial E17R ) ¥ — & E4#RIC. Build 3%EH
SERINZFHHREIN RIRTHWIBRETINET, H:ERIE. RERTHFOEIL ROETRIC, ET
INBZROEIRHPERINZEBRHFEILRICRZEVWIRTYT, SVWHAZE, Fa—ICA>TWEE
IWRIEFZAFY FINDZDT, TNOHDORTEFELBRVEWVNDIZETT, AFy FINELEIL NG

Cancelled & LTY—2 3N Fzd, CORY V—IF, REMALHEEADLZEICITOZEIFERATEET,

SerialLatestOnly 7R ') > —T sample-build 2 ENS 3 DDEI K& M) H—F 2 ELULTD LD IC7Y
x7,

NAME TYPE FROM STATUS STARTED DURATION
sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git Cancelled

sample-build-3 Source Git New

sample-build-2 DEJL RiZF+ VI (RF v 7)) T, sample-build-1 DT #%IC. sample-build-3
EILRMROEIN RELTEITINET,

NAME TYPE FROM STATUS STARTED DURATION
sample-build-1 Source Git@e79d887 Completed 43 seconds ago 34s
sample-build-2 Source Git Cancelled

sample-build-3 Source Git@1aa381b Running 2 seconds ago 2s
8.9.4. MHNETRY > —
runPolicy 7 41 —JL K% Parallel ICERET 5 &, BuildZENSERINZFIRME L NIETRTHEIT

EITINET, CORETIE. BRAICERINBEINRDETTE2O0NREBICRDEAEREDNH Y. &I
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DAA=ITERIN, Ty PaXIniarTF—AX=—IUPEICETLTLEY, BEX#DS RN
NHBDDT, BWREIPFETEEHA,

EIWRDRET T BIRBABEEE E7RSRWNGEICIE, WHERITRY —Z2FHALTIEIL,

Parallel R') > —T sample-build 5REMN S 3 DDEIN RKE M) H—F2 &, 3DDEIIL RHARFICE
TINET,

NAME TYPE FROM STATUS STARTED DURATION
sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git@a76d881 Running 15 seconds ago 3s
sample-build-3 Source Git@689d111 Running 17 seconds ago 3s

7T BIRFIIIREAESINEEA,

NAME TYPE FROM STATUS STARTED DURATION
sample-build-1 Source Git@e79d887 Running 13 seconds ago 13s
sample-build-2 Source Git@a76d881 Running 15 seconds ago 3s
sample-build-3 Source Git@689d111 Completed 17 seconds ago 5s

8.10. BEREIL Nk

810..EJI RYY —XADEE

FTI7FIMTIE, EILRIE, XEBY—PCPUARE, "IV REhTWAEWY Y —%&FRHL T Pod I
JYRTINZFT, 7OV DT 74N MDAV TFH—4IRRIC. VY —XD4IRAEIEET D E. 2
nooYyYy—REFIRTEET,

EILREEDO—EBIC) YV —RFIREIBEL T, VY —RADFER%ZFIRTZIEEHAEETT, ULTOHIT
I%. resources. cpu & LU memory DE/NRSA—H—3F T2 3V TT,

apiVersion: "v1"
kind: "BuildConfig"
metadata:
name: "sample-build"
spec:
resources:
limits:
cpu: "100m"
memory: "256Mi" 9

@ cruidCPUMI=Y T, 100mE0ICPULI=Y b (100*1e-3) AR LT,

@ memory /31 MERITT, 256Mi ik 268435456 /31 h &R L ET (256 * 2 20),

L. 74— 7AY s MIERINTWRHBEIKIE. UTO2D20EEOWTNADNBRET
ER

o BAREY7R requests TE&E L 7= resources 2 3 >
resources:

requests: ﬂ

cpu: "100m"
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I memory: "256Mi"

Q requests 7 7¥ TV NI, V4 —FHAD) Y —RA—BIINBTEI Y —XA—BEEHZ
ERP

e JOYVIY MNTEEREIND HIRDEF, LimitRange 7 7V hDF 7 4L MEAEI R
AERBEICERIND Pod ICERAINZE T,

BAINRWEEIEF, 74— dEBEEZR/LEIVVEDICKBRLELEVWI Xy E—UNHEIN, EILR
Pod DERIFKEAL £,

8.10.2. xRHABEI D& E

BuildConfig D E#MFIC. completionDeadlineSeconds 7 1 — /L KABRE L CTHRRIIBAEETE X
T ZDT74—ILRIEMEMTIEEL., 774N MTREREEINEFHA, REINTVWAWEEIE. &
RBEIIZAEMTEHY FH A,

EREBIZEIL KD Pod Y AT LIKAT Y a— L INEERMLHEIN, ELF—A X—V% S
WTBDICREBERREGRE, Ya BN TH2HEZERLE T, BELLYA LTI MIETS
&. ¥ a 7E OpenShift Container Platform IC& W T INFE T,

LT @ fliE BuildConfig D —%8T. completionDeadlineSeconds 7 1+ —JL K% 30 DICEEL TV &
ER

spec:
completionDeadlineSeconds: 1800

ya 13!
_ ZDREF. N TSAVRNSTIV—FTa VTR YR—MIRTVEEA,

8103. FED/ — RADEIL RDEIY KT

EIL Rix. EJL REBED nodeSelector 7 1 —JL RICSRILEIEEL T, BED/—RKRETEFTT DL
IICHY =Ty NEBRETET XY, nodeSelector DIEIL. EJL K Pod DAY 12— JLEED node 5 NJL
IKC—TE2F—/EORTIIBEL TLEIW,

apiVersion: "v1"
kind: "BuildConfig"
metadata:
name: "sample-build"
spec:
nodeSeIector:ﬂ
key1: valuet
key2: value2

Q ZOEI REREICEET 5 )L NIk, keyl=value2 & key2=value2 S RNILHEEINK/ — KT
DHEFTINET,

nodeSelector DfEIL. 75 AY—2EDT 7+ MTHLHIETE, EELEEXTEET, EILRERE
T nodeSelector ¥ —/{ERT7HNEHEINTH 5T, nodeSelector:{} NEARHICEICRD LD ICEES
NTVWARWEEICDH, T74I) MENBRINET, B2 LEEXTEE. F—TEICEIREREDE
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PNBEXBAONET,

BRI, [ 70—/NLELRDT 74 MRESLIVCLEEEDRE] 28R L TSI,

R

8D NodeSelector ' NSDSRILAIBEINTWVWS / — RI—HLAWGEEIC
. EJL K& Pending DIRRENEIRICHE S £ 9

8104. Fxz—YEI R

OAVRAJVEFE (Go. C. Ct+, Java R E) DIFHEITIE, 7F) r—oavA X=Ji1I2av /1)L
BERREFEBREZEMTEE. A X—YDYAIMEMLLY., BRAINDARMEOH HHRBUENFEEL
YIS HY 9,

INOORBEALORT ZICIE. 2D0DENNREFI—VTORIFHEIENTEES, 1D2EBDEILRT
AVNANWLET—T1 772 baERL. 2DBDOEINRT, 7—FT14 770 N&aRTTBRDA
A—=IWCEDT—T14 777 NEaBELE T, LLTDHITIE. Source-to-lmage EJL KA Docker EJL
NEHAEDLET, 7—FT4 2770 b1 I)LL. IO VIA LA A—VICEREBELET,

R

ZDFITIE, Source-to-lmage EJL K& Docker EJL RAF T —>TDORVWTWET

NI DEDELRIF, FEDT—T 4770 MNaBUAA—VEERTDANTITI—
AL, 22EOELRRE, AA=IDLDANAVT VY %FERATRBANST
V—%FEATEET,

S21 Builder Image Source
] 1
U |
]
]
v
S21 Build
Image : .
(with Binary Artifact) Runtime Image Dockerfile
i i i
e P |
H
|
v
Docker Build

(with Image Source)

!

Runtime Image
(with Compiled Artifact)

RNDEILRIE, 7TV 5r—2a3 vy —A%BBLT. WARTZ 7ML EESTCA A —V%FERLET,
ZDA A—TlL, artifact-image 1 X—Y A MNY —LICTyvoadnEzST, PTOMNTYNT—FT1477
7 hDNRR I, EHT B Source-to-lmage EJL Y —D assemble 27 ) 7 MNICL Y ERYFET, ZDIH
&. /wildfly/standalone/deployments/ROOT.war ICHAINFE T,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#source-build
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#docker-build

apiVersion: vi
kind: BuildConfig
metadata:
name: artifact-build
spec:
output:
to:
kind: ImageStreamTag
name: artifact-image:latest
source:
git:
uri: https://github.com/openshift/openshift-jee-sample.git
type: Git
strategy:
sourceStrategy:
from:
kind: ImageStreamTag
name: wildfly:10.1
namespace: openshift
type: Source

FE8E LI K

22BN RIF, 1DBOEILRBILDTINTY M X—IJRICHD WAR 7 7 A ILADIRNADIEE
INTWBA A=Y —2%FALET, 1514 Dockerfile &, TOWAR 7 7 A I EZ VA A

/r)(_t/“‘:: E_bi-g_o

apiVersion: vi
kind: BuildConfig
metadata:
name: image-build
spec:
output:
to:
kind: ImageStreamTag
name: image-build:latest
source:
type: Dockerfile
dockerfile: |-
FROM jee-runtime:latest
COPY ROOQOT.war /deployments/ROOT.war
images:
- from:
kind: ImageStreamTag
name: artifact-image:latest
paths: g
- sourcePath: /wildfly/standalone/deployments/ROOT.war
destinationDir: "."
strategy:
dockerStrategy:
from:
kind: ImageStreamTag
name: jee-runtime:latest
type: Docker
triggers:
- imageChange: {}
type: ImageChange
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ﬂ from (&, docker EJL NIZ, LIRIOEI KD —4 v hTdHh > /- artifact-image 1 X —Y X b 1) —
LDDEDA A=Y DHAZEBMT LB’ HD I E2BELE S,

9 paths (. IRTE®D Docker EJL RITEBINT 29— Y b XA—=IDLDNREBELET,

© > 91LD1A—VUE Docker EIN KDY =24 X =Y & LTHEALETS,
CDREDER. 2FBDOEINRDTINTY M A—=DIZ, WAR 7 7 1 ILDIERRICRHEREIL Y —
WEBDBUENRKBRYET, Fho CO2FEBHDOEIRIZEAA—JZEDOMN) HA—DEFEN TV
20T, 1BEBOEWRDNAFY =T —FT 14770 NTHBRAA—IEZRTLTERT 2T, 2
HEHOEIRDPBENIC, EOT7—T 4777 MNeBUITVIALAA—VEBERTDDICN) H—
INFET, TDEH., EELDEILRE, RAT—UN20H2E—EILRDLIICIRZBFVET,
8105. EINRDFIN—=2

TI7FIWKTIE SAT7FATIDTT LEELRIE, ERICKFELE T, UTFTOEN REREFICH S
& 912, successfulBuildsHistoryLimit & 7z |3 failedBuildsHistoryLimit # IEDEHICIEET 5 &, U
AIDEI REZRFET2HZHRTZIEHNTEEY,

apiVersion: "v1"

kind: "BuildConfig"

metadata:
name: "sample-build"

spec:
successfulBuildsHistoryLimit: 2 ﬂ
failedBuildsHistoryLimit: 2 @)

Q successfulBuildsHistoryLimit [&. completed DX 7—4% ADEJI REZRmK2DFTHRFLZE
E

9 failedBuildsHistoryLimit (3 X 7 —# X %" failed. cancelled £ 7= error DEJL REZHKRK2 D F
THRELET,

EIWRTN—=2 T, UWTFOT7o2avic&Y M) H—-IhFET,
o EILREBRENEHRINLIEGE
e EILRDZATHAIINTET LEBE
EILRE EREDY A LARY Y TTHEIN, —BHVEIRPEICTIVL—=vIIhZET,
ya 53!
TIBEIL, ocadm' ATV TV MNDFIN—=vFa<x v RaERALT. EILREFEHT
TI—=vJ TEEY,

S8NEINRDNS TN a—FTqavT

SNLEBINLEYY —XADT IV ERAEKRK

]
EIRDPUTOIS—TERBLET,
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E8EEIK

I requested access to the resource is denied

R
TOVIIMIBEINTWVWRAAXA—TUDI4A—9DWVWITNHODLEREBITVWET, RED
P =9 %HRLT, BEINTWSHIRHE, FAPFOAMN L —VZERLTLEIL,

I $ oc describe quota
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BOETFOA AV K
9.1. 7704 X kDA

901.. 7704 XV hDBHE

OpenShift Container Platform 7 704 X ¥ b Tld, — MR I—HF—T7 7Y 7r—> 3 VIR L TEM
ICh3BENTEET, 704XV NI 3DDERBAPIA TV MaERELTERLET,

o FAOAAXYKEE, PodTFvFL—hELT, 77V —a3V0BEODIVR—FRY M
WY BREEGLRLET,

o 1DFIFEHDOL I r—ravayhOo—5—, 2O MO—5—ICIE, Pod TV 7
L—=hELTTF7OM AV MNEREDH BDEFERDRENSENE T,

o 1DFXIXEHDPod, BHEN—JavD7T)Vy5r—avDAVAY VA ERLET,

BF

FTOA A Y NRELPFAETZL TV yr—avary hA—5—Fd Pod 21T 3
NEBIEFHYEEA, TTOAAA YN RTALICLY, TTFOAMAY NEEANDLEHITE
PWIEHRINET, BEOTTOAM AV MA NS TI—D1 -5 =B IR WNIGE
Y. TTOAMAYNDSA T A VIV TFHOFIRERTT 2HENHZHBEICTIE.
[HAYLANTTI—] ODERERETL T ZIV,

FTFOAAXA Y MNEBEEFEKRTDE. LT yr—yayayho—5—»d, 704 X2 MREED Pod

FTUTL—RMELTHERINET, 77O/ XAV MNREDVEEIND E. BFDPod TV T L—KT

FLOWL T =y avary bO—5—»0ERIN, 7704 A2 N TOEABERTIN, BEIOL T
Doy—rayvary hA—S—ICRAT—¥o0Endh :iLwWL Y yr—ravyaryho—5—ICR
=Ty TIhFT,

FTVr—oavdDA VRV RE, EREICH—ERO—4—N\SUH—P)L—4%— i L TEER
ICBI/EBRINEST, 77U S—arvdEERy vy MO VlgEEYR—MLTWBRY, 77
Do—Ya VN TERM YV FIVAEZITERS &, RTHOI—HF—EGEI’BEERBYSTTTESLDICT
B5ZEDNTEET,
FTFOA XY N AT LATREEI N D18
o EFHOTFT I I—avpTFy I L—hNEeRBFTTOAAY MNEE,
o ARV IMADHHRE LTHEEINAT IO A Y NEEREITZ N H—,
o LHIDN—=I 3 UL LWA—=23 VI IlBITT50D, A—HF—ILELBhRITA XD
BERANSTY—, ANSTFY—E, TTAAAY N TOER E—RKIICITEIEN D Pod N TE
TINZEd,

o FIOAMXY MDA ITIHAVIHDIFIFERKRAYNT, HRAYLDENWFAEETTBLD
DITvI YN,

o FAOAAY NDKMBFICEFHFAIFEAFHTO—ILNYy V5 R—NTBEHOT T r—
YavpnN—T 3 UEHE,

o LN =2 avDFEHELICEFHRT— VY,
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912. 7704 XV NBEDIER

T 704 AV MEREIL. OpenShift Container Platform API ) ¥ — X @ deploymentConfig T, fthd ')
Y—2Z2D&LDICoc AV Y NTEETEZEY, LLTIE. deploymentConfig ')V —ZXDHITY,

kind: "DeploymentConfig"
apiVersion: "v1"
metadata:

name: "frontend"
spec:

template:

metadata:
labels:

name: "frontend"

spec:
containers:

- name: "helloworld"
image: "openshift/origin-ruby-sample”
ports:

- containerPort: 8080
protocol: "TCP"
replicas: 5 9
triggers:
- type: "ConfigChange"
- type: "ImageChange”
imageChangeParams:
automatic: true
containerNames:
- "helloworld"

from:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest"

strategy: 6

type: "Rolling"
paused: false
revisionHistoryLimit: 2 a
minReadySeconds: 0 6

Bz Ruby 7 7 r—> 3 V%R T 5 frontend 7704 XYV RERED Pod T FL— |k,
frontend DL 7)) Alg5 D&Y T,

Pod 7V 7L— M ZEBREINZ-CIC, ML T U r—ravaybOo—S—»2EInsd &S
ICT B EER N H—

origin-ruby-sample:latest 1 X =Y A N — LS TDFHBNN—U a3 UBFIETESZ LD ICRB L&,
FLWLTU =23y bO—F—DMERINDEIICT A A—IERNY H—

O—Y)YJ28S55F9—E, PodA&TF7O4 T 3T 74 MNDAETT, TORANSTTFI—IT,
Pod 2577043255774 NDAET, BEERETT,

FTOAAVIMNBEE—BELELET, ThIZLY, IRTORY H—HENEMICAY, EERIC
O—)IL79 NINBENCPod TV 7L — MIBEHOLEREAMABZIENTETET,

RETEEDHIR, O—IL/\y VEICRFT S, UEIoL ) r—>avay bO—5—HDOLRT

A+ T hItARRRATRE A AR ~tEA -+ METMILL. I A—S, a3y kA —S — X h

SO O ® 0 00
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J o “I1vvo-BH=HWFHOTJIHG - 7 o BWa U/ V-V XAHRUVI VYV s J J/ P i B I | 7 Yo~/ L 1v

FEA.

@ (Readiness F £ v 7 IZ/XR L7=1R) Pod B FIFAREE AR I N 5 F TICHHE T 2 EHAE (). 7
7#J)LMEIXZOTTY,

92. HEADTO4a4 XV MNEE

9.21. 7704 X NDFAA
Web AV Y —)LFE/IECLIZFR L TFETHET OAMA Y N O R EZHRATETET,
I $ oc rollout latest dc/<name>

pa

FIOAXAY N TOZANETROBEICIK, TOOTY REERTTRE, XvtE—v
PREIN, FHELIUyr—avaryho—S—AF7O04IhEtA,

9.22. 7704 AV MDERR
TV —=2 a3V TCHRTEAREVEY a VORKRBREMELET,
I $ oc rollout history dc/<name>

DAY Y RTIE, MEZTPOT IO Ay N TOERRE, EELAEETIO4 XY MEERIC. &
FEERINETRTOL Y yr—yayay hO—S—0FBARTLE T,

—revision 7> /A FRAT 5L, YEY a VEEDHMBERIRTIINET,
I $ oc rollout history dc/<name> --revision=1
TTOAA Y MRESLIVURERHFDOIEY 3 VICEAT EMBRIE. UTERITLTLLEIW,

I $ oc describe dc <name>

' pz -1o)
Web IV —J)L Tlix, Browse ¥ 7ICTF7OA4 XY MHARTRINZET,

923. 7704 XAy hpO—JL/Ny Y

O—)INyod3E PTUr—2avaHUEIO)EYavVICRELET., ZDEEIE. RESTAPL, CLI
F/lEWeb AV Y —ILTEFTTEET,

BRICT7OA4A LTHBLAEREDYEY avicO—IbNy 23 2I1C1F. UTAETLET,

I $ oc rollout undo dc/<name>
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Fo=mFSAOM4 AV

FTIAOA AV INBEDT Y7L —NME, undo ARV RTEELTF7O04A Y MDY EY 3 v E—H
TEHLIICTICEIN., LWL U yr—vayvayhbo—S—»iEgLxd, -to-revision TY &
VavHMEEINTULWAWEAICIE, BRICRILAET IO A Y hON=U 3 UDERAINET,

O— )Ry VDORTERZICFHFRT 7OA4AX Y N TOCAPER > THEBEINAWE DI, A=y oD
—EELT, TTAAMAXA YV IMNEREDAA—VEBEN Y HA—IZEWCRYVET, I X—VEEN)H—%
BEAMICTSICIK. UTEETLET,

I $ oc set triggers dc/<name> --auto

pa )

BHFOT7OA4 XA N TOERAICKBLAEBEIC. 7704 XY MREIE. REICKID
LEEVEY aVvOBREICEINICO—ILNYy V51 EaHR—MNLET, TDES
IS, T7AMICKBRLARFOT Y TL—MEY AT ALATEBEINRZVDT, REDE
EFE1—F—T50EIHY T,

9.24. a7 F—HNTHIY Y RDELT

OVFF—ICaYY REBMLT, 4 A—J® ENTRYPOINT 21 F LT, AV F+H—DREEEEE
BYHIENTEET, ThiE, BELEYAIVITTTOAM XAV NZEIKTARITTES 54 74
LI Tv I ERBRRYET,

command /XS X—4—%, TTOA AV D spec 71 —ILK%ZBMLET, command I<Y > K%
ZEdDargs 714 — )L NEBINTE F T (F£7 & command B EE L AWSEEIC
&, ENTRYPOINT),

spec:
containers:
name: <container_name>
image: 'image'
command:
- '<command>'
args:
- '<argument_1>'
- '<argument_2>'
- '<argument_3>'

& Z2 £, -jar & £ U Jopt/app-root/springboots2idemo.jar I1# A #EE L T, javadI~ ¥ K&ZE1T
T5ICE. UTERTLET,

spec:
containers:
name: example-spring-boot
image: 'image'
command:
- java
args:
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- l_jarl
- /opt/app-root/springboots2idemo.jar

925. 7704 X NOYDERR

BEDCT 704 AV MEEICETZHEHIEYavyonJ s MN)—LLET,
I $ oc logs -f dc/<name>

BFDYEY 3 VHRTHELIIKBLALEEICIE oclogsid. Pod DF70O4 %2175 70200
THRINET, MM LABEICIE oclogsidE, 7Y —> 3D PodhodOy%RLET,

DRHICKB LT a4 Xy N a2 600y aRRTHIEEHTETY, L. Thsnr0

2 BEIOL TV r—>a vy ba—5—84L 07704 Y —D Pod) B FEL. FEITTIL—=
VI ELIGBIBRINTOARWNEEICERY £,

I $ oc logs --version=1 dc/<name>
OJDORBICET 204 T>avilionTiE, UTESEBELTIEIV,
I $ oc logs --help

9.26. 7 7OM XY N KNYH—DERE

TTOAAYRREICF, VTR —RHDARY MIHBT 2FRT 704 A2 b TOEZDER%ER
BIHMN)A—%220DBEHNTEIT,

Digk

==
[=]

M)A—DFTT0O4 XY FREICEZEINTLWARWESIE, ConfigChange kY

H—DBTFT7AINTEMINET, M) HA—DIPEODT71s—ILRELTEREINTL
DBEICIE. TTOAXY NIFEITEFHTILELHY T,

9.26.1L.FHELE M) HH—

ConfigChange b Ai—IC& Y, FTOA AV MREDPod TV TL— MNIEENH D EREIND
I, FRoOL ) r—yavyay bO—5—MERINE T,

Pz
ConfigChange b ) H—H'7 704 AV FEREICERZINTWVWRHEIE. 7704 A Y

MREBARDMERINIZERIC, RMOL TV r—aryay hOo—5— 3 BERICHE
BIh, —BHELEINI A

9.1 ConfigChange Trigger
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triggers:
- type: "ConfigChange"

9.2.6.2. ImageChange Trigger

ImageChange b ) i—IC& YU, A A=Y ZAKN) =LY TORABNEEINDLZVIC. (4 A= O
BN=23 R Ty 2a3Nd914I007T) HFRLTVr—rarvay bo—3—MERINET,

$519.2 ImageChange k1) H—

triggers:
- type: "ImageChange”
imageChangeParams:
automatic: true
from:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest"
namespace: "myproject”
containerNames:
- "helloworld"

Q imageChangeParams.automatic 7 « —JU K" false ICEREIN D &, MY F—AEMICAY
F9,

LEEDHITIE. origin-ruby-sample 1 X —Y XA b —L®D latest ¥ TDENEEI N, FLWLWA XA —
CDENTTOA4 XY REED helloworld AV T H—IIEEINTVWRIREDA X —J L BRDIHE
IZ. helloworld AT+ —OFHRA A —YAFRALT, LWLV r—raryay hO—5—mEX
IhExFd,
Pz
ImageChange k') i—H»'F 704 X >~ K& (ConfigChange k) i—¢&
automatic=false. Z 7z(% automatic=true) TEHZI N TLT. ImageChange k') i—
TSRINTLS ImageStreamTag B ZHFEEL TWRWEEICIE. EILRIZEY, 4
X —I B ImageStreamTag T/ VY R— hFF Ty Y aIhBRICHEOT 7O4
AV N TOEZNEBMICHIRINET,
9.2621.aAv Y R4 v OFERAT BICIE. LTEfTWE T,

oc settriggers YV Kk, T7OA XV REREDT TOAA Y MMNY H—%BRET DOICFERATE
£9, LEEDHITIE. RO~ K%HEA L T ImageChangeTrigger Z:%ECEX £ 7,

I $ oc set triggers dc/frontend --from-image=myproject/origin-ruby-sample:latest -c¢ helloworld
FMIELUTZ2SRBLTLEIWL,

I $ oc set triggers --help
927. 7704 XY N Y —RDFERE
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TTOAAYME /—RTYVY =R (AEY—BLVPCPU) ZHET D Pod 5FRALTCRTLET,
FI7FI KT, PodlZ/N4 Y RINTWAW/ —ROYY—REHEELFET, 7z/ZL. 7OV MIC
T2 MDAV TFHF—HIBEIEEINTWVWEIHEICIE, Pod i EZDLERFEFT) Y —REBEELET,

TTOMAVRMRINSTO—D—8E LTY Y —RGIREIE/EL T, YY—RDFER%EHIRTZIEE
AEETY ., T /O4 X M)V —2RI&E, Recreate (BERX). Rolling(B—") > %) £7=I& Custom (A R
FLYDTTOAA AV NA NS TY—CHERATEEY,

LT DBITIE. recources. cpu. & & U memory IFENEFNERTT,

type: "Recreate”
resources:
limits:
cpu: "100m"
memory: "256Mi" 9

@ cruikCPUMI=Y T, 100miE0ICPUI=Y b (100*1e-3) AR LT,

@ memory /31 MERITT, 256Mi lf 268435456 /31 hERL ET (256 * 2 20),

2L, 24— 7AY I MIERINTWRHBEIKIE. UTO2DO20EEOWTNADNBRET
ER

o HAREYZR requests TE&E L 7= resources 2 3 .

type: "Recreate”
resources:

requests: @)

cpu: "100m"
memory: "256Mi"

Q requests 7 7¥ TV NI, V4 —FHAD) Y —RA—BIINBTEI Y —XA—BEEHX
EP

AVEa—RMNI)Y—RP, BREFHROEERICDOWTOFLWERIE., [7+—4% CHIROEHE] %
SRLTCEI W,

e JOYVIY MNTEEREIND HIRDEF, LimitRange 7 72 7 DT 7 4L MEATTOA
AV N TOERBEICERINS Pod ICERAINE T,

BRAINRWGEIF., 74— BEEB/IBVEDICKBLIEZEVWI Ay E—IUDEIh, T7O04
X b D Pod fERIFKBL £

928.FFHDODRT—) Y
O—JL/Ny LI, Web OV Y —JLE/zldocscale IV RAFAHLT, LT HOEEHENE

-

BTEFT, E2E, UTOavT Y RiE, 5704 X2 MRED frontend % 3 ICEREL T,

I $ oc scale dc frontend --replicas=3

L7 DOBITERIRMIC, T7O04 XY RBED frontend THRELEZFEDT TOA XY NDIREEE
BEOT7OA4 A Y NOREICEHBRINE T,
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HEOETFTIOM AV

pz -1o)

Pod I oc autoscale Y > RZFERALTEFHRT—) VI T5ZEEAETY, ML
[Pod DEHEIZT—1) V] #HBBLTLLEIL,

929.%FD ./ — KAD Pod DEJY LT

INWNED /) —REEDLET/—FEL V9 —%FERAL. Pod DEIYHTZHEIHI&ATEZE
-3—0

L

R

OpenShift Container Platform BIEE (@5 1 > 2 b —JL(Advanced installation)BFIZ =
NI EENYETED, Feld A VA M—IVEIC/ — RISEM TEET,

VSR —FBEIE. 7OV MIFLT T 74 MDD/ —REL IS —%EE LTHED/ —R
IC Pod OECE %= HIR T X £ 9, OpenShift Container Platform DBFEE X, PodF&EIC/ — KL 2
H—HBELT, /—REILICHIRTZIENTEET,

Pod DERBFICEL V49 —%BINT %ICiE. Pod R E4#wE L. nodeSelector DEZEML X9, &
NiF, B—DPodBEP. Pod TV L —MNIEMTEZET,

apiVersion: v1
kind: Pod
spec:
nodeSelector:
disktype: ssd

J—REL 7Y —HrEMRIBEICERIND Pod IJIEEINLSNILEE D/ —RICEIY LTSN E
ER

ITHEELEINVE, V53R —BEENMEMLAESINIVLEFAS WET,

fcEzIE, 7OY =Y MIT type=user-node & region=east DT R)LHY S XY —BEBEHICL Y EINX

. LED disktype: ssd TNV % Pod ICEMLIBEIC, Pod iE3 DDINILITARTHAEEND
J—=RICDHRTY2a—ILEINZET,

p= T
SRIICIFEZ 1D LDERETEAVDT, region=east KN"EBEEZICLY T 7 4L MRE

INTWS Pod & EIC region=west D/ — KL V9 —%{ET S &, Pod B2 R
Fa—bIhB Y xd,

9210. BB H—ERXT7HDU Y NTOPod DET
FIAIRUAADY—ERTHY Y N TPod 5EFTTEXET,

L F7O04 XY NEREERELE T,
I $ oc edit dc/<deployment_config>

2. serviceAccount & serviceAccountName /X5 X —% —7% spec 7 1 —JL RIZEML., EAT
2H—EXRTHUVMERELET,
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spec:
securityContext: {}
serviceAccount: <service_account>
serviceAccountName: <service_account>

92N.Web VYV —J)LEFERALTT7OM XAV MNREICY—I L v N%&BINT 5 F|E

TIZAR=—RKNYRIMN)—IZTIVERATESZLDIC, 7OM AV MEREICY—V Ly hEBMLZE
ER

1. #7138 D OpenShift Container Platform 7B Y =2 M &{ER L £ 9,

2. TAR—BNDAA=DV YR N)—IZT VIV ERT 2-HDORABEHRIEEFNZ—I L v b
AR LE S,

3 T7T7OA XY MEREEERLET,

4. TTOAAA Y MREDIT 4 ¥ —_—T F/ld, Web O~V —)L D fromimage R—
T. PullSecret#5%EL X7,

5. Save h¥ VA&7 )w oI LET,
03. 7 7AAM XY NANSTFI—

931LFT7TOAM AV NRANSTFI—DHE

FTIAAAVYINARNSTY =, 7o) r—vavaZR8EzE7y 7L —RTB1DDAETT,
COBEMIE. 1 —HF—ICERENMMAONTWVWBRIERDHLLRVWEIIC, F9 VA LR LICEERES
mzasz&ildhy £9,

RE—MHBRAPNSTY—E L Tblue-green 7 704 X b ZERALEY, FHIR/N—Y 3 > (blue
N=TaV)7z, TAMETEAICEE L DD, REMR (green /A=Y 3 V) Za1—H—p ki L TEA
LET., BEDNESLS, blueN—YaVICHIYBZAONhE T, BEIKELELFEICIE. green/N—
VIavICRT I ENTEET,

—fBHRBDRANSTFI—E LT, A/BRA=Uarvdndnt, BECT VT4 THRIRET, AN—

VavarFRAITE1—HY—t. BNA=VarvEFRATZI—H—-EtLWBEVWIAEIHYET, h

&, A —H—A V=T —APHDEEDEEETANLT, I—HF—DT7 1=Ky IV EEET 3
THDICERTEET, Fh, —F—ICHT2BEDOEENELNTWVWSRIGEIC. EFEOIVTFR
NCRIENELLITHONTWR I EARIETIDIFERTZIEETETET,

AFUTFIAA XY MTE, FIRA—YVaVETZMLETH, BEMREINBE, T CITED
R=Yavi7s =y 23nET, Thid, LRORNSTY—EELTERFTEET,

W= "R=2ZADFTFTAA AV NARNSTFI—TlE, Y—ERXARD Pod BIIRAT—) v T3 hFtH A,
FETEIN T TV ADEHAEME TSI, TTOAAVINEREERT YV ITTH2RENHY F
-a—o
FTAAA Y RNANSTIU—%BIRT DIBEIC. ZEETEHIRIFELIHY T,

o RHIFIEFTINZEHBIELKNEINIZNELHY T,

o T—HINR—ZDEWIEMICRDARMEDNHY., TTVr—va v EHIIEHBL, O—LN\Y
VT2RENDHYETY,
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Fo=mFSAOM4 AV

o 7N = 3uNTA4 O —ERERFEOIVR—X VY NEFRTZNAT) Yy RDOBE
ISk, BITORTEICYI VA LDREBICRBEENHY T,

o ThAEERITIBLEODAVISANSIVFv¥—DRETT,

o FRAMNREMNMDBEINTULWAWGEIE, FiIFRENA—Ya Vv EMGION—Y 3 VEANMKIBLTL
FOFEMELHY FT,

BE, IVRI—H—3IL—Y9—DPBRYESIIIL—NRATT IV T—2avVIlT7I9ERATEDT, 77
OMAYVRMARNSTV—E, T7O4AY MREMEET /23N —T 1 v THBEIC D 2 —HRATEET,

FTTIAA AV NBEICTA—HARATEIANSTI—E, 7V 5—2a v aFERATRZIRTDIL— NS
HEEEZFT, =Y —HEAFRIZANSITV—EERDOIL—MNIY—Fy FERELE T,

FTOAAA VY RNARNSTI—DELIE, T7O4 AV MNEETHR—MIN, BMORNSTFI—IE
I—8 —EETHR— M INFT, 2OEIVVaVTE, TTOAMA YV RNEREEEAR—RICTEZRANS T
T—IIDOWTEBAL E 9,

o O—YYIARSTIV=BLCAFTITTFTOAMAXY I

o BERANTTI—

o HRAILARANTFTI—

o JL—hM%E(EA L Blue-Green 7 704 X > b

o IL—hEFERALEABTTOMAY N BLCAFTIVTTFTOMAXY B
o 1H—ER, BEOT IO XV MEE

O—UYVJ2ARSTV— 13, ANSTFY—DTFTOMA Y MREIEEINTLWAWEEICT 74U K
TERIZRANSITI—TT,

FTAAAY NAMNSTFYU—IE, readiness Fx v 7 %FAL T, HILL Pod DEREBIATEITVS
MNEHIBT L Fd, Readiness FT v ZICKHT D E, T7OAMA Y REREIK, Y941 LTIRTBET
Pod DETZHEHAITLET. 774N MDY A LT D ML, 10m T, {ElL dc.spec.strategy.*params
@ TimeoutSeconds TREL £,

932.O0—YVIJRNSFI—

A=Y v oF7aq4 XAy M, BRION=3 VD7 TV 5r—oavA VAR VR &, FiLwii—T 3
VDT TNV T—=2a VA VR VAILRAICBEMAES, O—) 077704 AV MBS, Fil

Pod A readiness F T v 7 IC& 2T ready ICARZDAEFHEL THL, HFLWAVER—RVY NERT—)L
FovLET, KELBBEHIRELLIZAICIE. O—) Y IF704 XY MIRIN 38l H Y
9,

9321 AFYF7TF7FOAM4 A b

OpenShift Container Platform ICB 1332I RTOO—Y v IF7OaA4 XY MEhFIF7TFTaq4 AV b
TY, FRNA—=—2ay (AFTVT7)EITRTOFVWA VRAIVADNBEBRAONZRIICTAMNINE T,
Readiness F = v ZICRII LARWEEICIE, AF VTV Y —RDA VY RE VY ANHIKRI N, T70O04 X
v MNEREBESMNICO—ILANY VEINZET, Readiness Fx v V7Y sr—a>a—RKO—ET,
A VRV ADFERERIERICES LHIC. REILSLUTHEINE T, JYBEHLT Y 75—
YaAaVvFIVvIERRTILENDHIGEICIE FRA VAV RICEROI—F—T7—/0— R%&iX
E92RE), ARYLTTOA4 XY NDERER, blue-green TTOA AV NA KNS TV —DFERA%ER
HLTLCEIN,
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93.22.0—-Yr/F7raaA Ay hOFERDYL1IVYT
o YU HALEREIETIC, PNV r—YavoBRHATIBE
o LHIDO—REFLWI—ROBIREETAT IV y—2a vy THR—MINTWBIES

A=Yy JF7704 X hEidE, BRION—=2Y 3V EHLWA=Y 3000 — RERFICETTEW
IBEKTY., hiF@E, 77V 75— a3V TN-1EBREICHBT 2HELNHY 7,

DT, o—=Y YIRS 79—0DBITY,
strategy:
type: Rolling
rollingParams:
updatePeriodSeconds: 1 ﬂ
intervalSeconds: 1 g
timeoutSeconds: 120 6

maxSurge: "20%" ﬂ
maxUnavailable: "10%" 9

pre: {} G

post: {}

Q Z Pod RICEH IN D F CHEKT 2/, IEEINTLWAWES., F74ILMEE1 &AY F
_a—o

BFHLTHASTTAMXA VY MNRAT—HRER—) VT HFETOREBET 2B, IEEINTLA
WiZa., 774 MEIF1ERYET,

g ARV NDRT—Y V5T 3£ TOREIER, CO@EIEA4T>arTT, 774/ Mid 600
T9, 2ZTOdlif 1. BEMICUBIORERT 7OM XY MIO—ILARAYy I INBEWVNIE
ECd,

maxSurge (34 7 a v T, EEINTUOWAWESICIE. T74 MEIE 25% &Y FET, UTF
DFIEDRICHBDBEHRESBRLTLLEIV,

9 maxUnavailable [d4 72 3 VT, EINTVWAWESICIE. T 740 MBEIX 25% &Y F
T, UTOFIEDRICHBIERESEBLTLLEIL,

@ pre 5LV postiEFELELESA THA I Ty ITY,

A=V Y JRAMNSZTIV—BUTEITVWET,
LpreA 7Y 1L T7 v %RIFTLET,
2. H=—CHUCESWTH LWL Y y—rayay hO—5—%2R 75—V T7v T LET,
3 XAMARAHICEDSWTLEIOL ) r—yavary hO—5—%2A75—IL¥ IV LET,

4. FILWL T =y avary ba—S—»0"FE0L Y AICEEL T, BEIOL ) r—
avIayhO—S—0HEPEOICRKRZET, TORT—YVTEBEYRLET,

5 post 24 7 ATy U ERTLET,
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BF

A= F I VEEICIE, O—Y) Y TR NS TV—E Pod DEBHITEZEETHEL, R
=TT ETHRMICHENEEZNE DN EZHETLET, Pod xR4T —I)b
Ty T LEICENMDDLST, EEIABELAWSEEICIFK., T7O0/4 XY N TOERITER
BIICYMLT7IOMLT, 77O XY MIKBRLET,

maxUnavailable /X5 X —4% —(%, BEHEFICFIATE 2L Pod DERKAETY, maxSurge /XT X —4 —
&, TTO PodBABA TR Y 2—I)LTESDPod DRABTY, EELDINFTAXA—=49—%F, N\—t>
N (B:10%) F 7= (FHEXHE (Bl: 2) DWTNNMRETEET, @MADT 7 4L MEIK 25% T,

UTFONRSA—=9—%FALT. 774 AV NOTAMPRAE—NEFAETEEY, UTREAICRY
i’a—o

e maxUnavailable=0 & & U' maxSurge=20% HMEEINTWE &, BHRFSLUVRRRZAT —
W7y TRICERRBRF vy RO T4 DI HRIND LD ICRY FT,

e maxUnavailable=10% & & U' maxSurge=0 NMEEINTWB &, BMDOF v /R T4 —%f&F
BESICEHFRERTLEST (1 Y TL—REH).

e maxUnavailable=10% # & U’ maxSurge=10% DIG& L. F ¥/ T 1 —DKbhZAEEMED
HYFTH, REICRT—ILT Yy TELCRT—ILI TV LET,

—RB9IC, RFEICO—ILT Y b Z5EIE maxSurge A FRALET., VVY—RDIV+—9%5EZREL
T, —SICHATRTDORENEE L TEI T HAWESICIE. maxUnavailable #FH L 7,

9.3.23.0—Y Y JDHl

OpenShift Container Platform Tl&, O—) Y JF7O4 XY MET 74 MRETYT, O—) > T
Ty TT—REIFIICE. UTOFIBICEVWET,

1. DockerHub ICH BT TOAA XY M A=V DPIAEEICT )V r—>a v aEHRLET,

I $ oc new-app openshift/deployment-example

IW—9—%A VAN =)ILLTWBEFEEIE. V- EFRLT7Z7 IV y—>avaFATESL
IICLTLKEIW (FLIFE, Y—ERIPEZEEFRALTLEIW),

I $ oc expose svc/deployment-example

deployment-example.<project>.<router_domain> T7 ) 5 —>a v ASRBL, viA X =Y
NRIAINDZEZMHRBLET,

2. LFYADNHZKRIDICKRZET, 7704 XAV MEEERT—Y VI LET,
I $ oc scale dc/deployment-example --replicas=3

3.FLWA=Ua vDflE latest E Y JFIF LT, FIIlET O XY M AEBEMICKN Y AL F
-a—o

I $ oc tag deployment-example:v2 deployment-example:latest

4. TSIH—T, V24 A—UHRRINBETR—VEEHLET,
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5. CLIZERELTWABEEIE. UTOaAY Y RT, N—=Y 3V 1IZPod WK DHBH, /N—
TaV2IlEWL D2H BN ERTILET, Web IV YV —ILTlE. BRAICV2ITENMIND
Pod. VIS HIBRI NS Pod HEEETE 3139 T,

I $ oc describe dc deployment-example

T7OAA AV N TOERT, FHILWL Y r—2ayay bO—5—E8RICR Ty —ILT7y TLZF
T, HLLPod A (readiness Fx v 7 %/XZALU)ready EX—7 I Nis, 77O/ A N FO€R
DI NE T, Pod DEFEIEDAWEEICIE., TOZANFEEI N, 7704 X2 MEREDILRIO
N=o3viIco—IbNN\y 73InE7,

933.BEMA N TV —

BERANSTY—d, EXMNALO—IILTINEMET, TTAAMAY N OVRAICO—REEAT B
ODZA ITHA I Ty O EYR—MNLET,

LTI BERA NS TI—DHITY,

strategy:
type: Recreate
recreateParams: ﬂ

pre: } @
mid: {}
post: {}
Q recreateParams (&4 7> 3 VT,

9 pre. mid. LU postiES1 7H A IILTvITY,

BERA NS TY—EUTZITVWET,
LpreZA 7Y 1L T7 v %RITLET,
2. LEIOTF7RA A Y MEERIKRT—ILI IV LET,
3mid A4 74V T v 0 EEITLET,
4. FMTTOAA Y NERT—LVLT v TLET,

5 post 24 7 ATy 0 ERTLET,

BF

A= Ty THIC, TTAAAYNDOL T ABIERD 258, T7O14 XAV K
DENDL T ADEBTETVWBDEINDPRIEINTH S, TTAA LAY MHES
ICRAT—=ILT7y PINET, RIDOL T AORIEICKBLABEICIE, 704 XY
MIKBEARINET,

9331 BERT IO XY NOFERADYAI VY
o HI— REEET DRIIC. BITELIIMBOT—9DEHRATINENH DIBE
o LHIDN—=I 3V EHLWA—Vavo7 ) yr—yayd— RoEBFERAEZYR—KNLTW

RWNIEE
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HEOETFTIOM AV

o BHOLTYYABTORENYR—FIhTVARWL, RWORY 2—L%ERAT 356

BEMT7O/4X Y MTIE, BOWHIRRICTZ 7V 5—2a v DA YV RI VADNEFTINKRLLBDEZDT, ¥
DUIALDREELET, 7L, LEIOI—REHFLVWI—RNEERICIEETINEE A,

934 NAILANSZTI—
ARG LARTTI—TIE, BEDTTOM XY FOBFERBHTEDLIICAYET,

UTFE, BRILANZTI—DHITT,

strategy:

type: Custom

customParams:
image: organization/strategy
command: [ "command"”, "arg1" ]
environment:

- name: ENV_1
value: VALUE_1

L DHITIE. organization/strategy I T F—4 X—TIl& Y., T7O4 XY NOEMEN RIS 1
9, 77> 3 >dD command EEFiE. 1 X—T D Dockerfile TIEEL/ZCMD T« L V54 T% L
EXLFEY, BELAA TV aVvOREBEHIE. A NSTY—TOCROERTREBICENINE T,

X 5(Z, OpenShift Container Platform EA T DIRIBEHE T 704 AV N 7O RITRHBLET,

REZH B4

OPENSHIFT_DEPLOYMENT_ #7704 A &G (LY r—>avarybo—3—)
NAME

OPENSHIFT_DEPLOYMENT_ #7704 X~ k@ namespace
NAMESPACE

HET 7O XY OL T ARRBEMZEOTT, ANSTIY—DENIE, 11— —D=—XILRE
BEATHRIET 2OV Yy I 2FERLTHRT TOAX VY NETIT4TICT B2 EICHY FT,

HME, SEATTOAMAVYINANSTY—ASBLTLLEIW,

F7-13 customParams 2 fEA LT, hRSLDFFOAM AV v AV Y V%, BBFEOT7OM XV MR
NSTFO—ICHALEYT, ARY LD IOV YV %1EEL T, openshift-deploy /X1 F Y — %M
HLULET, hRYLDTFTOA Y=V T F—AX—=VEHAEBETIVNEEIHY FHA, TITIE. Kb
YIZFT 7 # )L b @D OpenShift Container Platform 7 704 ¥ —A4 A=Y RMERINZE T,

strategy:
type: Rolling
customParams:
command:
- /bin/sh
--C
- |
set -e
openshift-deploy --until=50%
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echo Halfway there
openshift-deploy
echo Complete

CDANSTFI—DRETIE., UTOLS>F7TOq4 Ay MY ET,

Started deployment #2
--> Scaling up custom-deployment-2 from 0 to 2, scaling down custom-deployment-1 from 2 to 0
(keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-2 up to 1
--> Reached 50% (currently 50%)
Halfway there
--> Scaling up custom-deployment-2 from 1 to 2, scaling down custom-deployment-1 from 2 to 0
(keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-1 down to 1
Scaling custom-deployment-2 up to 2
Scaling custom-deployment-1 down to 0
--> Success
Complete

AR LT TOAAY MR RNSTFV—D O X TIE, OpenShift Container Platform APl & 7z 1&
Kubernetes API AD 7 I ADBXMBERIZEICIE. ANSTY—%RTT2aVTF—k BEADODIY
T —TCHRAATERY—ERXAT7AD Y MNDOMN—V VAFERATEEY,

935. 24714 I T vy

BERBLICO-I VT ATV, ANSITY—THRKERLEZRAV MTTFFOM XV b
TOERICEEERATEDLDILT B4 THA4 0N T v oY R—MLET,

LTFiEpre 24 7914017y 0DHEITY,
pre:
failurePolicy: Abort
execNewPod: {} ﬂ

Q execNewPod |& Pod R— 2D 54 7HA4 LT vy TE,

T DI IART, 79 7ICBBIRELEBEICA NI TY—DPRBERET I aVEEERT D
failurePolicy & & & 9,

Abort Ty Ik TRE, TTOAMAY N TTOEREKBEABRINET,
Retry 7y IDETIE. KT BITHAITINET,
Ignore 7y DRBIERIN, 7704 XY MEIWITINET,

T9IICiE. 7V I DRITAZEETZRT 2914 TEED 71 —ILRKEHYET, RE. 7v 9947
LTHR—FINTWVWBDIE PodR—ZADT v OHT, TDT vl eexecNewPod 71 —JL KT
EEINF T,

9351 Pod R—ADZATHYAIINT vy
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Fo=mFSAOM4 AV

Pod R—ZDSA T7HAIINTvIIE, TTOAXVREBREDT VL —MEaR—EFTZHL L Pod
—6‘7‘773_ F%%?ﬁ’bi’a—o

UFo7F704 Xy hREFARBRIEINTSY., ZOfITR O—Y YA TY—%FRALET,
BRICFEDOOND LIS, N A-—BLCZDOMOFMIIEBLTWET,

kind: DeploymentConfig
apiVersion: vi
metadata:
name: frontend
spec:
template:
metadata:
labels:
name: frontend
spec:
containers:
- name: helloworld
image: openshift/origin-ruby-sample
replicas: 5
selector:
name: frontend
strategy:
type: Rolling
rollingParams:
pre:
failurePolicy: Abort
execNewPod:
containerName: helloworld ﬂ

command: [ "/usr/bin/command”, "arg1", "arg2" ] 9

env: 9

- name: CUSTOM_VAR1
value: custom_valuel
volumes:
- data ﬂ

helloworld D& 73 spec.template.spec.containers[0].name #&B L £ 7,

Z M command (&, openshift/origin-ruby-sample 1 X — TEZI N % ENTRYPOINT %= L&
TLET,

envik, 7y aAVF+—0BRELHTYT (EX).

o0 09

volumes (&, 7v /7 aAV T+ —DARY) 2a—LSRBTYT (EE).

ZDOFITIE, pre 7 v 1. helloworld 3> 77— 5D openshift/origin-ruby-sample 1 X — %
FRALTHRPod TRITINET, 7Y 7 Pod IKIXUATOTONRT 4 —DEREINZET,

e 7w < K& /usr/bin/command arg1 arg2 & 7Y £7,

e 7w/ IdVFF—IllZ CUSTOM_VAR1=custom_valuel REZHIASENZ T,

o 7y IDKMAR)—IE Abort T, 7y MK ITZETTOM XY N TOBRERBLE
-a—o
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e 7Y/ Podld, EREPodMHdataR!)1—LEHBEALET,

9.352.aAY Y K4 vOFEATBICIE. ULTFETWET,

oc set deployment-hook <Y > Rid, 7O XY MERICT TOA AV N7V I EBRET DDICME
ATEEd, LEEOFAITIE, UTOIARY RTTIFTOMAY NI v I EBRETEET,

$ oc set deployment-hook dc/frontend --pre -c¢ helloworld -e CUSTOM_VAR1=custom_value1 \
-v data --failure-policy=abort -- /usr/bin/command arg1 arg2

0 4. 5ERTTOAAAX VY NA NS T —

0.4\ BERT TOA AV NI TV —

FTOAAVRARNS TV, PV r—2avabIE3FBELTHEALES, — DRSS
TIU—E TTOM XAV NEEAFERLTCEREAMAES, CNODERIE, 7SV r—>a v ek
TE2EIL—MDAI—H—IIRRZINET, TNOSDERIE, 7IVI5—YaVEBRBRTDIZEIL—FD

A—H—IIRRINET, TITHALTWBHMDRA NS TFI—IE, IL— M gEAFER L TEBEDIL—
MIEEABEZZXT,

9.4.2.Blue-Green 7704 XV k
Blue-green T 704 X ¥ M Tld, BABIC2 DDN—Y 3 VAETL, EBHREIR (green N\—=Y 3 V) H

LEUFLWARA=TUa Y bluenN—=Y3aNIKNS T4 v %BHLET, IL—FTIE. O—J VT2
STy —FhIFMYBZY—EREFERATEEY,

R

ZL DT TNV r—2a VKT —Y ICKETBEDT, N-1E#ME 2 R— 277
Do—oaVvhETY, 2FY, T—9EHBLT, T—9BE 2 DKL, T—%
R—=R, ANTELEFET1ARIVBDZATIA L —>avaRELET,

HIMN—V a3 VDT RAMIMFERTEZT—YICDVWTELTHTLEIV, EHRET—%
DSFEITIE, FRNA=YavoNTICEY, ERERERIBELTLE D TREMELIH Y &
-a—o

ol

9.4.2.1.Blue-Green =704 X FDfEMA

Blue-Green T 7O AV NI 2 2DF7OA XV MREAFERLE YT, WThEERITIh, EHEED

TTOAAY MEIL—IDEETIIL—HMIL>TEDYET, COE. ET7 704XV MREKER
2H—ERICARAINIET, EEHVTELD, EEFREAIL—MOY—EXANFRIT—EXZSRTELD
ICEBLET, FIR (blue) N—Y 3 VIiFEMICARY T,

BEIKECTLURION=Ya VI —ERZHPPYBEZ T, LEIDO green /A=Y 3 »(ICO—I/N\v 793
ZENTEET,

I—hE2DDHY—ERXDEERH
LTFDFIE, 22007704 XY MEEZEITWE T, 121d. BEHR (green/X\—23 )T, £512
IEFFR/N—2 3 (blue/X\—2Ya V) T,

=M, T—EXZZRBL. WOTEHRDY—EXZSRIBLDICEETETEY, AREIRF. ER

BrZ74 v IFRY—ERICI—FT 14 VI INBHENIC, FIRY—ERICERL T 3— ROFR
N=TaveT7ARTEZLT,
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Fo=mFSAOM4 AV

JL— K&, Web (HTTP 8L U HTTPS) hS 714 v 7 AR/RELTVWEBDT, ZDFEIEWeb 7 7Y
T—23VICRETY,

L 7F7)V5—vavyy7Lo2o20a—%E/MLET,

$ oc new-app openshift/deployment-example:v1 --name=example-green

$ oc new-app openshift/deployment-example:v2 --name=example-blue
FEROOATYRICEY, BMILAET IV =23V AVR—RVY M 2DERINES, 1D
&, example-green # —EXTVIA A=Y AETIHIAVR—RV ME £I1DF
example-blue t —EZXAT V2 A A=Y ARTETZAVR—FKV MTY,

2. LRIOY —ERZSRT B — M2 FB L T,
I $ oc expose svc/example-green --name=bluegreen-example

3. bluegreen-example.<project>.<router_ domain> C7 U4 —> a3 v EBRL, viA4 XA =
NRAIINDIEZMHARLET,

R

v3.0.1 K YREID/N— 3 > D OpenShift Container Platform Tl&, ZOI<X Y K
I LEBDIFATTIE7A <. example-green.<project>.<router_domain > [Z)L— b
EERLET,

4. b—bMEREL T, ¥Y—E X% % example-blue ICEEL X7,

I $ oc patch route/bluegreen-example -p '{"spec":{"to":{"name":"example-blue"}}}'

5, =M EBEINLIEEERTBICIE. 2AX—IUDRRINDET, 75O —2FHL
i’a—o

9.43.A/BT7O4 X b

ABTTOAAYRNARNSTI—TIH, ilLWNA=U 3077 ) r—y 3 v aEBRERETORIES
NEAETRTENTEZT T, ERENN—TYavid, 2 —H—DERORFEICHB L, BERO—ZH
FLWA=U 3 VIIBHINDLDIEETEET, EN—2JaVADBEXROBDAHEHTE2DT.
TRARNDPEDICON, FILWA=—U 3 VUADEREZEPL L, REMICLUBION—Y 3 VOFEREZELT
22ENTEFET, EN—VaVEKRAHFERAETZICON, HEESYDNRT7+r—T R 5HED L
I, BY—ERXDPodBERT—) VIS EDRENHY T,

YIMNDzTOT7y T —RIZMA., CO#EEAFERLTCA— - V9—TI—ADNN—=Va V%
MRAET B ENTEET, LAFION—YarvaFEAT 21— —&, FilLWwA—Ya v aERT51—
H—HAHTLBEDT, ERZN=VUaVIIRTE21—F—DORBEFTML T, R LOEBREEHNS
H5ZENTEET,

COTTOAAY NOPWRARET ZICIE. LEIONRN—Ua v EeEH L WA= 3 VIFEABICETTE S
FEELULTWEBRRERADHYET, Thid, NTEBIED ) —A0HEENLBIDEEEE FiHLawnk S
ICTBBAED—BMARRA Y MIRYET, ThH5D/N—U3 UAEL L E#ET ZIC1E N-1 B A
ETY,

OpenShift Container Platform (&, Web 3>V —)LEAR Y RSA V(A V9 —T 2 —ATN-1H#E%
HR—bMLZET,
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9.43.1.A/BT R MHDARDEL

A—H—E EHDH—ERATIL—F #RELET., FF—EREE, 7TV 5r—3vD120/18—
TavaENBLET,

B —EXITIE weight B'E|Y HTHH, FF—EX~NDERDESDICDWTIE service_weight %
sum_of_weights TIRELF 3., T KRA1 >~ ~D weights DEETHH—E XD weight IZ72% &£ 5
I, H—ERZED weight " —EZDIT Y KRS ¥ MIOBINET,

W—HMIEY—ERERKTA4DEDBZIENTEZEYT, H—EXD weight 1&, 055 256 DREITHE
ELTLEIL, weight ' 0 DIFE. FILWERIIH—ERICEEEINFEAD. BEOERKIZT
VT4 TDERFILKRYET, —ERD weight 1' 0 THWHZEIEX, TV KRSV KD/ weight (&
1ERYFET, TNICEY, TVRRA Y IMDEHEITNEZ T —ER L, HEBIC weight (ZHELME
SYUERELRZARMELDHY T, DL RIFEIE. BEIHD weight ZAERL RIVIZTFIFS
7212 Pod O %R S L9, 5FMIE. Alternate Backends and Weights €22 3 VS8BT EX
LY,

Web VYV —ITlH EHZERELRLY., EV—EXBOEADDHERTLELYTEIY,

OPENSHIFT A ®. & developer

Load balancing A/B testing v Add to Project v

frontend

£ Image: openshift/ruby-hello-world

Ports: 8080/TCP 3
pods
Networking
ab-service-1 http://ab.example.com &
5432/TCP — 8080 Route ab-route
Traffic Split
|
ab-service-2 http://ab.example.com &
5432/TCP — 8080 Route ab-route
Traffic Split
|
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Fo=mFSAOM4 AV

A/BIRIEZHZRETDICIEUTEITVET,

L2207V r—yavaERLT, BRBEHI2EELET. ThENTIO4 XV MNRE
BERLES, o7 Y r—yavidECT7 IV y—2avypnR—oaryThy, @F 1
DIFIREDERE/N— 3 VT, DN DFEREINBZFRAN—Va v ey FT,

$ oc new-app openshift/deployment-example1 --name=ab-example-a
$ oc new-app openshift/deployment-example2 --name=ab-example-b

2. 77O XV MNREELNBELTY—EREERLE T,

$ oc expose dc/ab-example-a --name=ab-example-A
$ oc expose dc/ab-example-b --name=ab-example-B

ZOEET. WFho77Usr—raviess7 o4, 2730, Y—EXARBMINTUWE
£

3INW—MRATTZ )= avaABILRATESLDICLET, CORKRTY—EREZR
FATEXEY, REOEHRBNA—Ya Va2 AHALTHL, BTL—MERELTHREAA—Yay
ZBINT 3 EEFTT,

I $ oc expose svc/ab-example-A

ab-example.<project>.<router_domain> T7 7Y —> 3V AEBRBL T, FEETE/N—
VIAaVHARRINTWR I E&MRELET,

4. —hEFTTO4T2HBEICIE. V—F—FH—ERIZE/E L7 weights ICHE>T RS T 1 v
VEDE LET, COBERTIE. T74L M0 weight=1 EIEEINIY—EZXN 1 DEET
DT, TRTOERNCOY—ERILESNFE T, DY —E X % alternateBackends & L
TEML. weights #FAE T2 &, A/BERENSHEEET 2L DICAY FT, Zhik. oc set
route-backends I~Y Y R%=R1T9 5, IL—hERELTEITTEET,

pa )

W—NMIEEEZMADE, IFIFR/Y—EXANDINS T4 v I DERLEITHE
BXNFEYT, TTAM AV MREEZRT—Y VLT, LERERFRZUIETE S
LOICPod B%ZRB T DVEDNHBHEDHY T,

I—RERETBICE. UTEEITLET,

$ oc edit route <route-name>

metadata:
name: route-alternate-service
annotations:
haproxy.router.openshift.io/balance: roundrobin
spec:
host: ab-example.my-project.my-domain
to:
kind: Service
name: ab-example-A
weight: 10
alternateBackends:
- kind: Service
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name: ab-example-B
weight: 15

9.43.11.Web AV VY — L& FALLEHFDER

1. Route DFMIR— (T r—>av/— M) ICBBLET,

2. Actions X —a—H'5 Edit Z:BIRL £,

3. Split traffic across multiple servicesICF v 7 &2 AN X,

4. Service Weights 254 4 —T, EY—ERILEETEZ NS 71 v I DEGERELE T,
Edit Route nodejs-ex
Hostname
nodejs-ex-myproject.127.0.0.1.nip.io

Public hostname for the route. If not specified, a hostname is generated.

The hostname can't be changed after the route is created.

Path
!

Path that the router watches to route traffic to the service.

* Service
nodejs-ex v

Service to route to.

Target Port
8080 — BO8O (TCP) v

Target port for traffic.

Alternate Services

Split traffic across multiple services

Routes can direct traffic to multiple services for A/B testing. Each service has a weight controlling how much traffic it
gets.
*Service
mongodb v

Alternate service for route traffic.

Remove Service

Service Weights

nodejs-ex 25% 75% mongodb

~
L/

Percentage of traffic sent to each service. Drag the slider to adjust the values or edit weights as integers.

2DOULEDHY—ERICNS 74 v 0 EDETBGEICIE. ETF—ERICT0O NS 256 DEH % F
BLT. B AEA%=BELET,
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Edit Route nodejs-ex
Hostname
nodejs-ex-myproject.127.0.0.1.nip.io
Public hostname for the route. If not specified, a hostname is generated.
The hostname can't be changed after the route is created.
Path

/

Path that the router watches to route traffic to the service.

* Service * Weight
nodejs-ex v 25
Service to route to. Weight is a number between 0 and 256 that specifies

the relative weight against other route services.

Target Port
8080 — 8080 (TCP) v
Target port for traffic.

Alternate Services

Split traffic across multiple services

Routes can direct traffic to multiple services for A/B testing. Each service has a weight controlling how much traffic it

gets.
* Service *Weight
mongodb v 75
Alternate service for route traffic. Weight is a number between 0 and 256 that specifies

the relative weight against other route services.

Remove Service

* Service *Weight
dancer-ex v 1
Alternate service for route traffic. Weight is a number between 0 and 256 that specifies

the relative weight against other route services.

NS T4V IDEIRE NS T4y 0 5REILET TS —2arvDiTeERT%E
Overview ICRRINZE T,

9.4312.CLI 2 LE-EHDERE
DAV KIE, W= TCH—ERERNBTIEAD BEOH 2EELE T,

$ oc set route-backends ROUTENAME [--zero|--equal] [--adjust] SERVICE=WEIGHT[%] [...]
[options]

feEzE, UWTFda~x >~ Kk ab-example-A IC weight=198 ##§E L TEERHY—E R & L. ab-
example-B (C weight=2 Z15§E L C1HEBORAY —ERE LTEELZET,

I $ oc set route-backends web ab-example-A=198 ab-example-B=2

D2FY, 99% D KMZ 7 14 v 7IEHY—EX ab-example-A (2. 1% & —E X ab-example-B IZEEFE I

i-g_o
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ZOARY KT, TTOMAVIERERRT—Y VY IINhFEFEA, EXOBHENET ZDIC+0%
Pod %2 RETINEZRITTIHENHY ET,

7227R-LOATY RTIR, BEORENKRTINIT,

$ oc set route-backends web

NAME KIND TO WEIGHT
routes/web Service ab-example-A 198 (99%)
routes/web Service ab-example-B2 (1%)

—adjust 75 V%5 FHET S &, BROY—EXDEAR%E, THEFICHL T, FLEEFERY—ERIC
XU CHMMICEETEEY, Sl6%2BET 2. FEY—ERFALK1BEBORBEY—EX (FE
H—ERZRELTWVWEHE) ICH L THERNICH —ERZFAERTEET, NNy I TV KBHZ5
BITIE, EAEEERICHAILIRREICRY £,

$ oc set route-backends web --adjust ab-example-A=200 ab-example-B=10
$ oc set route-backends web --adjust ab-example-B=5%
$ oc set route-backends web --adjust ab-example-B=+15%

—equal 7 5/ Tld, £ —EX®D weight #*100 IZ22 LD ICRELE T,
I $ oc set route-backends web --equal

—-zero 7 7 7. £ —EXD weight 2 0 ICREL X T, INTOEKICH L T503 TF7—HRE
nxd,

pa

IW—HMIE>TR, BRONY VTV REBEADREINLNY VTV REHR—K
LWt DrHY £7,

9.4313.1—ER, #HOT O AV M &

W= —%A VA= LTWBIBEIK - EFEALTT7 IV S—a Vv EFIBETESZELDICLT
KEIW(FE, Y—ERIPEEEFRLTLEIV),

I $ oc expose svc/ab-example

ab-example.<project>.<router_domain> T7 7Y —> 3V AESBL, VIM X—IUDBRRRINDB &
EHERBLET,

LI1ID2BOYYy—RERULUEDLBDON=I 3 RN ITRIGFINY —RA A=V BEII2DED
Dy —RKREEHRLT, " BEDEZRZRELET.

$ oc new-app openshift/deployment-example:v2 --name=ab-example-b --labels=ab-
example=true SUBTITLE="shard B" COLOR="red"

2. FITITER LY v— REREL T, 22 v — RIZHIED ab-example=true SNV E L £
-a—o

I $ oc edit dc/ab-example-b

—_ = — - - PSR - - - - [ - - _— [ .
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I 74 4 —TC. spec.selector & & U spec.template.metadata.labels 0O N, BLFOD
deploymentconfig=ab-example-b )L & —#(C ab-example: "true” DT ZEML F7, &
BLTHLITA9—%2KTLET,

32BBEOYY—ROBTFOAMA Y N E MY H—-LT, FRINILERBLET,
I $ oc rollout latest dc/ab-example-b

4, ZDBFEHRT, WTNDPod DY FEIL—FMTIREINTET, LKL, BTSUH— (&K%
) &I—%— (T 7 #J)L b Tld cookie ZfEA) T, Ny I TV RH—N—~DEREHRFL
£D2&ETBHDT, v —RAEARINBRVWAIBEELHY T, 1 DFLIFMDY +— RITHL
T7S50HY—%BEIINICEITT 5ICIE, scale A Y REFEALET,

I $ oc scale dc/ab-example-a --replicas=0
TS0 —%BHTEE. v2B LU shard B (FFE) BPERRINTWSIETTT,
I $ oc scale dc/ab-example-a --replicas=1; oc scale dc/ab-example-b --replicas=0

TS50 —%FHITSE, vie shard A (BFE) PRRINTVWBIETTY,

WENHLDY+—RTTFFOM XY bE M) H—=LEFEICIE. TDYv— KHEOD Pod DA
SEBEZITET, WTNADT O XV MNEET SUBTITLE BEZH A ZE L T (oc edit
dc/ab-example-a ¥ 7z |4 oc edit dc/ab-example-b)., 7704 X~ MBI N H—TE &
¥, ATV 57 %#YRT & BIOY Y — REBIMTEET,

p= =)
y INBDFEIEIL. 5% D OpenShift Container Platform /X— 3 ¥ TIIfEFHRIE X
nN5¥F¥ETY,

9.4.4. 70O0F> —2v—K/ NS T4 v IRTYvEH—

ERERRT, FEDOY vy —NICEETSZ I T7 4 v VDR ZERICFETETY, Z<DMVRY
VAEROIBEIE, EY v — FITEMHNAX T —ILaEAL T BEX—ZADMZ T4 v I %ZRKETE
F9, N, ROBATETHOBOY—ERPTTY r—y a VICEEFLR2ETS TOoxo—
ry— K EHBUICHMEINE T,

RUBMARETIE., 70X —3ERATEETICEELFTT, JYEMARETIE. ZEEXRKEE
BLT, IOV SRAY—FIFTRL, PV 5r—2aryoO—AlA VY RAIVRICEEEL T, #RAE
BT ENTEET, DRI —2ELTE, DROAIVARM=ILDFry T a%mRZREFELEY, &
WMENTRENS 74y 05T TTBENTEET,

RENZOHDRI—THDIFETE, TCP(FLIEUDP) D /OF Y —INERY +— NTETTE
¥9, ocscale IYVY RAFEALT. 7OF>—Y+—RTERIIFET E1 VA9 Y AOERMEZE
BLTCEIW, JYEKRNS T 1 v I 2EET 555IC1E. OpenShift Container Platform JL—
H—E B DBEEETHRITAXTBIEERFTLTLEIY,

9.4.5.N-1 B #u%

FRO—REURIDO— RAERICEITINDZ 7 ) r—>avoigaid, FilRa— KT3I hik
F—& 5, LB I — R THEMPAAPNIR (X EERICER) TX3LI ICIBTIMNENHY T,
Ihid, AF¥—< DL EEIEh, EHLBEBETT,

Ihid, TARVIRFELET =49, T—9R—R, —BWRFvrv a2, 1—F-DT50F—tv
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SAvO—BRE, ZHOWRERBIENTEET, E<OWeb 7 FYr—vavign—yYvs7
TOA XY MaYR—KNTEEIH, 7TV 5—2avaETFTAML, REILTZHICHIGEIERZ &N
EETY,

TTYr—2avilioTE, FHEHDO— RAWTHICERITINTULWSIHBAE WD, NTPv1—
F—D NSV I aVICKBLTHHRERTHZ A HY T, BIOT ) r— a3 v TlrkK
LIz —VPBEERT, PTVr—2a v Er e L B3B8t HYET,

N-1TE#MEARIET 2 1D20AFE LT, AVBTTOAM XY MBHYET, HlEINT R NRIET,
DEIOI—REHLWI—REERKICEITLT, FRT7OMA Y MIFENDZ NS T4 v VD URIOT
TOA4 A N CRBEEREIERVWHEHALE T,

9.4.6. EEHT

OpenShift Container Platform & & Uf Kubernetes I&, BRE28OO—7— 3 VD SHIRYT 281ICT
TNVT—=2avAVRIVAD Y vy MO VS BEEERELET, L. 7TV —>3 U T
. BTENC - —EHRAERICHMIINTWS Z E 2RI I2LENHY £,

vy NS UBEIC, OpenShift Container Platform (3 Y57+ —®O 7O XICTERM & ' FIL & %(E
LET, SIGTERMA2ZET 2 &, 77U r—Yavd—Rid, FREHGEOZRIFANEELETINEN
HWYFEFT, TI2F5ZET, O—KNFUH—IZLY, DT I T4 TRAVAIVRITN T T4V D
EIN—T 40 T7INBEIICRYES, 7TV r—2a3ra—RNiE, BRI TWSRERATRTKT
T3 (FE, ROEEICENEGAEEICKRTIND) I THELTHSRTLET,

EEBICKRTIBHBENMRDZE, BRTINTULWAWTORRICKILL Y 7 FHINEEIN, 7O
BIEEICHR T XN ZE T, Pod D terminationGracePeriodSeconds B £ 7-l& Pod 7 7L — MO IEH
ISR TS 2HR (F 740 F 30 24IfIL. RBICSLTPFUr—2a v lEChR9vA4 XT3
ZENTEXT,

9.5.KUBERNETES 704 X ¥ MHR—k

951 FT7TOA XY ATz NYA T

Kubernetes IZIZ. OpenShift Container Platform Tl F7AOA4 XY b EENZ 77— KNI F D
ATV NIATHHYET, CDATITV M4 T (ZZTIERBT B78IC Kubernetes 77
Of4 XYM EMUER)IF. TTAMAVIEREF T VLI MM TOREY A TE L THBEL E T

F7OA XY MBEEBRRIC. Kubernetes T 7AA XY MEPod T 7FL—hELT, 77—
VAaVORENAVR—XV MDREBEINDZREAT R L FT, Kubernetes 77O XY M LT
Dhty b (LT7Vr—ravarvbo—5—0OKRE) #EMLT. Pod 54 791 V)V EaA— R
NL— 3> LEY,

e & Z £, Kubernetes 7 7OA4 XY D ZDESEIEL. LT Aty b%EFERH L T hello-openshift Pod
Z1DOEFLIEY,

fl: Kubernetes 7 704 X > FEZE hello-openshift-deployment.yaml

apiVersion: apps/v1
kind: Deployment
metadata:

name: hello-openshift
spec:

replicas: 1

selector:

matchLabels:
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app: hello-openshift
template:
metadata:

labels:
app: hello-openshift

spec:

containers:

- name: hello-openshift
image: openshift/hello-openshift:latest
ports:

- containerPort: 80

O—ALT 7AIICERERE LAEIC, Kubernetes T 704 XY NDERICZD 7 74 IV EHEEHT
xFd,

I $ oc create -f hello-openshift-deployment.yami

CLI Zf#H L T, get* describe 72 & D —HILRIRIE TSN TWE LD IC, DA TPV bF
A4 TR ED Kubernetes 7 7OA XV MBLUVL T Hty NERIEL., BIETEEY, 7720 b
&1 TDHE. Kubernetes 7 704 X > ~MZIX deployments 7z deploy %=, L 7)) Aty NI
replicasets £/ Z rs AL X7,

FTTAAA Y N BLY LT Aty b ICET Z5EMIE. Kubernetes D KF a2 XV MESRLTLEX
W, CLIDERAEDHIT, oc % kubectl ICEZIHZ TL I,
9.5.2. Kubernetes 7 7O/ XV b 704 AV MNBE

7704 X2 M Kurbernetes 1.2 IBINI N BREIICT 7O4 X > MEEE D OpenShift Container
Platform (CFFE L T W2 728IC, Kurbenetes DA 7Y £ 4 k% 1 71 OpenShift Container Platform
DREEIFETEL > TWE T, OpenShift Container Platform ORI BIZIL, Kubernetes & 70
AAV NELKASEABEEZREL, 7)) r—>a v OFMAEBEARICT28—F TV I NS
ATELTENSDTIOAAY MNFERTZ2AEICUUEADZZLICHY FT,

FiA TV MNA THERTZT7Yy TRAMN—LDTOY 5 M PHIAH OpenShift Container
Platform TRAL—XICEITTE S L HIC, Kubernetes 7704 XYV MIYR—MINFET,
Kubernetes T 704 XV NDIRTEDHEEAZET B &, BICUTOWThAO A2 FAT I TEN WG
&ITIE. OpenShift Container Platform & 704 X ¥ FEREDHKH Y IZ, Kubernetes 7 704 XV K &
FHITBZERVWTL&L D,

o A A—=URMNY—LA

o SATHAIITVY

o NRAHALTTOAAVYINAKNS TV —

LTI avTl, 22047V M4 TOMESICEALTISICHKWET, Thik, 570
A AV MNRETIZTAL ., Kubernetes T 7O4 XV N A FAT 255 52HIBITHDICEILEET,

9.5.21. 57704 X MEEBEB DB

95.21.1. B80O—J)L/Xv ¥

Kubernetes 7 7’04 X > M, BIEIRELALHBEIC. RBICEBICTIO4IniL ) Aty b
ICEENICO—ILNy V3 hFHA, COBEIEHEMNINEFTETY,
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9.5.21.2. Y H—

Kubernetes 704 XV MNZid, T7OAA Y MDD Pod TV T L—MNIZEELRH BT, LWL
A—IL77 MDA EFNICK) A—INZDT, BENA ConfigChange ) Hi—HNEFNTWVWET,
Pod 7Y 7L —MDEBBICHAALO—IWNT I MTRELRIZEICIE. TTOMAV M EUTOL D ILE
ELET,

I $ oc rollout pause deployments/<name>

IRTE. Kubernetes 7704 X h Tld ImageChange ) A—ldHR—MINFHA, NEKNLKNY
H—DEHEAIT Y TAMN) —ATREZEINTVWETH, COREFAZIFTANSNZDH,, LT
ANMbNnd894 IV TIEFBETY, ZEBICIE. OpenShift Container Platform BB DL # & A%,
Kubernetes 7 704 X~ NDREBD LICEREINZAREMELH Y £ I H. Kubernetes A7 D—EFE L
THEEIEZAPBELTVET,

95213. 34 7YA4 IV T vy

Kubernetes T 704 XV NTESA 7AW T v I DB R—KIhFEHA,

95214. h A LA NSFTI—

Kubernetes 7 704 XV FTld, A—H—DPETDIHRAILTTAAAXA VY NA NS TI—I3F LY
R—rINTWEHA,

95215 AF V7T a4 Xk

Kubernetes T 704 XV hTlE, FIIEO—ILT7 IO ROD—EELTHFT YT ) —RARFETINFE
Ao

95216. FANFFOAM AV M

Kubernetes ¥ 704 XV M Tk, 2ITHDTFRAMNNS Y VI R—FINFHA,
9.5.2.2. Kubernetes & 704 X~ NEH O#EE

9.5.2.21. A—JLA—/N—

Kubernetes 7 704 X bDF7FOA4 X N 7O€RIE, I bO—F—IL—FTEFHINFT T,
FOA AV MEEIRK, FrLWAO—ILT7 o N EIKT7OM Y —Pod 2FHALET, DF Y.
Kubernetes T 7AA XV MITEBREIFIT7IT4 TR LT Aty NEIEET BT EHNTE, BRY
IKF7aq4 Ay bary ba——UEIDL Y HEy NERT—ILI IV L. BFOEDERT—IL
7y ITLET,

FTTOMAYVMERET, RITTEE T OMV—Pod lFBRK1DER>TWET, 77O/ V—H2D
H3HBEE. BOF IO/ v—EHEAELT. ThERAEFOL ) y—ravyary hOo—>—Thd
EEZZAMA—Z—%5RAT5=IVT7yvTLLIELET, ThICLY, —EBILTI9T41TILTEDD
i, LY r—2aryay hO—5—2277F T, BREHIC, Kubernetes 7 7O4 ¥Y—0O—ILT7
MAIDEL 9,

95222 KPR —Y >y
Kubernetes T 7AA X AV hA—=5—0OAHNTTOA XY NDFRETZHIAL 7)) Aty bDH

AZXCOVWTORETEZBERRETH 2 cH. MighOO—ILT7 Y MDRT—=Y Y TTEEY, BMD
L7V ARLTY Aty hOY A4 XICHEIL THRINET,
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FTOAA AV RREIFR, TTAAMAVIMEEIAY MO—5—DFHRL Y r—>3varyba—>—0
HAZXICEAL T 7O4 vV —7 O RERETE7HDICO—ILT I hHDHRITINTUVWBFEIERAT—1)
VITEEH A

9.5.223.0—/I7 7V bHO—FE1E

Kubernetes T 704 A Y MEWDTEHE—BELTEFT, 2F Y., #EPOO—IILT7T Y Mt —B =L
TEFd, RIS, 7704 Y —Pod IBEET—BELETEAVOT, O—/IL7Y  NFICF7O4
AVINEREE—BEFELELEOELTE, 7704 VY—7O0CRIIZOFELARITT, TTTD5FTHIT
IhxEd,
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210Z TEMPLATES (7> 7L — 1)

10.1. 1 &

TYTL—NTIE RSA=9— (L PUEBIAEER—ED 4+ 77 b 5B L. OpenShift
Container Platform TN T 272D F TV hO—BE2EKR L FT, TV L — bk, H—F

2, BEIWREBESL T IOA4 AV REE &, 7OV NRTHEBR/IS—I v arvhrH3BTRT
DEDEFERT B-HDICNIBTEFT, Fo. TV TL— T SNILDODEY FEERLT. ThiE
FUTL—MNRICERINALITRTOA TV Y MGERTEEY,

ATV MO—BIECLIZFERALTT Y L— M0 EMRT 22, 7OV hMFEAEFEIO—N
WFY T L= SATS)—=ICT VT L— D7y 7O—-—RINTWBIBE, Web VY —ILEFRT
22EHTEFET, Fal— R INETYTL—MDHFEIE. OpenShift 4 A=Y AN —LBELVT
VI —=b5A4 T —=AESRLTLLEI,

102. 7> 7L—bhD7y7O—NKR

FUTL—MEEEHT S ISON FIEYAML 7 74D H BIEEIE. ZOBIICHD L HIC, CLI A{F
BALTO Yz MIFVTL—hET7y 7 O—RTEFET, 2H5F322ET, 7Oz MV T
L—FMHREIN, ROTAOV Y MR L TEYR 7/ R E2F 22— —DRYERLEHRTEZE
T, MEODTF VT L—FDERICDODWVWTIE, TOMNEY I THRIZEHBALET,

REO7OY 9 MNDFY T L— NS4 TSY—IlFVy 7 L—MNEaT7y7O—R9T5IC1E. JSON F7=
IEYAML 7 74 )ILELTFOOY Y RTELEY,

I $ oc create -f <filename>

nATVavaEGFRALTIOYV IV NEERETDZET, ooy MIFyTL—ETY S
D_ F\—Gﬁij—o

I $ oc create -f <filename> -n <project>

FUTL—hME WebdVY—ILFERIFCLIZFERAL TGRBIRTES LD ICAY F L,

10.3.WEB OV Y —I)LAFRALTT Y ITL— MO SERMRT 2FIE

Web AV Y —IVaERALET 75— a3 VORI 28R LTKEIW,

104.CLIZERALTCT Y7L — MDD S ERT % FE

CLIZERALT, 7Y FL—hEREBL, 7TV MEERT DDICERINRELFRATE X
-a—o

10.4.1. Z XL

TNV, Pod MEDERINAA TV MaEBEL, BRYZLDICERAINEY, 77—
RTEEINDZINLIE, TYTL—IDLERINZITRTOF TV ) MCBERAINIET,

ARV RSAVUDST YT L—RMNISRIVEEBINT 2L HY FT,

I $ oc process -f <filename> -| name=otherLabel
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88102 TEMPLATES (7~ 7L —b)

10.4.2. INT X —4 —

FEXTEZNIA—H9—D—EX. 7 TL—brOD parameters £/ > 3 VICRRIINET, LTFD
ARV RTHEATSZ 774V EHBEL T, CLITNS A9 ——BZEMTETIT,

I $ oc process --parameters -f <filename>
Frzld, TV FL—MATTICTZy 7O—RINTWBIHEICIE. UTFERITLET,
I $ oc process --parameters -n <project> <template_name>

feEzlE, T74I MDD openshift 7OV TV MIHBIA Y IRI—RTVTL—bOWVWTINIIH
LTRSA—F—5—BRFTBHEIC. UTOLIBHEANRTIINET,

$ oc process --parameters -n openshift rails-postgresql-example

NAME DESCRIPTION

GENERATOR VALUE

SOURCE_REPOSITORY_URL The URL of the repository with your application source code
https://github.com/sclorg/rails-ex.git

SOURCE_REPOSITORY_REF Set this to a branch name, tag or other ref of your repository if
you are not using the default branch

CONTEXT_DIR Set this to the relative path to your project if it is not in the root of your
repository
APPLICATION_DOMAIN The exposed hostname that will route to the Rails service

rails-postgresql-example.openshiftapps.com
GITHUB_WEBHOOK_SECRET A secret string used to configure the GitHub webhook
expression [a-zA-Z0-9]{40}

SECRET_KEY_BASE Your secret key for verifying the integrity of signed cookies
expression [a-z0-9]{127}

APPLICATION_USER The application user that is used within the sample application to
authorize access on pages openshift

APPLICATION_PASSWORD The application password that is used within the sample
application to authorize access on pages secret
DATABASE_SERVICE_NAME Database service name

postgresql

POSTGRESQL_USER database username

expression user[A-Z0-9]{3}
POSTGRESQL_PASSWORD database password
expression [a-zA-Z0-9]{8}

POSTGRESQL DATABASE database name

root

POSTGRESQL _MAX CONNECTIONS database max connections
10

POSTGRESQL _SHARED BUFFERS database shared buffers
12MB

ZOHANS, 7T L — MOWEBRICERKREDOL I AV XL —9 —TERINERD/IS A —
Y—=RFETEIT,

1043. 7729 h—EDHERK

CLIZERALT, BERNA TV I MN—EERI TV TV NEeERT D771V 2REBTEH
-3—0
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I $ oc process -f <filename>

Frold, TUTL—MDTTICREO OV IV M7y 7O—RINTWVWBBEESIEUTEEITLE
-a—o

I $ oc process <template_name>

FUTL—rENEL, occreate DEA%E/NA LT, FYTL—IDSATI I MNEEKRTZ T
ENTEET,

I $ oc process -f <filename> | oc create -f -

Fold, TUTL—MDTTICREDO OV IV M7y 7O—RINTWVWBBEESIEUTEEITLE
-3—0

I $ oc process <template> | oc create -f -

EE X9 2 <name>=<value>s DERTIC-pA S avEBINTZIET, 771 IILERINLE
parameter D% EEXTEE Y, NTA—F—BRBIE, 7V TL— TFATLRODTFRAMN 71 —)L
NICRTINDHBEDNHY T,

ez, 77— MOLUTF® POSTGRESQL_USER & & U POSTGRESQL_DATABASE /35
A= —%EEEL, HRITVAXINREEZROZREEZHDLET,

BlhoAF>FL— DDA TI ) b—EDERK

-p POSTGRESQL_USER=Dbob \

$ oc process -f my-rails-postgresqgl \
-p POSTGRESQL_DATABASE=mydatabase

JSON 7 74 ILiE. Z7A4IIC)FA4 LUV T BT E%E, occreate IV Y RTUIEFADE D% /8A
LT, v L— a7y ITO—RESTICERER TSI EHARETT,

$ oc process -f my-rails-postgresqgl \
-p POSTGRESQL_USER=bob \
-p POSTGRESQL_DATABASE=mydatabase \
| oc create -f -

ZHDNRNS A= =1 HBIFEIK. ThEET7MILIREFELTHSZD T 71 L% oc process |ZJE
TIENTEZET,

$ cat postgres.env
POSTGRESQL_USER=bob
POSTGRESQL_DATABASE=mydatabase
$ oc process -f my-rails-postgresql --param-file=postgres.env
--param-file D& LT """ ZFEAL T, BEANDLRBEZFHAHAIALIEELTETET,

I $ sed s/bob/alice/ postgres.env | oc process -f my-rails-postgresql --param-file=-
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105. 7y 7O—RKL7E=T>Y7L—bMNDZEE

LTFoav Y RAFERALT, 970V M7y 7O—RINTWRT YT L—haRETEFE
—3—0

I $ oc edit template <template>

106. A VAIVENTT)VBELIV A4 v I RI9— T T L—MNDER

OpenShift Container Platform Tl&, 772 KT, A YRI VKT TV EVA VI RI— TV TS
L—MERERBLTEY., EBEETHBEICHRT 7Y OBELFBTET XY, Rails (Ruby).
Django (Python). Node.js. CakePHP (PHP) & & Uf Dancer (Per) BT > 7L — M EFIBETEZ 7,
PSR —BBEIEZ, INhoDTYFL— b aMATESLIICT 74V DT O—/30 openshift 7
AT MIIhSDTYTL—MEERLTWSIETTY, UTDLDIC. FIAREERT 7 4L D
ARV RNTT)EDAYIRI—"NTV T L—FNe—EBRRTEET,

I $ oc get templates -n openshift

ROMSRWGEEICIE, 779 —BEHIC [ Loading the Default Image Streams and Templates ]
DrEYIZBRLTESILIICLTLEIL,

FIAIDNT, TYTL—bMEIWRBBRELRT ) r—2arya—RKPEFEN 5 GitHub D2ARY —X
DRI KN —AFRALTITLhEYS, V—REZELT, MBDONN—Va 07 ) 5r—ravaEElL
K BIZid,. L T=ERTI2REIHYET,

1. 7 7L—hD77 4L b SOURCE_REPOSITORY _URL /X5 X —4 -SRI 2RI
)—%7+—JLZET,

2. TV TL— M SERT 315511, SOURCE_REPOSITORY_URL /X5 X —4 —DfE% L&
TLFET, TIAIMETIEARLS, 74—V ZEBELTLEIL,

ZhickyY, YTL—FTERLEEIREBRER 7 ) y—>avyd—RD7+— 0 58BT54LD
ICiY, O—RAEEHLT, BRICZTUr—vava)EILRTEZXT,

Web VY —IL&FERLTIOTOER%ETHHEIF. [ Getting Started for Developers: Web
Console | Z8RLTLKEI,

pa 3

AR VAT TVELIVIAVYIRI—( T TYVDTYTL—KT, T—IR—2D
FTOAAVINEEEEHZELET, TVTL— M EHRTBRETIE. T—F~X—21
VFIYBIL—BEBAMNL—VEFERALEY, T—9R—R Pod MASHDIEHTHIESI
nNd&E, T—IR—ZADELT—IDRDNTLEIDT, Th5DFVYTL—KrE T
TENTOAMERAT Z2RELIrHY FT,

10.7. 7> 7L — b2k

TINVr—2av0ed 7o) M afBICBERYT 201 FRTVTL—F2EETEET, T
YFUL—RTR ERT2F TV NE, INODA TV NOEREHA RS DAIT—9%E
%L)i—a—o

o2 il FL— AT FERE (YAML)
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spec:
- name: REDIS_PASSWORD

apiVersion: vi
kind: Template
metadata:
name: redis-template
annotations:
description: "Description”
iconClass: "icon-redis"
tags: "database,nosql"
objects:
- apiVersion: v1
kind: Pod
metadata:
containers:
value: ${REDIS_PASSWORD}

name: redis-master
- env:
image: dockerfile/redis
name: master
ports:
- containerPort: 6379
protocol: TCP
parameters:
- description: Password used for Redis authentication
from: 'TA-Z0-9]{8}'
generate: expression
name: REDIS_PASSWORD
labels:
redis: master

10.7.1. 1A

TV 7L —bOFRBATIE, TV TL—FOHABICET 2ERERETE, Web OV Y —IL TOMRRKRRFIC

BIUBET, TVTL—MELUADA Y T—HIIEETTH, FHATEZEEHTYT, A9T7—4IC

&, —RRAIARERERAR EDBRUMICY TRy hEEFENET, BHARY JICETY FL—NTHERT
BREABRELHY T (Bl java. php. ruby),

Blho3FvFL— Bk xX957—%
kind: Template
apiVersion: vi
metadata:
name: cakephp-mysql-example 0

annotations:
openshift.io/display-name: "CakePHP MySQL Example (Ephemeral)" g
description: >-
An example CakePHP application with a MySQL database. For more information
about using this template, including OpenShift considerations, see
https://github.com/sclorg/cakephp-ex/blob/master/README.md.

WARNING: Any data stored will be lost upon pod destruction. Only use this
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template for testing." 6

openshift.io/long-description: >-
This template defines resources needed to develop a CakePHP application,
including a build configuration, application deployment configuration, and
database deployment configuration. The database is stored in
non-persistent storage, so this configuration should be used for
experimental purposes only.

tags: "quickstart,php,cakephp” 6

iconClass: icon-php

openshift.io/provider-display-name: "Red Hat, Inc."

openshift.io/documentation-url: "https://github.com/sclorg/cakephp-ex" 6

openshift.io/support-url: "https://access.redhat.com”

message: "Your admin credentials are ${ADMIN_USERNAME}:${ADMIN_PASSWORD}" @

7__y7°l/_ I\o)_%o)%ﬁﬁo
1P V5 —T R THATEB L IC, I—F—cHh Y DT <. BBAREHL

FUTL—M DB, T704INB3HNE. T7OMFICH > THEL MDEDOH B FEEE1—
P—ANTEBLDICEHEMAEENLZFT., README 72 &, BINEHRADY VI £EBMTEFET,
INSTSTHERT BICIE. ITEEBMTEXZT,

BMOFA, &AW, Y—ERAYOTICRRIINET,

RREL VTN —TERTT2EDICT VT L—MIEER TSNS Y, BEDAS DY
ATTV—DI1DICEFNDEELDIC, #T7Z2EMLES, AVY—ILDEHT 714ILD
CATALOG_CATEGORIES T id & & U categoryAliases #5 8B L T< 72X\, A7 TN —&
VIR —2HICH LT ARITAXTBHIELTEET,

Web AV Y —ITTFYTL—hE—ICRRINZTA Y, AERGEE. BBFEOOIT7 4
JVHBRBIRLEY, /. FontAwesome B LU PatternFly hoE 7 A AV AFHETEE
¥, ik, 7 7L — MEFEHT B OpenShift Container Platform 2 5 24 —IZ CSS hH A %
VA X ABIMCTESBDT, CSSHRARITA ARBATT7AIVERELEYS, BEEIT S 71V
VIRAE/ETDHLIDICLTLLEIW, BELARWE, RAT7AIVICT7A =Ny V) TER
CRYFET,

T 7L — MERET AT IFEBOAR

TV FL—MIBETMORFa XY NESHT 2 URL

T 7L—MIBYTEHYR—FERMIFSTES URL

TUTL—=RIDA VR VLI NTRICRRINDHRAX v E—Y, ZDT4—IL KT, #
BERINEZY Y —ROFEAAEZEZI—Y—ICBAMLEF T, ERINALEEBRPHRD/RS

A= —%ZHAICEMTESLDIC. AvE—JDRTENINTA—F—DEBETRNTONZE
o A=Y —DRIANZRODFIENREHINIEFF 2 XY MAD) VI ZEIML TSI,

10.7.2. 2NV

FTUTL—=RMIE SN OEY NEBINTEET, Th5DOIRIVIE, TYTL—MDRAVRI VR
EINDEFICERINDE AT RTEICEBNMLET, COLIICTRIVEEET S E, FEDT YV
TL— DS ERINZ2A TV MO, BENMEHREICAY FT,
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Blho4aFr>TL— b ATI I bDFRIL

kind: "Template"
apiVersion: "v1"

labels:
template: "cakephp-mysql-example” ﬂ
app: "${NAME}" @

‘D ZDFVTL— DS ERTZLF TV MIOBRINE SN

Qg INSGA—=H—bINT=SRNIL, TONIIVIE, TOFVTL—bEaEIERIN 23Tz
2 MIBEREINET, NTXA—=—9—F, IRNILF—BLMEOEATIEREINE T,

10.7.3. /X5 X —4 —

IRTGA=H—IZ&Y, TUTL—IMDA VRV RIEINDBFICEEERT EH. I—HF—HIEEIEE
TEDEHIIRYET, NSAXA—F—IBRIND &, EPFEBRINTT, SRIX. £ 7V &
T74—ILRTHNIEEZTHEERTEET., chidk, BEBIINRRAT7—REFERLEZY, T FL—Fh
DARIRA RNCREBERI—HY—EEDEPRANEEZEELLY TEEDTERTY, XTA—49—
&, 2TBHDOAETSRAIETY,

o XFIDEELT, TV FL—hDXFFT 14 —IL RIZ ${PARAMETER_NAME} O THEE
ER

e json/yaml DfEE LT, 7Y FL—bD7T 1 —JL RIZ ${{PARAMETER_NAME}} DR CTHEZE
5

${PARAMETER_NAME} BX %= AT 2 &, BEHDNNIA—F—FREZ1DDT7 4 —JL RIZEET
X, "http://${PARAMETER_1}${PARAMETER 2}" R ED &L DI, SRBREBEET — Y NIIEEDRAL T
ENTEET, EBELDNRTA—Y—EELBRINT, BIAINAXFINFEMREICRY T,

${{PARAMETER_NAMEN} X DA% FHT 2B EIE. E—D/NFA -5 —SROANFAIIN, 5E£HE
XFPRTNFRIEATTEILA, BROER, BRRIERIBEM L jsonZd T2V MDIBEIZEIA
INFEEA, BRIEDQDjsonETRWNGSIC, BROERBIAIH, FEOXFI & LTUREINZE
-a—o

B—ONRSA=9—F, TVTL— K NATEHOSETE, 1207V TL—NATHADEBRIEX %
FRALTESRBIZIEHNTEET,

TI7FIWMEZEETE, I—HY—DBIDEZEEL TVWARVWGRICERAINIT,

description: "The user name for Joe"

value: joe

$10.5 7 7 # JU MiE & L TR REDERE
parameters:
- name: USERNAME

NIX=Y—fBld, NIX=Y—ERICHEELLIN—IIVEEITERT DI EEARETT,
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description: "The random user password"
generate: expression

H10.6 IXFT A —4H —{EDERK
parameters:
- name: PASSWORD
from: "[a-zA-Z0-9]{12}"

EEROAITIE, WIBRIC, KXF, IMNF HFIRTZ22C R XFRO/NRAT — RHIVEERICHER
INFEY,

FAFRLEXIEE,. TERERRBEBXTEHY TEA, £LL, W, \d. BLT aBfiF2ERT
TET,

o [\W]{10} I&. IOMTDER, HFE. BLUVT7 V¥ —RAT7EEMLET., Ihid PCRE ZAE(ICHE
L. [a-zA-Z0-9 J{10} ICHEH L £,

o D10} X 10 HTDHFEEMR LT, Zhid [0-9{10} ICAAY L %7,
o [al{10} X 0 MDEFAEER L ET, Zhld [a-zA-Z]{10} ICHLS LT,

LTI, "IA—S—FEHREBREBORLEAT VY TL—FDOHITT,
P07 RS X -4 —EHRESREZLRLBTVTL— b

kind: Template
apiVersion: vi
metadata:
name: my-template
objects:
- kind: BuildConfig
apiVersion: v1
metadata:
name: cakephp-mysqgl-example
annotations:
description: Defines how to build the application
spec:
source:
type: Git
git:
uri: "${SOURCE_REPOSITORY_URL}" ﬂ
ref: "${SOURCE_REPOSITORY_REF}"
contextDir: "${CONTEXT_DIR}"
- kind: DeploymentConfig
apiVersion: v1
metadata:
name: frontend
spec:
replicas: "${{REPLICA_COUNT}}" @
parameters:
- name: SOURCE_REPOSITORY_URLG
displayName: Source Repository URLQ

description: The URL of the repository with your application source code 6
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O 90 O o0 ©606 O o

value: https://github.com/sclorg/cakephp-ex.git G
required: true

- name: GITHUB_WEBHOOK_SECRET

description: A secret string used to configure the GitHub webhook
generate: expression 9
from: "[a-zA-Z0-9]{40}" €)

- name: REPLICA_COUNT

description: Number of replicas to run
value: "2"
required: true

message: "... The GitHub webhook secret is ${GITHUB_WEBHOOK_SECRET} ..." {{)

ZDER, TV TL— MM VRSV R{EEI NT<BER T SOURCE_REPOSITORY_URL /X5
A= —ICEIWZIONET,

ZDEEE, TUTL—IDA Y RYVRIEEINER T, REPLICA COUNT /X5 XA —%—D
SRR LOEICEEHmALONET,

INSA—H—Z, ZDEIF, TVTL—FMATNRSA—Y—%5BRBITIZDICFARALET,
ﬁj\b\bj)fp-g_b\/(’a)(_&_o)%ﬁﬁo :1’”1\ l_ﬁ_‘:%a__\-éni-g_o

NS A—4H—DiHBA, BIFEICH T 2HIaE, NS A—9—DBMEFEMICHIZYERBEL Z
9o RBAICIE, AVY—ILDTF A MEEICRWD., THELAEAXEAFRTZLOICLTLCES
W, RREEBLHABTEFERLARVWTCEIW,

FUTL—rEA VY RI VAT BRI, I—F—ICLYEHINEESINADWVGEICERIN
DINTGA—=H—DT T2 ME, RRAT—REBEDT 74 MEDFER%Z®IFTZLSICLTK
EXW, Y=Ly NeHAFEDLDEILERNTA =Y —%FHTEHLIICLTLEIL,
CDINGA—=F—HDUEBETHBIEERLET, DFY, I—HF—FEDETCLEESTEEHE
Ao IWIAXA—=H—TTI7AIMEFLIFEMRENIEEINTLWAWZEICIK, 21— —IFE%
BETDIVHELHYET,

BAERIND/IRNTA—4—

VIRXL—F—~DAN, DHFE., P RrL—F—F KXF. MNFZET 40 HTOREK
FOEEERLFT,

NIA=F =BTV TL—MA v E—JILEDDIENTEET, ThILLY, ERIN(E
A1—H—ICBAMINFT,

107.4. 779 N—8&

TYTL—RMDEREBDIE. TYTL—IA VRV RIEINZBEIERINDE A TV bD—E
T9Y, Zhillk, BuildConfig. DeploymentConfig. Service i &ED B API A TV =/ b %{FEH
TEFJ, 77V M, TITEEINLZAYITERI N, RS XA—9—DEIFERBIICERIN
F9., INLDATVTI MDERTI, UBICER LN A -9 —%5BRTZXFT,

kind: "Template"
apiVersion: "v1"
metadata:

name: my-template
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objects:
- kind: "Service"
apiVersion: "vi"
metadata:
name: "cakephp-mysqgl-example"
annotations:
description: "Exposes and load balances the application pods"
spec:
ports:
- name: "web"
port: 8080
targetPort: 8080
selector:
name: "cakephp-mysqgl-example"

Q Service DEH., ZDFY L —RMILYVIERINET,

pa

FTVTI NEEDXAYT—4IZ namespace 7 1 —)L KOEEENSENDIHE.
T4—IVREFTYTL—hDA YV RE VZIEDBRICERN SEY BRI N F

9. namespace 7 1 —J)L RTINS X =4 —ZBNEEINBHEICIE. BED/NT A —
Y —BEMNTON, NTAXA—45—BEHI’EEMIR L 7- namespace T. 77 9 MHYE
BINET, ZOE, I—H—IITRD namespace TAH TV TV MEERT 5/8—
Ty avhHBIENFIRTY,

10.7.5. /81 ~ RE[REAR T~ T L — b DYERK

FUTL— M —EZ27O0—HA—F, BHERINTWBTYTL—RMNATI o NTEIZ, AYOTRIC
Y—EXE1DRABEALET, T7A4IKMTIE, ThoDY—ERIFEFREFN /N4 2 RE[gE] & LTA
BXh, TV RI—4—AT7OEEYVa VI LEY—ERICHLTNI VY RTEBZEDIICLET,

TV 7L — MDOERZEIZ. template.openshift.io/bindable: "false" 7/ 57— 3 v &F > L — b
IKEMLT, Ty RI—H—D HBEOTVYITL— IS FOEY 3=V IINdH—ERE/NSA VR
TERWVWEDICTEZET,

107.6. 7722V N 74 —IL ROLH

TYTL—bDEREIF. TV TL—MNIEFNZIREDA TV I MDD T4 —ILRERRAITRENE
IDERETEEYT, T L— M —ERODTO—H—IE. ConfigMap. Secret. Service. Route 7
Tz MIRABEINAT 41— ILRERH#H L, 21— —DPTO0—-Hh—TNNvIIhTVWBH—EZEN
YRLULEBEICRAINALT7 —ILROEZRLET,

ATV MDT 4=V REIDELIFEELARTZICE. 7V FL—MROF TP M, TL

7 1 v 7 1 template.openshift.io/expose- 7= |4 template.openshift.io/base64-expose- D 77 /
T—YavaEEMLET,

ET7/)F—YavE—iE, bindIGBEDFXF—ICRBEDIC. TLT4 v I ADEBRINTHRRRIL—X
nExd,

&7 /) F—3avDElE Kubernetes JSSONPath & DETH Y., /N1 ¥ REICERI N, bind IEE TR
INZENEEFNDA TSI M T4 —ILRAEELZET,
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pa 3]
' Bind iGE DX —/EDRT L, BREZHE LT, YATALADMDIBATHERTEET,
ZDRD, T/ T—3avF—TCTL 74 v I RERYRKRVELENRREEHSE &
_ LTHERTEIENHREINET, LBICAZ azF 7YY —a75EELT.
ZTDRIC, EOd, OXF A-Z, a-z 09 FLFTUIF—RAT7EBELTLLEX
(A

template.openshift.io/expose- 7 / 7—> 3 VEFEAL T, XFHMELTT71—ILRDEZRL X

T, IhiE, FEONAFY)—FT—95NEBLAVEDD, ERRAFETT, NMF)—FT—8%RT
BEIKIE. N FY—FT—F%RTFNCT—FH DIV I— RIZ basebdb ZFAT 2D TIEA

<. template.openshift.io/base64-expose- 7 / T— a3 v EFAL XY,

p= =)
- Ny PRZyaTIRT—FLARWRY, Kubernetes M JSONPath £ (ZKRITH D
EDBRICEAINTUVTE, .. @ BERAIXFELTHERINET, TDRH, &
& ZIE. my.key &\ &ZRETD ConfigMap D7 —% #5889 51k, JSONPath =1
' {.data['my\.key']} & T 2ELHY £F, JSONPath XA YAML TED L D ICEEdRI N
TWBMNMTE > T, "{data['my\.key']}' R ED LD IT, BMTNRNY VRS YL ahnE
LR BGEDHY T,

UFiE. REINZIFZIZR/ATVIIMDT 4 —ILROBITY,

kind: Template
apiVersion: vi
metadata:
name: my-template
objects:
- kind: ConfigMap
apiVersion: vi
metadata:
name: my-template-config
annotations:
template.openshift.io/expose-username: "{.data['my\\.username']}"
data:
my.username: foo
- kind: Secret
apiVersion: vi
metadata:
name: my-template-config-secret
annotations:
template.openshift.io/base64-expose-password: "{.data['password']}"
stringData:
password: bar
- kind: Service
apiVersion: vi
metadata:
name: my-template-service
annotations:
template.openshift.io/expose-service_ip_port: "{.spec.clusterlP}:{.spec.ports[?
(.name==\"web\")].port}"
spec:
ports:
- name: "web"
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port: 8080
- kind: Route
apiVersion: vi
metadata:
name: my-template-route
annotations:
template.openshift.io/expose-uri: "http://{.spec.host}{.spec.path}"
spec:
path: mypath

LEROEDHAT Y TL— hTO bind BIEICHT ZHEFIELULTOL S ICARY FT,

{

"credentials": {
"username": "foo",
"password": "YmFy",
"service_ip_port": "172.30.12.34:8080",
"uri": "http://route-test.router.default.svc.cluster.local/mypath”

10.7.7. 7 7L — NDHER/HNTE B F TR

TYTL—bMDEREIZ. TVTL—MNADEEDF TV MY —EX A4 OY, Template
Service Broker ¥ 7z|& Templatelnstance API ICL BTV FL—hDA YV RAIVRIENRET LIcEIN D
FTCHERTIVELNHEINAEZIBETETET,

COMEEEFERTZICIE. TV L—FAD
Build. BuildConfig. Deployment., DeploymentConfig. Job 7-|d StatefulSet DA 72 =/ K1
DUEIL, ROT /7= 3V TIY—7%FIFTLRIV,

I "template.alpha.openshift.io/wait-for-ready": "true"

FUTL— MDA VR VREIE, T/ TF—2avDI—I0MFFoNTTRTOA TV 7 M HE(E
TELEREINDET, BFTLERHA, BHRIC, 7/ 7—YarvydFFbohikcd7o 7 MHKEL
LEREINDD, BEYILT I MNTHDIEELURICT Y L — NDEFHIEDLLRIN 2 IHEIC,
FUOTL—MDA VRV RBITKBLET,

AVARAYVAEOBWMT, E4 7029 NOBHEOEBRES L OCLKBIILTOLIICERZEINE T,

L] #{@miKRE (Readines) KB (Failure)
Build F 7TV hH Complete (8T7) 7T — F 7YY hH Canceled (F+ > JL).
A=H/ET S Error (5 —). F7zI& Failed (k) %R
5923
BuildConfig BEMI SN RFOELRA TS ) BEMIF SN RFOELRA TS )
A Complete (87) 7 = —X%=H|ET kA% Canceled (¥ + > tzJL). Error (T
¥ S—). F7lE Failed (k) 2#3RET 3
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5L #{@IKRE (Readines) KRB (Failure)
Deployment 7Y MBF LW ReplicaSet 577  #7Y x4 MT, Progressing GE¥H) @

04 A2 MO FIAFIRETH D I & =S REEN false ThHDEHREIND
T3 (INEATVI MIEEINEL
readiness 7O—T7ICHEVE 9)

DeploymentCon 7+ 7Y x4 hH%7 L L ReplicaController 47 x4 MNT. Progressing GEHH) D
fig PTFTOAAY MO FAAEETH B &R IREED false THBEHREIND

£ (nFF TV MIEEINEL

readiness 7O—T7ICHEVE 9)

Job 7219 MI5ET (completion) A& FTIT M1 DUEDKRBAREEL
ERC) lEeaRETS
StatefulSet AT MBTRTOL T hHi %l ZERL

RECHDEEBRET S (ChiEAT
T MIEEHINT readiness 70—
TICRWET)

UTFiE. v 7L— Mo T —Ek#LAEEDTYT, ZOFITIE. wait-for-ready 7/ 7 —> 3~
NMERAINTWET, DY > FILik, OpenShift 74 v 2 A9 —h T FL—MNIHY ET,

kind: Template
apiVersion: vi
metadata:
name: my-template
objects:
- kind: BuildConfig
apiVersion: vi
metadata:
name: ...
annotations:
# wait-for-ready used on BuildConfig ensures that template instantiation
# will fail immediately if build fails
template.alpha.openshift.io/wait-for-ready: "true"
spec:

- kind: DeploymentConfig
apiVersion: vi
metadata:
name: ...
annotations:
template.alpha.openshift.io/wait-for-ready: "true"
spec:

- kind: Service
apiVersion: vi
metadata:

name: ...
spec:
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10.7.8. T D DR EIF

o PN — 3N RAL—XICETTEIDICHDRYY —ZANEHRINBLIICAEY —,
CPU, 8LV AIL—V DFI74I M YA XEHRELFT,

o latest ¥ VHOEBDA S v+ —N—=U a3V THERAINTWVWBFZEICIE., 1 XA—IUDNLIDY T4
SRELAWVWEIICLET, FiIFRAA—IUDZDYJICTyvva3nd e, 2FH07 74—
vavhHRBLTLE Y TJrEELrHY £,

o BTV L—FDBE. TVTL—MNOTFTOABICERONRERL, 2 —VICEIL
K, 7041 THbnhZEd,

10.79. B4 Tz MO LDFY T L — NDERK

TUT7L—bEEONSHERTZDOTIEAL, 7OV MOSBREDOA TV I a7V TL— N
XTIV RAR—PMLT, RIA—I—BLTMHOARITA XEZBMLT, 7V FL— I NEREZEET
B2IENTEFRY, 7OV VMDA TV M TV TL—MUATIVRR—MTBICE. UT%E
EITLET,

I $ oc export all --as-template=<template_name> > <template_filename>

all T, BEDNY =94 TREBDY Y —RA5BEMZIZIEELTARETYT, BOFHICODWVWT
l&. ocexport-h #=E1TL XY,

LIFiE. ocexportall ICEENZ ATV M4 TS TY,
e BuildConfig
® Build
® DeploymentConfig
® |mageStream
® Pod
® ReplicationController
® Route

® Service
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BNEIAVTF—~DYE—FITILERHRL

n1LHE

ocrshaAY Y RAFERTEE, YVATALALEICHZEEDY—IICO—AILTT7 AL, EEBTEIE
DTEET, BFXFa7Y )L (SSHYIE. 7TV =Y avADtexa7RERERETIERELRS T
209 —ThY, ThIZEREEIILR>TVWET, YIIBEEF L7 SN r—>avAD7ot
ZE Security-Enhanced Linux (SELinux) /R 1) & —TR#ZEI N, HIRINET,

N2. EXxa7R>zIlEy>a OB

AVTFFHF—~DYE—b Pz aVvERTET,
I $ oc rsh <pod>

DE—MYI)DFEREFICE. AT FTF—RHATEGTLTVWELIDEDICOTY REETTE, E=49
VIRTNy T, BLUOAVFF—ARTETINTWSEHEDICEBD CLI O~y ROFERALEOO—H
IWDREEERITTEET,
fEZIEMYSQLAYFFH—DIFA, mysql v KEREL, 7OV hA2FEBELTSELECTOY
VREANTBIETT—HIR—RAADOLA—KRBEEADV Y MNTEET, £, REEICIE ps(1) BL T
Is) REDIY Y REFRATEIEETEET,

BuildConfigs & & U' DeployConfigs [ERBDRIAEY. (AVTFH—ZREICEL) Pod ZHEICIK

CTHER L. MYATHEZERLIT T, MAONBERRFKFIELEFEA, AV T T —RTEEESR
ZMATH, TDAVTFT—DIMEINBEL RSN EMALEETERFELRLSRY T,

Pz -
ocexeclZdOVY VY REYE—MNTEITTH=HDICHERATEET, LHALALS, ocrsh

A7y FOFEANY E— by o)L EKGRICAWREICT 5 L WBBLFEICAY X
-a—o

N3.xar7avziltyoaryon)LT

FERAEPT T2 avilo2WTONLT, BlasRT2ICE. UTEERTLET,

I $ocrsh-h
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FREHY—ERAT7HIVE
BREY—ERTHTV K

121 8 E

a2 —H'—#H* OpenShift Container Platform CLI £7zld web AV VY —IL A ERT %354, APl h—2 VX

cmm%ﬁAmuﬁbfwﬁé TOWETH, — 1 ——DRABHHAIFATETRVGE, BERED
VIR—RY M APIRUH L ZBIMEICEITLET, 2L, —BR1—Y—DORIEBFEREZFIBTETARWVEG

A, UTFTLHICavR— Z/h#AMHU&L%ﬁi@#ﬁWkEUiT UTFICHlERLET,

o LY —r3varbO—5—bPod BERT 2H. THITHIRT B72HIC APIEVH L %

o AVFF—RHOT7 T r—a v REOBEMTAPIRUE LAETT %,

o AT FYr— a3V EZY YV IBLUCHMEENTAPIEVOH LAETT 5,
H—ERT7HhO Y ME, I —Y—DFRHABFHREREBETICAPI 77 2R & LY FRRICHET 2 5%
EIRELET,

21— —EZBLVTIV—T

TARTODY—ERTZHI Y M, —B1—F—DLHICO— I ANMESTEZ 21— —LAREEMIT S
NTWEY, 21— —ZIEF0 70V MBLUVLEDORELE T,

I system:serviceaccount:<project>:<name>

& Z2 L, view (FRR) O—JL % top-secret 7O TV hD robot t—ERXT7 AT Y MIEBIMT IC
i UUFZERITLET,

I $ oc policy add-role-to-user view system:serviceaccount:top-secret:robot

BF

AV IV MTCHEEDY—ERTHI YV MITIERAHE5TIHRELRH ZIFEIE., -
7SV RFERATEEY, Y—EXT7HAVD VI ETZ 7OV M6 2757 %ER
L. <serviceaccount_name> Z1EEL 9, ThIZLYU Y1 TIZADHRET RN
MNBY., POECRZBELLEY—ERXRT7ATV Y NDOIHMAETEELD. COHFE=E
Ay sx@m< BEDLET, UTFICHETRLET,

I $ oc policy add-role-to-user <role_name> -z <serviceaccount_name>

7OV MHSERIFTLAVGEIE. UTFOFICRTLIIC-nF T avaEFRLTS
nNABEAINE OV Y D namespace 2 ELE T,

TRTCOY—ERTHI Y MILTD2DODTIV—TDAVN—TEHY FT,

system:serviceaccount

VATLDIRTOY—ERT AV IDEFNET,
system:serviceaccount:<project>

BEINA7OD TV POIRTOY—ERTHD Y MDAEEFNET,
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fEZIE, TRTOTOVII MODTRTOY—ERTHTU Y MH top-secret 7O TV hDY) YV —
RAERRFCTEDLDICTBITIE. UTERTLET,

I $ oc policy add-role-to-group view system:serviceaccount -n top-secret

managers 7OV TV hOIRTOY—ERTHI Y D top-secret 7OP =7 hDY Y —RA%&IRE
TEBHLDICTBITIF. UTFERITLET,

I $ oc policy add-role-to-group edit system:serviceaccount:managers -n top-secret

R3.T7AIN MDY —ERT7HO Y NELUVO—IL
3DDY—ERTHD Y MBI RTOTOT Y THEWICERINF T,

HY—ERF7HI Vb %

builder EJ K Pod TERAINE Y, INITIE systemiimage-builder O—)LAMT 5 I
9., 2oO—)biE, HAE Docker LY A RY —%AFRLTA X—Y %SOV
JRDAR—=VRARN)—=ALILTYy>a2d2ZEE5TEICLET,

deployer 704 A2 b Pod THEBRIN., system:deployer O—/LHMFTEINFET, D
O—Jid, 7Oz hTCLFY =232V bMO—5—% Pod KRR L1
Y, BEELALYT DI EETREICLET,

default MDY —ERT7HI Y MPIEEINTWAWERY, ZOMITRTO Pod #EITT
5DIFERINET,

7OV bDITRTOY—ERT AV Y MIIE systemiimage-puller A—ILAMFTEINFE T, D
O—JLi&, WNEBDocker LY RARNY —%FRALTAA—VEAA—I RN —LDOSTINTEHIEET
BEICLF T,

124.9Y—EXT7HO Y NOEHE

H—ERT7HY YV MNE, &7V MIBETDAPIA TV MNTT, Y—ERT7HU Y N2 EHE
951213, sa £/-IlF serviceaccount 7 TP TV MY A TEHICoc AY Y REFHT ZH, Tt
web AV Y —I)LEFHTEIENTETET,

BEOC7OVIY NOBEOY—ER7HO Y NO—EBEZRETSICIK. UTEETLET,

$ oc get sa

NAME SECRETS AGE
builder 2 2d

default 2 2d
deployer 2 2d

MDY —ERT ATV M ERT 21013 UTFZRITLET,

$ oc create sa robot
serviceaccount "robot" created

HY—ERXT7HTY NOEREZET SIS UTO220—o Ly hHABEMICEININE T,
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e APl h—2o Y
® OpenShift Container L ¥ X b ) —DEREEIER

INLIRT—ERT7AV VM ek T 5 ERTTEET,

$ oc describe sa robot
Name: robot
Namespace: projecti
Labels: <none>
Annotations: <none>

Image pull secrets: robot-dockercfg-gzbhb

Mountable secrets: robot-token-f4khf
robot-dockercfg-qzbhb

Tokens: robot-token-f4khf
robot-token-z8h44

VAT ALIE, Y—ERTHAHI Y MDEICAPI M=V ELYR N —DFIBEREFE > TVWE I AR
DIEL/i-g—o

EMINDAPI b—0 VLY N —DOFFERFRISHRINICAD I ER@HYFEAD, V=L
NeHIFRS 5 ETMYBETIENTEEY, Y—J Ly hDHIRIN B &, FHROY—I Ly MHYE
BEKIN, ChICEIEDYFT,

125.%—EXT7hHho Y MNREEODERE

H—ERT7AT VNI, TIAR—PMNRSAF—TELIND M=V V&FEAL TAPIHIK L TRREES
hEd, REABTRH—HITZ2NTVYIRAF—%ZFEHALTEREZRIELZF T,

Y—ERT7HO Y NN —=OVDEREBMICT 3ICIE. ¥ A4 —T /etc/origin/master/master-
config.yml 7 7 1 JL® serviceAccountConfig 2 4 > % E#H L. (FH FHIC) privateKeyFile &
publicKeyFiles —&ED— 921 X7) v 0 *x—T 71 I EEELET,

serviceAccountConfig:

masterCA: ca.crt ﬂ

privateKeyFile: serviceaccount.private.key 9
publicKeyFiles:

- serviceaccount.public.key 6

APl H—N—DRH T ZEIAEARILT D LOHIFERINSE CAT7 71,
TZAR=RMNRSAF—T 71N (N—=0VDELA).

NT) Y RSAF—T 74 (=0 VDWRIEA); T4 R—FbF—T7 71D REFEINTNS
Ba. NIy 0F—2VR—FVIDBERINET, EHONRTYV Y IF—T 74 )L EERAT
X, N VRENRTYV Y IF—DVWTIADTHRIITEZIHZHRICZITANLONES, ChiZkY, &
BTB2F—0O—T—YarvHagEE Y., URIDEZENEKR LM =0 VIFKARE LTRITA
nonxd,

909
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126. EEBY—EXT7AHU VN

H—EXT7AHV Y ML ELR, T7OM XY NBLVZDMD Pod 5ERTT2DIIZETOV Y
NTRHEICRY FT, ¥ RAY—D /etc/origin/master/master-configyml 7 7 4 JL.D
managedNames ;X (X, IRTOFOYV Y MIBEEMERINZ Y —EXT7AD Y M EFIBILET,

serviceAccountConfig:

managedNames: ﬂ

- builder @)
- deployer 6

- default

TRTO7OV Y NCHEER TS Y —EXT7HO Y hD—E,

ZEAVI I MDD ENT—H—ERTHIY MEEI K Pod THREICAY, system:iimage-
builder A—/ILHMIEEINFY, 2OA—IF, ARAVTF—LIZARMN)—%ZFERALTA A=Y
HETOVIIMDAA—TVARN)—LIZ Ty 292 EEFAREICLET,

&0V hDdeployer Y —ERXT7 AT Y MEF7OA XYk Pod TRHREIZLRY, LT
—ravavhO—7—L07OYV I PO Pod DRRELVERAAREICT S
system:deployer A—/ILHAMFTE5E XN F T,

O o0

Q FIAINRDY—ERTHYIY ML, BOY—ERTHDY REEINAVEY., T RTD
Pod CEHINE T,

7OV PDITRTOY—ERTH VY MIIE systemiimage-puller A— LM E5EINFE T, D
O—Jbid, AEBIVTF—LIRARN) —%2FRALTAA—VEAA—JRN)—LDOLTITEIE%E
AREICLF T,

RIAVISZANSGIFY—HY—EXTHD VK

— DA VI ZARNZVFry—AV b O—F—d Y—ERT7HV Y R HREFEAL TERITINZE
T LTFOH—ERT7 AV Y M, H—/"—DEENEFIC OpenShift Container Platform 1 Y 75X b5
PFv—7O2 Y b (openshift-infra) ICE I N, 7529 —2EKTUTOO—-ILIFEINZE
_a_o

Y—EX7HI Vb B

replication-controller system:replication-controller O—JLDE|Y 2T
deployment-controller system:deployment-controller O—JLDE|L) HT

build-controller system:build-controller O—JLDEIY HT, X 5I(Z, build-controller #—E X
TAD Y MNE, FHEMED EILK Pod ZEKT 27-DICFERNEEXF2 YT 10—
AVTFFAMIBEARFNZET,

INSDH—ERT7ATY MERINZ 7OV M ERETZICIE. YRY—T
/etc/origin/master/master-config.yml 7 7 1 JL® openshiftinfrastructureNamespace 7 1 —JL K
ZRELET,
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policyConfig:

openshiftinfrastructureNamespace: openshift-infra

128 U—EX7HOVMBLUVY—2I L v b

Y A% —T [etc/origin/master/master-config.yml 7 7 1 JL® limitSecretReferences 7 1 —JL K %
true ICEREL. Pod DY —2 Ly hSRBREY—ERXT7HI Y RMNTHRIA M) ARNIANSE ZEDBEIC
BREEIICLET, CDEAE false ICRET D&, Pod 7OV IV bhDITRTOY—I Ly M%ESR
TEBLDICRYET,

serviceAccountConfig:

limitSecretReferences: false

129.5FAIXnic>—o Ly hOEE

AP| SREHIE R Z IR T BIENIC, Pod DY —ERTHDU Y MEIPod MEARATESRY—J Ly MEREL
i’a—o

Pod ZFLLTFD 2 DDAETY—2 Ly NEFRLET,

o A AX=UTINo—oLy NOFER:PodDIAVFF—DAXA—ETIVNT BLEDIFERINSER
SIERERELET,

o YUV KNHARELRY—ILY NODFER:Y—VLYy NORBEZ7MIILELTOYTFFH—ICEAL
i-a—o

H—ERTATYMDPod DY —I Ly haA XA=ITFIo—o Ly hELTHERATESZLDICTS
IKIE. UWTFZRTLET,

I $ oc secrets link --for=pull <serviceaccount-name> <secret-name>
H—ERTHIYMDPodBY—I Ly haT Y RTERLIICTRITE, UTFEETLET,

I $ oc secrets link --for=mount <serviceaccount-name> <secret-name>

—

pa 3

Y=Ly hEBRLTWARY—ERT7AVY MIOHIY—I Ly NIRRT 2 &
T 74 N TEMMIINTVWEYT, Ch

i&. serviceAccountConfig.limitSecretReferences 'Y X4 —E&E 7 7 1 /L T false
(T7#4IBPERE)ICEREINTWVWBIBEIEY—Y L vy M —for=mount = 7> 3 v %
FEoTH—ERTAIY MDD PodICY I Y T ZRENBVWIEEBKRLET, £EL
serviceAccountConfig.limitSecretReferences DfEIZ A H 1 59, --for=pull £ 7> 3
VEFRALTAA=YTINY—U Ly NOFEREEMICT 2LEEEHY £,

UFofITIE. =Ly bEERL. ShEaY—EXT7HO Y MIEMLTWET,

$ oc create secret generic secret-plans \
--from-file=plant.txt \
--from-file=plan2.txt
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secret/secret-plans

$ oc create secret docker-registry my-pull-secret \
--docker-username=mastermind \
--docker-password=12345 \
--docker-email=mastermind@example.com
secret/my-pull-secret

$ oc secrets link robot secret-plans --for=mount
$ oc secrets link robot my-pull-secret --for=pull

$ oc describe serviceaccount robot

Name: robot

Labels: <none>

Image pull secrets: robot-dockercfg-624cx
my-pull-secret

Mountable secrets: robot-token-uzkbh
robot-dockercfg-624cx
secret-plans

Tokens: robot-token-8bhpp
robot-token-uzkbh

1210. AV FF—RHNTOY—ERT7 AU Y NORFIFERDEA

Pod &MEBI N2 &, Pod 3 —ERXRT7AV Y MEEEL (FLET 74V MDY —ERT7AV Y M E
FRAL). Y—EXR7AVY MO APIRIAIBRESEBINE Y — I Ly V2RI BRI ENTETET,

Pod DY —ERXT7HOYMNDAPI =0 VD EFNDT7714)LIE
/var/run/secrets/kubernetes.io/serviceaccount/token ICBEIHICY VY FEINE T,

CDM—=UVIEPod DY —ERT7HI Y MELTAPIRVOH LAERITTZDICFERTEEY, UTF
DEITIE, b=V VICE>THENINZI—HF—ICDVWTOREHREZEET 72HIC users/~ APl
HLTWET,

$ TOKEN="$(cat /var/run/secrets/kubernetes.io/serviceaccount/token)"

$ curl --cacert /var/run/secrets/kubernetes.io/serviceaccount/ca.crt \
"https://openshift.default.svc.cluster.local/oapi/v1/users/~" \
-H "Authorization: Bearer $TOKEN"

kind: "User"
apiVersion: "user.openshift.io/v1"
metadata:
name: "system:serviceaccount:top-secret:robot"
selflink: "/oapi/vi/users/system:serviceaccount:top-secret:robot"
creationTimestamp: null
identities: null
groups:
- "system:serviceaccount”
- "system:serviceaccount:top-secret”
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RN Y—EXT7HD Y NOREEROANZTOFEH

BLCr—=2>%, APIICRH L CRIET Z2REOHZABT T r—>avIilBBHm T3 ENTETET,
LTOBXA#FRALTY—ERT7HIO VY MDAPI =2 Vv ERRLET,

I $ oc describe secret <secret-name>

UFICHZERLET,

$ oc describe secret robot-token-uzkbh -n top-secret

Name: robot-token-uzkbh

Labels: <none>

Annotations: kubernetes.io/service-account.name=robot,kubernetes.io/service-
account.uid=49f19e2e-16¢6-11e5-afdc-3c970e4b7ffe

Type: kubernetes.io/service-account-token

Data

token: eydhbGciOiJSUzI1NilsInR5cCI61kpXVCJ9...

$ oc login --token=eyJhbGciOiJSUzI1NilsInR5cCl6lkpXVCJ9...

Logged into "https://server:8443" as "system:serviceaccount:top-secret:robot" using the token
provided.

You don't have any projects. You can try to create a new project, by running

$ oc new-project <projectname>

$ oc whoami
system:serviceaccount:top-secret:robot
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BREAAXA—JDEE

131 HE

AA=DVZAR)—LF FTTHININZHEZKD AV T T —A A=Y THBRINET., IhiE
Docker f A=Y YRI M) —DE D ICHAEA A -V DBE—(REBE1—Z2RHLIT,

AA=VZAN)—LDERICEY., EIWRSLOTTOAM A MIFRA A — T DBME 72 IEEERFIC
BHEZEL. ThEThELRFARETTOM AV M ERTLTINICHIELE T,

AA=JDLIRARN) —DBHINDBAPL AN —FEEORIMEM. BLUOEILRPTTOA4 XY
NTHEEINDIENENATHEIMNIE DT, A AXA—VEREL, A XA—YRAN)—LEEY N7V
TEHEIERY, BELDAETCINSERTITZIENTEET, UTFOEIY I VTRINLD
NEY ZICDWTHRWET,

13.2. 4 A= D% T{FF

OpenShift Container Platform 41 X —Y X N —LEZDY VHFERTZEIIC. AVTF—A A =D
AVTHFAMIBIFBAAXA=V I TEMICOVWTEBLTELS EEMTY,

AVTF—A X =V TOAREERNICHBITEDLLDILTZER1 (YY) 2BINTEET, 97D
—RBRFERBIE LT, A X—JILEFND2EDDN—VaVAIEETZDIFERATEE Y, ruby
EWDBRIDA X =TI DHBIHE. Ruby D20 /X—Y 3 VAHIC20 EVWD EZRIDY VAFER LY.
DRI M) —2ERICB I EP2RFOEILRINIZA A=V %R latest EWHI I T AEFHLAYTE &
NTEZET,

docker CLI ZEA L TA X —Y L BIEXNFET 2355, dockertag IV Y RZfERALTH JZEIMTE

F9. EXMIC, CORFIIEBOBMAITEHRINDI TS Y TR %A X—JICEMT51FTY. Ih
Ik, AR EENE T,

I <registry_server>/<user_name>/<image_name>:<tag>

LEBD <user_name > DE D IE. 41 X —IHWEL P X MY — (OpenShift Container LY X ~ 1 —)
% {E A L T OpenShift Container Platform IRIEBICREINZHBEICIE. 7OV 7 b &
namespace HZRTH I EDHY XY,

OpenShift Container Platform & docker tag O~ > KIZfl7z octag AY Y RERELEFTH. Thd
BAA—Y ECEEBETZIOTIHRKAAXA—JRAN)—LTEELET,

pa 23]
docker CLI ZfEA L TA X —YICEEY [T T2 AEICDOVWTOFMIE. Red Hat
Enterprise Linux 7 @ [Getting Started with Containers] RF¥F a2 XY MEHRBL T EX
(A

1B2L 9T DA A=Y RN —LADIEN

OpenShift Container Platform D4 X—Y X MY — LAY JTHEMNINZEOF A 12U LY F

FT—A A=V THERINDZEICERLAZLT, octag AV Y REFRALTY TEA A=Y RN — LA
BT 22 ENTEET,

I $ oc tag <source> <destination>
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BREAA—JOER

TeEZE ruby 4 A=Y Z RN — LD static-20 4 V% ruby 1 A—Y A KNY —4L 204 JDORITDA
A—VEBICSRIDLIICERETSICIE. UTZERTLET,

I $ oc tag ruby:2.0 ruby:static-2.0

IHIZEY, ruby 1 X—IY R MY —AIT static-2.0 EVWI GRIDA X —J R MY — LY THEFICHE
BMINET, COHFEY VL. octag DERITEFIC ruby20 A A=Y A NY—LS ITHSRBLIA A —
VIDEEESRL. CMASRBIZAIA—IUDNEEINDZIELNHY FHA,

BREODYTEFATEXY., T74IMEETR,. HEDKROBFEDI XA -V %SRRI D k57
ZEALIY, VRPN EEINTEHRE BEE) Y TREEINTHA,

RSy XV T 9 TDIFEIE. BEYTDAYT—IDNY—RITDA VR— MNEFICEFHFINF T, 3BE
BTN =R TDEERICEICERIND L DICT BICIE, --alias=true 7>V %EHLZF Y,

I $ oc tag --alias=true <source> <destination>

pa

KGR T A 1) 7 R (latest 7 |d stable 72 &) Z/ERT 2ICIE by F VT 9 T % FE
ALET., DI TIRE—A A=Y AN —LKHNT OH BICHELFT., BHOA
A=V2ZRKNY—LBTHEAINZIAVTREERLELIETEEIS—DELET,

X 5T --scheduled=true 7 5 7 % EML TE%LY VD EHMICEHT (B VEAR—MRE)INB LI
TEEY, AR Y ATLLANIT 7O0—/NVICERE TEET, FMllE. (9 78LTAMA—IXH
T—=HDAVR—K] #BBLTLEIW,

—reference 75 7134 VIR— FINBWA X =V AN —LAEERLET, 2OV TIEY —RXDERT
ESRBLEFTH, IhEaKkEMNICSEBLET,

Docker ICR L THMBL YA M) DI ITRHIFINIAA—VEBICT v FITBELOERTBITE. -
reference-policy=local #EHL ¥, LY R M) —IZFILZJL—( pull-through)H#EE R L TA
A=T&PZAT Y MIRBBLET, 774N RT, A A=Y Blob LY RN)—IZEo>TE—AIL
IKIS—) VI3 nEd, ZTORBR. ThOoNREABEBEEAZBERICLYRRICTIVLINET, £
D7 7 7% ~insecure-registry % Docker T—EVICHEL RS TH, A A=Y RAN)—LAICIH EEF2
TRV ) T—2avhHdah, TLEYTIGEEF1T7RAVR—bR)—DHBRY. FtXa7
BRLYZAMNY—DLDOTIVEHFTLET,

1322 #EIN DS THIFRA

AA—VERRORBEHIIELTZEDT, TNOHDITIREDELZRRLET, 1 X—UF T
EILRINDEHAA -V ZEICSRLET,

YITRBICHFYICELZ L DIFHRAIMEAAEZ N ZIHE (6: v2.0.1-may-2016). 9 JIEA X —D1DDY
EYavoaa8RBL, BEHINZIENRBRYVET, TIANMNDAA—=2SDTN—=V T T
avEFALTE, ZDEIBAA—VIEFHIBRINERA, EBICKBEERISRI—TI, 1 XA—
UHMMBEINBLUICHIRY IHMERINBZBREDIFA, < A>TALWAX—=JDRDDY T X4
T—HTetcd T—HRARNTH—MICRZAEELHY T,

—H. YTDEZEIDN V20 THBIEEIFAA—JVETaVvOENELL BB ENFEINET, Zh

L&Y ¥ UERE DR IRDID, A A=V TI—F—DELRYFEbhR Ao/ A=V &HIBRT
DHAREMNSCAYET, FllE. T A—2JDTIL—=v7 | 28RLTIEIN,
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Y JDAFTITHRAEEETED S I ENTEXFTH. I I T <image_names>:<image_tag> 5= D
WSODQDBIERTHEL & D,

RIBNA A =T 8 T DEwEITTIFHRA

B4 &

N <2 myimage:v2.0.1
T—FTIFv— myimage:v2.0-x86_64
N=2A A=Y myimage:v1.2-centos7
BT (R RELRFREMEDLH D) myimage:latest

BT (REMDH D) myimage:stable

S TRICANZEOZRENH G, A< RYBERAINLL G 27cM X —Y B LV istags Z EHH
ICHREL., INLOZHFRLTLKEIWV, T LARVE, WA X—=YIZL 2 Y —REHAEMEKRT S
AR HY T,

13.23. 9 DA XA =TI N —LH 5 DHIR
HHOBEARA—JZARN) —LDDRRICEIRT ZICIE. UTEEFLET,

I $ oc delete istag/ruby:latest

F7zE

I $ oc tag -d ruby:latest

1324. 4 X =Y 2N —LATDA X —Y DB
UTFOBRY A TEMALT, A X—VE( A—YRN)—LTEBRTEETS.

e ImageStreamTag I&. FTEDA X—J AR —LBLPYTDA A -V %SRL. BT 5%
DICFERAINET., COZFNEUATORAUCEDVWTMITONET,

I <image_stream_name>:<tag>

e ImageStreamlmage I, FIEDA XA —Y A MN) —LBLVPA A=V EZDA A=V % SR L. I
BT RLDIFERINET., CORFNIUTORAUCESIWTHITFLONET,

I <image_stream_name>@«<id>

<id> &, Y4 VT AN EERIENDBTEAA—IDAZI2—9 TILEIDTY,

e Dockerlmage &, FRIEDPHEL VAN —DA A=A BRL, ET2DICERINE
T, TDEANE. UTD& D BIBHED Docker TR ICEDWTHRHITSNET,

I openshift/ruby-20-centos7:2.0
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s
% FITDPEEINTVWRWES, latest ¥ FDMERAINS I ENMEEINZ T,
Y—RFN=F 4 —DLIZAMN)—%ZSRITBIEELTEEY,
I registry.access.redhat.com/rhel7:latest
FRFIAVIARNTAA—VEBRTEET,

centos/ruby-22-
centos7@sha256:3a335d7d8a452970c5b4054ad7118ff134b3a6b50a2bb6d0c07c746e8986b2
8e

CentOS A A=V ZARNY—LDH Y TV IREDA A=V AN —LEREOY Y FIVERTRT 2HE. €
N 5121% ImageStreamTag D EF N> Dockerimage DS BAE £ 5 —AT. ImageStreamimage
BETZEDEIMAESEFRTVARVNIEICTEIINE I ETL LD,

I, AA—VRAN)—LATDAA=IDAVR—MNELRFAA—I DI TRHIFTETIHBERIEIC
ImageStreamlmage 7 72 = ¥ k #* OpenShift Container Platform ICBEIMICERR I N B 7HTT,
AAXA=DZARN) —LEBFEHRT ZOICFERTEM4 A—J R KN —LEET ImageStreamimage 7+ 7
Vi) MeHATHICERT DR ERHY A,

ARXR=—VDATITI MERIF. A XA—VAMN)—LZBLVID 2#FEH L. ImageStreamimage E&
ERRLTHERTZIENTEET,

I $ oc export isimage <image_stream_name>@-<id>

L

pa )
UTFZETLTAMEDA A—YRAN) —LDBEWR <id> EZHRTHIENTEET,

I $ oc describe is <image_stream_name>

feEZIE ruby 4 A=Y R N — LD 5 ruby@3a335d7 DEZFEIH LD %#F> T
ImageStreamlmage %1% L £ 7,

ImageStreamimage TG I NZ M A—I ATV bOEE

$ oc export isimage ruby@3a335d7

apiVersion: v1
image:
dockerlmagelayers:
- name: sha256:a3ed95caeb02ffe68cdd9fd84406680ae93d633cb16422d00e8a7c22955b46d4
size: 0
- name: sha256:ee1dd2cb6df21971f4af6de0f1d7782b81fb63156801cfde2bb47b4247c23¢c29
size: 196634330
- name: sha256:a3ed95caeb02ffe68cdd9fd84406680ae93d633cb16422d00e8a7c22955b46d4
size: 0
- name: sha256:a3ed95caeb02ffe68cdd9fd84406680ae93d633cb16422d00e8a7c22955b46d4
size: 0
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- name: sha256:ca062656bff07f18bff46be00f40cfbb069687ec124ac0aa038fd676cfaea092
size: 177723024
- name: sha256:63d529¢c59c92843c395befd065de516ee9ed4995549f8218eac6ff088bfabbbe
size: 55679776
dockerlmageMetadata:
Architecture: amd64
Author: SoftwareCollections.org <sclorg@redhat.com>
Config:
Cmd:
- /bin/sh
--C
- $STI_SCRIPTS_PATH/usage
Entrypoint:
- container-entrypoint
Env:
- PATH=/opt/app-root/src/bin:/opt/app-
root/bin:/usr/local/sbin:/usr/local/bin:/usr/sbin:/usr/bin:/sbin:/bin
- STI_SCRIPTS_URL=image:///usr/libexec/s2i
- STI_SCRIPTS_PATH=/ust/libexec/s2i
- HOME-=/opt/app-root/src
- BASH_ENV=/opt/app-root/etc/scl_enable
- ENV=/opt/app-root/etc/scl_enable
- PROMPT_COMMAND-=. /opt/app-root/etc/scl_enable
- RUBY_VERSION=2.2
ExposedPorts:
8080/tcp: {}
Image: d9c3abc5456a9461954ff0de8ae25e0e016aad35700594714d42b687564b1151
Labels:
build-date: 2015-12-23
i0.k8s.description: Platform for building and running Ruby 2.2 applications
i0.k8s.display-name: Ruby 2.2
io.openshift.builder-base-version: 8d95148
io.openshift.builder-version: 8847438ba06307f86ac877465eadc835201241df
io.openshift.s2i.scripts-url: image:///usr/libexec/s2i
io.openshift.tags: builder,ruby,ruby22
io.s2i.scripts-url: image:///usr/libexec/s2i
license: GPLv2
name: CentOS Base Image
vendor: CentOS
User: "1001"
WorkingDir: /opt/app-root/src
ContainerConfig: {}
Created: 2016-01-26T21:07:27Z
DockerVersion: 1.8.2-el7
Id: 57b08d979c86f4500dc8cad639¢c9518744c8dd39447¢055a3517dc9c18d6fccd
Parent: d9c3abc5456a9461954ff0de8ae25e0e016aad35700594714d42b687564b1151
Size: 430037130
apiVersion: "1.0"
kind: Dockerlmage
dockerlmageMetadataVersion: "1.0"
dockerlmageReference: centos/ruby-22-
centos7@sha256:3a335d7d8a452970c5b4054ad7118ff134b3a6b50a2bb6d0c07c746e8986b28e
metadata:
creationTimestamp: 2016-01-29T13:17:45Z
name: sha256:3a335d7d8a452970c5b4054ad7118ff134b3a6b50a2bb6d0c07c746e8986b28e
resourceVersion: "352"
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uid: af2e7a0c-c68a-11e5-8a99-525400f25e34
kind: ImageStreamlmage
metadata:
creationTimestamp: null
name: ruby@3a335d7
namespace: openshift
selflink: /oapi/v1/namespaces/openshift/imagestreamimages/ruby@3a335d7

13.3.KUBERNETES VY — R TDA X —IY AN — LDFEH

OpenShift Container Platform D4 74 7YY —RTHBIA A=Y A M) —LlE, EILR FEiF 77
O4 %>k 72 E?D OpenShift Container Platform THIAABERKZY DRA T 1 TV Y —2ADFTRTEH
ICBMOZER L THELET., RIFRT, IhbiEyad, L7 sy—ryavayvio—5— L7
)At Y NFEIE Kubernetes T 7OA4 X M2 EDRA T 1 7 Kubernetes Y YV — R & HICHEET 5
EHETE 7,

PSR —EBEIIEATR L)Y A ZERICEE 2 ENTEET,

COMENEMRIGZE., YUY —RADimage 74 —ILRICA A=Y RAN) —LDBREBLET D &N
TXF9, COMEEEFERTIIHE. VY—REALTAOYV IV MIHBAA—VAN)—LDH%ES
BETZEDNTEET, AA—TVRAMN)—LDBRIZ, BE—E I/ AV MOETERINZBELHY F
T, £EZIE ruby:2.4 DIFE. ruby I£24 EWHEZFIDY T 5EFEE, 2RI 2V Y —REELTO
VIV MIHBAX—VRAMN)—LDEZHNICRY T,

CDOBREEZBMITD2D20HENHY T,

L RHREDVY—RTAA—=—YRAN)—LDEREBEMICT S, ZhickY, ZDVY—RADHH
AA—=T T4 —=ILRDA A=V R N)—LZAFATEET,

2. AA=VRAPMNY—=LTAA—=VARN) —LDEREBMICT S, CHICLY, DA A—=IR
N)—ALAEBBITZTARTDYY =AM A=V T4 —ILRDA A=V R N) —LZAFAT
ESC IR

LEROBEIEDWNTNE oc set image-lookup ZFHA L TEITTEET, L&A UTOaTY RIET
RTDYY—=ZAL mysql EVWIZRIDA A=V AN —LEBRBTEDLIICLET,

I $ oc set image-lookup mysq|
ZniZ& Y. Imagestream.spec.lookupPolicy.local 7 1+ —JL K'Y true ICBREINE T,
AAX=INy 9Ty THEMBRAA—JZAN)—L4

apiVersion: v1
kind: ImageStream
metadata:
annotations:
openshift.io/display-name: mysq|
name: mysq|l
namespace: myproject
spec:
lookupPolicy:
local: true

BWRIHBEICE, COEBERAX—VZA M) —LADITRTOY TICRH L TEMEINETT,
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LTFAEFERLTAX—YRARN)—LEIIT)—L, TOFTVaVHFBEINTVWEINEDINEHRT
xFd,

I $ oc set image-lookup

TSI BEDYY—RTAA—INY I Ty TEBMITEIEETEET, UTFOaATY R
mysqgl &L\ D ZFID Kubernetes 7 7OA XY MM A=V AN —LABFERATESLIICLET,

I $ oc set image-lookup deploy/mysq|

ZhiZ &Y. alpha.image.policy.openshift.io/resolve-names 7 / 7—> 3 U7 704 A ¥ MIE%
EINET,

A A=Wy I 7y THEEHICI T TO1 A2 b

apiVersion: apps/v1
kind: Deployment
metadata:
name: mysq|l
namespace: myproject
spec:
replicas: 1
template:
metadata:
annotations:
alpha.image.policy.openshift.io/resolve-names: ™'
spec:
containers:
- image: mysql:latest
imagePullPolicy: Always
name: mysq|l

AAXA=IIIy I Ty THEMCT BICIE. -enabled=false ZE L F 7,

I $ oc set image-lookup deploy/mysq|l --enabled=false

1B34. 4 A= TR o —

Pod DZFNFNOIVFF—ICFaAVTF—AX—=IUDHYFET, 1 A—V%EHRL. ThaL IR K
)—lTwoadBE, A A—V%R Pod TSEBTEZET,

OpenShift Container Platform (23> 7+ —%{Ed % &. I 7 F—® imagePullPolicy % {Em% L
T, AVTHF—ORERICAA—CETIVTZ2RENHDINE DD %ERE L Y, imagePullPolicy IC
BUTD3IDDEZFEATEEY,

o Always: BICA A=Y 5 FILLET,

e [fNotPresent 1 X —U N/ — R EICARWBAICOIRA X =V TILLET,

o Never: 1 X—Y%=TILLEHA,

3> 77 —® imagePullPolicy /35 X — 4 —HEE I N TWRWIESE. OpenShift Container Platform
EAAXA—=J DI TICETVWTINERELE T,
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1. 47D &H OFE. OpenShift Container Platform (& imagePullPolicy % Always IC7 7 # )L
FREL ET,

2. ThLUADIZEIC. OpenShift Container Platform (& imagePullPolicy % IfNotPresent IC 7
I PMRELEY,

R

Never Image Pull Policy % {9 %354, AlwaysPulllmages 210> hO—5— % f&
FALTTSAR=— R A= BTG ZDDRIEREFD Pod DHADNZENSDA
A—VAFEATEDIEEMATEEY, ZOFMIY MO—F—DEMITA>TWVA
WIBE., A X—YDRARBALIC/ —RFLEODEBEDI—H—H 5D Pod H'f X —S %
FHTE%Y,

1B5.AEBLIRAN)—=ADT7 IR
AX=ID Ty aFhiFTIVERITT %7HIT OpenShift Container Platform @RERL IR K1) —IC
BET7IVEATEEY, LEAR T AA—VDFHTY Y 2IllE2TAA—I RN —LEER
T EHEY. BICA A —UIIR LT docker pull 2 EEERTT H5EICRIEET,
AERL ¥ R 1) —IE OpenShift Container Platform API EE L b—2 > #FB L CREEL 9. HNER
LY Z MY —IZ3t LT docker login #5179 % 1C1d, FRDI—HY—RBLUVA—IAEFHRATEEY
. N7 — RIEZFWA OpenShift Container Platform h—2 V THZHELH Y E T,
AELIARN)—IZO74 2T 5IC1E UTEETLET,

1. OpenShift Container Platform ICO 74 >~ L& ¥,

I $ oc login
2. VTIOEBAN—=VVEREBLET,

I $ oc whoami -t

3. MN—UVAFERHLTARELYARN)—ICOYA1 >V LET, docker AT LICA VA RMN=ILL
TELMEIHYZET,

$ docker login -u <user_name> -e <email_address> \
-p <token_value> <registry_server>:<port>

R

FEHITBZLYRAN)—IPFELIIKRANEBS LVOR— MDA FRBARIFEIIK. V5 R
Y —EBEEICEAVWEDLETLLREIW,

A X=I% IV BICIE. BRI imagestreams/layers (C5H 9 % get #ERAY, Z DEREEEHD
A—HF—ICEYETONTWRERENHYET, Fh, 1 A—T% Ty a1$5I0E RIEFEFDI1—
H—IZ. BRI N % imagestreams/layers (X9 2% update H#E[RAEIY B TOHLNTWEIRENHY X
ER

TI7#INT, 7OV MNDIRTOY—ERTAY Y MIALTOY 2 NOFEDA A=V % T

VY BHER%EFFS. builder Y —EXT7ATVY MIRGRAL 7OV 2 NOFEBDA A=V &5 Tyvoad
LHERZFLIT,
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136. 1 A=Y —0 Ly NDOFEH

Docker LY AR —DEF2) T4 —%ZRE L., BRI TVWARAWI—HF—DHEANA-JIITIE
ATERWVWEDIICT B EHNTEZT, OpenShift Container Platform DREBL VA M) —ZFEHL .

BL7AYII MIBHBAXA—VRAMN)—LHBSTILTWEIGEIK. Pod DY —ERT7THD Y MIE
PRNR—=I v a3 VNI TICBREINTWVWREDITEMDT V> a VIFFRETT,

7272 L. OpenShift Container Platform 7AY =7 N2 TA X =T % BRI 25565, ¥a Y
TA—REINELIAN) DO A—2VESRIZLEDMD T ) ATl BINDOFREFIEL
BIIRYET, UTOEI>a VTR, ThoDY T ) A EBRBLAFIEICOWTHLSHBELET,

13.6.1.Pod "EHD 7OV TV NETODAX—JABRBTEDLDICTBHTE

RAEL IR RN —%FERL TWBIHAE T project-a D Pod A project-b D1 A —Y%#BRTEXDLIIC
9 2Tl project-a DY —ERXT7 AU M project-b @D system:image-puller O—)LIZ/Nf >~ KX
NTWBRELXHYET,

$ oc policy add-role-to-user \
system:image-puller system:serviceaccount:project-a:default \
--namespace=project-b

ZOO—I)LEBMLAERIC. T74IMNDOY—ERTHD Y M5B8 T % project-a D Pod |£
project-b NS5 A A=V ETFINTEZ LD ICARY T,

project-a DI R TDHY—ERT A Y MIT I REHFATZICIE. JIV—T2FEALET,

$ oc policy add-role-to-group \
system:image-puller system:serviceaccounts:project-a \
--namespace=project-b

13.6.2.Pod 1L BMDEF 2 FHRL IR N =D 5DA X—VDEREFTT S

.dockercfg 7 7 1 JU (£ 7=|3F# Docker 7 54 7 > b DIFE & $SHOME/.docker/config.json) (3.
1Y HEF 1T FEFATRLIR N —RERIEOS A Y LTV BBAKTOI—F— DR
% &7 9 % Docker SREEE®R 7 7 1L TY,

OpenShift Container Platform @RREL YA M) —IZAWEF a2 U T4 —REINALIVTF—A A —
Tk TV BITIE, Docker BREFIEHRT I —I Ly b ZEER L. ThEaHY—EXT7HV Y MIEMN
TEIREFHYFT,

X271 —REINLLY AN —O .dockercfg 7 7 1 LB H Z35E. UTFTEERITLTZEDT 7
AIDs—OLy NEERTEET,

$ oc create secret generic <pull_secret_name> \
--from-file=.dockercfg=<path/to/.dockercfg> \
--type=kubernetes.io/dockercfg

F 7zl¥. $HOME/.docker/config.json 7 7 1 LD’ H BIBEIEUTEEITLE T,

$ oc create secret generic <pull_secret_name> \
--from-file=.dockerconfigjson=<path/to/.docker/config.json> \
--type=kubernetes.io/dockerconfigjson
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TFIATRLIARNY—IZDWVWTOD Docker BREEBEHR 7 7 1 LA X LERWFEICIE., UTFOaOY Y K%
ETLTY—IL Yy NEERTBIENTEET,

$ oc create secret docker-registry <pull_secret_name>\
--docker-server=<registry_server>\
--docker-username=<user_name> \
--docker-password=<password> \
--docker-email=<email>

Pod DA X =% TIG2HDICV—I Ly NEFRTZICIE, Y —ERT7ATVMIV—VLy %
BINT2NEBELAHYET, ZOFITIE. Y—ERXT7HY Y NOLBIIE Pod NMERT2H—ERT7AY
Y EANDERNII—BLTWBRELNHY FT, default T 72 MDY —ERTAHDI Y NTT,

I $ oc secrets link default <pull_secret_name> --for=pull

EWRAX=IDTy2aBLPTIVICS—I Ly NEFERTZICIE. >—J Ly MEPod ATY Y
Y MNAIRETRIThIERY FHA, UTFTINEETTEET,

I $ oc secrets link builder <pull_secret_name>

13621 FEINEFMEZFRALETSAR—MNLIZAN)—DLDTI

707’(/\ I\ l/‘/7\ I\ U —LimquE%)DJ'JﬂE@"T tz‘ué{f—c%ij—o k_o)iﬁlzl\ ’f )(_¢/“7o)l/¢/_7
Ly NEIEREES L LI RN —DIV RRA Y FOBEAICKH LTERZINTWIHENHY T,

R

Red Hat Container Catalog ®# — K/X—F 4 —D 4 X —< (% Red Hat Connect Partner
Registry (registry.connect.redhat.com) NSRRI NF T, CDOL IR M) —I35RETE %
sso.redhat.com (CEET 572, UTOFES ERAINET,

. BEINLRAY—N—D—J Ly bEfERRLZET,

$ oc create secret docker-registry \
--docker-server=sso.redhat.com \
--docker-username=developer@example.com \
--docker-password="******* \
--docker-email=unused \
redhat-connect-sso

secret/redhat-connect-sso
2. TSAR=KLIZRANY)—DY—I Ly hEERLET,

$ oc create secret docker-registry \
--docker-server=privateregistry.example.com \
--docker-username=developer@example.com \
--docker-password="******* \
--docker-email=unused \
private-registry

secret/private-registry
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pa )

Red Hat Connect Partner Registry (registry.connect.redhat.com) [ BEIEM I N %
dockercfg >—7V L v 914 THEZIFANTEA (BZ#1476330), ANAD 7 71 L R—
AN —2 L v ~E dockerlogin Y Y RTERINZ 77 IV AFERLTERT 2%
ENHYET,

$ docker login registry.connect.redhat.com --username developer@example.com

Password  kkkkkkkkkkkkk
Login Succeeded

$ oc create secret generic redhat-connect --from-
file=.dockerconfigjson=.docker/config.json

$ oc secrets link default redhat-connect --for=pull

1B7.9T78LPAA=—IAXIT—=IDA ViR— b

AA=IZRNY —LlE, AEBDocker A A=Y LI ZARNY—DA A=V YRI N —=DH8 TELUA
A=IAXIT =% A VIR—FTBLIICKRETEET, ChIFEBDERZHETEITTEET,

204

e ocimport-image Y Y RT —from#F 7> a3V AFRLTY T A XA —VBEREFE TS v
/_.R_ I\T\‘ﬁi—a—o

I $ oc import-image <image_stream_name>[:<tag>] --from=<docker_image_repo> --confirm

UFICHZERLET,

$ oc import-image my-ruby --from=docker.io/openshift/ruby-20-centos7 --confirm
The import completed successfully.

Name: my-ruby

Created: Less than a second ago

Labels: <none>

Annotations: openshift.io/image.dockerRepositoryCheck=2016-05-06T20:59:30Z
Docker Pull Spec: 172.30.94.234:5000/demo-project/my-ruby

Tag Spec  Created PullSpec Image
latest docker.io/openshift/ruby-20-centos7 Less than a second ago docker.io/openshift/ruby-
20-centos7@sha256:772c5bf9b2d1e8... <same>

F/. latest BT TR AA=VDITRTDY T A VR—MTBITIE --all 757 %BINT
5ZEHTEEY,

® OpenShift Container Platform DIFEAEDA T2 7 MDIFHEERAKIC. CLIZFERALT
JSON F7 X YAML EZZE L. ChET7 74 ILILRELTHLA TV I M2 ERTE &
¥, spec.dockerimageRepository 7 1 —JL K% A X — D Docker ZILERRICERE L 7

apiVersion: "v1"
kind: "ImageStream"
metadata:


https://bugzilla.redhat.com/show_bug.cgi?id=1476330
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name: "my-ruby”
spec:
dockerlmageRepository: "docker.io/openshift/ruby-20-centos7"

RICATO ) MEFERLET,
I $ oc create -f <file>

NEE Docker LY A RMNY —DA A=V BSR4 A=Y AN —LEERT B35, OpenShift
Container Platform (X5@RFE THEL VA M) —EBEL. 1 XA—YICDVWTORFIERZEIEFL X
£

BITELVAA—I AR T—IDRMAEIC. AA—TJRAN)—LF TV MEUTOLD ICARY X
-a—o

apiVersion: v1
kind: ImageStream
metadata:
name: my-ruby
namespace: demo-project
selflink: /oapi/v1/namespaces/demo-project/imagestreams/my-ruby
uid: 5b9bd745-13d2-11e6-9a86-0ada84b8265d
resourceVersion: '4699413'
generation: 2
creationTimestamp: '2016-05-06T21:34:48Z'
annotations:
openshift.io/image.dockerRepositoryCheck: '2016-05-06T21:34:487'
spec:
dockerlmageRepository: docker.io/openshift/ruby-20-centos7
tags:
name: latest
annotations: null
from:
kind: Dockerlmage
name: 'docker.io/openshift/ruby-20-centos7:latest’
generation: 2
importPolicy: { }
status:
dockerlmageRepository: '172.30.94.234:5000/demo-project/my-ruby’
tags:
tag: latest
items:
created: '2016-05-06T21:34:48Z7'
dockerlmageReference: 'docker.io/openshift/ruby-20-
centos7@sha256:772¢c5bf9b2d1e8e80742ed75aab05820419dc4532fa6d7ad8a1efddda5493dc3'
image: 'sha256:772c5bf9b2d1e8e80742ed75aab05820419dc4532fabd7ad8alefddda5493dc3’
generation: 2

BTBESLVARX—I AT =9 %RAT 57D, §T%RT7I1—VIECTHRL I AN —DI T

) —%RE{TTEBLIRETEET, IhE. T TDAA—IZAR) —LADEN] THAINTW
% & DI --scheduled=true 7> 7% octag <Y~ RICEREL TEITTEET,
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F7lE. ¥ 7V DEZET importPolicy.scheduled % true ICERET B EETEET,

apiVersion: v1
kind: ImageStream
metadata:
name: ruby
spec:
tags:
- from:
kind: Dockerlmage
name: openshift/ruby-20-centos?
name: latest
importPolicy:
scheduled: true

BZLEEF1TRLIZAN)=DEDA XA—=I DA VR— b

AX=YZAN)—LIE. BCERVEDIMPAEZFE->-TELINLTIDOEZFERAT 55HBEY. HTTPS Tl
RS BMAHTTP 2RI 3584 E, EFaTRAX—ILIAN)—DEITELTA A - X
ST —9% A VR—FTBEIICRETEZET,

IN%ERET 5ITI1E. openshift.io/image.insecureRepository 7 / 7 —> 3 v %BiIL. TN % true
|C 5

CRELFY, CORERLIRAM) —AOERFFOIAS ORI Z /N1 /NZALET,

kind: ImageStream
apiVersion: vi
metadata:
name: ruby
annotations:
openshift.io/image.insecureRepository: "true"
spec:
dockerlmageRepository: my.repo.com:5000/myimage

Q openshift.io/image.insecureRepository 7 / 7—> 3 > true ICBREL £ 7,

BF

CDFATVaviBEALIYRAMN) =R LT, A A=V DREEICA X =Y AN —L4A
TYTRHFINFZHELAA—JICDWTIHEF2TRINSVRR=NMIT =Ny S
TEHEOBBTLETHA, CHITIE) RI7HEWE T, ATRERIGEICIL, istag ICDHIEL
FAT7DI—VEMIFTCIDOY RV %LOELET,
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BE

FROERR I TELVAA—IRXEIT—IDA VR—bDOAHITHERAINEY, ZOA
A=INI SR —THERAINDLDICT ZITIE (docker pull ZEITTESZLIICT B
IKIE), UTFOVWTIODZELTWBIREN HY T,

1. &/ — RICIE Docker A dockerlmageRepository DL ¥ 2 b ) —DEHIC—K
¥ % —-insecure-registry 7 5 J THREINTWS, FFMIE. [ Host
Preparation ] ZZH LTIV,

2. % istag {T# Tl referencePolicy.type #* Local IZEREINTW 3, FEHIL.
SR Y—] Z8RBLTLEIV,

BIZINAA—=TJZARMN) =LY TDRY) >—

1B71UNLIFEEF 1 T7RIYTDA VR— bR > —

LERO7/TF—Yavid. HFED ImageStream DI ARTDA A —IBLVTY TITEAINET, &Y
AR ART S B720IC, R P —%istags ICRETEET., YTDEED
importPolicy.insecure % true ICERET 2 &, DI TTDAA—VICDWTDHIEEFITRINZ Y
AR=MADT =Ly IRHFRTINET,

R

BEDistag TOA X —JILDOVWTDEF2T7TRVWNTIVRAR—IADT 4 —IL/\Y
DE, AX=JZRN)—LICEF 2T TRV /T—2avhiMfFiFonsns, £kid
istag ICEF 27 THRVWA VR—FRY S —DEEINTWIHEICEMICAY X
9, importPolicy.insecure’ ' false ICEREINTWB E, A A—J R NY—LDT /
T—2avIiFEEEXTEIEHEA,

13.7.11.2. 8RBRY > —

SRR —ICEY, TDAA=—JRARN) =LY TEBBTE)Y—ADBEIISA A=V BTILTS
DNEEBETEET, THRYE—MM A=Y BABLIZRARN) =LA VR—KrINZED) ICOAHEA
XhZFd, Local & Source DA T avnbLERTEET,

Source R Y —E V547 MIFL, A X—YDY—XALIRAN)—DSBEETILTSELDICHER
LET, BELYARN)—E, A X=VUDIVTRI—ICL>TEEINTVLWAWRYFERINERA,
(TNIEHAEBA A= TEBDY FHA, ) INIETI7AILINR) O—ICRYET,

Local RYY—Id o547V MIL, BICHBELYAN) =D INTBLIICERLET, 2N
Docker T—EVDREAZHETICHEDIEEF 2 T7RLIRAN) =5 TILTBIHEIERIEE
3—0

DR —FA A=A N) =LY TDFERICOAEAINE T, AWLYRANY—OBFFEFERAL
TAA—CHABEESBLAEY., TILLAEYTRZIVR—ZY MEEFBREEIARSBLIZAN) =Y 54
L7 hEhEtHA.

7L ZJL—( pull-through)#&&E

CDLIRANY) —DHEEIL) TE— M A=V BISAT Y MURHELET., COBEIITI74ILNTEH
MICENTHY, O—AHILDSRRY) O—MFEARAINDEIICTDICIFEMCINTVWEIRELHY F
T, ISICTRTDBlIob IFEDT I/ ERAFDDBHICIS—Y v I7InET,

AX=V RN =L TDERRTRY > —7% referencePolicy.type & L TERETE T,
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A—ANBRRY S —DFREINLEF 1 T7TLWY TOH

kind: ImageStream
apiVersion: vi
metadata:
name: ruby
tags:
- from:
kind: Dockerlmage
name: my.repo.com:5000/myimage
name: mytag
importPolicy:
insecure: true
referencePolicy:

type: Local 9

@ FLLIYRMNI—AOFLFa2TREREERTELIY Y mytag ERELE T,

Q HEA A=V TINGTBDITHRAEL VA N) —%FATELD mytag #RELET, SRRY
v—494TH Source ICREINTWBIFE, V54TV MNIAX—V%
my.repo.com:5000/myimage "5 EE 7 v FLE T,

13.72. 7SAR—KMNLIYRANY)—DE5DA X—TDA4 VR— K

AAX=VRANY)=LIF, TIAR—NLIRAN)=DEITBESLVAA—IREIT—9 %4 VR— T
BEOICRETEFHT, IhIIFREAIVETY,

INERET DI, BIBHRAERETHEHDIERINDZ Y- Ly NEERT Z2LELHY F
34, occreate secret AXV Y RAFALTY—2L Yy MEERRTDHAEICDWTIX. TPod pMEdt=
FATRLIVRAN)—DOAAXA—VAEBEBTELZLIICTSZHREI 2BBLTLEITY,

Y=Ly RDREREINLDL, RICHRAAXA—JZAN) —LEERT ZH. 72 oc import-image
IV REFRALEY, 1 »AKR— b 7O+ X T OpenShift Container Platform (&> —2 L v N EER#G L
TIVE—M—=FT 4 —ICIRHLET,

R

EXFaATTRVLIRN)—=DHAVR=FTBHEICIE. Y=Ly MIEEINE
LYZARMNY—DURLICBOR— MDY T4 v I REEBMTDEIICLTLLREIW, BN
LTWARWERICLIRA M) —DOAVYR—MLEDETDE, ZDY—V Ly MIEE
AIhZ A,

13.73.A4EL RN —DEFEINBEBAZEDEN

AVR=FMTEBOD>TWBLIYZAN) =D EREDRAR/TEEINTUVWAVIAEZFEAL TV 515
B, LYAN)—DIIRAEZLIZBRTDRAREZERIT DL D VAT LZATMICKES DLEND
YEF, ChiE, LYRMN)I—AYR—PAYMNO—F—%FTTE2RAN AT L BEIFTRY —
J—R)ICCAAEFAIFL YR NY —FIAEAZEML TEITTEET,

FEEAZE F /- 1d CAZEERZ X, KRR b X T LD /etc/pkiltls/certs 7= |E /etc/pki/ca-trust ICZ M ZHiE

me2uENHY X9, FLAAETOEELZRILT 2I21E. update-ca-trust 1< >~ K% Red Hat 7 1
AMNJE2—Y3VTEITLT YRY—HY—EREZBEBHTILENHYXT,
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13.74. 88070V ) NETDA A=Y DA ViR— b
A A=V AN —LlE, BAZTOVIIMPORBLIZAN) DI TBEVAA—IA ST~ %

AVR—KMNTDELIICKRETEET, HHEINDZAEZELTE, [9TDA A=V R N) —LADIE
) CHBINhTWboctagd~v Y REFRETEET,

I $ oc tag <source_project>/<image_stream>:<tag> <new_image_stream>:<new_tag>

BMOAEE LT, TIVEHREFERAL TROTAY 2 M SA A —VEFETIVR—NF22EHT
TET,

gk

==
[=]

UTOAZEFERLAWI & ZBHERELEY, JDFEMIFoctag ZFAT 2L
FTCRATLRIBEICOIHMERTZLELNHY T,

B, 7O I MITIERATBEDICRELRR) Y —%BMLET,

$ oc policy add-role-to-group \
system:image-puller \
system:serviceaccounts:<destination_project> \
-n <source_project>

Zhil& Y, <destination_project> #° <source_project> W54 X —J % TILTEE T,

2. RUY—DBWRIGEE, AAXA—JV%EFHYTAI VR—ITEIY,

$ oc import-image <new_image_stream> --confirm \
--from=<docker_registry>/<source_project>/<image_stream>
1B75. A X—YDFE Ty allLBA A=V RN —LDERK

AX—=VZARM)—L@EA A=V ERBLLIZAN) —ICFEBTTy 22§32 EHHNICERINET, &
1% OpenShift Container Platform REEL P X M) — %A L TWBIHBEICOAAEETY,

COFIEEERTT HHIC. UFORMEEBELTOZBELNHY £ T,
o FyuakERBEWATITOAI Y MR TTILHEELTWILELNH D,
o 1—H—(FZDFOY Y hT{get, update} "imagestream/layers" % £1T9 ZHERN B 2

ERHYET, IBIK, AX—YZAN)—LDPFEELTVWAWNGE, 1—F—EFz07/Ovx

2 b T {create} "imagestream" %= E{T9 RN RIFNITRY FHA, 7OV TV NEEBAEIC
FINOERITTEZERA—IvoavrbYET,
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R

system:image-pusher O—JUIEFIRA A —J A N —LDER/N—I v arvaft5HE
T BEAA—CAN)—LIZA A=V 5Ty oad2NRX—3IvoavDsraHE5T 5
e, A—HF—ICBIMNA—I v 2 a VIR EINRWEE, BELTWERVWA XA —=UR
MY—LIlA A=V % Ty ad2DICIDNRN—Iy > aVvaFRATEZIEETEE
A,

AA=VEFMTT Y V2L TAA—IJAN)—LBERTBICIE. UTEERITLET,
. F9, RNELLYAMN)—=IcOT14 v LET,

2. RIS, BYIRABLIZARN) —DFFAZFERALTAXA—JICY T2MITET, E&X
IX. docker.io/centos:centos7 1 X =Y O—HIICTILLTWBIZEIIUTEERITLET,

I $ docker tag docker.io/centos:centos7 172.30.48.125:5000/test/my-image
3 RBICS. AX—VERBLIAMN)—IZTy>alEzd, UTFIHlERLET,

$ docker push 172.30.48.125:5000/test/my-image

The push refers to a repository [172.30.48.125:5000/test/my-image] (len: 1)
c8a648134623: Pushed

2bf4902415e3: Pushed

latest: digest:
sha256:be8bc4068b2f60cf274fc216e4cababaal845fff5fa29139e6e7497bb57€48d67 size:
6273

4. AA=VZAN)—LDBMERINTWVWDE I EZHAB LI,

$ oc getis
NAME DOCKER REPO TAGS UPDATED
my-image 172.30.48.125:5000/test/my-image latest 3 seconds ago

138 AA—YRNY—LZLHEBBEOFHFD N H—

AR=—VAN) =LY THFRAA -SRI DL ICEHFINDHE. OpenShift Container
Platform i&. WA X =Y A FRALTWAY Y —RICHBAA—CA20—-ILT I KNT2ODT7 V3
VEBBMICRTLET, I X—YRN)—LEITESRLTVWE)Y—RDS1 TFIZIEL. TOERE
B EIERAEATREITTEET,

13.8.1. OpenShift ') V — X

OpenShift DeploymentConfigs & & T BuildConfigs & ImageStreamTags NDZEHE I & > THEIMIC b
DH—3INZET, N)A-—INELTIYaVIdEHRINK ImageStreamTag TERIND A A —J DFH
FOBEFEALTETINET, ZOREDOEABEICDOWTOFEMIE, BuldConfig M) A—8&LT
DeploymentConfig b ) H—IZDWTDEEEAESRL T I,

13.8.2. Kubernetes ') ¥V — X

APIEEZD—EE LT N) HA—%FET27DDT 1 —IL Ry % EE DeploymentConfigs & & U
BuildConfigs & IZ&74: V), Kubernetes ) V—2ICIE M) H—RAD 71 =L KHHY FHA., TDHRD
Y IZ, OpenShift Container Platform (37 / 7—> 3 VAR LTI —DNMN) H—%2FBERTE 3 &
ICLET, 7/7—YaviRUTOLIICERINET,
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Key: image.openshift.io/triggers
Value: array of triggers, where each item has the schema:
[
{
"from" :{
"kind": "ImageStreamTag", // required, the resource to trigger from, must be ImageStreamTag
"name": "example:latest”, // required, the name of an ImageStreamTag
"namespace": "myapp", // optional, defaults to the namespace of the object
b
// required, JSON path to change
/I Note that this field is limited today, and only accepts a very specific set
// of inputs (a JSON path expression that precisely matches a container by ID or index).
/I For pods this would be "spec.containers[?(@.name='web')].image".
"fieldPath": "spec.template.spec.containers[?(@.name='web')].image",
// optional, set to true to temporarily disable this trigger.
"paused": "false"

b
-

OpenShift Container Platform #° Pod 7> 7L — b (CronJobs. Deployments, StatefulSets.,
DaemonSets, Jobs., ReplicaSets. ReplicationControllers, & W Pods DH) EZDTF7 / T— 3>
OEAMEEIN/IT D Kubernetes ) V—R&RET 2 &, ) H—HNBRT % ImageStreamTag
ICEABEMITONTWVWERAA—VAFRALTA TV NOBEFZHATLET, COEHIZ, EEED
fieldPath (X L TERITINFE T,

UTFDFITIE. M) H—IL example:latest 1 X —Y XA N —LS TOBEHEFICEITINE T, E1T76
WS, 77V MDPodTY T L—NMNIHBZwebIVTF—ADAA—JFZEBA, FILWAX—VD
BICEHINET, Pod TV FL—MDBTTOM XY NEED—EHTHZHEICIE, Pod TV FL—b
ADEBRTTOAAY NEEHMICMN ) A—INT, FIRAA=—IHPO—ILT7 IO MNINZET,

image.openshift.io/triggers=[{"from":
{"kind":"ImageStreamTag","name":"example:latest"},"fieldPath":"spec.template.spec.containers[?
(@.name='web'")].image"}]

AA=Y NYH—%TTO4 XA MIBEINYT B6FIC. ocsettriggers AV Y REFATEET, L& x
i, UTFDavT Y Ridexample E WO ZREIOT TOA A Y MIAA—VFRERN) HA—%810

L. example:latest f X—Y 2 N =LY IHAEHFINZ ETTOA4 AV NHD web I FF—H'A
A=Y DHFHBDOETEHINET,

I $ oc set triggers deploy/example --from-image=example:latest -c web

FTFOAXY M —BEFELEINDWVWEY, TOPodTFYFL—MDEHFHICLY., 7O XY MEA
A=Y DFHDETHENICEITINE T,

139. 1 A=Y AN —LAEZODEE

AA—VZAN) —LARKICHTEIAA—JRAN)—LDEZEDZHRL T, BHOAXA—IRN)—L %A
EETIET, ThICLY, oc AV Y RERTETICERD VS AY—ICERLEBETDHIENTE
i’g—o

AX—=—FJZAN)—LDEFHFIE. AX—JARN)—LPAVR— NTIZEEDY JICEATBIERAIEEL
ij—o

21



OpenShift Container Platform 3.9 AR &EH 1M K

AA—JZAMN)—LATSxY FOESE

® 0 900

o 9

212

apiVersion: v1
kind: ImageStream
metadata:

name: ruby
annotations:
openshift.io/display-name: Rubyﬂ

spec:

tags:
- name: 2.0’ 9
annotations:
openshift.io/display-name: Ruby 2.0 €))
description: >-
Build and run Ruby 2.0 applications on CentOS 7. For more information
about using this builder image, including OpenShift considerations,
see
https://github.com/sclorg/s2i-ruby-container/tree/master/2.0/README.md.
iconClass: icon-ruby
sampleRepo: 'https://github.com/sclorg/ruby-ex.git' G
tags: 'builder,ruby’ ﬂ
supports: ruby’ 6
version: '2.0'
from:
kind: Dockerlmage ()
name: 'docker.io/openshift/ruby-20-centos7:latest' m

AX=YZAN)—L2RTOFETI—H—T LY R -4,
HTREN=UavELTERINET, 4713 KOy TII U AZa—ICKRRINFT,

A A=Y Z MY —LADIDY I DIA—H—T LY FY—REFTT, ThiZEET, N—Yav
BRAZENTVIRENDHY EY BEHT 355).

Y DB, InICEI—Y =DM X -V DRMATZBET T 2REEOFABERIZINET,
ZNICITBIDERBADY) vV #2825 ENTEET, SGBAZVKODDOXICHREBLET,

DY TDRREINDTAY, ARAGBEEEFOOTT/ IV 6RBRL X

9, FontAwesome B LU Patternfly D74 AV HFERATEX Y, Fhld, A XA—ARMN)—L%
9 % OpenShift Container Platform 2 5 X4 —IZ CSS ARSI YA X ZEBIMTESDT, CSS
ARAITAZRATTAAVEZRELET, FREITEZT7AIAVI I RZEETH2HENHYET,
hEEELRWVWE, RA7A3YADT 4+ =Ly VBB EINFT,

IDARA=FZANY =LY TEENIT—AA—ISTELTHERLTELRTE, 2 TVT7TY
T—2aveERITIBLHDIHERAINEY —RYKRI MJ—DURL TY,

AA=IZAN) =LY THEERMITONDHATTY—TY, DI ITHAYOTICRRIINDIC
iE. BV =S5 THPRETYT, IhERHEIhTWEH5O07H7T) —0WnWIFhHICEERMITS
YTEEMLET, VY —IDEEHT 71 )LD CATALOG_CATEGORIES T id &8 & U
categoryAliases =R L T XV, A7 TV —E VR —22EKICHLT HhRAITA XT3
ZEHTEZXY,

IDAA—=IUDYR— N 2558, JOMEIEbuilder 1 X—YEEEINZY—RYRI MY —IC
—H Xt 3% IC oc new-app DREENEFICHERINE T,


https://rawgit.com/openshift/openshift-logos-icon/master/demo.html
http://fontawesome.io/icons/
https://www.patternfly.org/styles/icons/
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#loading-custom-scripts-and-stylesheets
https://github.com/openshift/origin-web-console/blob/master/app/scripts/constants.js
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#configuring-catalog-categories

BREAA—JOER

O ossor-variER.

Q@ OA—IRMI—LITNBRIBF T bDIA T HIRMER
Dockerlmage. ImageStreamTag & & U' ImageStreamimage T9,

m CDAA—FZARNY—LZITRAVR—KNTEBATIT IR,

ImageStream (CEZETEX 57 1 — )L RICDWTOFMIL. [ Imagestream APl ] LT
ImagestreamTag APl | ZB8RL T LIV,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/io/#object-schema
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/io/#object-schema
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B14E U 4 —49 B L OHIRRESH

14.1. B E

V4= BLVHIREHAELFEAL T, /R —BFEBHEE OV P TCERAINZ ATV b
PAVEL- M)V -RDEEZFIRYT B7ODHNERET DI EHNTEEY, InlE, EEENTA
TO7AY I hTY Y —ADMRULEES L VEHYETEZETL, WFho7Ov ) M TOER
ENIVSRI—HPAXIIH L THYLBEZBAD I EDRVWEIICTEDICRIBETY,

BREIEIPodBLVAVYTFF—DLRILTOAVELI—RN)Y—Z2DERBLVEIRERETDIIED
TXZEY,

LTIy avidk, 74—9BLUHIREHDOEREEZERL. TN OoDHFFTRY., HMED Pod &
FO*AVFF—TaVEa—M)Y—REEKL., HFIRTBHEICODVWTEMRTZIDICKIILET,

14.2. 7 #—%

ResourceQuota # 7V ¥V N TCEZRIND VY —R I +x—%lk. 7AVI I NI EICN)Y—RHEESE
DM EFIRT2HMWEEBELE T, Chik. 9473 7OV TV NTERTES24 797 hO#
E55IRTZEHIC, 20OV MDY —ANBEETEZIE2—N)Y—ABLTRAMNL—
COREEEFIRTDBIENTEET,

R

IJF—HIFISAY—BEEHICL>THREIN, AAETOV IV MIRAO—THRES
ni—a—o

-

1421 7 #—49 DERRK

web AV —ILTFOV TV D QuotaR—JICHKEIL, 7OVIIMNDI+—9 TEHZINDE/N—
REIRRICEAE Y 2 EEARROMBEARRTIET,

CLIZERLTI 4 — 9 DEFMlZERTIZIEETEEY,

L REIC, 7OV P TCEBEBINLIA—YD—EZBBLET, & xIE. demoproject &
W 7OV ) NDFEIFUTOLSICRY FT,

$ oc get quota -n demoproject
NAME AGE
besteffort 11m
compute-resources 2m
core-object-counts 29m

2. R, BODHBU +#—FICDOWTERLFT, & 2 core-object-counts 7 + —4 D5
a. UTFEERTLET,

$ oc describe guota core-object-counts -n demoproject
Name: core-object-counts

Namespace: demoproject

Resource Used Hard

configmaps 3 10

persistentvolumeclaims 0 4
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replicationcontrollers 3 20
secrets 910
services 2 10

FEHMDU A —YERIE. TV M Tocexport #RTLTRRITEET, UTIK. 74— EED
By TN ERLTVWET,

core-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: core-object-counts
spec:
hard:
configmaps: "10" 0
persistentvolumeclaims: "4" 9
replicationcontrollers: "20" 6
secrets: "10" ﬂ
services: "10" 9

7OV Y MIFEIETE % ConfigMap 7Y =7 bDAEHTY,

7OY 9 MIFEETE S Persistent Volume Claim (kiR ) 2 —LFER, PVC) DEEETT,
TV MIFEETESL ) y—2avyary bhO0—5—D&EFHTT,

TOVII MIBEETEZY—JLy NOAFHTT,

7OVIY MIBEHETEZHY—ERDEEHTT,

0009

openshift-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: openshift-object-counts
spec:
hard:
openshift.io/imagestreams: "10" ﬂ

Q TOVTY MIBHETEZAA—C AN —LDEEHTT,

compute-resources.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: compute-resources
spec:

hard:

pods: "4" ﬂ
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requests.cpu: "1" g
requests.memory: 1Gi e

limits.cpu: "2"
limits.memory: 2Gi 9

7OV Y MIBFEETE IR TIRED Pod DEEHTY,

FRTHREDTRTD Pod ICBEWVWT, CPUEKRDEENZTATEZBADIENTETEEA,
FRTREDITRTDPod IZBEVT, XEY—ERODAFZI1GI2BADZ I ENTEE A,
R TREDTRTDPod ILBEWT, CPURIBRDEEHF 2 AT EBAZ I ENTEEH A,

HMRTIREDITRTDPod ICBEWT, X E—HIRDEEIZ2CI Z2BX2 I ENTEH A

0009

besteffort.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: besteffort
spec:

hard:

pods: "1" ﬂ
scopes:
- BestEffort 9

ﬂ 7OY 9 MIHEETE % QoS (Quality of Service) #° BestEffort MIEFL TIREED Pod DEEHEK
TY

PF—F%&, XEY—FIECPUDWVWTNHMND QoS (Quality of Service) H* BestEffort D— 9
% Pod DHICHIR L £7

compute-resources-long-running.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-long-running
spec:
hard:

pods: "4" ﬂ
limits.cpu: "4" 9
limits.memory: "2Gi" e
scopes:
- NotTerminating ﬂ

Q JEIR TIREED Pod DA T,
Q R TREDTRTO Pod ICHWT, CPUSIBRDEEHIZDEABAD I ENTEE A,

© FETREOTNTOPodLBVT, X EY—HIBOBFHIZDEEBAZ I ENTEE A,
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7 # —4# % spec.activeDeadlineSeconds #* nil ICEREINTWSE—T % Pod DAICHIR L £
9. EJ KR Pod . RestartNever R') < —A%#EMH I e W 5EIC NotTerminating IC7Y) £,

compute-resources-time-bound.yaml

apiVersion: v1i
kind: ResourceQuota
metadata:
name: compute-resources-time-bound
spec:
hard:

pods: "2" ﬂ
limits.cpu: "1" 9

limits.memory: "1Gi" e
scopes:
- Terminating
IR TIREED Pod DAEHHTTY,
MR TREDITRTD Pod ICBEWVWT, CPURIRDEEHIZDEZBAZ I ENTETIEA,
HERTREDIRTDPod ICBEWVWT, XEY —FIROEEHIIDEZBAD I EHNTEIEA,

7 # —4# % spec.activeDeadlineSeconds >=0 IR EINTWE—T % Pod DAICHIR L £
T EZIE, DI F—FIXEI R Pod F72ld7 704 ¥— Pod ILRHEEZ S5 X 95, web
HP—N—FR@BT—IR—RABREDRRKERITINARV Pod ILIFHEES L FH A

0009

storage-consumption.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: storage-consumption
spec:
hard:
persistentvolumeclaims: "10" ﬂ
requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" 6
silver.storageclass.storage.k8s.io/requests.storage: "20Gi" ﬂ
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 9
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ

FOY T NADKBERY 2 —LBR (PVC) DAHETT .

7OV PDOIRTOKERY 2 —LEB R (PVO) ICEVWT, BERINBZAMNL—YVDEEHEZ
DEEBABDIENTETEHA,

TOV Y hDFRTOKEERY 1 —LER (PVC) IHBWVT. gold A NL—Y U SRTERI N
ZANL—VDAHIIDEABLZIENTXE A,

o ® 0

TOV Y hDFRTOKEERY 12— LER (PVC) IBWT, siver A NL—Y 4S5 ZTERI N

Z 7 k1. 3'"MAEHI+"MNIEEAFES 2 = LV N7m2 4/
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5]
6]

DON DT VT sVvOplidCWIIEHCREA @9 C C /UL S LB /vo

7OV MDIRTOKERY 2—LEB R (PVC) ICEWVWT, siver ANL—=Y IS ZADERDE
SHBIICDIERBABD I ENTEEHA,

TOV LY hDFRTOKEERY 12— LER (PVC) ICBWT, bronze A hL—Y 4 52 TERY
NZANL—VOAHIEIDBEEBAZZENTEE A, TN 0ICBEINDIHE, bronze
AMNL—SUSRERA N —VEBERTERAVWI EEBKLET,

TOVIY hDTRTOKERY 1—LER (PVC) ICBWT, bronze R kL —U 9 5 R TERS
NBEZAMNL—VDEEHIZDEZBZIZIEDNTIFEFTA. INDOICEEINDIFEIL.
bronze AL —Y VS RATIIEREERTERWVWIEZEKRLET,

1422. 7 #—49 TEEINBYV—X

LUFTRE, 74— 49 TCEEBTEZ2—EDAVE2—RN)Y—REFTITIV ML TITOVWTEHBALE

ER

Pz
status.phase in (Failed, Succeeded) 7' true MIHE. Pod IFIR TIREEIZH Y £,

K417 +—49 CEBINDAVEa2a—MN)Y—2R

VV—2%4 B4

cpu R TIREDTANTD Pod TD CPUBRDEEFHIIDEZBASZIENTE

Tt A, cpu B LU requests.cpu (ERILETHY. HEICE XX AIRER
HEDELTHEATEIT,

memory HRTHKEDTRTD Pod TOAE) —BROBEHEZDEZEBXZ I ENT

Xt A, memory & & Urequests.memory IEECETHY., HEICEX
WZFIREREDE LTHERATEET,

requests.cpu R TIREDTANTD Pod TD CPUBRDEEHIIDEZBAZIEHNTE

Ft A, cpu B LU requests.cpu (ERILETHY. HEICE XX AIRER
HEDELTHEATEIY,

requests.memory HRTHKEDTRTD Pod TOAE) —BROBEHEIZDEZEBXZ I AT

Xt A, memory & & U'requests.memory IEELCETHY. HEICEX
WZFIREREDE LTHERATEET,

limits.cpu IR TIRIED T R TD Pod TOD CPU BIRDEFHIZ DEEBA D Z &N TS
A

limits.memory FHRTHKEDTRTD Pod TOAE) —HIROEEHEIZDEZEX 2 I AT
SEHA,

KA2VA—H9TCEBINDAIL—YYY—R
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VY—2%4 B4

requests.storage ERDREDITANTDKEKR) 1 —ALEK (PVC) TDRX ML —IVERDAF
id, COEEZBABDIENTEEEA,

persistentvolumeclaim 7OV MIBEETESKERY 2 —LEK (PVC) DAEHHTT.
s

<storage-class- —HIBAMN—VISREHD. EEOREDTNTOKFERY 1 —LEK
names>.storageclass.st (PVC) TORML—YERODAFIZDEEBAZIENTETEHA,
orage.k8s.io/requests.

storage

<storage-class- 7OV MIFEETES, —HIBRAMNL—TY U5 R%&HFD Persistent
names.storageclass.st  Volume Claim (kiR 1) 2 —ALFERK, PVC) DFEHHTY,
orage.k8s.io/persistent

volumeclaims

K143V A— 9 TEBINDA TSI MY
Yy —2%4 571
pods TOV Y MIBEETZ2IFRTHRED Pod DEEHTT,

replicationcontrollers TRV MIBEETESL )y —Ya vy hO—5—DOAEHTT,

resourcequotas TAYI Y MIBGEETEDR Y Y —RIV +— 9 DEEHTT,
services TRV MIBGEETES Y —ERDEFHTT,

secrets 7OV MIBETESY—J Ly NOAEHETY,
configmaps 7Oz MIFEHETE S ConfigMap + 7Y =7 hDAEHTY,

persistentvolumeclaim 7OV MIBEHETESKERY 2 —LEK (PVC) DAEHHTT.
s

openshift.io/imagestre TOVIY MIBEETEZA A=Y A N)—LDEFETT,
ams

1423. 9 #—9DRI—7F

BV A—FIF RAA—TF Oty MEEMITONET., V1 —FF. ANEINERDI-TOREERS
IK—HT2HBAICDA) Y —ZADFERRRZREL XTI,

ARA=T% 9 3—9ICBMT S E. V+—9DNBRIND)Y—ADEY MEFIRTEXET, TN
2y NUADY Y —R%EBRETDE RAETST—HIRELIT,
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Z2a—7 Bl

Terminating spec.activeDeadlineSeconds >= 0 ® Pod IC—H L £ 9,
NotTerminating spec.activeDeadlineSeconds #* nil ® Pod IC—X L %9,

BestEffort cpu F7zid memory DWW NH D QoS (Quality of Service) H* Best Effort ™D

Pod IC—BILEY, AVvEa—F)Y—RDOIY MIOWTOFEMIE. T
QoS(Quality of Service)7 22 ] SR LT ZIW,

NotBestEffort cpu B & v'memory @ QoS (Quality of Service) A Best Effort T7A\L Pod IZ
—®LFY,
BestEffort 20— I&. UTDY YV —REFIRT DLV A—9EFIRLET,
® pods

Terminating. NotTerminating. # & ' NotBestEffort R —i&, UFDY Y —R %= BT DL D
WK #— 8 %HIRLET,

® pods

® memory

® requests.memory
® [imits.memory

® cpu

® requests.cpu

e [imits.cpu

14.2.4. 7 # — 4% DZEhE

TAV I MDYV —RIF—IDPRMMERINZ &, OV ME BEFINERRREORKE
NEtEINZETI + —9HIHNDERZEISEITARMEDH DR Y —XDFERIKEZFHIRL &
-g_o

A= PMERI N, ERKROMEAEFINDZ L, 7OV NIFBRIV T VY OERETFAL
FY, VY—RZFERIIIEET 5. 74— 9DFEAER) Y —RADERTLEIEEERLH S
EFCIBALET,

Y —REHIBRT ZIEE. J4—YDEREIF. 7OV ITY FDY +— B DREDELS LB ER
ICRAINEY, 7OV NOEELN Y+ — S DERGIRAEBADBRE, —N—E 70> aviiE
BELET, V4A—9HHEERLTVWDIE, BLUV AT ATCHERRAINZGHEEOEELRT
BAIS—XvE—YMNRINET,

14.2.5. 3K vs HlI[R

AVE2—M)Y—Z2DEYYTEIC, EAVTFT—IECPUBLUVXE) —DEKIEEFIREEIEE
TEFT, V74— 9IFThhoDEOVWTNEEIERETIZT,
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7 #—% IC requests.cpu % 7213 requests.memory DENEEINTWBIHE, IXTOERFIVT
F=BETNEDY Y —REBATRHUICERTZZENROLNET, 7 4—4IC limits.cpu /1
limits.memory DENMEEINTWBRHE, IRXTOEFEEIVTF—DNENLDY) VY —XDEARIZH
[REEBET DI ENKOLNET,

Pod 8L VAV T F—ICBERBLIVHIREZZRET B2 HEICDOVWTOFEMIE, avEa—M)Y—2]
HSRBLTLCREIN,
14.3. HI R &G

LimitRange # 72 =7 N TERIN D HIREEHIE. Pod. AVFTF—, A XA=I, 41 A=V ZAKNY—
I, B LUV Persistent Volume Claim (kiR ) 2 —LFER, PVC)DL~NLTTOY Y hDaY
Ea—r)Y—2§#%Z5FE L. Pod. AVTF—, 4 A=Y A A=Y XN —LZFTIF Persistent
Volume Claim (kiR ) 2 —AER, PVC) THETZZYY—RDEXEELET,

TRTOYY—ZAERBELVCERERIZ, 7OV Y DK LimitRange + 7Y =7 MMIX L TFMMX
nEd, VY—ZRNNEINZFNIGERT B5%BE. TO)V—RFESEINET, Y- EARH

REZEELBRWVGET, SN T 74 MEZTFR— NI BHEIEE. T 74V MED) V—RITER
INFEY,

pz -1o)
HIREBFEIL Y SRV —BEEICL>THREIN, AETAY Y MIRAO—THEREX
n i -a—o

14.3.1. FIPREEFH DR

web AV —ILTFOYITY D QuotarR—JICKEIL, 7OV TV NTERZRINFIREBHEART
TXZEY,

CLIZER L THIREEDFMERTISILETEEY,

L 9, 7OV NTEEINIHIREBEAO—ELZMBLE T, /=& xIE. demoproject & L
5370V bDBZEIEUTOLIICRYET,

$ oc get limits -n demoproject

NAME AGE
resource-limits 6d

2. RIC, BEEDH ZHIREFHDERAERTLE T, & XL, resource-limits HIREEFH DI E &
LUTFD&LHICHRY FT,

$ oc describe limits resource-limits -n demoproject

Name: resource-limits
Namespace: demoproject
Type Resource Min  Max Default Request Default Limit Max

Limit/Request Ratio

Pod cpu 200m 2 - -

Pod memory 6Mi  1Gi - - -

Container cpu 100m 2 200m 300m 10
Container memory 4Mi 1Gi 100Mi 200Mi
openshift.io/lmage storage - 1Gi - - -
openshift.io/lmageStream openshift.io/image - 12 - -
openshift.io/lmageStream openshift.io/image-tags - 10 - - -
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FHMOFIREBEDERIE. 7V TV bTocexport #2TLTHRRTEET, LT, FIRGHOE
ZHERLTWVWET,

O7 LimitRange A 73tV NDERE

apiVersion: "v1"
kind: "LimitRange"
metadata:
name: "core-resource-limits"
spec:
limits:
- type: "Pod"
max:
cpu: "2" 9
memory: "1Gi" 9
min:
cpu: "200m"
memory: "6Mi" 6
- type: "Container"
max:
cpu: "2" G
memory: "1Gi" a
min:
cpu: "100m"
memory: "4Mi" g
default:
cpu: "300m"
memory: "200Mi" m
defaultRequest:
cpu: "200m" @
memory: "100Mi" @
maxLimitRequestRatio:

cpu: "10" @

FHIFREEEA 72 NOARITY,
TARTCOAVFTF—ICBEWVWT Pod i/ — RTERTES CPUDRAETT,
FTRTCPAVFTF—ICBWVWTPod B/ —RTEKRTESAEY —DRKETT,
TARTCOAVFF—ICBEWVWT Pod BN/ — RTERTES CPUDRMNETT,
FTRTCPAVFTF—ICBWVWTPod B/ —RTEKRTESZAEY —DR/NMETT,
Pod DE—YFF—HERTE % CPUDRAETT,

Pod DE—OVFTF—HDEKRTESALE —DRKETT,

Pod DE—VFF—HAERTEX % CPUDR/INETT,

Pod DE—OVFTF—HEKRTESALE) —DR/NETT,

BENBWGEE, VT FHF—IlL2FERAE2FHRTSE CPUDT I 4ILIRNETT,

090090290000
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AVFF L& 2EREHIRT 2 XEY —DT 7 4)L FETYT (EENRVESE),
AVTFHF—HDEREERTZ CPUDT 7 4L METYT BENRWVIEE),
AVFF—IEAEERTEAEY—DT 74 FETY (EEHIRWIBEA).

FIRDERICH T BLEETIVTF—TEITTESCPUN—RXMDRKRETTY,

9009

CPUBLUAE) —DRIEREICOVWTOFMIZ, TaAVvEa—-rJV—2] Z5RLTIEIW,

14.3.2. AV T+ — DR
HR—rXhBYY—2:

e CPU

o XE—
Hi— b X h 2 HH:

AVFF—TERRESNES, EESNBBAE. UTEHLLTWIRELHY T,

K144V 57F+—
% hiE
Min Min[resource]: container.resources.requests[resource] (% H) X7l
container/resources.limits[resource] (4 7> a3 ) LI'F
BRETMINCPU ZEZLTWEIHE. EXRERZD CPUELY HKRELSRIT
hiEnY i, FIREEZIEETZ2LERHY THA.
Max container.resources.limits[resource] (#78): Max[resource] LA

RETMaxCPUZzEZEL TWSI5E. ERELZERITHILERHY A
A CPURIHDRRIEDRE 2B IHIREZERES HVENHY LT,

MaxLimitRequestRatio MaxLimitRequestRatio[resource]: (
container.resources.limits[resource] /
container.resources.requests[resource]) LA F

% & T maxLimitRequestRatio flEZ EE L TLW3HEIC, FRIVTFH—IC
FERES L OFIREOEANBEICRY £9, I 51 OpenShift Container
Platform (&, HIRZZERTHREL THIRDERICN T 2LEEREZEHLFT, &
DIEIF. 1&YKRZVWEDERTRIFNIERY £H A,

feEzE. aAvFF—olimit {E4 cpu: 500 T. request {4 cpu: 100 TH
2%Ea. cpu DERICHT ZHIRDEIFS ICAY FT, ZDHEIF
maxLimitRequestRatio & Y /NI WHFEL K RIFHIERY FH A,

YR—bEIhBTT72I M

Default[resource]
IBED RV E X container.resources.limit[resource] #FRFEDIEICT 7 # )L MREL E T,
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Default Requests[resource]

BEN L WHEIE. container.resources.requests[resource] ZFIEDIEICT 7 # )L RNEEEL £
ER

14.3.3. Pod DR
HR—rXhz)V—2:
e CPU
o XE—
H#iR— b X h 2 HH:

Pod DIARTDAVTF—ICEWVWT, UTFZ@mkLTWBRENHY T,

#14.5 Pod
% EieXh 2 EE
Min Min[resource]: container.resources.requests[resource] (% 7H) X7l
container.resources.limits[resource] (4 7> a3 >) LI'F
Max container.resources.limits[resource] (#78): Max[resource] LA T

MaxLimitRequestRatio MaxLimitRequestRatio[resource]:
(container.resources.limits[resource] /
container.resources.requests[resource]) LA F

144.3Ea—NJY—2X

J—RTCERFTINDZEAVTFTF— XA VvEa— M) Y—REHELEY, JVE2—MN)Y—REEK
l./\ %u L) %T\ 5%%?36%&%%5&”%?36 U \/_7\—6‘3_0

PodRET7 7 A IVDIEREEIC, VS5 RAY—TDPod DAY 12— )L ESNRICET L, BN
T4 —RVAERRTEZLDICEAVTT—DPRELT B CPUBLUAEY — (RAM) DEAE A
Y3VTHETEZXT,

CPU IE millicore EWHY B TRAEINE T, V5 RAIY—ADE /) —REARL—FT 1 VIV RTL%E
MELT, /J—NEOCPUIT7DE%EHFL., ZTDE% 1000 TEREL CHREIBTEARLFT, L&
ZIE, /—RIZ237H3FEIC. /— KD CPUREIE2000m & LTERINEY, B—37D1/10
EERET3HBEICIE. 100mELTRINET,

AEY—ENA MEMATHEINE T, IS, ZHIKESIY 714y PR (E. P, T, G M. K)Fk&
&, YT BE2DORIED(E (B, Pi. Ti. Gi. Mi, Ki)2EETEZET,

apiVersion: vi
kind: Pod
spec:
containers:
- image: openshift/hello-openshift
name: hello-openshift
resources:
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requests:
cpu: 100m ﬂ
memory: 200Mi 9
limits:
cpu: 200m G
memory: 400Mi ﬂ

IVFF+—IF100mCPUEER L F T,
AVFTF—IE200Mi X E) —HBRLF T,

AV FF+—I1E200m CPU OFIBREZREL F 9,

- -

AVFFH—IE400Mi X EY) —DHIEEZEL F T,

14.4.1. CPU E3K

PodDEAVTF+—I&/ —RTEKRKTBCPUDEABETEEY, AT YVa1—5—IECPUEXRA(F
BLTaAvF+—Il@LE/ —FZH®RELET,

CPUEBKIIIVTF—dEETE S CPUDRNEZRLFTH. CPUDFRAENAWEE, /— KL
DOFIFEFIRERTANTDOCPU ZFATEEY, /— NICCPUDEEDNHZHBE. CPUEBKRIEY T A
EDITRTOIVFTF—IIH L, AT F—THEAFTRRZD CPURRBICDOWTOENNREAZIEE L
Y,

J—RETCZOENFEERT B/-HDICCPUBKRKNMD—RILCFSHEICYY I FT,

1442. JVEa1—NY Y —RADFRR

Pod DAY Ea1—F )YV —RERTTBHICIE. UTFZERTLEY,

$ oc describe pod ruby-hello-world-tfjxt
Name: ruby-hello-world-tfjxt
Namespace: default
Image(s):  ruby-hello-world
Node: /
Labels: run=ruby-hello-world
Status: Pending
Reason:
Message:
IP:
Replication Controllers: ruby-hello-world (1/1 replicas created)
Containers:
ruby-hello-world:
Container ID:
Image ID:
Image: ruby-hello-world
QoS Tier:
cpu: Burstable
memory: Burstable
Limits:
cpu: 200m
memory: 400Mi
Requests:

225



OpenShift Container Platform 3.9 AR &EH 1M K

cpu: 100m
memory: 200Mi
State: Waiting
Ready: False
Restart Count: 0
Environment Variables:

14.4.3. CPU IR

Pod D&V F+—Id/—RTHERA24IRT 2 CPUEAIEETEZEY, CPUKIRRIZFOYFF+H—H/ —
ROBEEDEEE IIBARBRKFERATES CPUDRRKELZFHIELES, VT F—IEEDFHIREZ L L
BEEALLDIETRHBEICE., YRFLILY AV TFF—OFERENFASHINE T, chicLyY, OV
TFHF=D/—=RICRATV2—=)EIND Pod BEIFEABRARK—BLEY—ERALRILEZHFETEED
TEF,

14.4.4. X ') —EK

TI7AIMNT, AVTFH—IE/ —RNEDABERRYZLDAEY —42FEHTEET, VSRY—ATD
Pod DECE#HRET 5ICIE. AVTFT—DRTICHERXAE) —DEEEELET, RTPa1—5—I&F
Pod %/ —RIZNA Y RTBEIC/ — ROFMATERAE) —BFELERICANE S, AVvTFF—I3.
EREBETIHEEMAE LTHERRYZDXEY —%HETDIIENTEET,

14.45. X £ ') —4IfR

AT —HFIREIEET 325G, AVTFHF—IFRATEDIAETY —DEAFIRTIEY, & 2IE200M
DHIRAEIEET 2548, AVTFTF—OFERIE/ —REDZDOXAEY) —EICHRINET, AavFTF—2
BEINDAEY —HIREBAZBEE. IVFF—I3RTLET, TO®KIEFIVTF—OBEEZERY

V—IlL o THBEETIHELREHY ET,

14.4.6. QoS (Quality of Service) B

ERR %, Qv Ea— K1Y —2RIE quality of service (QoS) THEINF T, hid, YY—RT &I
EEINZERSLVFHIREICEOVWT I DDEBICOEINE T,

QoS (Quality of Service) B

BestEffort ERBLICHIENMEEINLAVWESICEEINE T,

Burstable BRDAAT T a3V THEEINZFRIYENIWVMEIEEINZIZEIEES
nd,

Guaranteed HIRRN A T a v CHREINDZERICELWMEIEEINZSBEIEEINE
ER

AVFF—IC&IVE2Z - M) Y—RIIERZ QoS EZELIEZIERSLVHIREREY MAEEN 55
4. ZNhld Burstable & L TH$EINZE T,

QoS . YUY —ANEHEARETHEIDNEINCL>TEED Y —RICEFNFNELRZEELE 2 %
9., CPUIXEMBHRERY Y —XATTHN, XEY—EEBTETALVW)Y—RTYT,

CPU Y Y —Z2DIBE:
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® BestEffort CPUO YT+ —I3/ — KTHETRER CPU ZBEETI I, REEVESL
BRI CERITINE T,

e Burstable CPUOYFF—I3ERINSG CPUDR/NEEZRE T EMNRIAEINTTH,
EBD CPUBBARECE2EAEONIETETRAVESEHY T, BMOCPUY Y —
2F/—RFEDTRTODIAVFTF—TERINBZEILEDVWTHEINET,

e Guaranteed CPU OV F7F—I&. BIND CPUH A 2 LA B ERIES TEERINDE
DHERBTBIEMRIEINTET, ChickY, /—FEDMDT VT ET 1 —&IEE
B —FEDNRT A —T VAN AHRIRETEZET,

AEY YV —-RADBAE:

e BestEffort XA EYV— AV F+—ld/ —RETHETRELXEY —AHETETI TN, RY
Va—Z—haAVFF—%, TORBEEBLIDOITDRBRAET)—%F D/ —RILBET
RiflEHY FHA. I5IT/— KT OOM (Outof Memory) 1 Ry MO RET 15
A. BestEffort AV T F—M@H# T I3 TR’ HREE<ARY FT,

e Burstable XY — VT F+—I3BRINZATY—EEMETEDL) /—RICRY
Va—)ILINFETH, ThULDEEBEETIAEEIHYET, /—RETOOMAIRY
NAFE T 2354, Burstable AV FF—IE X E ) —EIEDHITHIC BestEffort 35
FT—DRICEFIERT INE T,

® Guaranteed X EV— OV FF+—lE, BRINZAEY —ZEDAZEELEFT, OOM AR
v ADRET DIHEIE. ¥ RAT ALEICMD BestEffort & 72 1% Burstable OV 7+ —A' Ly
BRICDHMEFR T INZE T,

14.47.CLITOOYEa1a—KNYY—XDEE

CLITOAYEa—RN)Y—RZEEITHICIE. UTEZETLEY,

$ oc run ruby-hello-world --image=ruby-hello-world --limits=cpu=200m,memory=400Mi --
requests=cpu=100m,memory=200Mi

14.4.8. ~EBRLEH) Y —R

AERREBHY Y —RUE, VFRI—DFARL—Y =BV AT LTREHBHINBVWHED/ —RKLRILD
)Y —R&RPTZ2EETREICLET, T—H—IZCPUPXEY —EREHKICPod ERRICHDZ NS
DYVY—REHEETEET, R7Va—5—& FAFTEREEZ LD Y —IHEHD Pod ICFKF
ICEIY HTONBWEDIICNY —RTHO VT4V TERTLET,

R

AERALQEH) Y —RIBREFERTTIL T 7gETHY, VY —RATHhOVT4 0 TDH
NEEINTVWET, TNHDYY—RICDVWTDYY—RYI +—9PHIREBEOY
R— NI, TINS5 QoS ICHEAS 2B EEHY FHA,

B Y — 2D FFEH (opaque) EEHN B DL, OpenShift Container Platform A8 ¥V — X
MR LRVKETE, ZDN Y AN+ RICHBZHBEICPod &/ — RICRAT Y a1—ILT 58
TY, TNODNBHYY—RX EEOLNZDIE. TNONBETRINZIETHAITETHI L., it
AR INDEDTT, APIH—N—FZhbD) Y —ROEEBHICHRLET, Bshx 2046
&, 3. 3000m, BLV3KiRHETY,
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BEIEI TR —EEEN) V- %FRL. ThoZzfATRICLET. TERLEHRY YV —IXDHEF
BRICDOWT DML, [EEEHA N O T FEMHEQTEH) Y —R] 2ZRLTILEIW,

Pod DARBALEK) YV —RZHET 2ICIE. NERALY Y —XDERT%
spec.containers[].resources.requests 7 1 —J/L RICF—& L TEDB LD ICPod ZiREL X7,

Bl: LLTFD Pod &2 2D CPU B L1 DD foo (FREBRAN Y —R) EEBRLTWET,

apiVersion: vi
kind: Pod
metadata:

name: my-pod
spec:

containers:

- name: my-container
image: myimage
resources:

requests:
cpu: 2
pod.alpha.kubernetes.io/opaque-int-resource-foo: 1

Pod (&, (CPU, XEY—, BLUVITRTORERRY YV —RZEEL) )V —RERODITANTHHELIN
BPHBABIDART I 2—ILENET, Podid, VY —RERDPVTID/ —RTEHE/EINBZWNZEIC
i& PENDING JREED F F IC/2Y £ 7,

Conditions:
Type Status
PodScheduled False

Events:
FirstSeen LastSeen Count From SubObjectPath Type Reason Message
14s  0s 6 default-scheduler Warning FailedScheduling No nodes are available that match all of
the following predicates:: Insufficient pod.alpha.kubernetes.io/opaque-int-resource-foo (1).

145. 707 hNZTEDY) Y —REIR
PSRN —EEBH (T —REREATOVII NI EICHEETDHIENTET T, ERBICIEINS

DOHREEHR L. BEL. HIBRT DI ENTIFEADN, PV ERAERTOD I D) YV —RHIR
" RRTDHIEDNTEIEY,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cluster_administration/#admin-guide-opaque-resources
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88152 POD @ PRESET (V) v b) %A L /=15 D POD ~DHFA

R15Z POD D PRESET (7 vy M) 2{FA L 1B5HD POD ~D

A
15.1. i &
Pod @ Presetd, 1—H—HI8ET 2158, % Pod DIEKIFIC Pod ICEAT 24TV MTY,
H5E
OpenShift Container Platform 3.7 DBF R T, Pod D Preset & R— b I hia{ Y F
L7,

HATEE% Pod D Preset A 7Yz bafERALEY,
o V—JLy ATV
e ConfigMap # 7 7 b
o ANL—=URYa—ALA
o OAVFFT—RYa—LDIIVhE
o RIEEH

BREEIX. TRTDIERSE Pod ICEIMT 37251 Pod TRILH PodPreset DS RVt L U4 —IC—
TEHRDIEDAHEERTDIUENHY FET, PodD SN I, —FHT B SRILELIVY—%EFED1DL
LE®D PodPreset # 7Y 9 MZ Pod ZRBEE R IFTE T,

Pod @ Preset {4 % &. FREIE Pod WNEET 2 —EXDFHMAEEEIICPod 270K 5
ZVJTEET, BEEIL. BFARENPodETIOATERVELIICT R IR, Y—ERDERE
HEHERAREICRTIINBVWEDICTRIENTEEYT, L&z, BEERIREEHAFE>TY—7
Ly hELUVT—IR—AR—MEATT—IR—RADER]. 1—F—&, RRAT7—R%RHT % Pod
D Preset #ERXTEX X T, Pod AREIL. IRTODIERE Pod ICEDBHOIFERTZSNILDAE
Mo TWBRHENHY ET, BAFKEILPod D Preset ZERX L. TRTODELYRIVAEETTZIED
TEEY, L2, BREIEEBTSHAEENO Pod ICHEMICHEAT 5 Preset ZF T X7,

Pod @ Preset »* Pod IC#A X% &, OpenShift Container Platform I& Pod {4k %#Z&E L, fEAMEE

BTF—48%BML, Pod D Preset TCERINLIEARRT T/ T— 3 V% Pod fIkICHITET., 7
/T=avOBRNEUTOEEY TY,

I podpreset.admission.kubernetes.io/<pod-preset name>: ‘resource version’

75 X4 —T Pod D Preset Z2FAT 2 IllE. UTZETLET,

o EIBE(LX, /etc/origin/master/master-config.yaml © Pod @ PresetZffa>v bO—>—7
STAVEBHICTE2RENHY T,

® Pod @ Preset DERFE I& Pod D Preset T APl ¥ 4 7@ settings.k8s.io/vialphal/podpreset
EEMICL. BATEREREZ Pod D Preset ITBINT 2HEAHY 7,

Pod DERBFICT S —H4E LU 235813, Pod @D Preset B SEAINY) YV —RA LIC Pod BMERR S h
TW3IHATY,
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Pod 1£#&® podpreset.admission.kubernetes.io/exclude: "true" /X5 X —4% —%EH L T. Pod ®
Preset ERICL > THED Pod " EFEINLWVWLIICT BRI ENTEEY, LLTOD Pod HHRDH 25
RLTLCEIW,

pa

Pod M Preset #gElZ, —EZXHAYOT DA VARN=ILINTWVWBFEICOAFIAT
xFd,

Pod @ PresetA 7> x4 kD

kind: PodPreset
apiVersion: settings.k8s.io/vialphai ﬂ
metadata:
name: allow-database 9
spec:
selector:
matchLabels:
role: frontend 6
env:
- name: DB_PORT @)
value: "6379" @
envFrom:
- configMapRef: G
name: etcd-env-config
- secretKeyRef: ﬂ
name: test-secret
volumeMounts: 6
- mountPath: /cache
name: cache-volume
volumes: Q
- name: cache-volume
emptyDir: {}

settings.k8s.io/vialphal APl 23§ L £ 7,

Pod @ Preset D&Rl, CDEARIEPod 7/ FT—>a v TEAINET,

Pod I D I NIVIC—HT BNV ELIH—-TY,

09

w:l VT IKETREER EFRLES,

ConfigMap % Pod ft#kICEML 9,

Y—=OLy NFTY TV M% Pod HERICEML X T,

HABBARNL—YR) 2—L%ZVTF—RIKIIVMNTENEIDZERBELZX T,

AVTF—HPHATERZA ML —YRY 2 —-L2EEHELET,

90909

Pod tEE DA

I apiVersion: v1
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kind: Pod

metadata:
name: website
labels:

app: website

role: frontend ﬂ

spec:
containers:

- name: website
image: ecorp/website
ports:

- containerPort: 80

88152 POD @ PRESET (V) v b) %A L /=15 D POD ~DHFA

Q Pod @ Preset DS NILEL 79 —IL—HTBIRILTT,

Pod O Preset @A D Pod {LikDfl

0o o

apiVersion: vi
kind: Pod
metadata:
name: website
labels:
app: website
role: frontend
annotations:

podpreset.admission.kubernetes.io/allow-database: "resource version"

spec:
containers:
- name: website
image: ecorp/website
volumeMounts:
- mountPath: /cache
name: cache-volume
ports:
- containerPort: 80
env: 6
- name: DB_PORT
value: "6379"
envFrom: ﬂ
- configMapRef:
name: etcd-env-config
- secretKeyRef:
name: test-secret
volumes: 6
- name: cache-volume
emptyDir: {}

Pod IO ZLEEAZIETZLIICEEINTUVARWESIC. Pod D Preset MEAINAL T & &R

7/ T—avhirBmIhEd,
RYa1—L<D Y D Pod ITENE

RIREHAD Pod IEMINE T,

ni—g_o
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@ PodicEMIN3 ConfigMap 5L VY —o Ly kA TV k,

@9 R 2—LT 7Y MDA Pod ITEBIMINEFT,

Pod % Pod @ Preset B 549 % Pod kD fil

apiVersion: v1i
kind: Pod
metadata:
name: no-podpreset
labels:
app: website
role: frontend
annotations:
podpreset.admission.kubernetes.io/exclude: "true"
spec:
containers:
- name: hello-pod
image: docker.io/ocpge/hello-pod

ﬂ Pod @ Preset #4EEN T D Pod A TELRWVWEDICTBITIEIDINSA—9—AEBMLET,

15.2. POD @ PRESET D{ERX
UTDOMFIE, Pod D Preset Z{ER% L., EHAT D AHEE=RLTWET,

Zftar bo—>—oiamn
EIEH (L /etc/origin/master/master-configyaml 7 7 1 LA F v ¥ LT, Pod D Preset {30
YhO—F—TFSTAUNERETHIEE2HATEEY, TV MO—F—DPEFEELRWVIEGE
& UTFEFERLTTS 714 v 2E8MLET,

admissionConfig:
pluginConfig:
PodPreset:
configuration:
kind: DefaultAdmissionConfig
apiVersion: v1
disable: false

JRIZ OpenShift Container Platform ' —E X 2B L X7,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

Pod @ Preset MYERK

BIEEF - IXFAEE L. settings.k8s.io/vialphal API, AT 21E#HR. LU Pod IT—HT BN
WL V4% —%EHLTPod D Preset ZEK L £ 9,

kind: PodPreset
apiVersion: settings.k8s.io/vialpha1
metadata:

name: allow-database
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spec:
selector:
matchLabels:
role: frontend
env:
- name: DB_PORT
value: "6379"
volumeMounts:
- mountPath: /cache
name: cache-volume
volumes:
- name: cache-volume
emptyDir: {}

Pod DYERK

58158 POD @ PRESET (Vv M) 2 L /=153 D POD ~Di&EA

BIHEEIL Pod D Preset DSRILEL IV F—IC—BT BN AEF>TPod #ER L E T,

1. Pod @ Preset DN EL 75 —IC—HT 2 5NV TIREN Pod ERZFE L 7,

apiVersion: v1
kind: Pod
metadata:

name: website

labels:
app: website

role: frontend

spec:
containers:

- hame: website
image: ecorp/website

ports:

- containerPort: 80

2. Pod ZE L &7,

I $ oc create -f pod.yaml

3. ERARIC Pod ke F v 2 LEY,

$ oc get pod website -0 yaml

apiVersion: v1
kind: Pod
metadata:
name: website
labels:
app: website
role: frontend
annotations:

podpreset.admission.kubernetes.io/allow-database: "resource version"

spec:
containers:

- name: website
image: ecorp/website
volumeMounts:
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- mountPath: /cache
name: cache-volume
ports:
- containerPort: 80
env: 6
- name: DB_PORT
value: "6379"
volumes:
- name: cache-volume
emptyDir: {}

MT/?—*‘/ IVASENTHEY., AVFF—DR ML —VBLVBEBETHABAX
nTwzxd,

15.3. 2% ® POD ® PRESET D {#FH
BEODPod AR O—%5BAT BDITERD Pod D Preset 2RI 2 ENTETET,
® PodDPresetZ Y hO—Z—TZ A VHAEMI BoTWBIEEHERLET,

o BIEBTH, Y IUVMNRAVINBLIWFEFLIZAMNL—VRY) 2—L%FALT. UTFDOLIA
Pod @ Preset #/ER L £ 9,

kind: PodPreset
apiVersion: settings.k8s.io/vialpha1
metadata:
name: allow-database
spec:
selector:
matchLabels:
role: frontend ﬂ
env:
- name: DB_PORT
value: "6379"
volumeMounts:
- mountPath: /cache
name: cache-volume
volumes:
- name: cache-volume
emptyDir: {}

Q Pod SRIIC—HT BSNILELYHY—TT,

o LIFTDLHIC2DEHD Pod D Preset #ER L £,

kind: PodPreset
apiVersion: settings.k8s.io/vialpha1
metadata:
name: proxy
spec:
selector:
matchLabels:
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role: frontend 0
volumeMounts:
- mountPath: /etc/proxy/configs
name: proxy-volume
volumes:
- hame: proxy-volume
emptyDir: {}

Q Pod SRIIC—HT BSNILEL VY —TT,

o RAEMR Pod EARZFH LT T,

apiVersion: v1

kind: Pod

metadata:
name: website
labels:

app: website

role: frontend ﬂ

spec:
containers:

- name: website
image: ecorp/website
ports:

- containerPort: 80

Q Pod @ Preset SRILEZL 29 —DWTFNILE—BTDESRILTT,

e Pod =R LZEY,

I $ oc create -f pod.yaml

o {ERIRIC PodfttkZ=Fzv o LZET,

apiVersion: v1
kind: Pod
metadata:
name: website
labels:
app: website
role: frontend
annotations:
podpreset.admission.kubernetes.io/allow-database: "resource version"
podpreset.admission.kubernetes.io/proxy: "resource version"
spec:
containers:
- hame: website
image: ecorp/website
volumeMounts:
- mountPath: /cache
name: cache-volume
- mountPath: /etc/proxy/configs
name: proxy-volume
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ports:
- containerPort: 80
env:
- name: DB_PORT
value: "6379"
volumes:
- name: cache-volume
emptyDir: {}
- hame: proxy-volume
emptyDir: {}

wgim Pod @ Preset AMBEAI NI EART TP/ F—2 3V TF,

15.4. POD @ PRESET D&
LTFoa~vwy RAaFERL TPod @ Preset #HIRTEZX T,

I $ oc delete podpreset <name>
UTFICHZERLEYS,

$ oc delete podpreset allow-database

podpreset "allow-database" deleted
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FOEIIRI—~DIFT7 1 v IDEE
BI6EVSRI—~DIFT 1 v IDERE

161. 7S5 R —~DKNFTT 1 v IDEE

OpenShift Container Platform (&, 7 A9 —KHNTEITINZ T —ERZF>TI RIS —ADLD@E
BeRTI2ODEHRDHAE=RHELIY,

pa

IDEIYaVDFIRTIE. 73R —DEEENERICT > THEBEDH DHIRSF
HrbHyY 7,

BEEE., —EHEOAEIP 7 LA LEEOHAEIP 7 RLAZH—ERICEYH TR &ITLY
HEBNZ T4y IDEETEEZH—ERADIVRRA VN ERHATEZIENTEEY, BEEILCIDR
RCZFHLT7Z7 RLRADEHEAZIEETE, ThICLY I —H—FISRY—ICHLTHEIP 7 RL
ADBEREFTHIENTEET,

ZIP7RLRIE, BY—EZADRZTNThEEDIVYRRA YV MNEFEDEDIIK1I DO —ERICDOHEY
UTB2REAHYET, BIYUBZIR—bDIF vy allDOWTIE [first-come, first-served (%t&
B)] THREBINET,
PUFE, #HREEAZHBEINDIETRLTVWET,

o HTTP/HTTPS B9 3% &IFIN—49—%2FALZXT,

o HTTPSLUAD TLS THESEINATOMNINEFERAT ZHE (TLS &E SNINY ¥ —DFERL
EVFI—F—%FERALZEXT,

o THNUADGEIE, O— KNS UH— AEFIP, F72lE NodePort #fFRA L £ 9,

Ak BEY

I—49—DfEMA HTTP/HTTPS bS5 7 14 v U B LU HTTPS LAAD
TLS THES{I A7 O RNV (TLS & SNIANY & —
DERBREYANDT IR EZHFTLET,

O—RNSYH—H—EREFRALEATY v 2P T—ILHSEYETOENEIPT RL R &[> 7IEE
DEEEIYHT HER—IMDINS T v I HEHFRALET,

HNERIP DY —EZADEHE L LT BEDIPT7RLRAAFHIEER—IMADLS
T4y EHFALET,

NodePort D& E JS5RI—DIARTD/) —RTH—EREZRABALE
ER

162 V=9 —%FRALENZ T4 v IDISRE—~DEIF

16.2.1. &
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JL—4% —DEAIL. OpenShift Container Platform 7 5 249 —~DHNET V7 2 %50 § % &b —ixH
BRAETT,

=49 — IIHMEREHFTL, REINAZ L—HMICEDVWTZENS A2 OFV—FETELIRES
nNE9d, CNEWeb 7T r—> a3 VIRIET % HTTP/HTTPS(SNI)/TLS(SNI ICHIBRI N E T,

16.2.2. EXEEH DORIfREN
COFIRERAY RIS, EBRERIUTORMERBLLTWE I L2RABT2BEN DY ET,

BRDPVSRAY—ICBIETDLIICHBR— b2 IS RAIY—Fy NT—IBEBICEY N Ty T
LEd, LEAFRRICOVWTIE, 75 RY—ADOHEE/ —RFLIFMODIPT7 KL R %=58BT
52LIICDNS TERETEE Y, DNSTA I RA— K #EEIXIV SR —RDIP 7 KL RITH
LTCEEIDY Ty NARETHLHOICFERATEEYS, CheaFRTIZI—H—F, BEEIC
BWEDHEZZERKITRAI—RNTIL— ety N7y TTEET,

&/)—ROO—HAINDT7ATI94—ILD, PP RLADEZEEREZHFTL TWD I & AFER
l./ia—o

OpenShift Container Platform 7 2 X4 —%, BY)R1—F—F7 VR %ZFRA 5747
TATA—TONAY—%FH$BLIICERELET,

PSR —EBEO-IILAEF 21— —N1EULEWEIEE#HRALEYS, COO—)LE1—
F—ITEBMY 51k, AT REEITLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

OpenShift Container Platform 7 2 A4 —%, 1D EDT R Y —& 1D LD/ — K, LT
DRI —~NDRY NT—D TV ECADHBVZRAI—HDVRATLEHEICABRLEYS, D
FIETIE, A RATLNIZRI—ERALYTEY MIHBZEERHIRELET, BIDOY T
Ty NOAEY AT LICBRERBIMORY RT—278REICDOVWTIE. DO RMEY I TIEEWE
A,

16.2.21. /87 v & IP@HBEDEE

Y—EAANDT7 VA %ZHAT2-ODRADFEIEE LT, YRAY—FBRET77AILTHEIP 7KL R
HEHEEELET,

1.

VA —EBEO— ) &K DI1—H—& LT OpenShift Container Platform (O 714 >~ L &
ER

$ oc login

Authentication required (openshift)
Username: admin

Password:

Login successful.

You have access to the following projects and can switch between them with 'oc project
<projectname>":

* default
Using project "default".

2. LLFD & 5 IT Jetc/origin/master/master-config.yaml 7 7 1 JL T externallPNetworkCIDRs
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NIX—F—%RELET,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#architecture-core-concepts-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#architecture-core-concepts-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#prereq-dns
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#install-config-configuring-authentication

BIGEIFRI—ADIMFT71 v IDERF

networkConfig:
externallPNetworkCIDRs:
- <ip_address>/<cidr>

UFICHZERLET,

networkConfig:
externallPNetworkCIDRs:
-192.168.120.0/24

3. EEEBWICT B728IC OpenShift Container Platform ¥ 249 —H—EX =HBi2FHL £ 9,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

P7RLRT—=IVIEISRI—HDI1DUED/ —RTRTLTWBHRENHY T,

16.23. 70V U h B LY —EZRDERK

RETZ 7OV FELITY—ERDNFELRWGE. ROICTOY Y bEER L. RICH—EZR
R LE Y,

TV MBELVY—ERDNT TILHFERET 25%EEF. Y—EXER/RAL. V—FEERT S S DR
DFIRICEHFT,

1. OpenShift Container Platform ICO 274 >~ L ¢,
2. Y—EZRDOFRIOT I MR LET,
I $ oc new-project <project_name>
UFICHZRLET,

I $ oc new-project external-ip

3. ocnew-app AV RZFEALTH—ERZ/ERLET,
UTFICHlERLES,

$ oc new-app \
-e MYSQL_USER=admin \
-e MYSQL_PASSWORD-=redhat \
-e MYSQL_DATABASE=mysqldb \
registry.access.redhat.com/openshift3/mysql-55-rhel7

4. LTFOIT Y FZERITLTHBRT—EXNMERINTWE I & 2R LET,

oc get svc
NAME CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
mysql-55-rhel7  172.30.131.89 <none> 3306/TCP 13m

FI7AILNT, FIRRY—ERICIEALIP 7 RLADHY FH A,
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16.2.4. —EXRZHEL. IL—MEEKT S
ocexpose AX¥ Y R&FEAL T, Y—ER%&I—bE LTLAHTZIBELNHYZET,

Y—ERXZRATHICIE. UTZEITLET,
1. OpenShift Container Platform ICO 274 >~ L& ¥,
2. PRI B Y —EZANEMTVWEZ IOV MIATA Y LET,
I $ oc project projectt
3UTOAT Y RZRITLTUL—bZ2R2FEALET,
I 0C expose service <service-name>

UFICHlZERLET,

oc expose service mysql-55-rhel7
route "mysql-55-rhel7" exposed

4. YRAI—TcURLBREDY —ILZFERAL, Y—EXDIFRS—IPT7RLRAZFERALTY—E
RICEETEZ L 2HALET,

I curl <pod-ip>:<port>
UFIChZERLET,
I curl 172.30.131.89:3306

eI avDBITIER, V75AT7NTTVr—2arwREETEMYSQLY—ERAE
FALTWEY, Gotpackets outoforder DX v z—I & HIIXFR N VT BT 256
. COY—ERICEHGBINTWD I EILRY £,

MySQL 2 54 7> "B H 33561, RECLIOvY FTOJA1 v LET,

$ mysql -h 172.30.131.89 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

16.25. )L— 4% —DEE

ERECBEEL TN —2RELET. AHMEXREZHFITL. REINLIL—MIEIWTENLET
AFY—ZXETHLIICIN—F—ZRELZXT,

EEEIT VAILEA—=RDNS TV M) —2ERLTHOBIL—F9—%ty N7y TTEXEd, ZDHIT
BEEIBVWEDESZ R edge =9 — %I 7 H—EXTRETEET,

= —ICld, 2—F—NKRAMZAE LI 7 T7AOEY a =V I TEIZNEID, TEIFKRAMNRICEE
DN =V 5 FRTIUNENHINE DN AEBEMEETITDLDICTSayMaO—ILEHYET,
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—EDI— DB ETOT T NTERINDHE, L— Oty N2FED—EDIL—49 —THIHAEE
IKRYET, BIL—MNIIL—hDEY D OIIL—MNEFFA (FIEHER) LET, 774 MT, IRT
DIV—F —EFTRTDOIL— M EHFTLET,

TRTOTAVII PDITRTDIRIVERRITZNN—=Iv o avaEFOIL—9—IF NI ICEDTW
THATBI— M EBRTEET, T IIL—9—D v — b EFENhTVWET, ThIE—&ED
W—F—BTEEBNZ 74 v IV DEEEZDET 2EP. HEDI—F—~DKINZT 1 v I DB BE
IR BE T, & 2K, Company AD NS 74 v 9 %HBIL—F—IZZREL. CompanyBD k3
T4V %RDIL—F —ITIBET 2HBEREICHILEET,

W= —EHEED/ — R TERITINZLH, =9 —FiE/ —KHPKRET B E, Ingress hT 714 v
OPELELET, COHER, SBOELRLZ /) —RTRERIL—9—%5E/H L. SFTAM 2ERALT
J—RDKRBEFIIL—F—IPT7 RLREYIYBRA B EREINLLI>TERBITDIIENTEZXT,
16.2.6.VIP #{FHLZIP 74 IIA—/IRN—DEFE
FFarveELT. BEEZEREIP 7IAINA—N—42BETEZT,

P7xANA—N—lE /—REy hOREIPVIP) PRLADT—ILEEEBLET., £y hOITAT
DVIPIEEY hDOEBIRIND / —RNICL>TRHEINF T, VIPIFE—/ —RKHPFEBAETHBREY
REEINFET, /—RKLETVIP ZBARMICERT 2 HENLRWNED, VIPDARW/ — KA H AR
H, ZHEOVIPZHFD/ — R K2H2FAEEEHY ET, TDEH, VIPORW/ —KE, EHOVIPOH
32)—RABEETIEEEHYET., /— RPN 1 DOAEFEIETDIHESIE. TRTOVIPHLRZFD /) —RIC
BEEXINZET,

VIPIZV SR —=HDBIL—FT 4 VI TXZREIHY T,

IP7xANNA—N—%RETBICIE, UTFEEITLET,

1. ¥A%—T ipfailover Y —EX7hO Y MI+2AEF1) T4 —1ERDPHD I ZHEBLZE
-a—o

I oc adm policy add-scc-to-user privileged -z ipfailover
2. UTFDARY RERITLTIP 724 A—N—%EHRLET,

oc adm ipfailover --virtual-ips=<exposed-ip-address> --watch-port=<exposed-port> --
replicas=<number-of-pods> --create

UFICHZERLET,

oc adm ipfailover --virtual-ips="172.30.233.169" --watch-port=32315 --replicas=4 --create
--> Creating IP failover ipfailover ...

serviceaccount "ipfailover" created

deploymentconfig "ipfailover" created
--> Success

16.3.0— RNSYH—A2FHLENS T4 v IDISAY—~ADEE
16.3.1. =&

HEOHEIP 7 FLRZREE LRWES, O— KNS YH—H—E X% OpenShift Container
Platform 7 S A Y —~DHET7 IV LR %ZFFA T 2L IBRETHIENTEIXT,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#router-sharding
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/cluster_administration/#admin-guide-high-availability

OpenShift Container Platform 3.9 AR &EH 1M K

A—RKRNSUH—H—ERRFBREFAOT—ILDOSEADIPA#EYYHTET, A— KNS UH—(CIE
B—Dedge L—9—IPHHYET (THIEREIP(VIP) DIFEEHY FTH. OB TIZE
_VDV‘:@L) i—a—o

COTOCRICIIUTERTIBZENEF/LET,

BERBENBREUEETT S

BRENTOV L) FBLUY—EREERT 2 (ABINBY—EZNEELAWNSS)
BRENY—ERERBL, L— NEERT S
BRENAOD— RAS U —Y—EREERT S

XY NI—VEBENY —EIANDRY NT—V%EBET S

16.3.2. EIEE DRIR KM
COFIRERAY RIS, EBRERIUTORMERBLLTWE I L2RABT2BENDHYET,

BRDAVSRAY—ICBIETDLIICHBR— b2 IS RAIY—Fy NT—IBREBICEY N Ty T
LEd, LEAFRRICOVWTIE, 75RY—AOHEE/ —RFLIFMODIPT7 KL R %E58BT
52LIICDNS CTERETEE Y, DNSTA I RA— K #EEIXIV SR —RDIP 7 KL RITH
LTEREIDY Ty NARETHLHOIFERATEEYT, ChiaFRTIZI—H—E, BEEIC
BWEDHEZZERKIZTRAIY—RHNTIL— ety N7y TTEET,

&)—ROO—HAINDT7ATI94—ILD, PP RLADEEEREZHFTL TWD I & AR
L/i-a—o

OpenShift Container Platform 7 2 X4 — %, WY R1—F—7 VR %ZHFA 5747V
TATA—TONAY—%FEHTBLIICERELET,

PSR —EBEO-IILAEF 21— —N1EZULEVWEEE#HALEY, COO—)LE1—
HP—IBMT 2IZE, UTFoav Yy REERITLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

OpenShift Container Platform 7 S A4 —%, 1 DUEDIY R Y —E 12U LD/ — K, LT
DRI —~NDRY NT—D TV ECADHBVZRAI—HNDVRATLEHICABRLEY, 2D
FIETIE, A RATLDNIZRI—ERALYTEY MIHBZEERHIRELET, DY T
Ty NOAEY AT LICBREREBIMORY RT—278EICDOVWTIE, DO RMEY I TIEEBEWE
A,

16.3.21./87 Y v 7 IPSEEDER

Y—EXANDT7 IV R EHATELODORNDFIEE LT, SRY—FBET7AILTHEIP 7KL R
HEHEEELET,
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1.

VA —EBEO— )2 DI1—H—& LT OpenShift Container Platform ICO 74 >~ L &
ERS

$ oc login

Authentication required (openshift)
Username: admin

Password:

Login successful.


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#prereq-dns
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BIGEIFRI—ADIMFT71 v IDERF

You have access to the following projects and can switch between them with 'oc project
<projectname>":

* default
Using project "default".

2. LLFD & 5 IT Jetc/origin/master/master-config.yaml 7 7 1 JL T externallPNetworkCIDRs
INGA—H—%BRELEXT,

networkConfig:

externallPNetworkCIDRs:
- <ip_address>/<cidr>

UFICHZERLET,

networkConfig:
externallPNetworkCIDRs:
-192.168.120.0/24

3. EEEBWICT B728IC OpenShift Container Platform ¥ 249 —H—EX =HBi2FHL £ 9,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

P7RLRT—=IVEISRI—HDI1DUED/ —RTRTLTWBHRENHY T,

16.33. 7OV Y B LUVH—ERDER

RETZ 7OV FEIPY—ERDNFELRWEE, ROICTOY Y MEERL. RICH—EZR
R LES,

7OV MBLVY—ERDTTILHFERET 25EEF. Y—EXER/RAL. V—FEERT S SV DR
DFIRICEHFT,

1. OpenShift Container Platform ICO 74 >~ L& ¥,
2. H—EROFR IOy M EERLET,
I $ oc new-project <project_name>

UTFICHlERLETS,
I $ oc new-project external-ip

3. ocnew-app AV RZEFERALTHY—ERZ/ERLET,
UTFICHlERLETS,

$ oc new-app \
-e MYSQL_USER=admin \
-e MYSQL_PASSWORD-=redhat \
-e MYSQL_DATABASE=mysqldb \
registry.access.redhat.com/openshift3/mysql-55-rhel7
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4. LTFOOAR Y RERTLTHFBREYT—EZANMERINTWE & A2BELE T,
oc get svc

NAME CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
mysql-55-rhel7  172.30.131.89 <none> 3306/TCP 13m

FI7AILNT, FIHRY—ERICIEALIP 7 RLADHY FH A,

16.34. 4 —EXZRAL. L—M2{EHT 2
ocexpose AX¥ Y R&FEALT. Y—ER%&I—bE LTLAHTIHVELIHYET,

Y—ERZRATHICIE. UTZETLET,
1. OpenShift Container Platform ICO 24 >~ L& ¥,
2. RET AR —EZRNEIrNTVWEZ IOV MIOTI VY LET,
I $ oc project projectt
3UTDOAT Y RZRITLTUL— b ZR2FEALET,
I 0C expose service <service-name>

UFICHZERLET,

oc expose service mysql-55-rhel7
route "mysql-55-rhel7" exposed

4. YRRAI—TcURLBREDY —ILZFERAL, Y—EXDIFXS—IPT7RLRAZFERALTY—E
RICEETEZ L 2HALET,

I curl <pod-ip>:<port>
UFICHZERLET,
I curl 172.30.131.89:3306

DI avDBITIER, V75AT7 Y NTTVr—2ar w2 REETEMYSQL Y —EREE
FHLTWEY, Gotpackets outoforder DX v z—IJ & HIIXFR N VT EBT 256
&, TOH—ERICEBEINTVWSEIEILRYET,

MySQL 7 547> b H2GEIE. EECLIOY Y RTOJ4 v LET,

$ mysql -h 172.30.131.89 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

RICATDI RV #RITLET,

o O—RKNSUH—H—EXDIERK
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e XYy KNIT—VUDETE

o PU7TAINA—/IN—DERE

16.3.5. 0— KNS U H—H—EXDIEK
A— KRS —EXZFHRT 2T, UTF2ERTLET,
1. OpenShift Container Platform ICA 74 >~ LE ¥,

2. ART R —EZRDEBEMTVWR IOV Y MaeGmAidaFET, 7OV MFELRBY—ER
AEFEELBVWESRIE. 70V hB8LUT—ERDERNI 28R LTLEI W,

I $ oc project projectt

3. VRY—/—RTTXRAN T 74N EHE. LTFTOTFFRXMNEBRY ST, BREBEIZHLCT7 71
VERELET,

fle1O— KRSV —FEIT7INLDOY VT

apiVersion: v1
kind: Service
metadata:
name: egress-2 ﬂ
spec:
ports:
- name: db
port: 3306 @)
loadBalancerlP:
type: LoadBalancer 6
selector:

name: mysq| ﬂ

A— RS —H—EXDFHRAELZEFZANLET,
REATEH—EXN) YAV LTWBRALKR-P2AALET,
% 4 7IC loadbalancer Z AL ¥ 7,

H—ERDERZAALEYS,

0009

4. 774V EREL, TLET,

5 UTFDAYY FERITLTY—EXZERLZET,
I oc create -f <file-name>
UTFEFICRY X7,
I oc create -f mysql-Ib.yaml

6. LTFDIYTY RZEITLTHBRY—EXZRRLET,
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oc get svc
NAME CLUSTER-IP EXTERNAL-IP PORT(S) AGE
egress-2 172.30.236.167 172.29.121.74,172.29.121.74 3306/TCP 6s

Y—ERIITEFMICEIY Y TONREAEBIP 7 RLADH B EITEFELTLEIL,

. NAY—TcURLAREDY—IL%EFHRAL, XTIV IP7RLAZFERALTYH—ERICEET

IR LET,

I $ curl <public-ip>:<port>
++ {3l

I $ curl 172.29.121.74:3306

eI avDBITIER, V75AT7 NV 5—2ar % REETEMYSQL Y —ERAE
FALTWEY, Gotpackets outoforder DX v z—IJ & HIIXFRA N VT BT 56
I ZOY—ERICERLTVWEIEICRYET,

MySQL 2 54 7> "D H 33561, RECLIOvY FTOJM1 v LET,

$ mysqgl -h 172.30.131.89 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

16.3.6. * v N T — U DRE

LLTFOFIBIZ. D/ — RHOASABRINAEY—ERICT I ERTEEODICHEBERRY NT—0 5B ET
10D — N HA RSAVTY, 2y NV—VBIEFERZ L. BEWCEBIEBICKREREEDS
FICDOWTIERY N7 — & BEEICBEVEDbELEI L,

UTOFIEF, TRTOVRTADPRLCY TRy MIHB I EZRIBELTVWET,

J—FKL:
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L. XY NTD—VEKEIELDICRY N)—02BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

Xy NT—0ABREBL TUVWAEWES., LTOav Y REEITT % & Network is unreachable %2
EDIS—AyvE—INRRINZET,

L NARAY—LEDREAINIY—ERXRDIP7RLRAERRYI—KRAMDIPT7 FLAEDIL— Mz

EBMLET, RYMNT—VIL—KRDRY NYRVEFETZHBEICIE. FHIZRY ATRY
BLWnetmask 7 7> a v aFEHLET,

I $ route add -net 172.29.121.74 netmask 255.255.0.0 gw 10.16.41.22 dev eth0

.cURLAREDY—ILAFERALT. NTYY I IP7RLREFEALTY—ERICEETESZ &

EHRLET,
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I $ curl <public-ip>:<port>
UFICHZERLEYS,
I curl 172.29.121.74:3306

Got packets out of order D X v E—Y L HIIXFERAMNY VI ERET 3H51E. H—EXN
J—RDLT7 I ERARETHD I EICRYET,

IR —RICIEW AT L L:

L. XY NTD—VEBEIEDLDICRY N)—02BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

Xy NT—02BREBL TCUVWAEWES., LTOav Y REEITT % & Network is unreachable 72
EDIS—AvE—INRRIINZET,

2. RRAY—EDRRAINIEY—EXDIPT7 RLRAETRY—RAMDIPT7 RLABDIL— %

EBMLET, RYMNT—2IL—KRDRY NYRVEFEHATZHBEICIE. FHIZRY ATRY
BLWnetmask 7 7> a v aFERHLET,

I $ route add -net 172.29.121.74 netmask 255.255.0.0 gw 10.16.41.22 dev eth0
3NTNy I IPPRLRAEZFEALTY —ERICEETES2E52HRALET,

I $ curl <public-ip>:<port>

UFICHZERLEYS,

I curl 172.29.121.74:3306

Got packets outof order D X v £—Y E HIIXFRANY VI ERIST 2548, —EXHY
SRY—HADNST IV EARBETHD I EICHRY FT,
16.3.7.VIP (AL IP 7T )L A —/N—DHTE
FFarveELT, BEEZEREIP7IAINA—N—42BETEZT,
P7zAIA—N—lF, /—REY hOREBIP(VIP) PRLADT—ILEZBELET, Y hDTART
DVIPIEtEY FHSRBIRIND / —RICL>TIREINZE T, VIPIZE—/ — RAFATETH BRY
REEEINFET, /—RKLETVIP ZBARMICERT 2 HEDNLRWED, VIPDARW ./ — KA H A REMHE
H, ZHOVIPAE D/ — KB ZHEEEEHY T, TDED, VIPORW/ —RKE, BHDVIPDOH

2)—RABEETIEEEHYET., /— RPN DOAEFEIET DIHEEIE. TRTOVIPHERZFD ./ —RIC
BBEINET,

VIPIZYSAY—HADSI—FT 4 VI TEBZREIHY XY,
IP7TAINA—N—%FRETHICIE. LTFEERTLET,

1. ¥YX#%—Tipfailover Y —EXT7 AV Y MIF+DHREF21) T4 —1ERIHZ & EHERLE
-a—o
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I oc adm policy add-scc-to-user privileged -z ipfailover
2. UTFDAYY RERITLTIP 724 IA—N—%EHRLET,

oc adm ipfailover --virtual-ips=<exposed-ip-address> --watch-port=<exposed-port> --
replicas=<number-of-pods> --create

UFICHZERLET,

oc adm ipfailover --virtual-ips="172.30.233.169" --watch-port=32315 --replicas=4 --create
--> Creating IP failover ipfailover ...

serviceaccount "ipfailover" created

deploymentconfig "ipfailover" created
--> Success

16.4. H—EZXDHNEIP AERLIE NS T4 v IDISARY —~DEE

16.4.1. &

Y—ERERNETDID20OHEFEELT. AEIPFRLREZ ISR —HADST IV ERAFAREILT 29 —FE
2ICEEEYYTERIENTEET,

[(IRT7Yw 2 IP7RLAEEDESE] THEAINTWE LI, FHATSZIP7RLAOSEEAEERL
TWBZExBRLET,

H—ERICHERIP 2ERET B Z &IT& Y. OpenShift Container Platform i&, ZTDIP 7 KL 2% 4 —
Ty hNETBIVTRY—/—RICEETEINS 714 v 7D REPod DVBWTIMNMTERFIND & AFF
ATZIPTF—TII—IEEy b7y TLET, ChIERBY—ERIPT7RLREBPUTVETH, 4
R IP 1& OpenShift Container Platform IZX L. DY —E XD FRED IP THIBICAHINZNELH
52¢%RLET, EBEIE. ZOIPPRLREZVSRY—HD/ —ROWTNHDEKRR K (/—N)
AV =T —RICEY LB THIBEIrHYFET, F/ld, 2OT7 RLRIFREIP(VIP) & LTERT 2
ZENTEXT,

OpenShift Container Platform TIEZh 5D IP Z#BE LAaWEH, BEEBEEIN S 74 v IDNIDIP %
DO/ —NICEETZIEA2HRTI2NEIHYFT,

pa 3

DLFIEIEHAY ) 22— 3V THY. IPITcAINA—N—%BELIFEA, IPTAI
F—N—FH—EXDESTEEAERT 2-HDICBHETT,

ZO7AtRICIEUATERITIBIELNERLET,
o TWMEHNRHRFMHEZRITT D
o BARENTOV LI MBLUVY—ERZERT 2 (MAINZH—EXDFEELRWVEGE
o HARENY—EXZRREL. IL—M2EKT
o HARENIP7RLAZY—ERICEIVYHTS

o XYy NT—VEBEN—EZAANDRY NT—V%KET D

248



BIGEIFRI—ADIMFT71 v IDERF

16.4.2. EE OHIRFM
COFIRERAY RIS, EBRERIUTORMERBLLTWE I L2RABT2BENDHYET,

o EBRAVSRI—ICEETBLIICABR—MNEISAY—Fy NT—IBREBICEY N Ty T
LEd, LEAFRRICOVWTIE, V75RY—AOHEE/ —RFELIFMODIPT7 KL R %=58BT
52LIICDNS CTERETEE Y, DNSTA I RA— K #EEIXIV SR —RDIP 7 KL RITH
LTEEIDY Ty NARETHHOICFERATEEY, ChaFRTIZI—H—E, BEEIC
BWEDHLEZZERKIZTRAI—RNTIL— ety N7y TTEET,

o B /)—ROO—HAIWDT7AT24—IH, IP7RLADEEERAEHFATLTWDIZ & AR
L/i_a—o

e OpenShift Container Platform ¥ S X4 —%, BYR1—F—F7 VR %ZHFA 5747V
TATA—TONAY—%FHTBLIICERELET,

o JSRAA—EEBEO—ILAF DA —H—N1EZULEVWEIEE#HALEY, COO—I)LAE1—
HF—ITEBMT 5ICE, AT REEITLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

® OpenShift Container Platform 7 2 X% —%, 1 DL EDTRS—E1DLULED/— R, 8LV
DRI —~NDRY NT—=D TV ECADHBVZRAI—HNDIRATLEHICARLEY, D
FIETIE, A RATLINIZRI—ERALYTEY MIHBZEERHIRELET, BDOY T
Ty NOAEY AT LICBREREBIMORY RT—2J8EICDOVWTIE. TDORMEY I TIEBEWE
A,

16.4.21.7Y) vy IP@EDES

Y—EXANDT7 IR EHATELODORNDFIEELT, YRY—FBET7AILTHEIP 7KL R
SEHAEEELET,

1. VSR —FEEBEO—ILZFDI1——& LT OpenShift Container Platform IO 7' (4 ~ L &
ER

$ oc login

Authentication required (openshift)
Username: admin

Password:

Login successful.

You have access to the following projects and can switch between them with 'oc project
<projectname>":

* default
Using project "default".

2. LLFD & 5 IT Jetc/origin/master/master-config.yaml 7 7 1 JL T externallPNetworkCIDRs
INTGA—H—%FZELET,

networkConfig:
externallPNetworkCIDRs:
- <ip_address>/<cidr>

UFICHZERLET,

249


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#prereq-dns
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#install-config-configuring-authentication

OpenShift Container Platform 3.9 AR &EH 1M K

networkConfig:
externallPNetworkCIDRs:
-192.168.120.0/24

3. EEEBWICT B728IC OpenShift Container Platform ¥ 249 —H—EX B2 L £ 9,

I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

P7RLRT—=IVEISRI—HDI1DLUED/ —RTRTLTWBHRENHY T,

16.43. 70V hBEL VY —ERDERK

RETZ 7OV MBI —ERDNFELRWGE, ROICTOY Y FEER L. RICH—EZR
R LEY,

TV MBLVY—ERDNTTILHFEET 25EEF. Y—EXER/RAL. V—FEERT S SV DR
DFIRICEHFT,

1. OpenShift Container Platform ICO 274 >~ L& ¥,
2. Y—ERDFRIOI I MR LE T,
I $ oc new-project <project_name>
UFICHZERLET,

I $ oc new-project external-ip

3. ocnew-app AV RZFEALTHY—ERZ/ERLET,
UTFICHlZERLES,

$ oc new-app \
-e MYSQL_USER=admin \
-e MYSQL_PASSWORD-=redhat \
-e MYSQL_DATABASE=mysqldb \
registry.access.redhat.com/openshift3/mysql-55-rhel7

4, LTFOOATY REERTLTHRY—EANMERINTWE I E2HERELET,
oc get svc
NAME CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
mysql-55-rhel7  172.30.131.89 <none> 3306/TCP 13m
T4 NT, FHRY—ERICIEIABIP 7 RLZRDHY FH A
16.44. F—ERERFAL, IL—rZFKT S
ocexpose AY¥ Y R&EFEALT. Y—ER%&I—bE LTLAHTIHVELNHYZET,

HP—ERZRREATBICE. UTFZERITLET,
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1. OpenShift Container Platform ICO 274 >~ L& ¢,

2. ART R —EZRDEBEMTVWEZ IOV MIOJI VY LET,
I $ oc project projectt

3UTOATY RZRITLTUL—bZ2R2FEALET,
I OC eXpose service <service-name>
UFICHZERLET,

oc expose service mysql-55-rhel7
route "mysql-55-rhel7" exposed

4. YRRAI—TcURLBREDY —ILZFERAL, Y—EXDIFRS—IPT7RLRAZFERALTY—E
RICEETEZ L 2HALET,

I curl <pod-ip>:<port>
UFICHZERLET,
I curl 172.30.131.89:3306

eI avDBITIER, 73AT7 Y NTTVr—2ar w5 REETEMYSQL Y —ERAE
FALTWEY, Gotpackets outoforder DX v z—I & HIIXFRAN) VT BT 256
. COH—ERICEHGBINTWSR I EILRY £,

MySQL 7 547> b H2G5EIE. EECLIOY Y RTcOJ4 v LET,

$ mysql -h 172.30.131.89 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

RICLLTFDA RV ARITLET,
o P7RLADY—EZRADE|IY HT
o Xy hT—UDHRE

o PU7TAIA—/IN—DERE

16.45.1IP 7 KL ADHY—EZADEIYHT
HEBIPT7 KLY —ERICEYETRICIEFE, UTERTLET,
1. OpenShift Container Platform ICO 274 >~ L& ¥,
2. ARTBZY—EZRDEBEMTVWR IOV MaeGmAidsFET, 7OV MFELRBY—ER

PEELBWVWESIX. BIRKXHEICHD TOV I MBLUVOY—EXDOERM] #8BLTLE
T LY,
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3. UTFTOOY Y REEFTLT, 7I9ECRTEDZHY—ERICHEIP 7 RLRAAZEYHTET, AERIP
ZRLULRAEBHEDIPZRLAEFEARALEY,

I oc patch svc <name> -p '{"spec":{"externallPs":["<ip_address>"]}}'

<names Y —EZXDERITHY., -plEH—ERISON 7 71 ILICERAINE /Ry FAERLT
WET, FBFIIRORIIFEDIP 7 RLREBEINAAY—ERICEIYHTET,

UFICHZERLET,
oc patch svc mysql-55-rhel7 -p '{"spec":{"externallPs":["192.174.120.10"]}}'

"mysql-55-rhel7" patched
4, LFOOAT Y RERFTLTH—ERIINNTY Y I IPHHBIEEHELET,
oc get svc

NAME CLUSTER-IP  EXTERNAL-IP  PORT(S) AGE
mysql-55-rhel7  172.30.131.89 192.174.120.10 3306/TCP 13m

5. YA —TcURLBEDY—ILAEFRL, XTYY I IP7RLRAEZFRHLTY—ERIZELET
X EEEIELET,

I $ curl <public-ip>:<port>
UFICHZERLEYS,
I curl 192.168.120.10:3306

Got packets out of order DX v £—Y EHIIXFRAMNY VI EBIBT 2H581F. COHY—E
ZICEMINTVWEZ EICRY ET,

MySQL 2 54 7> "B H 33561, RECLIOvY FTOJA1 v LET,

$ mysql -h 192.168.120.10 -u admin -p
Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

16.4.6. %Yy N — U DERE
HERIP 7 RLARADEIY Y TOHNZEZIZ. TOIPADIL—NAEERT DHREL,HY T,

LLTFOFIBIZ. D/ — RHOASABAINAEY —ERICT I ERTEEDICHEBERRY NT—05BET
5100 — N HA RSAVTY, 2y NV—JBIBEIFERZ O, BEWCEBIEBICKREREEDS
FICDOWTIERY N7 — & BEEICBEVWEDbELEI L,

p=-13]
- DLTOFIEIZ, IRTDOVRATLANELY TRy MIHBZE%FIIRELTWVWET,
YAy —L:
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L. XY NV EKEIELDICRY N)—02BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

Xy NT—0rAREBL TCUVWAWES., LTOaY Y REEITT % & Network is unreachable %2
EDIS— Ay E—INRRTINZET,

2. REATBZH—ERDOAEIP 7 KL 2B & Wifconfig A< > NEADSDERR M IP IZEERF
LNETNAREGEFS>TUTOIT Y RERITLET,

I $ ip address add <external-ip> dev <device>
UFICHZERLET,
I $ ip address add 192.168.120.10 dev eth0

MERIGEIZ, LTDOATYY RERITLTIIYRAY—DEIMTVWEIRAMNYF—1I—DIPT7 KL
AEWMBELET,

I $ ifconfig

UP,BROADCAST,RUNNING,MULTICAST D & D IC—ERTINTWVWE T/ 25 RFEL X
EE

eth0: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 10.16.41.22 netmask 255.255.248.0 broadcast 10.16.47.255

3. YRY—DBEHETZBHRAMNDIPTZRLRE, SRI—FKRANDT—KRIZA4IP7 KL ZADHE
DIL—hEEBIMLET, XY MNT7—2IL—bhDORY NIRVBEFRTZHBAICIE. FHTS
Xy hvRIVEL U netmask # 7> avEFARALET,

I $ route add -host <host_ip_address> netmask <netmask> gw <gateway_ip_address> dev
<device>

UTFICHlERLETS,
I $ route add -host 10.16.41.22 netmask 255.255.248.0 gw 10.16.41.254 dev eth0
netstat-nr YV RIZX—Fh O zA IP7RLZAEZREFELE T,

$ netstat -nr

Kernel IP routing table

Destination  Gateway Genmask Flags MSS Window irtt Iface
0.0.0.0 10.16.41.254 0.0.0.0 uG 00 0 eth0

4. REASINBY—EXDIP7RLRAETYRY—RAMDIP 7 RLABEDI—hZEBMLET,

I $ route add -net 192.174.120.0/24 gw 10.16.41.22 eth0

J—FKL:
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L. XY NV EKEIELDICRY N)—02BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

Xy NT—0rAREBL TCUVWAWES., LTOaY Y REEITT % & Network is unreachable %2
EDIS— Ay E—INRRTINZET,

2. /J—RHPEEINTWBHRAMNDIP7ZRLRE, /J—RKAMNDT—FDU A IPEDED
W—bhZEBMLET, XY MT—2I— DRy NYRVZFERATZHBEICIE. ERT XY
hYRVEBL U netmask # 7> 3 v AFERALET,

I $ route add -net 10.16.40.0 netmask 255.255.248.0 gw 10.16.47.254 eth0

ifconfig vV RIFFRAMNIPAERTLE T,

ifconfig
eth0: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
inet 10.16.41.71 netmask 255.255.248.0 broadcast 10.19.41.255

netstat-nra~<Y > KigF5—bo 4 IPERRLET,

netstat -nr
Kernel IP routing table
Destination  Gateway Genmask Flags MSS Window irtt Iface

0.0.0.0 10.16.41.254 0.0.0.0 uG 00 0 ethO

3. DNEINDIY—ERDIPPRLRAERRY—/—RHIEBEIMTWVWBKRRA N —NR—DIP 7K
L ZBoDI—bE=EBIMLET,

I $ route add -net 192.174.120.0 netmask 255.255.255.0 gw 10.16.41.22 dev eth0

4, CURLAREDY —ILAEFERLT, XTJYy I IP7RLRAAFEHALTY—ERICRETISLZ L
EHERELET,

I $ curl <public-ip>:<port>
UTFICHZERLES,
I curl 192.168.120.10:3306

Got packets out of order D X v E—Y L HIIXFERANY VT ERET 35H81E. H—EXN
J—RDLT IV ERARTHD I EICRYET,

PSR —RNICHEWY AT AE:
L. XY NTD—VEBEIEDLDICRY N)—02BEHLET,

$ service network restart
Restarting network (via systemctl): [ OK ]

Xy NT—0AREBL TUVWAWES., LULTOa< Y REEITT % & Network is unreachable %2
EDIS—AyvE—INRRINZET,
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2. UE—FMEKRRAMDIPT7RLRE, UE—PMNKRAMNDHT =M 24 IPOEDI—hAEEBINL X
To XY NT—=DI—FDRY NRXRVZFERTZHEICIE. FRTZRY NTRIBLT
netmask 7 7> avAERALET,

I $ route add -net 10.16.64.0 netmask 255.255.248.0 gw 10.16.71.254 eno1

3. XRY—EDRRAINIEY—EXDIPT7 RLRAETRY—RAMDIPT7 RLABDIL— %
EBMLEY,

I $ route add -net 192.174.120.0 netmask 255.255.248.0 gw 10.16.41.22

4, CURLABEDY —ILAFERLT, "7V IP7RLRAAFEHALTY—ERICRETESLZ L
EHERELET,

I $ curl <public-ip>:<port>
UFICHZERLEYS,
I curl 192.168.120.10:3306

Got packets out of order D X v £ —Y E HIIXFERANY VI ERIST 2548, —EXHY
SRY—HUDLT IV ZRAAETHB I EICRYFET,

16.47.VIP B LEIP 72T A—/N—DHEE
FFaveELT. BEEZEREIP 7IAINA—N—42BETEZT,

P7xANA—N—lE /—REy hOREIPVIP) PRLADT—ILEEBEBLET., £y hOITAT
DVIPIEEY hDOEBIRIND / —RNICL>TIRHEINF T, VIPIFE—/ —RKHPFBAETHBREY
REEINFET, /—RKLETVIP ZBARMICERT 2 HEDNLRWNED, VIPDARW ./ — KA H AR
H, ZHEOVIP#HFHD/—RK2H2FAEEEHYET, TDLH, VIPORW/ —RKE, EHOVIPOH
5)— KL EETZIEEPHYET., /— RPN 1DOAFEFHETBHEEIE. ITIRTOVIPAEZEFD ./ —RIC
BEINFET,

VIPIZV SR —HDBI—FT 4 VI TXZREIHY £,

IP7xANA—N—%RETBICIE, UTFZERITLET,

1. ¥X%—T ipfailover Y —EX7hD Y MI+RAEF1) T4 —1ERDPHD I ZHEBLE
_a—o

I oc adm policy add-scc-to-user privileged -z ipfailover
2. LFOOT Y REEITLTIP 724 A—N—%/EKLZET,

oc adm ipfailover --virtual-ips=<exposed-ip-address> --watch-port=<exposed-port> --
replicas=<number-of-pods> --create

UFICHZERLET,

oc adm ipfailover --virtual-ips="172.30.233.169" --watch-port=32315 --replicas=4 --create
--> Creating IP failover ipfailover ...
serviceaccount "ipfailover" created
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deploymentconfig "ipfailover" created
--> Success

16.5.NODEPORT 2R L7 b5 74 v VDI SR Y —~DEIE

16.5.1. &

NodePort Zf LTIV S RAF—HDITARTD ./ — R TH—E R nodePort Z2F LF T,

NodePort Z 9 2 ICIZBMDR—K )V —ZADRBETT,
J—RFRR—=—NME/—=RIP7RLZADBHHR—-FTH-—ERZRFALET,

NodePort (77 # JL kT 30000-32767 OEEICEMNE T, DF Y. NodePort ldH—EXDEH
32??—Ft—ﬁbﬁwltﬁ%ﬁﬁhij(ttiﬁ&mommmmtLfﬁﬁéhéﬂ%ﬁﬁ%

BEEFIALIPH/ —RIIL—TFTa v T7ENTHY, IRTO/—RKDA—AILDIT7AT 04—
=L 2> TRHRWER—MDT IV EADHFAIIND I EE2ERTILEIHY X T,

NodePort 8L UOAERIP (FMII L TH Y., MAZEKICERETEEY,

16.5.2. & DORIRAMF
IOFIRERAY R0, EBRERIUTORMERBLL WD L2RABT2BEN DY ET,

o EBRNAVSRI—ICEETDLIICHABR—MNEISAY—Fy NT—IBREBICEY N7y T
LEd, LEAFRRICOVWTIE, 75 RY—ADOHEE/ —RFLIFMODIPT7 KL R %ES8BT
52LIICDNS CTERETEE Y, DNSTA IR A— K #EEIXIV SR —ARDIP 7 KL ZITH
LTEEIDY Ty NARETHHOIFERATEEYS, ChEeaFRTIZI—H—E, BEEIC
BWEDHLEZZERKIZTRAI—ANTIL— ety N7y TTEET,

o ZB/)—ROAOA—HAIVDT7AT24—IH, P7RLADEEEZERAEHFATLTWD I & AR
L/i-a—o

® OpenShift Container Platform 7 5 24 — %, @Y1 —HY—T7 0 R&HFT 257147
TATA—TANA Y —%FERT2LIICRELET.

o JSRAA—EEBEO—INAF 21— —N1EZULEVWEIEEZHALEY, COO—I)LE1—
HP—IBMT 2IZE, UTFoav Yy REERTLET,

I oc adm policy add-cluster-role-to-user cluster-admin username

® OpenShift Container Platform 2 2 X% —%, 1 DUEDTR Y —&1D2BULED/ — R, 8LV
DRI —~DRXY NT—D TV CADH BV A —HDVRATLEHICARELEY, D
FIETIE, A RTLADNISRAY—ERA LY TEY MIHBZEERIRELET, FIOYT
Ty NOAEY AT LIIRDEREBENORY NT—JREICDWTIE, O MEY I TIRIEWE
A,

16.53. H—EXDHTE

Y—EXDERFIEEERIC nodePort D R— M BSAEEBELEF T, R— ME2FHTHRELAWGE
i, YRATFLPRDYICIhEEY K TET,
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BIGEIFRI—ADIMFT71 v IDERF

L. RRY—/—RIAJ4 v LET,

2. ERAFENCTOY I MIFEELAVGEICE. Y —EXBICFHFRIOP 7 MaEHRL £
TO

I $ oc new-project <project_name>
UTFICHlERLETS,

I $ oc new-project external-ip

3. Y—EREE%MRE L T spec.type:NodePort #35E L. 74 7> 3> T 30000-32767 &FH D

R—hZBELIET.

apiVersion: v1

kind: Service

metadata:
name: mysq|l
labels:

name: mysq|l

spec:
type: NodePort
ports:

- port: 3036
nodePort: 30036
name: http

selector:
name: mysq|l

4 LUTOARY FERTLT Y —EZAZERL £7,
I $ oc new-app <file-name>
UFICHZERLET,
I oc new-app mysql.yaml

5 UTFDAYY FEXRITLTHBRT—EXANMERINTWE I & 2R LET,

oc get svc
NAME CLUSTER_IP EXTERNAL_IP PORT(S) AGE
mysq|l 172.30.89.219 <nodes> 3036:30036/TCP 2m

HERIP A <nodes> & L T—EBRRIN, /—ROR—MDP—EBERRINZZEITFELTKL

y e AW

<NodelP>:<NodePort> 7 KL 2= FHAL TH—ERICT7 IV EZRATZ 33T TY,
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BI7E IL— K

171 8=

OpenShift Container Platform JL— k (&, AEI 54 7 MO EEITEETE S LD IC
www.example.com R EDRRA MET H—EZX 2R L T,

RANEZDDNS #RIZIN—T 1 VT EIICIEBINE T, BEHEILEIC OpenShift Container
Platform JL—% —ICH L CEBICEBRINDE VTV R RX AV EREL TWDIGELHY IH, BEE
HDRWERRA MNEEFERTZHEICIE. L—F—ICRHLTERINDELDICEDDNS Ld— RE7I&
ERITIDNERHDZIGEDHY T,

17.2. JL— N DYERK

Web AV Y —ILFLIECLI ZFRALT, EF¥a) 571 —FREINhTWAWL—bEEF2)FT1—1F
EIXNTWBIL—MNEERTEET,

Web AV VY —JIL&EEALTHES —2 3 > D Applications 7 > 3 VD FIZ#H % Routes R—TIFH
ELET,

CreateRoute 227 ) v/ LAYz FARTIL—hEEHL., ERLZET,
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FLI7EII— b

BJ17.1Web VYV —IL&ERA L7=)L— h DYERK

OPENSHIFT &K @. Adeveloper

My PFOJEC'[ Add to Project v

Routes Create Route

Create Route

> Routing is a way to make your application publicly visible.

* Name

A unique name for the route within the project.

Hostname

Public hostname for the route. If not specified, a hostname is generated.

The hostname can't be changed after the route is created.

Path

Path that the router watches to route traffic to the service.

*Service
django-psql-persistent v

Service to route to.

Target Port
8080 — 8080 (TCP) v

Target port for traffic.

Alternate Services

Split traffic across multiple services

Routes can direct traffic to multiple services for A/B testing. Each service has a weight controlling how much traffic it
gets.

Security
Secure route

Routes can be secured using several TLS termination types for serving certificates.

Labels ® About Labels
Labels for this route.
template django-psql-persistent X

Add Label

Create | Cancel

UTOFITIE, CLIZERLTCEEF27RIIL—MZFERLET,
I $ oc expose svc/frontend --hostname=www.example.com
FRIL— ML -name F 7Y 3 VAR L TCERIZEELRWRY Y —EXNSARIZHMEAL £,

LETCHERINEEEXF1T7HIL— MO YAML B

I apiVersion: v1
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kind: Route
metadata:
name: frontend
spec:
host: www.example.com
path: "/test"
to:
kind: Service
name: frontend

Q INZAR=ZDI—FT 14 V7 IZDWTIE, URLICH L THENRERDZNRIVR—X Y MNEIEE
LEY,

CLIZEBLAZIL—MDEREICOVWTDERIE, =K 5147 25 LTLEIW

FEFaT7RIV—NITIFIINRETH DD, IhhREBELREY M7y FICRYFET, £
L. EFa)71—REINLIL—HMIE BEFTZAR—PDFEFILRZLDICEF2IYT1—%
RMLET, F— AT RIZICENR L. BELTI2REDH S PEMEXDT7 71 )L) THS{ELI N
X2 T 1 —FREINALHTTPS IL— N EEER T % ICIE. createroute I~ Y RAFAL., 7> 3
VTCHAES L UF—%2BETETET,

g TLS 1&, HTTPS B L TMBDBESIEINA7T O N INICEIFZSSLOKRDHY & L THEA
ania_o

$ oc create route edge --service=frontend \
--cert=${MASTER_CONFIG_DIR}/ca.crt \
--key=${MASTER_CONFIG_DIR}/ca.key \
--ca-cert=${MASTER_CONFIG_DIR}/ca.crt \
--hostname=www.example.com

ERTERIN X1V T 1 —REINIL— MDD YAML &

apiVersion: vi
kind: Route
metadata:
spec:

name: frontend
host www.example.com
kmd Service

name frontend

termmatlon edge
key: |-
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#path-based-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#route-types
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#secured-routes
https://en.wikipedia.org/wiki/Transport_Layer_Security

FI7EIL— b

caCertificate: |-

WIFRT, NRAT— N TREINLEF—T7MVREYR—FINTWEEA, HAProxy IEBIABFIC/NR
J—RaEXkHZTOVIT RN EHLETH, COTOCREEEELT 2HEEHYEFHA, F—T7 714
MNHNRRT L —X%ZHIRT B7DIC, UTFZERITTEET,

I # openssl rsa -in <passwordProtectedKey.key> -out <new.key>

F—CIAEAEERETICEX ) T4 —REINLIL—MNEERTEFET, TOBE. IL—9—DF
7 4 )L MEEBAE A TLS KRIBICHEREINZE T,

R

OpenShift Container Platform @ TLS #&ifiid, 71 X4 LAFERAEZE %R 9 2 SNI ITEREFE L
FY., R—F 443 TEREINDSNILAD IS T4 v 7 IE TLS BRI TRE I h, EX
INBZHRAMBIC—BLABRVWAREMEDOH 2T 74 MIBAZICLYRIITS—HAEL S
AEEMEDN DY £,

ol

T&T®947@ﬂ5%ﬁ8$0ﬂl&—1®w—?4>7EDVT®ﬁMm\r?—#?ﬁ
Fr—] B3y AESRBRLTIEIWN,
17.3. )b— hIT Y RRA v ML % COOKIE & DHIEIDEFA
OpenShift Container Platform i&, §XTDO NS 71 v 27 ZBALCIV RRA Y My hIHBZ EIC
SYRT—=RMNINBT TV =23 VDS 749 0 5ABEICT AT vF—tyoarvaR#HLE
9, 2L, TV RRA Y b Pod BBiEE). RT—) V7, FLEEREDEFREICL>TKRTTS
BE. CDRAT— M 7IVHEIFRCRY FT,
OpenShift Container Platform & Cookie B L Ty ¥ 3 VDXL ERETEET., L—9—I&
A—HY—BERENEBIZITY KRSV M EBIRL, TDEY > 32D Cookie ZYER L £9, Cookie I&
ERDOIGEE LTREIN, 2—H—IE Cookiexty > a vDRODEREHIEYRL FT, Cookie &
==L, Ey>avaNMBLTWARIYRRSI Y MERL, 95472 NEKXRD Cookie &2fF
FALTRAL PodICI—T 14 TE3NBLDICLET,
= NBICBEBERINE T 74 NE%E EEXT 57-80IC Cookie BEERETXE Y, Cookie ZHI
5L RODEKRKTIVRRAY h@ﬁl%?Rb‘%ﬁ%UEﬁk%’éﬁ“ NaagEEIrHYET, TDLHY—
N=DF—NR—O—RLTWBRFEICIE., 74TV IDPOLDERZRYKRE., ThOoOBLEBRZHIT
L/i-a—o
1. MEA Cookie BTIL— M7/ T—2arvafiTxd,
I $ oc annotate route <route_name> router.openshift.io/cookie_name="<your_cookie_name>"
=& 2 &, my_cookie Z##R®D Cookie & LTIEET 2ICIE. UTEEITLET,

I $ oc annotate route my_route router.openshift.io/cookie_name="my_cookie"

2. cookie #R#EFEL. I—HMICT7VEALZET,

I $ curl $my_route -k -c /tmp/my_cookie
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#using-wildcard-certificates
https://en.wikipedia.org/wiki/Server_Name_Indication
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#secured-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#path-based-routes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/architecture/#architecture-core-concepts-routes
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Jaxd = R
R18E AR —EXDIRE

18.1. B E

#% < M OpenShift Container Platform 7 7' r—< 3 VIIHERT — 9 R— AP HAEF SaaS TV RRA
VMNREDHE) Y —REFALET, IMHDHAERY) Y —ZIE%R A T 4 7D OpenShift Container
Platform ¥ —ER & LTETI VI Ih, 77V r— a vHMEOREBY —EXDBEERKRICENRDS
EFEEATESLIICLET,

egress N 74 v 7 ET77AT O+ —ILIb—ILE L Egress L—FH —THIEITEET, ThitLy,
TN r—>a vy —EXOBHIPT7 KL ZOERNHFIINET,

182. AT —IR—ADY—EADEE

NEBH—EZDHRE MBI A TELTHRBT —IR—REZEFLIENTEET, AT —HX—
REYR=—NTBIEF, PFTVr—2a v TUTHPREICRY FT,

1L BETBIYRRA Vb,
2. LTFA2EORABERS L CHAIEBER (coordinate),
o 1—H—-%
e NRT7L—X
o FT—HINR—2H
AT —INR—REMRBTZHDDOYV ) 12— avilid, UTFHEFLET,

e Service £ 7Y ¥ k:SaaS 7 O/N1 4 —7% OpenShift Container Platform t—E 2 & L TF&
~LET,

o 1D EDHY—EXD Endpoint,
® & DIE F%&% Ei}lﬁtﬂt& Pod @f_iﬁﬁii

UTFOFIEIE, AEBMYySQL T—IR—REDHEES TV FITDWTEHBALTWET,

1821LFIE1: H—ERDES

HP—ERE, P7RLREIVRRA YV NEIBET 20, £LITTLE N X1 >4 (FQDN) Z187E
BETDHIENTEET,

18.21.1LIP 7 KL AD{EH

. BT —H R— R AFKF OpenShift Container Platform #t—E 2 Z/ER LT, I hIZHER
H—EREERT 2HBEERAKTTH,. H—ERD Selector 7 1 —JL KA EARY £,

AER OpenShift Container Platform #+—E Z (& Selector 7 1 —JL KT X)L %A L T Pod
HH—EXRICEEMITE T, EndpointsController > X2 7 A VR—%Y ME, L V4 —IC
— I BPod TELIVY—REBETIH—ERADIVRRSA Y MNERHLET, ¥ —ERTO
F ¥ — B LV OpenShift Container Platform L—4% — [dH—EZ DTV KR4~ NETH —
ERICHT2EKRDBEDHRERTLET,

HER) Y —RAERTH—ERIIEIEERMIT SN S Pod " FAETT, KHYIZ, Selector 7 1 —
IWRERBREDFFICLET, CHIIASBY—ERTHBIEAERLET., ThiTLY
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$B18E A Y —ERDHES

EndpointsController (CZ DY —ERXAZ\BIE, TV KRSV NEFHTIHEET D EMNT
XFEd,

kind: "Service"
apiVersion: "v1"
metadata:
name: "external-mysql-service"
spec:
ports:

name: "mysql"
protocol: "TCP"
port: 3306
targetPort: 3306 ﬂ
nodePort: 0

selector: {} g

Q FFav H—ERICL BEREDEZELEERBNY XV Y Pod DIR— MNTT,

Q selector 7 1 —JL NIZZZHDFFICLE T,

2. RIC, Y—EROBEBERIV KRSV M EFERLET, ChilLYr—ERT7OF =& )L—
H—Ilxd L, Y—ERICYAI LI MNINAENS T4 v V5 REETIHBMIEEINE T,

kind: "Endpoints"
apiVersion: "v1"
metadata:
name: "external-mysql-service" 0

subsets:

addresses:

ip: "10.0.0.0" @)

ports:

port: 3306 @)
name: "mysql"

BERIOFIETEZINT Service 1 VRAY Y ADEZE T,

H—EZAD NS T 1 v IE. BEOEBENH ZHEICIEE I N7z Endpoints B C&T
DEINET,

IV RRAYMIPICIEIL—TF/Ny 5 (127.0.0.0/8). ) oO—AJ (169.254.0.0/16),
elg) o O—hILIILFF+ R M (224.0.0.0/24) AFERATEEH A,

o ® 00

port 5L U name DEZRIFERIDOFIETERINLY —EZXD port & & U name DEIC
—HLTWBRERHYET,

18212 A KA AL v E&DEH

NERAA VEZEFRTZE, AT —EXDIP7RLADZERICDWTIREL TH K BEN W
DICHBY—EZRDY) v —S A BRI I2ONRRZICARYET,
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ExternalName ' —ERICIEEL 79 —FLIEEEINLLR—MNFAEIT Y KRS ¥ MW
&. ExternalName 4 —EXA2FHLTCKINS 714 v IV EHREY—ERICTA LI RNTBIEDNTEE
-a_o

kind: "Service"
apiVersion: "v1"
metadata:
name: "external-mysql-service"
spec:
type: ExternalName
externalName: example.domain.name

selector: {} ﬂ

Q selector 7 1 —JL NIZZZHDFFICLE T,

HERAA VEY—EREFERAT S &, ¥ AT ALICK LT externalName 7 1 —JL KD DNS £ (EH]
DI TIE example.domain.name) Y —ERXREZHR— T2 Y —ADBRTHZIEERLET,
DNS &3k A" Kubernetes DNS #—/N— [ L TR I N 515E. CNAME L O— R T externalName %
BLU, 7247V ML TRINARAIZRRBLTIP7 RLAZRIBET AL ICERLEY,

18.2.2. FE 2: Y —EXDHEE

Y—ERXRBLUVIV RRA Y MDEEINLOT, BYRI VT F—DRIEBEZHERZRE L. B4 Pod
MEREEERICT IV EALTYH—EREFATESLDICLET,

kind: "DeploymentConfig"
apiVersion: "v1"
metadata:
name: "my-app-deployment”
spec:
strategy:
type: "Rolling"
rollingParams:
updatePeriodSeconds: 1 g
intervalSeconds: 1 6
timeoutSeconds: 120
replicas: 2
selector:
name: "frontend"
template:
metadata:
labels:
name: "frontend"
spec:
containers:
name: "helloworld"
image: "origin-ruby-sample
ports:

containerPort: 3306
protocol: "TCP"
env:

264



$B18E A Y —ERDHES

name: "MYSQL_USER"
value: "${MYSQL_USER}" )

name: "MYSQL_PASSWORD"
value: "${MYSQL_PASSWORD}" @

name: "MYSQL_DATABASE"
value: "${MYSQL_DATABASE}" @

DeploymentConfig DD 7 4 —JL KIZEB I F T,

& Pod BRICEHFH I NS F THET 205/,
BEHRICRITINDET TOA A Y NRAT =Y ZRDR—Y ¥ TEDFHEERE T,
H—ERXTHERATZI—Y—KTY,

Y—EXTERTSZNNRTL—-XTY,

QD009

7__\‘_&/\\‘_1%(\\-3—0

KT — 9 R—2ADOREEH
TN =23V CARY—ERAFERT I EIERBY—ERAFRT I &IBUTVWET, 77Y
T—oavilid, BERIOFIRTHAINTWSERABREHIC, T—EXDRREREBIMDORIEEL
NEYLBTO NET, & AIE MySQL AV TFFHF—UTOBRELEHAZELE T,

e EXTERNAL_MYSQL_SERVICE_SERVICE_HOST=<ip_address>

e EXTERNAL_MYSQL_SERVICE_SERVICE_PORT=<port_number>

e MYSQL_USERNAME=<mysql_username>

e MYSQL_PASSWORD=<mysql_password>

e MYSQL_DATABASE_NAME=<mysql_database>
T r—2 3 VIZBEN S Y —EXDALEIBFR (coordinate) & & VEREIIBEHR A FARY . H—E X
HTT—9R—REDEHERILLET,
18.3. A-EB SAAS ZO/XA 4 —

NEH—ERD—EBIR Y A TIEHEE SaaS T RIRA4 2 FTF, AEF SaaS 7O/ F—&HiR— K
TBEDIC. PT)5—2a VI TAREICRY £7,

1L BEICEATSZIYRRSA VA
2. LT Z80FRER®mOEY b
a. APl ¥—
b. 1—%—4%
c. N27L—X

LUTDOFIEIZ, HE8SaaS 7ANA Y —EDHEY TV FICDWTEHBLTWET,
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1831LIP7RLARABLUVIY RKRA Y MOFEA

1. A& —E R %AFKT OpenShift Container Platform —E 2 Z{EK L 9, ThidWEIBH—E
AEERT DI EERBKRTTD. H—E XD Selector 7 1 —JL RHNERY 7,
AER OpenShift Container Platform —E X (& Selector 7 1 —JL KT 5/\‘)b %ﬁﬁﬁ L T Pod
Y —ERICEE T 9, EndpointsController E WD Y XA F LI VR—RV M, L2
H—Il—BT 2 Pod TELIVY—%EBET DY —EXDIY KRSV I\%HHHL?I"TO H—r
2 70F ¥ — B LV OpenShift Container Platform L—4 — [ —EX O T > RRA ~ NE
TH—ERIINT2EROBRHPMEETLET,

AEBY Y —RERTH—ERILEEMIT 5N D Pod "AETY, KHYIZ, Selector 7 1 —JL
RERBEDEFFICLEFT., ZhilkYEndpointsController ICZ DY —ERAJ|FIH, T
YRRAVNEFETIEETZIENTEET,

kind: "Service"
apiVersion: "v1"
metadata:
name: "example-external-service"
spec:
ports:

name: "mysql"
protocol: "TCP"
port: 3306
targetPort: 3306 ﬂ
nodePort: 0

selector: {} 9

Q FFav H—ERICL BEREDEZELEERBNY XYY Pod DR—MNTT,

9 selector 7 1 —JL NIZZZHDFFICLE T,

2. RIS, UY—ERTOF O —BLPIN—Y—ICFM LI MNINIZ NS T4 v IDEERICDODWVT
DERIEZFNZ2H—EROTY RRA Y NEERRLET,

kind: "Endpoints"
apiVersion: "v1"
metadata:

name: "example-external-service" 0
subsets:
- addresses:

-ip:"10.10.1.1"

ports:

- name: "mysq|l"

port: 3306

Q Service 1 V24V ZDZBITY,

g H—EZAD NS T4 v VLT T TIEEINS subsets B TRARAHINE T,

3. U—ERBLUVIV RRA Y MHEEINLDT, BULAI VT F—OBREBELTHEREL
POd ‘L_-Ij_ tz%ﬁﬁﬁ?%fuy)o)nmu | #E%1j§'l/i-§_c
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$B18E A Y —ERDHES

kind: "DeploymentConfig"
apiVersion: "v1"
metadata:
name: "my-app-deployment”
spec:
strategy:
type: "Rolling"
rollingParams:
timeoutSeconds: 120
replicas: 1
selector:
name: "frontend"
template:
metadata:
labels:
name: "frontend"
spec:
containers:
name: "helloworld"
image: "openshift/openshift/origin-ruby-sample
ports:

containerPort: 3306
protocol: "TCP"
env:

name: "SAAS_API_KEY" @
value: "<SaaS service API key>"

name: "SAAS_USERNAME" @)
value: "<SaasS service user>"

name: "SAAS_PASSPHRASE" )
value: "<SaaS service passphrase>"

DeploymentConfig Dt 7 4 —JL KIZEB I F T,
SAAS APl KEY: —EXCFERAYT 2 API ¥—TT,

SAAS_USERNAME: 4 —EXCEAT 21— —HKTY,

- -

SAAS_PASSPHRASE. +—EXCHERT%/X 27 L —XTY,

INLOEHIIREBEEZHE L TCOAVTFT—ICEBNINE T, BREZHEFHTZ &KLY
Y—ERBEOBEIHFITIINE T, THITIFAPIF—P 21— —EZE L O/ RT—RERFZF 7=
[ FEFBRENMEICRDIFBE EZT D THRWEELHY £,
NI SaaS TONM ¥ —DRIBEEH
RET—EREERT BHBEERBRIC. 7SV 5—2 3 Il Eﬁﬁ@%l"ﬁ’cmﬁﬂ*n’C\,\éuwIEr*%E
EHII, Y—ERDREZHEEBMOREZHAZNY U TOLNET, EFOFITIE, AVFF+H—IEUTF
DEREZHAEZELET,

o EXAMPLE_EXTERNAL_SERVICE_SERVICE_HOST=<ip_address>
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e EXAMPLE_EXTERNAL_SERVICE_SERVICE_PORT=<port_number>
e SAAS_API_KEY=<saas_api_key>

e SAAS_USERNAME=<saas_username>

e SAAS PASSPHRASE=<saas_passphrase>

TIVr—oavBBRENS Y —EXDAMERER (coordinate) $ & UFRELIEREZ FHAIY . H—ERRF
HTT—9INR—REDEHEEILET,

1832.HE R X A4 VEZDEH

ExternalName ' —EXICIEEL 749 —P, EEINLR—MNFLEREIVRRSAV AEHY FH
A. ExternalName ' —ERXZFRAL T, 73R —HNICBRWAEH—ERIL, S T74 v 2 %5EYY
THIENTEET,

kind: "Service"
apiVersion: "v1"
metadata:
name: "external-mysql-service"
spec:
type: ExternalName
externalName: example.domain.name

selector: {} ﬂ

Q selector 7 1 —JL NIZZZHDFFICLE T,

ExternalName #+—E X % L TH—E X % externalName 7 1 —JL KD{E (ERIDHITI
example.domain.name) IC¥ Y 7L ¥ 9., ZNIEZCNAME LO—RKR%Z#HAL. H—EX&%EAE DNS
7RLRICEEYY TT20T, TVRRAVMOLOA—RNIIHEHY FH A,
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BI9E FNNA A X —T v —DEA
B19E T/N\A A X —Y v —DFEH
19.1. T/8N AT F— v —DHkke

BF

FNARAITR—Vv—EFv /00— L Ea—#fETd, 7/./05—7L Ea1—#
fEld. Red Hat DEHBBRIETOY—ERAL R T T ) =X N (SLA) TlEYR—bX
NTWRWE®H, RedHat CTRHERBRETCOFERAZHEL TVWEHA, Th5DHEE
&, EARRFIEDHGMEEE) Y —RICEBRITTIRETZZEICLY, BETOE
ADHRTEERRICHEEMEDTAMNE 71— RNy V& LTWRELZEEBMELTY
Er 2

RedHat D77 / OY—7L Ea—#EED Y R— MIDWT DM
I&. https:;//access.redhat.com/support/offerings/techpreview/ A S8 L T EX W,

FTINNAAIZ—=TU v —lE, BB/ —RKRON—=KRD 7)Y —=RETNARATZ74 & LTHLGND
Kubelet 7S 74 V& F>TRARAT AN XL %EIRMT B Kubelet #EEET T,

TRTCDRVI =BT NART T4 v &REL, Py TAN)—LDI—REERLICEThZEThOR
TRIGN—RD 272 RATEET,

FTNNAAIRZ=V v —ETNA A= HRYY—R ELTRABELEYT, 2—H— Pod I&. D HLERY
V—REZBRTZEOIEAINZOERAL HIR/BR A A=A LEZFRALTTNNAIAIR—Y v —T
NEAINDZTNNA AEBETEET,

19.1.1. &%

ERRBEFIC. 7/51 27574 >~ & /var/lib/kubelet/device-plugins/kubelet.sock @ Register %
BEILTTNARAYF—Vv—ICBEERL, TNMATR—V v —DERZRHT Z7DIC
/var/lib/kubelet/device-plugins/<plugin>.sock T gRPC H—E X =& L £ 7,

19.1.2. TN ADMHEB L VCEEHEOE=4) VT

FINA AT R—T v —E. FIREBFEROUIEBRFICT/NA R TS5 14 % —E X T ListAndWatch ')
E-—RFOY—Yv+—O—JL(RPC) Z2EILE T, REELTTNAIRAYEX—Y v —IEgRPC X b
)—ATTSTA VDD TNRARAAF TV MD—EBERBLET, TSI RATEX—Vv—I13T3
TAVDSDHBOEHFDOEEICDWTANY —LEERLET, 7554 VAT, TSTM4VIFR
MY —LZBEWERKREICL, 7/ AOREBICEENH > LGHITIEEBICFHRTNM RO—EBEAR LR
M) —LEHRETTNA AT R—T v —IIEXEINFT,

19.1.3. F/8f ZDEY 4T

¥#R Pod OZ A EKRDILIERFIC, Kubelet (&7 /34 ZDEY HTD7HICE R I 17z Extended
Resource 7 /\{ AV x—J v —|ZEFELET, TNMI AR =TI v —EZDT—IR—RIITF v
DAV LTRINT DTS TA UDERETINEIDERAELET., 75714 U FEEL, O—AH)
FryTasHITEY YTHAREREETNA AL H BIHE. Allocate RPC B ZDHET /N1 AD TS
g4 TRELET,

IBICTNARTSTAVIE RSANR=DA VR M=), T1 2D, BLVTTFNNA1220DY

Y MREDHDWL DODDT/NA RAEEDRFEEITTEES, ChOoDHWEBIRERIEICERY X
ER
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19.2. TN AT RX—T v —DEMIL

FINARAIR—=V v —5BML, TNARTSTAVERELTCTYy TAMN)—LDI—REERL
ICHRRRN—ROD 75 R HTE2LDICLET,

L 9= Y RN/ —RTOFNARIR—Iv—DHR—FEBMILET,
# cat /etc/origin/node/node-config.yaml
kubeletArguments:

feature-gates:
- DevicePlugins=true

# systemctl restart atomic-openshift-node

2. TINARAY X =T v —BEBRICEMICINS LD IZ, /var/lib/kubelet/device-
plugins/kubelet.sock '/ — RTERINTWB & A#BRALE T, chik. T/N1 AT R—
Vv —DgRPCH—N—DFIR TS T4 Y DEEIRUDNEINY YRV FTBUNX KXY
YTYRTT, TOVYTYRT7AIE THRARARFZ—I v —DEAMICINTWBIFRICD
& Kubelet DRRENRFICERINE T,
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ET20BEBFTNARTST4 > DER
F0ETNARTSTA4VDEH
201. TINA R TS5 4 > D

BE

FTNNARTSTAVIETo /00— L Ea—ThY., EREREOT—7O— RIZIE
BLTWERA, 77/0V—7L Ea1—#EEIX, RedHat DEBRERIETOY—ER
LARIVT 1) — A2 b (SLA) TIEYR—FINTULWAWAESD, Red Hat TIEEHERIE
TOEAZHELTVWERFA, INLOEEEIF. E4RXFEDOHRSMEEEZ) ) —RIC
LRI TTIRHTEZEICLY, RO ROF TERRICHEEMDTANET 1 —
RNy o LTWAERELSZEEBHELTVWET,

RedHat D54/ OY—7L Ea—#EEDHYR— MMIDWT DM
I&. https;//access.redhat.com/support/offerings/techpreview/Z S8R L T 72Xy,

TINARTZ AV EERTDE. ARV LD—REERETIEEDT /N1 R4 1 7 (GPU,
InfiniBand, F7/ERV Y —BEHOHMBLE LY b7y TE2RBETHMHOEEOI VY Ea—TFT 1
v 7)Y —2R) % OpenShift Container Platform Pod TERATEXZE 4., TNA R TS T4 VIE. V53R
H—2ERTN=RIITTNA REBEETLE-OO—EEDOHIBIETRERY 21— a v aRELE
To TNARTSTA B INEDTNA ADYR—MEIRAHZZALTHR—MLET, ZhITL
Y, ThSEDTFNARFA VT FHF—THRATEERY, TR ZADANIVRAFzvIPEFal) 74D
REINLRETDOT NS ZDHBEITREICKRY £,

TINARTZ T4V BEDON—RI 7)Y —ADEER%1TD. /—KNLETEITINS gRPC ¥ —

E 2 T9 (atomic-openshift-node.service DAZBICH Y £9), TNNA R TS T4 VIEUTO) E— K
7O0Y—Yv—0—JL (RPC) ZHR—FMLTWBHRENHY £,

service DevicePlugin {
// ListAndWatch returns a stream of List of Devices
// Whenever a Device state change or a Device disappears, ListAndWatch
// returns the new list
rpc ListAndWatch(Empty) returns (stream ListAndWatchResponse) {}

// Allocate is called during container creation so that the Device
// Plugin can run device specific operations and instruct Kubelet

// of the steps to make the Device available in the container
rpc Allocate(AllocateRequest) returns (AllocateResponse) {}

2011 HETNARTZ T4~
¢ COSR—=ZRDARL—T4 VT RATLBAD NvidiaGPU TN R TS T4~
e Nvidia DARX GPUTNA R TZJ74 >
e Solarflare 7 NXA R TS T4 >

e KubeVirt T/XA R TS 54 V:vfio 8L U kvm
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20.2.

272

P2
TNARTST4VBROREKEBRICT 2720

[C. vendor/k8s.io/kubernetes/pkg/kubelet/cm/deviceplugin/device_plugin_stub.go
E WD Device Manager A— RDRY TTFNA R TS 74V AFERATEET,

TFINARTSTA DT TO4 Fik
DeamonSet (&, TNWNARTFSTA4A VDT TAA AV MIHBEINBHETT,

BEWFICTNARTZ T4V TNRAATR—TYv— NORPCEZEETBHIC/— KD
/var/lib/kubelet/device-plugin/ TD UNIX KX A1 Y4y NOERERHTLET,

FINARTSTAVIE YTy NOERDIENMCEN—RITTYVY—R, RANT7A4ILY
AT LNDT V)R EEBTIZNENDHZ-OH, BEMZSEXFI) T4 —IYTFANTELT
INBZRELFHY FT,

TTAA XY MFIROFEMICOWVWTIE, TRETNDTNA R TS T4 VDRETHATEE
-g—o



E21EmE—ILy b
EAEU— LY b

211.>—2 L v NDEH

ZOMNEYITIR. >—JLy NOEERTONRT 4 —IIDVWTEBAL, BREENCINOEERTZA
EOBEZHBALET,

Secret # 7V U b¥ 4 FI&/SX 7 — K, OpenShift Container Platform 7 54 7> MN&ET 7 1

JU. dockercfg 7 7 1), TSAR—KNY—RYKRY N —DFRFBERLBEDHBBEREFRETEAXH
“ALERBLET, =Ly MIBENB%Z Pod hSEIVBELET, >—2V Ly MERY 2—4
TS24 VEFRLTIAYTF—IIRI VY NTEZEE, YRATLADN Pod DRDYIC—I Ly b
FRALTEET7VYaVvaRTIBIEETEE,

YAML>Y—2 Ly AT MES

apiVersion: vi

kind: Secret

metadata:
name: test-secret
namespace: my-namespace

type: Opaque ﬂ
data:
username: dmFsdWUtMQOK G
password: dmFsdWUtMgOKDQo=
stringData:
hostname: myapp.mydomain.com 9

Y=Ly hDF—EZELTEDEEEZTRLTWVWET,

data 7 1 — )L ROF—IFEATERFRICDWTIL, Kubernetes identifiers glossary @
DNS_SUBDOMAINED A RS54 VI BELNHY X T,

data v v 7OF—ICEAEM T 5N ZMEIF base64 TTYA—FT A VY IJINTWIRENHY F
-3—0

stringData ¥ v 7O ¥ — [CEEM T SN BIFEHMATF R MXFITERINE T,

stringData~ v DI Y b —H base64 ICE#IN, TODI Y MY —IXEFHHIC data ¥ v FIC
BELET, TDT71—IVFREFEZRAAFERATY., IDfElddata 74 —IL RTDHBRINFT,

®0 O 00

1. O—AJLD .docker/configjson 7 7 1L —0 Ly MEEHRLET,

$ oc create secret generic dockerhub \
--from-file=.dockerconfigjson=<path/to/.docker/config.json> \
--type=kubernetes.io/dockerconfigjson
ZDAT Y RIZ&Y, dockerhub & WD ZRIDY—2 Ly hD JSON HERASER S 11,
ATV MDBERINET,

YAML OFRZBALS—I Ly ATV FOESH

apiVersion: vi
kind: Secret
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metadata:
name: mysecret

type: Opaque ﬂ

data:
username: dXNIci1uYW1|
password: cGFzc3dvemQ=

ﬂ opaque ¥—7J L v NEERELZET,

Dockers#ED JSON 7 7A N — Ly ATz FVDES

apiVersion: vi
kind: Secret
metadata:
name: aregistrykey
namespace: myapps
type: kubernetes.io/dockerconfigjson ﬂ
data:

.dockerconfigjson:bm5ubm5ubm5ubm5ubm5ubm5ubm5ubmdnZ2dnZ2dnZ2dnZ2dnZ2dnZ2cgYXV0aC
BrzXIzCg== @

Q S—4Lw Mh Docker BBE®D JSON 7 7 A LA ERTZ I & 5IELET,

g Docker 2% JSON 7 7 1 L % base64 TIT Y I— R L7HAH

2.2 — 2Ly hO7ONT 4 —
F—OFONRT A —ITIFUTHIEEFNE T,
o U—JLyMNT—HREOEREIFAMBRTEET,

o V=LY NF—HDKRY 1 —LIE—BT 71 IR ML —IHEE (tmpfs) THHR— kX h,
/J—RTREINZZEEHY FHA,

o V—/- Ly MNF—4%Ilfnamespace ATHETEZET,

2112. =20 Ly FDERK
S—J Ly MURET 2 Pod AERRT BHIIC. ¥—U Ly NEERT ZRENHY F T,
Y=o Ly NOERBICUTEETLET.

¢ V—ULYNF—HTY—ULy NETVTI MEFERLET,

e PodDH—ERTHY Y NEY—JLy NOBBAEHTT LI ICEHLET.

o V—ULy NERIEEHF/LIFIT77MINELTERT 2 Pod Z1ERK L £ (secret 'R 21— L4
%ﬁﬁﬁ)o

ERAY Y REFEALTISON £ YAML 72 74ILDY—9 Ly hZA TV NEERTEET,

I $ oc create -f <filename>
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2113. =7V L v hDfESE

type 74 —JLRDET, =Ly hOF—RBEEOEBEEBELET, 2D TEFERALT.
=Ly NA TV MIA—HY—-ZBEF—DREEZEITTEET, RIEDBENBWIGHITIE., T
74V NERED opaque ¥ 1 THEFEA LTI,

UFDY4 T 128ELT. $—"—fITRNROMKIEZ MY H—L, ¥—IL v NT—FICER
DF—EBEVEFEETEHIE2HALET,

o kubernetes.io/service-account-token, —EX 7 AT N N—0 2,
e kubernetes.io/dockercfg. WZBMD Docker ZREEE#RIC .dockercfg file ZFERA L 9

e kubernetes.io/dockerconfigjson, #ZE®D Docker FREEIBE#RIC .docker/config.json 7 7 1 L %
FEARALEY,

e kubernetes.io/basic-auth, Basic i2iF CERAL 7,
e kubernetes.io/ssh-auth, SSH ¥ —F2EF CEMAL £7,
e kubernetes.ioftls, TLSSREEETHEMRLE T,
REEDHERWFEICIE type=Opaque EIEELF T, hid, >—I Ly MAF—RFLIZEDHRA

ICEMLBAWVWEWIEKRTY, opaque v —7 L v hTlk, FEDEEZESD. FREINTLAWL
key:value NTB@FH’C“%@ETQ

pa

example.com/my-secret-type %2 & DMHDEBRD Y 1 TEIBETEET, IhHDF A
TIEH—N"—AITIERITINEFLEAN., ¥—IL v NOEREIXTORBEDX—/(EDE
HICHED CEPBHINTWEZEERLET,

BRBZV—ILy NIATOHICOVWTIE, >—2Ly hOFHOI— RV FILESRBLTLES
W,

211.4.>—2J Ly NOEFH

=Ly NDEEZERT 256, B (T TICEITINTWVWS Pod THEAINZE) EBMICEEIN
FtA, V=V Ly NEZEETBITIE. TTD Pod ZHIR L THSHFIRD Pod 2ERXT 2ELHY &
9 (AU PodSpec 2T 2HBEa0HY 7).

Y—oLy NOFEHIE, FIHRIAVT T —AA—2O0F77OMEALT7—270—TCEITINZE
9, kubectl rolling-update v > R&2ERATEXT,

v —72 L v bD resourceVersion EIZSRBEIFICIEEINEHA, LEDN>T, >—2 L v kA Pod @

BEERLYMIVITERINGIHZAR, Pod ICERAINZY—I Ly hON—YVaVREHEINIHE
/‘JO
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pz o-1o)
RS T, Pod DERBEICERINSY—I Ly NA T2V MDY —ZAN=V 3 Y
EWRTHIEIRTEFEFRA, S%IFTY hO—5—DH L resourceVersion = {HfE L
THEHTEZSEL) Pod DN CDBERERETCIDLIICTRZIEDNFEINTVET,
TNETIIEEY—IL Yy NOT—95BHETICBDOLZBICTHEDO—I Ly M&E
’ﬁbi’a—c

212. R ) 2 —AB L VBIEETHOY—I L v b

V=LY NT=YEELCYAML 7 7ML Y TILESBLTLEIW,

=Ly NOERBICLULTEERITTEZET,

L. =YLy NaBBIT 25 Pod&#EKRLET,

I $ oc create -f <your_yaml_file>.yaml

2. AJEMRLET,

I $ oc logs secret-example-pod

3. Pod ZHIFRL £ 9,

I $ oc delete pod secret-example-pod

213. A A=Y TINDI—U Ly K

ML, TAX—=UTy—2Ly hOFER] 28BLTLLEIV,

2114,V —R 0= DY—9 Ly b

EIREICY—R20—>DY—7 Ly NFRT2AEICDODVWTOFEMIEZ. TEILRNAA]I #288RL
TLEIW,

21.5. Y —EREHIBFEED>—I L v b

H—ERANMRET ZEARZIOS—I Ly MM, BIMRERLDIAIRAZE 2V EE T HEMEINILY LT
TINVG—2avaEYR—FF2LIICEFAINTVET, IR/ —RBELVYRI—DEERE
VIV TERINE Y —N—GIRE LA LREVZENE T,

H—EREDBEDOEF1Y T 1 —%2RETZITE. VSR —DBRINRHEIEPE/F—T7%
namespace D —2J Ly MIERTESDLDICLET, ThEEFTTBICE. ¥—2 Ly MIERT
2 ZHNICERE L /2 {E% ff > T service.alpha.openshift.io/serving-cert-secret-name 7 / 7 —> 3 v %
H—ERICHRELTT, TDEIC PodSpec 2DV —I Ly hEID Y NTEZET., ThHFIETRE
BIBE. Pod BEITINE T, ZORAEZFIFAET—E X DNS £, <service.name>.
<service.namespace>.svc [Ji#E L TWE F,

AAEBS L VF—IFPEMEXTHY. ThEhtls.ert LU tiskey ICRFINE T, FAEZ/F—0D

RT7EBWHRIGED EBBMICEBRINE T, ¥—2 L v bO service.alpha.openshift.io/expiry
7/ T—> 3V TRFC3ZOMADOEMHARDOBM =R L £,
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BAE—ILY b

fttd Pod (& Pod ICEEIMICY D Y hEN D
/var/run/secrets/kubernetes.io/serviceaccount/service-ca.crt 7 7 41 JLD CA/XY KL= FEAL
T. VR —THERINDAE (WEBDNS ZDIGZEICDAELIND) ZERHTCIET,

ZOMEEDZELT7ILTY X LlE x509.SHA256WithRSA T34, O—F5F—> a vV AFEFTEITT BICIE,
FRINET—0Ly MEHIBRLE T, FIROMAENMERINE T,
21.6. HIfR

=Ly heERTBICE, PodBY—I Ly NeBRTIEZRENHYET, P—IL v ME L
TD3DDAETPod THEAINFT,

o OAVFFT—DEBRELHAEERICKRET ZLHDICFERAINS,
o 1D LEDOAVFF—IIY IV NINBR)2a—LDT774ILELTHERAINS,
e Pod DA A —T% )9 BFEIC kubelet ICL > THEAIN 3,

R)a—LFA4ATDI—0 Ly ME, R)a—LAAZZALEZFRLTT—95774)bELTCaVT
FT—ICEEAAZE T, imagePullSecrets |&. >—2 L v k% namespace DT RT®D Pod ICEEIMIC
BATREDICY—ERTHOD Y MNEFERLET,

TYTL—NMIY—=0 Ly NEEDFEETNDZHE. TV TL—MNTEREDY—V Ly bNEFERATES L
T BITIE. Y=Ly bDRY) 2a—LY—RA%EWKRFEL., BEINE A TP U bSERH Secret ¥
A7DFATO Y MaERBICBRLTWS I EABATEZ2RELNIHYET, TDRH, ¥—JL v b
X ZNITIKTET % Pod DIERREIICERINTWSZRELAHY T, REMRWARAEE LT, —E
AT7ATY RN EFERLTY—270Ly NE2BEMICHATEIENTEET,

=Ly MAPIA T2 Y M namespace ICHY FF, TN 5IERAE L namespace D Pod ICL > T
DHABRINET,

BreDs—2 Ly MEIMB DY A XICHIPRINFE T, ThiZLY. apiserver & & U kubelet X E 1) —
EEWIDEDBRRBERS—I Ly NOEREBISZEDNTEET, L. MIBELY—IL v b
ThH>TETNLEHEIERTDEATY —DHEEICDANY T,

2161 >Y—V Ly hT—49F—

=Ly M F—IEDNSH T RXA VICRIFNIERY FHA,

21.7. 131

username: dmFsdWUtMQOK ﬂ
password: dmFsdWUtMQOKDQo= 9
stringData:

2114 D07 7AWV %EEHRY 5 YAML>Y—I Ly b
name: test-secret
hostname: myapp.mydomain.com e

apiVersion: vi
kind: Secret
metadata:
data:
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secret.properties: |- ﬂ
property1=valueA
property2=valueB

TA—RINZEIPEENZ T 71
TA—RINZEIEENZ T 71
RHEINBZXFINNEENZ T 7M1

RMINZT—INEFEN2 7710

0009

BlI212— Ly hF—HERICRKY 2 —LD T 7AILDEEXINT- Pod D YAML

apiVersion: vi
kind: Pod
metadata:
name: secret-example-pod
spec:
containers:
- name: secret-test-container
image: busybox
command: [ "/bin/sh", "-c", "cat /etc/secret-volume/*™ |
volumeMounts:
# name must match the volume name below
- name: secret-volume
mountPath: /etc/secret-volume
readOnly: true
volumes:
- name: secret-volume
secret:
secretName: test-secret
restartPolicy: Never

FI21.3>—I Ly bT—4 EHICREZHEDFZREI NI Pod D YAML
spec:
containers:

apiVersion: vi
kind: Pod
metadata:
name: secret-example-pod
- name: secret-test-container

image: busybox
command: [ "/bin/sh", "-c", "export" ]
env:
-name: TEST_SECRET_USERNAME_ENV_VAR
valueFrom:
secretKeyRef:
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name: test-secret
key: username
restartPolicy: Never

Fl2114>—I Ly bTF—9 EREBERERTET HEIL RFRED YAML

apiVersion: v1i
kind: BuildConfig
metadata:
name: secret-example-bc
spec:
strategy:
sourceStrategy:
env:
- name: TEST_SECRET_USERNAME_ENV_VAR
valueFrom:
secretKeyRef:
name: test-secret
key: username

218. NS TN a—F4 T

H—ERBAZEDERI KT 25E (P —E XD service.alpha.openshift.io/serving-cert-
generation-error 077/ 7—3 V).

secret/ssl-key references serviceUID 62ad25ca-d703-11e6-9d6f-0e9c0057b608, which does not
match 77b6dd80-d716-11e6-9d6f-0e9c0057b60

FERAEZAEM LY —EXD T TICFEELRVD, F@E Y —ERICENRS serviceUID B*H Y £,
AW —o Ly MEHIBRL, Y—EX®D 7/ FT— 3 (service.alpha.openshift.io/serving-cert-
generation-error. service.alpha.openshift.io/serving-cert-generation-error-num) %= 7 ') 77 L T3E
BREDBEMZEEINICEITT 2RENHY £,

$ oc delete secret <secret_name>
$ oc annotate service <service_name> service.alpha.openshift.io/serving-cert-generation-error-
$ oc annotate service <service_name> service.alpha.openshift.io/serving-cert-generation-error-num-

a3
7)T7—2aveEHRTSAT Y RTE, HIRTS7/T—Yav0RIC- =X
TO
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2522Z CONFIGMAP

22.1. &

HE< D7) r—avicidk, BE
FRLULALRESVRETYT, oD%
AR RERIREBICIR DT DITA X —

774, AV RSA4 VB, BLUVREBEZHOHEHAEDE%
ETF7—T42770 M3, AVvFF—tInET7T)Vr—>avE
AVTFoIYDLHIYBIHRELRHY FT,

ConfigMap #+ 7~ = ¥ ME., 37+ —% OpenShift Container Platform (Z/&7E L 7R WREBIC T 5 —
ATCAVTF—ILRET— Y ERBATEIAHNZXLEREL FJ ., ConfigMap (£, E~x D 7O/
TA4—IREDHREDHMWERPEET 7 1 ILE2AEF/2IE JSON Blob R EDREDTWERZFRET
BIDICERATEEY,

ConfigMap APl + 7> =¥ M, Pod TERLAY, I NO—F—REDVRAFLOAY NOA—F—
DRET— I ERETDIODIFEATIIRET —IDF—LEORT7ZHFEFLFT, ConfigMap
Eo—2 Ly MBTOWETA, BBEERESEIAVXFINOFERE L YMRNICHR—PbT B LI
BRETIhTULWET,

UFIEBICaY £,

ConfigMap 4 7> x ¥ MEE

kind: ConfigMap
apiVersion: vi
metadata:
creationTimestamp: 2016-02-18T19:14:38Z
name: example-config
namespace: default
data: ﬂ
example.property.1: hello
example.property.2: world
example.property.file: |-
property.1=value-1
property.2=value-2
property.3=value-3

@ =BEFT—9raEnEv.
BET— YIRS EXENSETPod NTHERTXET, ConfigMap IZUTFAETT2HOICHERATS
x7,

1. RIREEROEDRE

2. AVFF—DAT Y RS A VBIHDRE

3R 1 —LDERET 7M1 IVDKRE

A—H—EPRFLAVR—FY FOEADERET —4 % ConfigMap ICRETEE T,

22.2. CONFIGMAP D{ERK

UFoavy R&aEHAT25E&. ConfigMap #7574 LV M) —PRFET 7M1 IVEIF) TIILED OE
BICERTZET,
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I $ oc create configmap <configmap_name> [options]

UTDEY < 3Tl ConfigMap Z{ENT 27O DREDHEICDWTEHRAL X T,

222174 L2V M) =D BDERK

ConfigMap DR EICHERT— Y E2SL T 74V DHZ2T1 LI M) —IZDVWTRTHEL £ D,

$ Is example-files
game.properties
ui.properties

$ cat example-files/game.properties
enemies=aliens

lives=3

enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30

$ cat example-files/ui.properties
color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice

DFDIXY REFERALT. ZOT1LI M) —DR 774 ILDAB%FET % ConfigMap % {ERK T
E

$ oc create configmap game-config \
--from-file=example-files/

~from-file # 7> a Vv TF4 LI N —%BBTBIHE. TOT4LIMN)—ICEEEFTFNZR I 74
LD ConfigMap T —%ET 2LDICERAINET, ZOF—DHFIFIT7MILEATHY., F—D
BIX7 74 ILORBICKRY ZET,

feEzZE, EREDaT Y RIZLLUTD ConfigMap & 1ER L £ 97

$ oc describe configmaps game-config

Name: game-config
Namespace: default
Labels: <none>

Annotations: <none>
Data

game.properties: 121 bytes
ui.properties: 83 bytes

IYTICHB2200F—H, AV Y RTEEINAETALIMN)—D T 74 IVEICEDVTERINT

WBZEICT/IINDBEZIETLED, TNOLDF—DRHRBDY A XIEKILKRDAEMEL’H D0, oc
describe DHEAIFF—EF—DH A XDHERRLET,
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F—DEEERTIVENHZBEIE. ATV MIFLTocgetz4d T3> -0 %BELTET
TEZEY,

$ oc get configmaps game-config -o yaml

apiVersion: v1
data:
game.properties: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
ui.properties: |
color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T18:34:05Z
name: game-config
namespace: default
resourceVersion: "407"-
selflink: /api/vi/namespaces/default/configmaps/game-config
uid: 30944725-d66e-11e5-8cd0-68f728db1985

2222. 774 ILD S DIERK

BEDI774IAEIELT -fromfile A 7> avaEL., Fha CLIICEREBIET I ENTEXET,
UF%EERFTTZE, T4LI M) =D E5DERDHEREDEREBTIENTETET,

. FEDT7 74 )L %IEE L T ConfigMap %= ER L £ 7,

$ oc create configmap game-config-2 \
--from-file=example-files/game.properties \
--from-file=example-files/ui.properties

2. TaR=HRBLET,
$ oc get configmaps game-config-2 -o yaml

apiVersion: v1
data:
game.properties: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
ui.properties: |
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color.good=purple
color.bad=yellow
allow.textmode=true
how.nice.to.look=fairlyNice
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T18:52:05Z
name: game-config-2
namespace: default
resourceVersion: "516"
selflink: /api/vi/namespaces/default/configmaps/game-config-2
uid: b4952dc3-d670-11e5-8¢cd0-68f728db1985

T
-
o

5
ENTEET, UTEANCRY FT,
. F—&EDRT7%IFE L T ConfigMap %= ER L £ 7,

$ oc create configmap game-config-3 \
--from-file=game-special-key=example-files/game.properties

2. faREHERLET,
$ oc get configmaps game-config-3 -o yaml

apiVersion: v1
data:
game-special-key: |-
enemies=aliens
lives=3
enemies.cheat=true
enemies.cheat.level=noGoodRotten
secret.code.passphrase=UUDDLRLRBABAS
secret.code.allowed=true
secret.code.lives=30
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T18:54:227
name: game-config-3
namespace: default
resourceVersion: "530"
selflink: /api/v1/namespaces/default/configmaps/game-config-3
uid: 05f8da22-d671-11e5-8¢cd0-68f728db1985

22.2.3. VT SILED S DIERK

ConfigMap IC) T ILEAIEET R &ETEEY, ~from-literal 7 7> 3 V&,
Y R4 VICEFHEBETE S key=value BX %Y £ 7,

1. UFZILE%IEE L T ConfigMap %= ER L £7 .

$ oc create configmap special-config \
--from-literal=special.how=very \
--from-literal=special.type=charm

#5223 CONFIGMAP

IC key=value DX % E LT, B2D7 71 IVILERT 5 F—% --from-file 7 7> 3 Y THRET 3

DFZIIMEAOYT
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2. faRZEHERBLET,
$ oc get configmaps special-config -o yaml

apiVersion: v1
data:
special.how: very
special.type: charm
kind: ConfigMap
metadata:
creationTimestamp: 2016-02-18T19:14:38Z
name: special-config
namespace: default
resourceVersion: "651"
selflink: /api/vi/namespaces/default/configmaps/special-config
uid: dadce046-d673-11e5-8cd0-68f728db1985

22.3. 1— X~ — X:POD T® CONFIGMAP D {#FH

LFDEY >3 TlE Pod TConfigMap + 7 =7 MaERT B0V ONDI—RT—RIZD
WTEBAL F 9,

2231 RIEZEHTOHEM

ConfigMaps (BRI DIRIEZHEZET 27-HDICHER LY., BWARIREEHRZEERKTETRTD
F—CRIEEHAZHRELLYTEET, fle LT, LLTD ConfigMaps ICDWTRTAHFL & D,

2 DDOREZEH % ET ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config ﬂ
namespace: default
data:
special.how: very g
special.type: charm

ﬂ ConfigMap D&ZHI T,

wﬁm“ DIBELTH

1D DREZH A% ST ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: env-config 0
namespace: default
data:

log_level: INFO @)

284



ﬂ ConfigMap D&HITTY,

@ ATIBEEK

#5223 CONFIGMAP

configMapKeyRef 2 > 3 % ffH L T. Pod @ ConfigMap OD*—%FHATX %Y,

RHEDRBEZEHABATEILIIICHKEINTWS Pod HEkDY > FIL

apiVersion: v1i
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env: ﬂ
- name: SPECIAL_LEVEL_KEY
valueFrom:
configMapKeyRef:
name: special-config g
key: special.how
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config ﬂ
key: special.type 9
optional: true
envFrom:
- configMapRef:
name: env-config
restartPolicy: Never

Q ConfigMap " SIEEINRIEZEHRE TIVT BODRY VHTT,

OO OEHEEHD TIVIERT 2 ConfigMap DAFI T,

%ConfigMap BPOTINT BBELTHTY,

© BHEZMEATVavICLES, #T¥a Y& LT, Pod HIEEI Nt ConfigMap & & U — 4

FELABWZETEHEESLEY,

Q ConfigMap 1'5 § R TORBEHEZ TN T 5DDRY VY TT,

© TRTOREEBOTIVICHEMT B ConfigMap DEFITTY.

ZDPod BEITINDE, TOHANDICKRUTOTAEENET,

SPECIAL_LEVEL_KEY=very
log_level=INFO
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22.32. A7V R4 VBIHDEE

ConfigMap (&, I 77 —DaAYY NELEFEIHDEZRET 2LDICFERTEIIEEHTEIET, 2
NIk, Kubernetes E#E#EX $(VAR_NAME) Z L TETTEX XY, LLTD ConfigMaps ICDWTER
THFELED,

apiVersion: v1i
kind: ConfigMap
metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

EAEOITY RTAVIEATBICIE., BEZHTOFER] OA—XRT—IATHIAINRTWE LI ICE
BEHE L TERITIVREDH DX —%FEHITI2HLENHY £, RIS, $(VAR_NAME) XX =FEH L
TAVFF—DIAX Y RTENLAEBRBIBIEHNTEET,

RHEDREBZHEZHATEILOICEHEINTWS PodttikY > 7L

apiVersion: v1
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "echo $(SPECIAL_LEVEL_KEY) $(SPECIAL_TYPE_KEY)" ]
env:
- name: SPECIAL_LEVEL_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.how
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.type
restartPolicy: Never

Z D Pod ’EITIND &, test-container AV FF—HSDHAIUTOL S ICARY T,

I very charm

2233.RY 2 —ALTOFEA

ConfigMap (3R) 21 —ATHERATSZIEEHETEET, LLTD ConfigMap DFIICEY FL & D,

apiVersion: vi
kind: ConfigMap
metadata:
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name: special-config

namespace: default
data:

special.how: very

special.type: charm

RY1—LTID ConfigMap AT 2 HEE LT2DO0ERZA T avhHuErd, RLELH
BRAEEE, F—DBT774ILEATHY., 7271ILOHRBIF—DEICE>TWVWE T 7AILTHR) 2—L%
BRETDHAHETY,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "cat", "/etc/config/special.how" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config
restartPolicy: Never

CDPod MEITINBZEHADIUTOLIICHRY FT,

I very

ConfigMap ¥ —/"BREI N2 R) 2 —LADR%5§HTZIEELTEET,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "cat", "/etc/config/path/to/special-key" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config
items:
- key: special.how
path: path/to/special-key
restartPolicy: Never
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ZDPod NRITINZEHARUTOLIICRY ET,

I very

22.4. REDIS D& E A

EEOMERAH & LT, ConfigMap %/ LT Redis 8% T2 2 £ ATXE T, HEDBET Redis
AL TCRedisxFX vy as LTHERATZICIK. RedisiBET7 7M1 ILICLLTEEH B LHICLTK
7230,

maxmemory 2mb

maxmemory-policy allkeys-Iru
BRE T 7 1 LD example-files/redis/redis-config IZ# 33546, TN %{F> T ConfigMap %= /Em L %
ER

1. BREZ7 714 IV%AIEE L T ConfigMap Z/ER L £,

$ oc create configmap example-redis-config \
--from-file=example-files/redis/redis-config

2. faRZEHRALET,
$ oc get configmap example-redis-config -o yaml

apiVersion: v1
data:
redis-config: |
maxmemory 2mb
maxmemory-policy allkeys-Iru
kind: ConfigMap
metadata:
creationTimestamp: 2016-04-06T05:53:07Z
name: example-redis-config
namespace: default
resourceVersion: "2985"
selflink: /api/vi/namespaces/default/configmaps/example-redis-config
uid: d65739c1-fbbb-11e5-8a72-68f728db1985

ZZT. ZD ConfigMap Z={#fH9 % Pod Z{E L 7,

1L UFD&L DA Pod EEEEHR L. TN % redis-podyaml 2 ED T 7 A LIFEELE T,

apiVersion: vi
kind: Pod
metadata:

name: redis

spec:

containers:

- name: redis
image: kubernetes/redis:v1
env:

- name: MASTER
value: "true"
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ports:
- containerPort: 6379
resources:
limits:
cpu: "0.1"
volumeMounts:
- mountPath: /redis-master-data
name: data
- mountPath: /redis-master
name: config
volumes:
- name: data
emptyDir: {}
- hame: config
configMap:
name: example-redis-config
items:
- key: redis-config
path: redis.conf

2. Pod Z{ER L £ 9,

I $ oc create -f redis-pod.yaml

FRICHER I 17z Pod ICIL. example-redis-config ConfigMap @ redis-config & — % redis.conf &
WD 7 74IVICES ConfigMap R 2 —LAHY XY, TORY 1—LALlERedis AV TF—OD /redis-
master 74 LY MY —ICX TV MIN, BRET 74 /L% /redis-master/redis.conf ICEEBEL T, &
ITAA—IDNYRY—DRedisEE7 71N ERTELE T,

ZDPodIcxt LT ocexec #E1TL. redis-cliV—ILA2ETTBHEE. [ENEEICERAINALZ E
EHRTEET,

$ oc exec -it redis redis-cli

127.0.0.1:6379> CONFIG GET maxmemory

1) "maxmemory"

2) "2097152"

127.0.0.1:6379> CONFIG GET maxmemory-policy
1) "maxmemory-policy"

2) "allkeys-Iru"

22.5. Hll%9

ConfigMap (&, Zh 50 Pod THEAINZRICERINZVENHY FT, IV bO—F—FHRE
T—I9DBRELTWEBEILETNAERRTDLIITERTEE YT, BEROTr—RITDWVWT
I, ConfigMap THREIN/L B4 DIV R—F Y MEFERL T IV,

ConfigMap # 7Y =/ ME7 OV I MIHYFET, ThHREALTOY TV D PodICL>TDH
SBINET,

Kubelet (. APl #—/\—M5ER1§9 % Pod @ ConfigMap DERAD A& HHR— KL ET, ZhIlIE,
CLIZER L TEKRIN/ZPod, FLIELT)r—2aryay hO—5—h SBENICER I L/ Pod
NEFENET, NI, OpenShift Container Platform / — K ® --manifest-url 757, Z® --
config 757, F/IEETDRESTAPI ZFERA L TEHRI N/ Pod BEFNTEA (INHIE Pod Z1F
Y 25— AFETEHY FEA),
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5235 DOWNWARD API

23.1. 1 E

Downward API I&, OpenShift Container Platform ICfE&E IOV T F—DAPIA T I MDD W
TOBEREFATEDIANZZALTYT, TDBERICIE. Pod DRI namespace LU YV —EH
BFENZET, AVFTF—E. BELTHFELERY 1—LT7554 % FEHAL T Downward API 5 [E2R
HERATEEY,

23.2. 7 4 —J)L RDZEIR

Pod ID 7 1 —JL KiE, FieldRefAPI ¥ 1 7% EA L TGERINE Y, FieldRef ITIZ2 DD 7 1 —Jb
FAEENFT,

Z4—IVE Bl

fieldPath Pod ICBIE L TEIRYT 27 4 —IL KD/ TY,

apiVersion fieldPath =L 7 4 —DEEIRICHEAT 5 APl /XN—
¥3av7Td,

BESTVIAPIOBMAREL 29 —IEUTAESENF T,

L4 — B

metadata.name Pod D&ZRITY, CNIFREZHBLIVCRY 2 —4
THR—MIhTWZET,

metadata.namespace Pod @ namespace T9, ZNIFRIEZHS L UR
)ai—LTHR-—FINTVWET,

metadata.labels Pod DSNRIVTE, TNIFERY 2 —LTOHYR—
ANEh, BEZHTEYR—FIhTWEHA,

metadata.annotations PodD7/7—>3>YT9, INIERY 2—LTD
HFHR—PMIh, REZHTETR—bIhTWE
A

status.podIP Pod D IPTY, ChIRREEHTOAYR— I

N, R 2—LATRERYR-—FINhTLEHEA,

apiVersion 7 1 —JL R TY, BEINTULWARWEERF., HROPod T TL—hDAPIN—2 3 V(i
TI7AILMEREINETS,

23.3.DOWNWARD API =R LAY T+ —EDFEH

2331 RIEZHDFEA
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Downward APl 2§ 27D 1 DDA N=XLELT, AVTF—ORIBEHAFEATZIENT
X %9, EnvVar ¥ 1 7® valueFrom 7 1+ —JL K (¥ 1 7|& EnvVarSource)ld. ZHDEH value
74 —ILRTEREINS) TFILETIEZA L. FieldRef VY —ANSDEICRD LD ICIBET B7=DICE
AINnExd, SERITEMOY —ZADYR—NINZA8ELNHY T, BIFRTIE. YV —RO fieldRef
7 4 —JU Ri& Downward API D57 4 =)L RZZBIRT 2 DICERAINET,

CDAETCHATESDE Pod DERBHEDATY, RREHZFEALTYR—bINET71—ILF
Ik, AR EENE T,

e Pod D&HI
® Pod M namespace

1. pod.yaml 7 7 1 JLE/ERR L F 7,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_POD_NAME
valueFrom:
fieldRef:
fieldPath: metadata.name
- name: MY_POD_NAMESPACE
valueFrom:
fieldRef:
fieldPath: metadata.namespace
restartPolicy: Never

2. pod.yaml 7 7 1 JLH 5 Pod ZER L £ 9,

I $ oc create -f pod.yaml

3. AV 7F—00% T MY_POD_NAME $ & ' MY_POD_NAMESPACE DfE %58 L £
ER

I $ oc logs -p dapi-env-test-pod

2332. R a—LTST4DFEH
Downward APl 2T 2EI 1 DDA NZZXLELTRY 2 —LTSTAVEFERTHIENTEE
9, Downward API R 2 —LFSTA ik, 7274 NVICBRAINZREZTAD I 4 —IL REF>TR
) a—AL%ERMLZT., VolumeSource API A 72 T4 KD metadata 7 1 —JL RIZZ DR 21— L%
BRETDEOIERINET, 7574 VIEUTO 74 —IILRESHR—MLZET,

e Pod D&HRI

® Pod M namespace
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e PodD7./ 77— 3v
e Pod DI N)L
123.1Downward API RV 2 — LTSS T4 V&%

spec:
volumes:
- name: podinfo
downwardAPI:: ﬂ
items: 9
-name: "labels"

fieldRef:

fieldPath: metadata.labels ﬂ

RY a1—LY—Z®D metadata 7 1 —JL Ri& Downward API /R 2 —LABELZET,
items 74 —I)LRIEARY) 2 —LICEATZ 71— ILRO—EEZRFLZET,

T74—ILRERBHETZ 771 ILDEARITY,

0009

BEITZ714—ILKOEL V5 —TT,

UFICHzERLET,
1. volume-pod.yaml 7 7 1 L= ER L £ 7,

kind: Pod
apiVersion: vi
metadata:

labels:

zone: us-east-coast

cluster: downward-api-test-clusteri

rack: rack-123

name: dapi-volume-test-pod
annotations:

annotationi: "345"

annotation2: "456"

spec:
containers:

- name: volume-test-container
image: gcr.io/google_containers/busybox
command: ["sh", "-c", "cat /tmp/etc/pod_labels /tmp/etc/pod_annotations"]
volumeMounts:

- name: podinfo
mountPath: /tmp/etc
readOnly: false

volumes:
- name: podinfo

downwardAPI:
defaultMode: 420
items:

- fieldRef:
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fieldPath: metadata.name
path: pod_name
- fieldRef:
fieldPath: metadata.namespace
path: pod_namespace
- fieldRef:
fieldPath: metadata.labels
path: pod_labels
- fieldRef:
fieldPath: metadata.annotations
path: pod_annotations
restartPolicy: Never

2. volume-pod.yaml 7 7 1 JUH 5 Pod Z{ERK L £ 7,

I $ oc create -f volume-pod.yaml
3.AVTHI—0OJERERL, REINLT7 14— I NOFEEZERLIT,

$ oc logs -p dapi-volume-test-pod
cluster=downward-api-test-cluster1
rack=rack-123

zone=us-east-coast
annotation1=345

annotation2=456
kubernetes.io/config.source=api

23.4.DOWNWARDAPI B L7+ —U YV —ADFEH

Pod DEREFIZ. Downward API 2B L CaAVYEa—F 1 VT YY—ADERBLVCEHIRICOVTD
FEHREFRAL, 1 A—VBLVT7 TNV 5= a3 VDOERENEEDRIERADA A —J A BICERTE
5&5I1ICLFET,

Zhid. BEZHBIVR) 2 —L T4 VDVWTNOFETEITTEET,

2341 RIBEHDFER

1. Pod 2 E DIEREEIC. spec.container 7 « —JL KD resources 7 1 —J)L NORBFICT T
PIRBREHEEELE T,

spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox:1.24
command: [ "/bin/sh", "-c", "env" ]
resources:
requests:
memory: "32Mi"
cpu: "125m"
limits:
memory: "64Mi"
cpu: "250m"
env:
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- name: MY_CPU_REQUEST
valueFrom:
resourceFieldRef:
resource: requests.cpu
- name: MY_CPU_LIMIT
valueFrom:
resourceFieldRef:
resource: limits.cpu
- name: MY_MEM_REQUEST
valueFrom:
resourceFieldRef:
resource: requests.memory
- name: MY_MEM_LIMIT
valueFrom:
resourceFieldRef:
resource: limits.memory

DYy —R&IRAIVTFF—HBEFICETFNh TV ARWES. Downward AP IZFT 7 4L T/ —K
DCPUBELVAEN —DENY HTHERMEICREINE T,

2. pod.yaml 7 7 1 JLH 5 Pod ZER L £ 9

I $ oc create -f pod.yaml

23.42. R a—LTSJ4 > DOER

1. Pod 5% EDIEMBEFIC. spec.volumes.downwardAPLitems 7 1 —JL R&EHA L T
spec.resources 7 1 — /)L RICHIGT 2HELR) YV —RX %z LE T,

spec:
containers:
- name: client-container
image: gcr.io/google_containers/busybox:1.24
command: ["sh", "-c", "while true; do echo; if [[ -e /etc/cpu_limit ]]; then cat /etc/cpu_limit;
fi; if [[ -e /etc/cpu_request ]]; then cat /etc/cpu_request; fi; if [[ -e /etc/mem_limit ]]; then cat
/etc/mem_limit; fi; if [[ -e /etc/mem_request ]]; then cat /etc/mem_request; fi; sleep 5; done"]
resources:
requests:
memory: "32Mi"
cpu: "125m"
limits:
memory: "64Mi"
cpu: "250m"
volumeMounts:
- name: podinfo
mountPath: /etc
readOnly: false
volumes:
- name: podinfo
downwardAPI:
items:
- path: "cpu_limit"
resourceFieldRef:
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containerName: client-container
resource: limits.cpu
- path: "cpu_request"
resourceFieldRef:
containerName: client-container
resource: requests.cpu
- path: "mem_limit"
resourceFieldRef:
containerName: client-container
resource: limits.memory
- path: "mem_request"
resourceFieldRef:
containerName: client-container
resource: requests.memory

DYy —R&IRAIVTF—BEICEEFNhTVWARWES. Downward AP IZFT 7 4L T/ —K
DCPUBELUAEY —DEIY HTHIERBEICREINE T,

2. volume-pod.yaml 7 7 1 JUHN 5 Pod Z{ERK L £ 7,

I $ oc create -f volume-pod.yaml

23.5. DOWNWARD APl AL/~ —2 L v bDFERA

Pod D{EREFIC. Downward API AR LTY—2 Ly &AL, AX—YBLOT7 TV yr—v 3y
DEREINFEDEEBRADA A —VAEHRTEDLIICTEZET,

2351 RIEEHDEH
1. secretyaml 7 7 1 JL&EERK L £,

apiVersion: vi
kind: Secret
metadata:
name: mysecret
data:
password: cGFzc3dvemQ=
username: ZGV2ZWxvcGVy
type: kubernetes.io/basic-auth

2. secretyaml 7 7 1 JLH 5 Secret ZER L £ 9,
I oc create -f secret.yaml

3. LE2D Secret *5 username 7 1 —J)L KA S889 % pod.yaml 7 7 1 L EERR L £ 9,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container

295



OpenShift Container Platform 3.9 AR &EH 1M K

image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_SECRET_USERNAME
valueFrom:
secretKeyRef:
name: mysecret
key: username
restartPolicy: Never

4. pod.yaml 7 7 1 JLH 5 Pod ZER L £ 9

I $ oc create -f pod.yaml
5. A7 F—m0% T MY_SECRET_USERNAME DE% AL X7,

I $ oc logs -p dapi-env-test-pod

23.6. DOWNWARD API % {#f L 7= CONFIGMAP D {§

Pod DYEREEFIC. Downward APl % {#F L T ConfigMap {E%3EA L. 1 X—YB LT TV r— 3
YDEREDNBFEDRERDAA—VEERTZIENTEET,

23.6.1. RIEEHDfEH
1. configmap.yaml 7 7 1 L&A {ERK L £ 7

apiVersion: v1i
kind: ConfigMap
metadata:

name: myconfigmap
data:

mykey: myvalue

2. configmap.yaml 7 7 14 )L & ConfigMap % {ERX L £,

I oc create -f configmap.yaml

3. LE2D ConfigMap #5889 % pod.yaml 7 7 1 L&A {ERR L £ 9,

apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_CONFIGMAP_VALUE
valueFrom:
configMapKeyRef:

296



#5233 DOWNWARD API

name: myconfigmap
key: mykey
restartPolicy: Never

4. pod.yaml 7 7 1 JLH 5 Pod ZER L £ 9
I $ oc create -f pod.yaml
5 A7 F+—m0% T MY_CONFIGMAP_VALUE OfE%=#EE L £ 9,

I $ oc logs -p dapi-env-test-pod

23.7. REBEEZ#HDESRE

Pod DERKEFIC, $()1‘%§Ui’ﬁﬁ L TERIICERINCRBEZROEZSRTEEY, BREEZHOSE
DERINBWGE, ERREINAXFIDOZZICRYETS,

Ei|

2371 BIREHEDODSROHEA
1. BEF D environment variable = %889 % pod.yaml 7 7 1 L ZEX L £,

apiVersion: v1i
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_EXISTING_ENV
value: my_value
-name: MY_ENV_VAR_REF_ENV
value: $(MY_EXISTING_ENV)
restartPolicy: Never

2. pod.yaml 7 7 1 JLH 5 Pod ZER L £ 9
I $ oc create -f pod.yaml
3. AYF+—nO%TMY_ENV_VAR REF ENV{E%RAL T,

I $ oc logs -p dapi-env-test-pod

23.7.2. BELTHOSBOI Ry —7

Pod DEREFIC, —ERNIREBS.2HERH L CREZHOSRATIR T —7 T, RIEIKEEINL
BOE—RILEBEDN—Va VICBREINET,

1. BEF D environment variable = %889 % pod.yaml 7 7 1 L Z{EK L £,
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apiVersion: vi
kind: Pod
metadata:
name: dapi-env-test-pod
spec:
containers:
- name: env-test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]
env:
- name: MY_NEW_ENV
value: $$(SOME_OTHER_ENYV)
restartPolicy: Never

2. pod.yaml 7 7 1 JLH 5 Pod ZERR L £ 9
I $ oc create -f pod.yaml
3. AvFF—oa4s TMY_NEW ENV{E%=MEALZE T,

I $ oc logs -p dapi-env-test-pod
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%524% PROJECTED /RY 12— A
2824%Z PROJECTED R 2 — A

24.1. B E
Projected RV a—A (&, WS DOHDEHEDRY) 2—LY—2&EALCTA LI M) =Xy TLET,
REERT, UTDIATOR) 2 —LY—REZREATEEY,

e V—JLvwh

e ConfigMap

e Downward API

pa 3]
- ITARTDY —RIE Pod &[] U namespace ICENMNZHELNHY T,

Projected RY 2 — LI INSDRY 2 —LY —ROFEBOMAEDEEE—TA LV M) —IIxv S
L/\ l_ﬁ_o)Lj\-Fo)%?i—%EjﬁE‘: L/ ia—o

o B—Rl)a1—L%, EHDOI—UL v bDF—, configmap. & & U Downward APIEHRTH
EMICERE L. BREDBERY —ATE—FTALIMN)—%2BKRTEDLIICLET,

o BIFEHDN\RXZHATRMICHEEL T, E—R)1—LZEH—IL Y hDOF—, configmap.
B LUV Downward APIHERTEREL. 1—H—H2HR) 2 —LDOHBEZZLICHETE S LI IC
L/i_a—o

24.2. > F ) F|
LTO—fMayF Y4k, BREIh2 7007 NAaFERTAIAERICDVWTRLTWVWET,

® ConfigMap. ¥—% L v k. Downward APProjected RY) 2 —L%FATZ &, /AR T— KA
EFENZRET—HITCAVT S —%5TO14TEET, ThHDYY—R%EFERTZ7SY
/r—< 3 % OpenStack % Kubernetes ICT7 704 2R BEENHY £, BRET —F I,
H—EZXDNEHREAELIET AN CERAININMNIL S TERSKEAETTEY TSN D0
EN’HZAREMENHY ET, Pod ICEBRBEZ/ZIETANDINILAIMFIFSENTWBIGA,
Downward APl £z L ¥ 4 — metadata.labels % {#f L TE )% OpenStack 8% E= M T X &
ER

e ConfigMap+>—% L ¥ FProjected R 2 —LIZL Y, BET—IBLTNNRT—N&FER
LCaAVTF+—%77O014TEEY, L&z BEELINEESI RV % Vault /S 27— K
7740 %&ERALTESIEL T, configmap & L TIREFI N7 Ansible Playbook #3173 % Z
ENTEXY,

e ConfigMap + Downward APIl, Projected R') 2 —AIZ & Y, Pod % (metadata.name zL &
H—TEIRTEE) 2S5CREEZERTEET, COT7TUs—>avidIPhovF VI % FER
EFICHREICY —REHFITEDLDBEREHICPod BEET I ENTEXT,

e —/ L v b +Downward APProjected ") 2 —AIZL Y. Pod D namespace
(metadata.namespace ZL 7 ¥ — CEIRAEE) 2BEFILT 57DDNNT) v I Fx—& LTV —
Ly NEERATEEY, ZOBITIE. ARL—49—RF D7V 5—> a3V aEFERL. BS
XN NS RAR— M EFEAETIC namespace [EREREIGEETEDLDICARYET,
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24.3. POD T4k Dl
LAFIE. Projected RY 2 —L%ERNT 275D Pod AR DHITY,

f241>—2- L v b, Downward API & & U configmap &L Pod

apiVersion: v1
kind: Pod
metadata:
name: volume-test
spec:
containers:
- name: container-test
image: busybox
volumeMounts:
- name: all-in-one
mountPath: "/projected-volume"g
readOnly: true 6
volumes:
- name: all-in-one 6
projected:
defaultMode: 0400
sources:
- secret:
name: mysecret ﬂ
items:
- key: username
path: my-group/my-username 6
- downwardAPI:
items:
- path: "labels"
fieldRef:
fieldPath: metadata.labels
- path: "cpu_limit"
resourceFieldRef:
containerName: container-test
resource: limits.cpu
- configMap: @
name: myconfigmap
items:
- key: config
path: my-group/my-config
mode: 0777

=Ly NEREETEZEIYTFT—D volumeMounts 7> 3V AEBMLEY,
Y=Ly "DPRRINZEKRERTALI N —DNRREBELZET,
readOnly % true ICEREL 7

ZNEND Projected R 21— LY —R%&—ERRT 57HICvolumes 70 7 ZEBML £
ER

R 2 —LDERIEIRELET,

® 0009
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T7AIICETNN—IvoavaRELET,

Y=Ly hEEBMLET, >—ILy b ATV NOAFZEMLET, FRHTI2HLED
HE23ETNTNDY—IL Yy NE—BRRIINZLENHY X,

mountPath D FICY—J Ly hADNRRZEELFY, TITY—2I Ly T 7ML
/projected-volume/my-group/my-config ICEHNN X T,

Downward APl ¥V — X &EBIML X7,
ConfigMap V—ZX & EIML 9,

HEDERRICBITZE—FZRELITY,

9O O 90

R

Pod ICEH OOV T F—hrH3HBE. ThEThdDd Y5+ —IZIF volumeMounts 7
avHhRETIN, 12D volumes £V avDAINREIZHRY FT,

B242 T 7 AN MUADNR—ZI v aVETIADEEINEER—7L v 2 EE Pod

apiVersion: v1
kind: Pod
metadata:
name: volume-test
spec:
containers:
- name: container-test
image: busybox
volumeMounts:
- name: all-in-one
mountPath: "/projected-volume"
readOnly: true
volumes:
- name: all-in-one
projected:
defaultMode: 0755
sources:
- secret:
name: mysecret
items:
- key: username
path: my-group/my-username
- secret:
name: mysecret2
items:
- key: password
path: my-group/my-password
mode: 511
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pa )

defaultMode IZEBHAINZ L NIV TOHAEETE, FR) 1 —LY—RITIFEBEINZE
A, 72720, LEBDL D ITEL%*DERICDOWVWTO mode #BARMICIEETCEX F T,

24.4. INZICDWTDEBEEIF

Projected RY 2 —L&BENRT BERIC. R 2a—LT7 71 IVDO/NRRICEET Z2LUTORRICOVWTRT
HFEL &I,

BEINZARBEEA—CHZBEDF—RHOHES

BHOFXF—%RLC/NATHRET 2%5. Pod TkIFEMGAOAKRE LTRIFANRLONERA, LTOD
5l Tlx. mysecret & & U myconfigmap ICIEEINB/XRIZALTY,

apiVersion: v1
kind: Pod
metadata:

name: volume-test

spec:

containers:

- name: container-test
image: busybox
volumeMounts:

- name: all-in-one
mountPath: "/projected-volume"
readOnly: true

volumes:

- name: all-in-one
projected:

sources:
- secret:
name: mysecret
items:
- key: username
path: my-group/data
- configMap:
name: myconfigmap
items:
- key: config
path: my-group/data

BEINLNRRADEVWF—RBEORES

EROVFT)ADIFEERKRIC, RITEORADETINIE—DIA IV TREITRTD/NRRAD
Pod DEREFICEREBIS N BBFTY . TNUADGEIE, BREDORERICHEESINEHFD) YV —X
DINLYRIDIRTDEDZLEEELET (INIF Pod FRRICEFRIND ) V—XICDWVWTE

1DDNRADBETRMLNRZATHY., £ 12O AHLPABNICEAINZ A THBIBADES

BEMICRASNZ T -9 LRI 21— —HEBENRICL>THANELZHE, AIRDO LD IC
BHLD)Y—ZANINLYFIDIRTDEDZEZLEETLET,

24.5.POD @ PROJECTED RN ) 2 — LA D&TE
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UTofE. BFEOY—ILy MRY 2 —L%EIT TV NS B70HIC Projected R 2 —L%ERT 2H
EERLTWET,

UTOFEE. O—ALT7 740621 —HF—ZELUVNRAT—RDY—I Ly MEERT B7<DICE
TCXFEY, TORIC, >— Ly bERELCEBETA LI M) —IZTT Y NS Z780IC Projected 7R
Jai—L%EZFEALTID2OAYTFH—%%1T79 % Pod /R L E 7,

L. =Ly MDEFNDZ 774 EERLET,
PFICHZERLET,

I $ nano secret.yaml
LFZABDL, RRATD—=RBL1I—HF—IEHRZEEEIRZIZFT,

apiVersion: v1

kind: Secret

metadata:
name: mysecret

type: Opaque

data:
pass: MWYyZDFIMmU2N2Rm
user: YWRtaW4=

user $ £ U pass DIEICIE., base64 TTYA—F 1 VI INEEREDEMNLXFIAFERT

XF9d, CZTHERAINSHIE base64 TTYA—TF 14 ¥ 7 I N/ (& (user:
admin, pass:1f2d1e2e67df) IC/xY 7,

$ echo -n "admin" | base64
YWRtaW4=

$ echo -n "1f2d1e2e67df" | base64
MWYyZDFIMmU2N2Rm

2. UWFoa~x Y REFERALTY—ILy MEEKRLET,
I $ oc create -f <secrets-filename>
DLFICHERLET,

$ oc create -f secret.yaml
secret "mysecret" created

3Y—JLy hHPUTOATY FZEALTERINTWS I L ZREBTEET,

$ oc get secret <secret-name>
$ oc get secret <secret-name> -0 yaml|

UFICHZERLET,

$ oc get secret mysecret
NAME TYPE DATA AGE
mysecret Opaque 2 17h

I oc get secret mysecret -0 yaml
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apiVersion: v1
data:
pass: MWYyZDFIMmU2N2Rm
user: YWRtaW4=
kind: Secret
metadata:
creationTimestamp: 2017-05-30T20:21:38Z
name: mysecret
namespace: default
resourceVersion: "2107"
selfLink: /api/vi/namespaces/default/secrets/mysecret
uid: 959e0424-4575-11e7-9f97-fa163e4bd54¢c
type: Opaque

4. volumes 7 aVhEFEFNSE UTDL IR PodBEZ7 71 IV EERLF T,

apiVersion: v1
kind: Pod
metadata:
name: test-projected-volume
spec:
containers:
- name: test-projected-volume
image: busybox

args:

- sleep

- "86400"

volumeMounts:

- name: all-in-one
mountPath: "/projected-volume"
readOnly: true

volumes:
- name: all-in-one

projected:
sources:

- secret:
name: user

- secret:
name: pass

5 BEZ7 74D Pod 2ER L F T,
I $ oc create -f <your_yaml_file>.yaml

UFICHZERLET,

$ oc create -f secret-pod.yaml
pod "test-projected-volume" created

6. Pod AV TF—HDRITHTHD I EZ2HRLTHS, Pod NDEREZHERLET,
I $ oc get pod <name>

HARUTOL D ICHRY FT,
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$ oc get pod test-projected-volume
NAME READY STATUS RESTARTS AGE
test-projected-volume 1/1 Running 0 14s

7. BN —IFIT, ocexec AV Y R ZHALTEITHFDIAVTFT—ADY TV ZREFT,
I $ oc exec -it <pod> <command>
UFICHZERLES,
I $ oc exec -it test-projected-volume -- /bin/sh

8. ¥ TJL T, projected-volumes 71 LV h) —ICERAINZ Y —ANEFND & 2HRLE
ER

[ #]1s

bin home root tmp
dev proc run usr

etc projected-volume sys var
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5252 DAEMONSET O{#H

25.1. {3} &

daemonset I&. OpenShift Container Platform 7 5 24 —ADRFED, F7/IEITXTD ./ — KT Pod
DLT) hERTTZIEOIERTEET,

daemonset ZFA L THEA RN L =V %EHRL, V75RF—DITARTD/—RKRTAF Y Pod % E1T
TEI FLEEIRTD/—RTEZY—I—VzvbETTOSMLET,

X2 F4—LEDOEBANS., VS5RY—BEEHEDHND DeamonSet R TEEz T, (—H—~D
Daemonset /X\—3 v 3 VD5, )

daemonset ICDWT DML, Kubernetes RFa XY hAEBRBLTLIEIWL,

23

Daemonset DA a—) o7z Oy hOF 74N/ —RELIVIY—EDE
BELHY FHA, TNEEWICLARWVWES. daemonset (37 74D/ —REL Y
H—EDI—VILL>THIBINZE T, ChilLY, v—IV XN/ —RKREL V4 —T
BIRARINIZ/ — KT Pod BMEBREICBERIND LD ICRY, VF5RI—IIFRERE
mAMbY £9,

FTDRH, UTICBELTLEIW,
e daemonset DA% BRI 2 RIIC. namespace D7 / T—< 3 ~ openshift.io/

node-selector %= ZDXFFICERET 5 Z & T, namespace D7OY TV b2
KOT 72D/ —RELIS—EEMLET,

# oc patch namespace myproject -p \
'{"metadata": {"annotations": {"openshift.io/node-selector": ""}}}'

o MOV MEIEM L TWBIHEE, oc adm new-project --node-
selector=""%#FHALTCTF 74D/ —RKEL V4 —%LEXLZT,

25.2. DAEMONSET D {ERX

daemonset DYEREFIC. nodeSelector 7 1+ —JU RKi& daemonset AL 7)) hEF 704 T 2UHEDH
5/)—REEETHLEODIFERAINET,

1. daemonsetyaml 7 7 1 L EEHEL X T,

apiVersion: extensions/vibetat
kind: DaemonSet
metadata:
name: hello-daemonset
spec:
selector:
matchlLabels:
name: hello-daemonset ﬂ
template:
metadata:
labels:
name: hello-daemonset 9
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#5253 DAEMONSET O f#i

spec:
nodeSelector: e
type: infra
containers:
- image: openshift/hello-openshift
imagePullPolicy: Always
name: registry
ports:
- containerPort: 80
protocol: TCP
resources: {}
terminationMessagePath: /dev/termination-log
serviceAccount: default
terminationGracePeriodSeconds: 10

ﬂ daemonset IC@9 % Pod Z¥IB 95 SNILEL V4 —TT,

Qg PodFY7L—RDSNILELII—TF, LZOSNILEL VI —IT—BLTWEHE
AHYET,

g Pod L 7Y ANFTOAINBZNEDHSZ/ —REHHTE/ —REL25—TF,

2. daemonset A 7V U NEERLZE T,

I oc create -f daemonset.yaml

3. Pod BMERINTWE I E2MHRA L. & PodICPod L) AD$H 2 & 5MHRT BICIE. LA
TZERTLET,

a. daemonset Pod ##&%& L ¢,

$ oc get pods
hello-daemonset-cxémd 1/1 Running 0 2m
hello-daemonset-e3md9  1/1 Running 0 2m

b. Pod»'/ — FICEEEINTWS I & %2R T 57cHICPod ZRRLET,

$ oc describe pod/hello-daemonset-cxémd|grep Node
Node: openshift-node01.hostname.com/10.14.20.134
$ oc describe pod/hello-daemonset-e3md9|grep Node
Node: openshift-node02.hostname.com/10.14.20.137
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BF

e DaemonSet D Pod 7V 7L —hMEBEHLTHE., BEIED Pod L 7Y HICIEHE
lETHY A,

e DaemonSet ZHIBRLTH S, BRBFTVITL—MERLIRILELIY—%1E
FA L THRD DaemonSet ZERT 2H5EIC. BEED Pod L 7Y %, SR
D—HBMLTWBERH#T 5D, BEED Pod L 7Y HIXEHINT, Pod 7V
TL—=FT—BLARWGAETEH LWL Y APERINE T,

o /—RDOSNIVELTET BIHAICIE. DaemonSet IFFTLWSNRILE—HT B
J—RICPod ZEBML. FILLWSRILE—BLARW/ —KH 5 Pod ZHIR L £
£

DaemonSet #E# 9 5 IC1E. LBIOL 7Y hFE/lE/ —REBIRL THRD pod L 7
) h&BEIBICER L T,
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$26= POD ODBEEFRA T —Y) VT
$F26= POD OEEIR T —) T

26.1. &

HorizontalPodAutoscaler 4 7Y = 7 k TEZ X115 Horizontal Pod Autoscaler i, L U4 —< 3
YAV MO—F—ICBT B Pod MBIREINZ A MN) IV RFLET IO XY FEEICEDWT, ¥
ATFLDRL T =23 vary bO—5—FhIET 704 AV MEED AT —ILDIER % BEICERE
THHEZEELET,

26.2. HORIZONTAL POD AUTOSCALER D&%

Horizontal Pod Autoscaler {3 3I1lld. 7SRV —BEEIX VA —A N U 25 @ICETE
LTWBRENHY T,

263. YR—FINBAKYITR

LLFD X M) 2 &1 Horizontal Pod Autoscaler TH R— KNI TWE T,

F261X MY IR
XRMYIR ; API/X—Y 3>
CPU DOfEEFZE ERINZ CPUDNR—EVYT—Y autoscaling/v1. autoscaling/v2be
tal
XE)—DFEAE BRINZAE)—DEE autoscaling/v2betatl

26.4. B8R —) Y

oc autoscale 1< > R%&{#H L T Horizontal Pod Autoscaler Z#{Ef L. E1T9 % Pod OR/NH LV
BRAHBAIBETZEHICPodDY =Ty FELTEREITARE CPUDFERARFLIIAT —DFEAERE
BETDIENTETET,

BF
AEYY—ERAEROBMRT—) Vv JIRTI /0 —FLE1—#EDHE L TRHI 1

Horizontal Pod Autoscaler DYER %I, T id Heapster TPod DX MYV ZRD Y T —%HTLE
¥, Heapster B #IHAX ) VR ZEFT 2 ETIC 1905 2 DDEELAIIZHBELHY T,

A MY U ZH Heapster THIFARIEEICZR B &, Horizontal Pod Autoscaler (ZIAER X ) U ADFERAZER
KR 2REDA M)V RODFERERDENEGAETE L. BRI —ILT Yy TELIERAT—ILI DV EERT
LEFT, A=V YV JTRE—EBRTEITINT TN, A M) T XD Heapster ICBEINZ X TIC19H0
52 9DEEAINBIHZELNHY £T,

LU —vavay bo—5—0§a, ZORr—Yv 7L 7Y sr—yavayio—5—oL 7
DAIKERERBLET, 7704 AV RREDHBE. RT—Y 0 7@FF77O04 AV MEEDL 7Y h#K
ICEERIGLET. BEBRT—) 7L Complete 7 T —XDHHTTOA AV MIDHERIND Z
EITFRLTLES W,
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OpenShift Container Platform (&) YV — X ICEHEIMICK IS L, AR EDY Y —XAOFEANRE L L
BEREVDEOBRWEIFRT— V7 %BEEET, unready JREED Pod ICIE. RT—ILT7 v TEDE
FAZA* 0 CPU &EE I M. Autoscaler (AT — )L I VEFICIZEIN 5D Pod #|IAL £9, BEEID X
YO ZD7%E\N Pod ITIZR T —ILT v TREDHEAED 0% CPU, R4 —IL¥J VEFIC 100% CPU & 742
YEJ, INICEY, HPADREFRFICKEMMELE T, ZOKEZFEAT 2ICIE. readiness F T v
A

ELTHRPod NMERARERTHENEI N ZHRILET,

26.5.CPU FARAEOHER Ty —") v J

oc autoscale IV FZEFAL T, PR EBB/EINBRMEICETT 2 Pod DEABZHEEL X
¥, #7232 & LT Pod DR/INEE Pod B9 —4'y M&ET BFHD CPUERAEEEETEET.
BE LARWEEIE. OpenShift Container Platform % —/ A=W 5D F 7 # )L MEN ZH LIEEEI N FE

ER

UFICHZERLET,

deploymentconfig "frontend" autoscaled

I $ oc autoscale dc/frontend --min 1 --max 10 --cpu-percent=80

LEEDHITIE, Horizontal Pod Autoscaler M autoscaling/v1 % 8 L TLLF D E & T Horizontal Pod

Autoscaler # 9 21EAE=ZR L TWET,

f5126.1 Horizontal Pod Autoscaler 7 7 7 M EZH

9S00 0609

310

apiVersion: autoscaling/v1
kind: HorizontalPodAutoscaler
metadata:
name: frontend 0
spec:
scaleTargetRef:
kind: DeploymentConfig g
name: frontend
apiVersion: apps/v1 ﬂ
subresource: scale
minReplicas: 1 6
maxReplicas: 10 G
targetCPUUtilizationPercentage: 80 ﬂ

Z @ Horizontal Pod Autoscaler 7 = 7 b D&
Ry—=V2J$24TIy NOFESE

RF=Nr 73253710 MDER

A=)V 7424 TII MDAPIN=U 3 Y
RT—=IEIVEDL T HDHRNL

2AT—=ITy TEDOL 7)) HDORKRE

ZPodMFAHLTWABAZ ENEFEINBZIERINAZCPUDNIR—EYFTF—Y



$26= POD DEHEBR T —Y Y

F 7-1%. oc autoscale O~ ~ K& Horizontal Pod Autoscaler @ v2betal /N\—> 3 v & {FRT ZRICLL
TOEZ%F L T Horizontal Pod Autoscaler Z{ER L £ 9,

apiVersion: autoscaling/v2betal
kind: HorizontalPodAutoscaler
metadata:
name: hpa-resource-metrics-cpu ﬂ
spec:
scaleTargetRef:
apiVersion: apps/v1
kind: ReplicationController
name: hello-hpa-cpu ﬂ
minReplicas: 1 9
maxReplicas: 10
metrics:
- type: Resource
resource:
name: cpu
targetAverageUtilization: 50 ﬂ

Z @ Horizontal Pod Autoscaler 7 = ¥ b D&
A=V 09247 MDAPIN=U 3 Y
Ry—V2J$24TIy NOFESE
Ry—=N2J$2FTITI MDA
RT—=NIIVEDL T) ADRNE
RT—=IWT v TEHEDOL T) ADEKRE

ZEPod MERALTWB I ENFRINZIEKRINL CPUDFHDNN—EYT—Y

9O099200609

26.6. X)) —FHROB# AT - VT

BF

AXEY)—FAKOBFRAT YV /3T /00 —TLEa—#EDHE L TREI L
TWFEd, 74/ —7L Ea1—#EElL Red Hat DEBHREREBETOY—ERALRILT
1) =X N (SLA) TP ER—PFINTVWARWH, RedHat TIIEHRERETDFERA
EHELTVWERA, INODHEEIT, EARRFIEDOHGMEELE ) Y — R ITEKEEITT
TRHETEZZEICEY, AETOCADRTEERICHELEDTANE 71— RNy
HELTWERESZEZBMELTWVWET,

RedHat D77/ OY—7L Ea—#EED Y R— MIDWT DM
I&. https:;//access.redhat.com/support/offerings/techpreview/ A S8 L T ZX W,

CPUR—ZDEFHRT—Y VT EIFERY, XE)—R—ADEHFHRT—") > 7 TlE, oc autoscale
a7 Y RDORHYIZYAML %F B L CTAutoscaler 23 8E T2 2 ENMMETY, # 7 3 & LT, Pod
DRNIB LV Pod BY =5y NeTEIREDHZEHDAE!) —FRAKREZEETEET., Iho s
BE L RWIGEIX, OpenShift Container Platform % —/N—D5DF 7 4 )L MEN T SICIEEINE
ERS
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L XEY—R=—XOBERT—) U JIE. BEIRAST—") > 7 API D v2betal /X\—2 3 > TDHF
ATE%xd, U TF% 25 X4%—0 master-config.yaml 7 7 1 JLITEEML TAE) —R—D
BERT—) >V T2BMLET,

apiServerArguments:
runtime-config:
- apis/autoscaling/v2betal=true

2. LL'F%Z hpayaml 2 ED T 7 A JVICEZT X T,

apiVersion: autoscaling/v2betal
kind: HorizontalPodAutoscaler
metadata:
name: hpa-resource-metrics-memory ﬂ
spec:
scaleTargetRef:
apiVersion: apps/vi
kind: ReplicationController 6
name: hello-hpa-memory ﬂ
minReplicas: 1
maxReplicas: 10 G
metrics:
- type: Resource
resource:
name: memory
targetAverageUtilization: 50 ﬂ

Z @ Horizontal Pod Autoscaler 7 = 7 b D&
A=V 09247 MDAPIN=U 3 Y
RF=V2 79253710 hDERE

RF=N2 732537 Y MDER
RT—=ILEIVEDL T HDERNL

2T—=IVT7 v TEOL 7)) hORKRE

909200609

ZEPod MERALTWBZENFRINDZIERINAAE) —OFEHON—E VT

3. RICEEED 7 7 14 )LH 5 Autoscaler 2R L £ 9,

I $ oc create -f hpa.yaml
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BE

AEYY—R—ZDBEERT—) vV EHEIEDIIE. AT —FEHENL T AKE
AL TERY 20BN HY 9. FHBICIEUTOLI LY FT,

o LTUNEAERBE, Pod CEDAEY — (fFty b) OBEAEALERIC
WO LET,

o LTYAEMNEDE, Pod TEDXEY —FHENDEMICEMLES,
OpenShiftweb AV Y —J)LAEFERALT. 77V r—>a v X E) —FaREL. X

T R—AODBEFRT—) VT EFERTBRICT IV = a v EThb0ER %25
LTWBZEEERLET,

26.7. HORIZONTAL POD AUTOSCALER DX~
Horizontal Pod Autoscaler D A7 —4% A %=XRR<d DICIE, UTFEEITLET.

e ocget VY RZEAL T CPUBERES LUV Pod HIFRDIEHRZRTLEXT,

$ oc get hpa/hpa-resource-metrics-cpu

NAME REFERENCE TARGET CURRENT MINPODS
MAXPODS AGE

hpa-resource-metrics-cpu  DeploymentConfig/default/frontend/scale 80% 79% 1
10 8d

HAKRUTAEENE S,

o Target, 7 7AA XY MRETHEINDZTRTDPod TY—4 v MIREINALTEY
CPUfERZ®TY,

o Current, 7704 AV MRETHIEINZ T RTD Pod IS BIRIED CPU FAEK,
o Minpods/Maxpods, Autoscaler TERETE 2L 7)) HDORMNIS L VUHRKETT,

® Horizontal Pod Autoscaler 7 7Y = 7 h DF#E#HR =S 5ICI1E. oc describe AY Y K%

ERLFT,
$ oc describe hpa/hpa-resource-metrics-cpu
Name: hpa-resource-metrics-cpu
Namespace: default
Labels: <none>
CreationTimestamp: Mon, 26 Oct 2015 21:13:47 -0400
Reference: DeploymentConfig/default/frontend/scale

Target CPU utilization: ~ 80% @)
Current CPU utilization: 79% 9

Min replicas: 1 6
Max replicas: 4 ﬂ
ReplicationController pods: 1 current/ 1 desired
Conditions: @)
Type Status Reason Message
AbleToScale True ReadyForNewScale the last scale time was sufficiently old
as to warrant a new scale
ScalingActive True ValidMetricFound the HPA was able to successfully calculate
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a replica count from pods metric http_requests

ScalingLimited False DesiredWithinRange the desired replica count is within the
acceptable range
Events:

ZPodBMFERALTVWBIENFRINDZIERINAAT) —DEHD/IN—T Y FT—,
FTOAAXY FNBETHIEINETARTOD Pod ICH 1T BIWIED CPU HHEEK,
2=V I VEDOL T hDORNL,

2T—=IVT7 v TEOL 7)) hORKRE,

0009

72V hHv2alphal APl ZfEA L TWBIHE. WREFEIRRIINET,

26.7.1. Horizontal Pod Autoscaler MIRRFZHED R

WiREHty MA&FER L T, Horizontal Pod Autoscaler 8R4 —1) VY T TEZHhEDI P, REEETT
NHOAVWTNHODOAEETHEINTWEINE I EHBITITET,

Horizontal Pod Autoscaler DIXR &4, BER 4 —1) » 4 APl @ v2betal /N\—> 3 Y THIFATE &
£

kubernetesMasterConfig:
apiServerArguments:

runtime-config:
- apis/autoscaling/v2betal=true

UTFDRRAREDREINE S,

e AbleToScale |& Horizontal Pod Autoscaler AR — LA T v F L, BIFICTXEZHNE D H P,
WIFNHDDNNY I F TRERRT—) VT EHWVTW WA E I ERLET,

o True XA T—) Vv INHFAINZ I EE2RLET,
o False RMIFEEINBZEBRICLYRT—) VY IDNHFAINGNWI EEZRLET,

e ScalingActive & Horizontal Pod Autoscaler ABMICINTEY (§—7v bDL 7)) h#HE
OTRW), HERANY TR (scale) 25t ETE 20 EI N ERLET,

o True FEIFA M) VAN BEINICHELTWSEIEEZRLET,
o False RMHIFBE7 v FIHX NI IVRICETHEEEZTRLET,

e ScalingLimited (&, L 7)) ADRKE/IEHR/NUELLLDICBBRT—) VY IDFAII N
BWIEZRLEYS,

o True &Mid, R —) VI 42LDICLT) ADRNFIZIERBZBIE LT, Fik
FBIE TR ENHDBIEERLET,

o False &fld, BRINALRT—U Vv IDNHFAINDIEERLET,

CDITEBMFLISRET Z2VENH BIHEICIE. OpenShift Container Platform —E X #BigH L
i’a—o
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I # systemctl restart atomic-openshift-master-api atomic-openshift-master-controllers

Horizontal Pod Autoscaler ICRE% 5 2 5 &4 %= &9 %ICId. oc describe hpa ZFEH L £9, &K
I& status.conditions 7 1 —JL RIZRRINE T,

$ oc describe hpa cm-test

Name: cm-test
Namespace: prom
Labels: <none>
Annotations: <none>
CreationTimestamp: Fri, 16 Jun 2017 18:09:22 +0000
Reference: ReplicationController/cm-test
Metrics: (current/ target)
"http_requests" on pods:  66m /500m
Min replicas: 1
Max replicas: 4
ReplicationController pods: 1 current/ 1 desired
Conditions: @)
Type Status Reason Message

AbleToScale True  ReadyForNewScale the last scale time was sufficiently old as to warrant
a new scale

ScalingActive  True  ValidMetricFound the HPA was able to successfully calculate a replica
count from pods metric http_request

ScalingLimited False DesiredWithinRange the desired replica count is within the acceptable
range
Events:

ﬂ Horizontal Pod Autoscaler QIR A v E—2 TH,

e AbleToScale 5546 Tld, HPADR' A —IILERE L TEHTIZH, NNV IF T7EE
DEREICLYRT—) VT HEBIETEEINEIDNETEELE T,

e ScalingActive D&HFIE. HPAZBMICT 20 (lcE ziE. 9—7y hOL 7Y AEIZ 0
TRWRE), FEDRT—YVIJTAEHETEZNEINEIBELE T, [Falsel DIRRE
BB, ANV 2ORBICKELNHZZEERLET,

e ScalingLimited D&, A4 —1) >~ 7 H¥ Horiontal Pod Autoscaler D& K{E % 7= l& &/
ETHEREINTVWSEZEARLET, [Truel DIREEITEE. Horizontal Pod Autoscaler
TRNFELIFRRL 7Y hBOFIRDBRERITST2MENHDE2RLET,

UTFE, R—Y 2T TERL Pod DHITT,

Conditions:
Type Status Reason Message

AbleToScale False FailedGetScale the HPA controller was unable to get the target's current
scale: replicationcontrollers/scale.extensions "hello-hpa-cpu" not found

UTFEE, RT—) Y TICRBRERAN) 7 RIS TERDN 27 Pod DHITY,

Conditions:
Type Status Reason Message
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AbleToScale True SucceededGetScale the HPA controller was able to get the target's
current scale
ScalingActive False FailedGetResourceMetric the HPA was unable to compute the replica

count: unable to get metrics for resource cpu: no metrics returned from heapster
UTE, ERINZ2BHMRAT—) VIDERINDZHE/NELY ENIWHEED Pod DFITT,

Conditions:

Type Status Reason Message

AbleToScale True  ReadyForNewScale the last scale time was sufficiently old as to warrant
a new scale

ScalingActive  True  ValidMetricFound the HPA was able to successfully calculate a replica
count from pods metric http_request

ScalingLimited False DesiredWithinRange the desired replica count is within the acceptable
range
Events:
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F2782 KY) 21— LDEE
F27E R 1 —LDEE

27.1. 8 E

AVTF—RBT 74 N TKGEDNHBRTIEHY A, BEEFICENRSOAVTUYIRY )T I
nNEd, R)a—»L&lFPodBLUCaAYTFFHF—TCHAEAERTTI Y NINET 7ML RATLDIE
THY., INSIEFFZLCORAMDOO—ANFELIEFIRY NT—=JEYHTAMNL—YDITY RKRAI VK
THR—MNINBEEIHY X T,

R)a—LDTF7AINYATLILIZ—DAEFEFNRVLIICL, DOIST—HPHEET IHERFTNEE
B9 5781, OpenShift Container Platform (& mount 21— 4 1) 7 4 —DHIIC fsck 1—F 1 1)
TA—%5RBELET, TNIER) 2—L%BMNTEH. TLEEEFER) 2 —L52EHTIHRICETIN
i-a_c
REBEMARY) 12 —L45 41 73 emptyDir TY, FEEEFIFTI—H—ICL 2 Pod ICHEMICEIYETSh
ZKGARY) A —LDBEREFAITZIEETEET,

p= =)

emptyDir R 2 — LA ML —TE, FSGroup NS A —49—MNI SR —BEEBEICL-
TEMIINTWBIGEIL Pod D FSGroup ICEDWT Y +—9 THIRTXZ T,

CLlIav > KRdDocvolume #FEAL T, L7V —avaryhO—5—% 7704 X hEERE
DPodT YT L— DA TV RNDRY) a—LBLPR)a—LT I NE BN L, B L.
TR TRIENTEET, £, PodFWEPod TV FL— K2 O2A TV hDKRY 2—
LE—EBRRTBIEETEET,

27.2. — %8974 CLI DFER A
ocvolume X Y NIZUTO—BRM LB =FERALET,

I $ oc volume <object_selection> <operation> <mandatory_parameters> <optional_parameters>

ZDKEwY 7 TlE, <object_selection> M <object_types/<names> R % 1% ICERBET 2B THERAL T
WET, L. UTFOF T avondnrsERETEET,

RK271ATI 9 bDER

3°4 B4 &

<object_type> <name> % 41 7 <object_type> deploymentConfig registry
<name> %= ERL X,

<object_type>/<name> % 1 7 <object_type> O deploymentConfig/registry
<names> %=ERL X,

<object_type> -- FIEDZNILEL Y% —IC—8F  deploymentConfig--
selector=<object_label_selec % % 1 7 <object_type> 0 selector="name=registry"
tor> V—RA=BERLET,
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3°4 B4

<object_type> --all % 4 7 <object_type> Dg~RT

D)Y—R&BERLET,

-fE -
filename=<file_name>

VY —REmETHLDICERAT
2774)W& T4LI M) —,
FIEURL TY,

&

deploymentConfig --all

-f registry-deployment-
config.json

<operation> (Cl%. --add. --remove. 7l ~list DWIFhHhEFHETEET,

W3 hd <mandatory_parameters> ¥ 7= |& <optional_parameters> £ BIRI N/ REICEEDE DT

HY, INHICDODVWTIEEDEY >3 Y TwmBALET,

27.3.7RY) 2 —LDEN

Ra—L, RYVa1—LI9 Y NELEETNODOMEAE% Pod 7 7L — MIBMT 201, UTFEE

TLET,
I $ oc volume <object_type>/<name> --add [options]

FR272KY 12 —L%EEBMT 27-ODYR—bINBA Ty

*Fav E30
--name RY 21— LDRHL
-t, --type R 1—LY—ADEZEL, HR—

FEhBEI

emptyDir. hostPath. secret
. configmap. persistentVolu
meClaim Z 7z |4 projected T
ERS

BEITAVTF—ERERLET,
TRTDOIXFIL—HT 7ML K
A—=—R™MERBZIEHTEE

ER

-c, --containers

BRIXNWAOVFF—RADOYD Y
VAW

-m, --mount-path

--path KA KINZ, --type=hostPath

DRINTA—H =TT,

=Ly NDELHE, -
type=secret D WH/NT X —
g_—cj—o

--secret-name
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*Fvav =2 Default
--configmap-name configmap D&Hl, ==
type=configmap O HED /XS
A—48—T7,
--claim-name KigARY) 2 —LEK (PVC) D%

RV

Ao ==
type=persistentVolumeClaim
DRHBAINTA—H—TY,

--source JSONXZFHE LTDRY 2 —4
V—ADFEM, HELRY1—L4
Y —2ZH --type THR—KIh
RWEHICHEINE T,

-0, --output Y—N—LETEFETICEELL
ATV baRRLET, ¥
R—bIh 3EEjson. yaml T
ER

--output-version BEINLN—Ya Y TEEIN  api-version
A7z bEHRADLET,

B
FIARY 2 —LY—Z emptyDir 27 704 XY REED LYRAMY— ([TEBMLET,
I $ oc volume dc/registry --add

L) r—yaryavyb@—5—r1DY—2I L vk $ecret #FALTARY 2—A VvIZEBINL, VT
+—H®D /data TYIV MLET,

I $ oc volume rc/r1 --add --name=v1 --type=secret --secret-name='$ecret' --mount-path=/data

BEKRA pvcl ZF> THREFEOKGARY 2a—LVIET 4 RV EOFFOA X2 MEE dejson ITENI L.
R)a—L%xaYFTF—cl® /data TYVV ML, Y—NR—LETTFTOM AV MREEZFHLE T,

$ oc volume -f dc.json --add --name=v1 --type=persistentVolumeClaim \
--claim-name=pvc1 --mount-path=/data --containers=cf

TRTOLTY =33y bA—5—ICDWTY EY 3 ¥ 5125¢45f9f563 % fFLN, Git YRY b
|) — https://github.com/namespacel/projectl ICEDWTHRY 2 —L vIZEML £,

$ oc volume rc --all --add --name=v1 \
--source="{"gitRepo": {
"repository": "https://github.com/namespacei/project1”,
"revision": "5125c45f9f563"

3
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27.4. R 1 —LADEL

BEDOR) 2—LFLEFR)1—ALATOVNEEHFITZIEE, R 1 —LDEMERKTTH, -
overwrite # 7> avAaERALET,

I $ oc volume <object_type>/<name> --add --overwrite [options]

B
L7 —varvaryba—>—0BERY 2—L M DEEFEDRY 2 —L4 vl % BETED Persistent
Volume Claim (kR ) 2 —LFEK., PVC)pvcl ICBEZF T,

I $ oc volume rc/r1 --add --overwrite --name=v1 --type=persistentVolumeClaim --claim-name=pvc1
TTOAAYVPMEREANDIY VY RRA YV MERY 2—LVvID JoptICEBELET,

I $ oc volume dc/d1 --add --overwrite --name=v1 --mount-path=/opt

27.5. "R 12— L DYIE

Pod 7Y FL—rDORY 2a—LFEFR) 12—V NEBIBRT 2ICE. UTEETLES,
I $ oc volume <object_type>/<name> --remove [options]

#2733 R a—LEHIBRY 7Y R—bIhdA T ay

*Fav =30 Default
--name RY 21— LDRHL
-c, --containers ZRICIVTFTF—%BIRLET, ™

TRTOXFI—HTZTAILR
A—R™MZWMBIEHLTEE

£

--confirm BHORY) 2 —LE 1EICHIKRT
52&%mRLET,

-0, --output Y—N—LETEFESTICEELL

ATz MaRRLET.,
R—bIh 3EEjson. yaml T
ER

--output-version BEINLN—Ya v TEEIN  api-version
A7z bEHRADLET,

&l
FTIOAAXA Y RBEANHNSRY 2—L v ZHIKRLET,

I $ oc volume dc/d1 --remove --name=v1
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FIOAMAVIMNBEANDAVYTF—cA bR a—LVviETZYIYIV ML, dIOOYFF—TSH
INTULWARWGEIFR) 2—LvIZHIBRLET,

I $ oc volume dc/d1 --remove --name=v1 --containers=c1
L7y —o3 vy hMa—5—rnDIRTORY 1 —LEYIBRLET,

I $ oc volume rc/r1 --remove --confirm

27.6. R 2 —LAD—EXRR

Pod F7/lE Pod 7Y FL— b DRY 2a—LFHLEAR) 2—LYO Y Ne—BRRTZICIF. UTEE
TLET,

I $ oc volume <object_type>/<name> --list [options]

R)a1—LDHYR—PINTWEA TV avE—EBERRLET,

E30 Default
--name RY 21— LDRHL
-c, --containers ZRICOVTFTF—%8RLET, ™

TARTCOXFIC—HTDTAILR
A—RKR*EZWMBEHETEHE
ER

B
Podpl DIARTDRY 2 —LEx—BRRLET,

I $ oc volume pod/p1 --list
TRTDTTOMAY NEETERINDI A a—LVIEZ—BERRLET,

I $ oc volume dc --all --name=v1

27.7. Y T IRZADIEE

volumeMounts.subPath7’0/85F 1« #FAL T, R a2—LDIL—bhTlEARL, R 2—LRADY TN
2AEELZXT, subPath #FHT 2 &, 12D Pod THRY 2a—LAHEL TEROBRICFATEZ
_a_o

R)1—LADT77AID—E%ZKRRT BICIE, ocrsh ATV RZETLET,

$ oc rsh <pod>
sh-4.2$ Is /path/to/volume/subpath/mount
example_file1 example_file2 example_file3

subPath #1EE L £ ¢,
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subPath D {g A

apiVersion: v1
kind: Pod
metadata:
name: my-site
spec:
containers:
- name: mysq|

image: mysq|

volumeMounts:

- mountPath: /var/lib/mysq|
name: site-data
subPath: mysql ﬂ

- name: php

image: php

volumeMounts:

- mountPath: /var/www/html
name: site-data
subPath: html @)

volumes:
- name: site-data
persistentVolumeClaim:
claimName: my-site-data

T—IR—=lEmysql 7+ LY —ICREINET,

HTMLOYFYYidhtml 7 ALY —ICIREINE T,

®9
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$528% KiEK ) 1 — LD
F28F KA ) 12— LDEHA

28.1. &

PersistentVolume 7+ 7 = ¥ k& OpenShift Container Platform 2 2 R4 —DAXA ML —Y )Y —R T
T ARNL—=2UE, 75249 —EEED PersistentVolume #+ 72 = 7 k% GCE Persistent Disk.,
AWS Elastic Block Store (EBS) 8L UNFS YUY MR EDY —ADSERT R &ICL>TFOE
TazZvJTEEY,

pa 3

[ Installation and Configuration Guide J Tl&. NFS. GlusterFS, Ceph
RBD. OpenStack Cinder, AWS EBS. GCE Persistent Disk. iSCSI. & & U Fibre
Channel Z{FH L T, &k# X b L — % OpenShift Container Platform ¥ 5 24 —IZ 7
OEY 3=V 79 2HEICDOVWTDYI ZRAY—EEBERITOFIEZFALTVWET,

AML—=2E, YUY —RDEK (claim) ZIBET S I EICLYFIBTREICARYET, AML—I )Y —
ZDEKIE PersistentVolumeClaim 7 72 =7 b FEHA L TEITTEET, ZDEXK (claim) &, 8
BIIEKRKTEZABIC—HT IR 2 —LERTICRYET,

282. ANL—YDEK

2AMNL—YOEXRIZ, 7O 1Y hT PersistentVolumeClaim # 7Y x40 MAER L TEITTEZE
£

Persistent Volume Claim (kAR Y 1 —LAER, PVCO)A TV 1V MNER

apiVersion: "v1"
kind: "PersistentVolumeClaim"
metadata:
name: "claim1"
spec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: "1Gi"
volumeName: "pv0001"

283. R a—LEEKRKDODNA VT4 VY

PersistentVolume (ZEED ') Y — X TY, PersistentVolumeClaim (X L —JH 41 X EDRHFED
BHEAEEDVY—ADERTY, Iho2EFORBICIE. BEXREFATRERRY 2 —LIC—HIH, X
ERY2A—LENRAYRTZTOCADHYET, ChiTLY. BEXIFPod DR a—L& LTHER
TX XY, OpenShift Container Platform & B KA HR— g 2R 2 —L%ERRKL., IN% PodIl¥
7V MNLET,

CLIZERLTITY—%2FTL, BERXFLRER)1—LDNNM Y RINTULENEI D ZHBITEX
-g—o

$ oc get pvc
NAME LABELS STATUS VOLUME
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claim1 map[] Bound pv0001

$ oc get pv
NAME LABELS CAPACITY ACCESSMODES STATUS CLAIM
pv0001 map(] 5368709120 RWO Bound yournamespace / claim1

28.4.POD DR 2—AL & L THEKR

PersistentVolumeClaim {& Pod IC& > TR 2 —A & LTHERINZE T, OpenShift Container
Platform (& Pod & A U namespace DIEEINLZR CTERZRREL., COEBEKXRZFEAL TINITHRIIK
T2V IUNTBR) 2 —LERRLET,

EK%Z 2T Pod DESH

apiVersion: "v1"
kind: "Pod"
metadata:
name: "mypod"
labels:
name: "frontendhttp”
spec:
containers:
name: "myfrontend”
image: openshift/hello-openshift
ports:
containerPort: 80
name: "http-server"
volumeMounts:
mountPath: "/var/www/html"
name: "pvol"
volumes:
name: "pvol"
persistentVolumeClaim:
claimName: "claim1"

285. R ) a—LEERDEGNA VT a4V

PersistentVolumeClaim % /31 > K § % PersistentVolume % IEFEICIEIE L TW 315

&. volumeName 7 1 =)L REFRHL TPV A PVCICIEETTET, COHEIF. @Oy F VY
BLUONA VT4 77O EEKLET, PVC X volumeName ICIEEXI T BFE UL&RIZ#FED PV
ICDHNA Y RTEET, TDEFTEFD PV HEFEEL. Available DIFE. PV & PVC IE, PV A
PVCODSRIVELISI—, FUVEAE—RBLPY Y —RBREZF LINE D NMCEARRC NI VR
nxd,

$128.1volumeName M # % Persistent Volume Claim (kAR Y 2 —ALAEK, PVC)ATI ¥V b E

E
o

apiVersion: "v1"

kind: "PersistentVolumeClaim"
metadata:
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name: "claim1"
spec:

accessModes:

- "ReadWriteOnce"
resources:

requests:

storage: "1Gi"

volumeName: "pv0001"

23

claimRefs #3FE 7 2HAE1%. SHPAINTWVWBEI—XT—RICB T2 —ENAROEET
T, R a2a—LZBERTXZ21—H—%FRTI2REENAY ) 12— 3 VIEEAEST
-a—o

pa

PSR —EBEEZ, 1 —F—DRKDHYIC claimRefs 233 E T DH0IC EL VY —E 5N
WICEBR) 2a—LDINA VT 40T BRETDHIEEEZTHRETTILELHY T,

e

PSR —BEENMMBOERICHLTOAIIR) 2a—L% [FH] L. TZRLUADERIZTDHRED
FBRDRY) 2 —LIKNA Y RINDZFNINA Y RINBWVWEDICT BRI LETEET, JDiFE. BE
#(% claimRef 71 —ILREFEHLTPVC # PV ICEEETE XY, PV I claimRef TIEEINZRE L
ZRIH & U namesapce ZF D PVC ICDHNA VY RTEZET, PVCOT7 IV EZRE—RBLTIYV—2R
ERDEHIF. IRILELIY—DERINDBETEPVELIUPPVCHNAS Y RINBDITHTE
INZREIHY FT,

claimRef CTOXHEARY 1 —LA TV b EE

apiVersion: v1i
kind: PersistentVolume
metadata:
name: pv0001
spec:
capacity:
storage: 1Gi
accessModes:
- ReadWriteOnce
nfs:
path: /tmp
server: 172.17.0.2
persistentVolumeReclaimPolicy: Recycle
claimRef:
name: claim1
namespace: default

volumeName % PVC ICEEEL TH., ZTDPVC I/ Y REINBRIICENL S PVCHIMEEI N PV IC
NAYRINBZEEBSCRTEDY FHA. BRI PV D Available (272 % & T Pending D & F IC72
Y ET,

claimRef = PV ICIEEL TH., EBEINLZPVCHERBPVICNA VY RINBZZEABCERTIEDHY

FtA. PVCIEEEDNA VT4 7ORICETVWTNANLI VY RTBROPY EZEHBHIGEIRTE X
T, TDH, IOV F)FHEEIF, BERPABELQRY 2—LICNANI Y RINEELIICTBIC
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I£. volumeName & &£ U claimRef O AL IEEINZHELHY T,

pv.kubernetes.io/bound-by-controller 7 / 7—> 3 ~|ZDWT Bound PV 8L U PVC R7 ZREY
52 &IC& Y. volumeName & LU/ 7214 claimBRef DR EDY Y F U IELUONA VT 1770
TANDEEEHIRTE 9, volumeName & £ U/ £ 7|4 claimRef Z#BICERE L PV B LV
PVCICIEZ D7/ T7—2avhHhYEHAD, BEDPVBLIUPVC TIEINIE "yes" ICEREINT
WET,

PV @ claimRef AA—&8D PVC & & & U namespace ICEREI N TW T, PV ' Retain % 7zi& Recycle

BUNARY) S — I CTEIRI N TWSIHE. D claimBef (& PVC £ 72 1& namespace 2N FE L &
K> THEREL PVC &H LV namespace ICEREINFFICAY T,
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8829% KA ) 1 — LDHLER

BF29%= KA Y 1 — L DILEE

29.1. PERSISTENT VOLUME CLAIM (kiR ) 2 —LEK, PVC) DILE%
PSESikle
RYa—L3RIET I /O —T L Ea1—#EETH 7. OpenShift Container Platform 3.9 7 5 R
H—TIET 7 I N TEMITINEE A, OpenShift Container Platform BIEE A Z DILEE % 15 E D
A—RT—ZATEMILIEEWERANMEICEH DAEMENHY £7,

Pz

RedHat D77/ OY—7 L Ea—#EEDHR— MIDWTOFHM
s I&. https;//access.redhat.com/support/offerings/techpreview/Z S8R L T 72Xy,

OpenShift Container Platform 2 —#—|Z & % Persistent Volume Claim (Zk#EAR Y 2 —AFEK, PVC) D
AR & AT BEIC§ % ICIE. OpenShift Container Platform EI2& (L. allowVolumeExpansion % true I
% E L T StorageClass ZEf{ T 2D, FIEEFH T 2B’ DHY XS, CDIFADLIEHRINE
PVC DH%ZHiskT 2 2 ENTEET,

I EFBIC, OpenShift Container Platform B2 |4 ExpandPersistentVolumes #5857 5 7 % B4f
IC L. PersistentVolumeClaimResize 23> hO—5—%2F VICT2REENHY X

9, PersistentVolumeClaimResize &+ O~ hO—5— [CDWTOFMIZ. v hO—>—]
ESRBLTLEIL,

HEBES — M EBMICT B ICIE. ¥ R T LA2{KA T ExpandPersistentVolumes % true ICEREL 7
. 95R9—DFRTOD/— KT node-configyaml Z5ZEL 7,
# cat /etc/origin/node/node-config.yaml
kﬁbeletArguments:
--%eature-gates:

- ExpandPersistentVolumes=true
# systemctl restart atomic-openshift-node

2. YA —APIBLUVTIY hO—F—< x— v —T ExpandPersistentVolumes #8547 — %
BHMICLET,

# cat /etc/origin/master/master-config.yaml

kubernetesMasterConfig:
apiServerArguments:

feature-gates:
- ExpandPersistentVolumes=true

controllerArguments:

feature-gates:
- ExpandPersistentVolumes=true

# systemctl restart atomic-openshift-master-api
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29.2. GLUSTERFS ~— 2 M PERSISTENT VOLUME CLAIM (k#&R Y 21—
LER, PVC) DILE

OpenShift Container Platform EIE#& A* allowVolumeExpansion % true |Z5%E L T StorageClass %
ERT2E. TEDYVFADD PVC ZERTE, LIBIEHEICICTEDPVC 2imE L. Filfiv 1 X%
BRTEET,

UFICHZERLET,

kind: PersistentVolumeClaim
apiVersion: v1
metadata:
name: gluster-mysq|
spec:
storageClass: "storageClassWithFlagSet"
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 8Gi ﬂ

Q spec.resources.requests Z E#H L THARI NN 21 —LZBKRTEET,

293. 774 AT L% $EE L7 PERSISTENT VOLUME CLAIM (KRR
) 12— LFEK, PVC) DLk

T7ANYA DY A XLEEEYEETBRY 2—L%9 1 7T (GCEPD, EBS, #& U Cinder 2 &) (C
EDOWTPVC 2R T 2ICIE 2 DDFIELNSA4Z TACANNETY, BEIDOTOERTIE,
CloudProvider TR 2a—LF TV b AIBRLTHOEBD /) —RTIT 7MY AT LEIRRLZE
-a—o

J—RTODI7 74V AT LDIRIK, FIR Pod BNRY 2 — LA EHICEH T IIBEICOAERITINE
-a—o

UTFo 7O+ 2Zi&, allowVolumeExpansion 74 true IZ5%E I /2 4RRE T PVC #* StorageClass 5 1
BREINTWB I EZRRELTVET,

1. spec.resources.requests % fR%k L CPVC #iR&E L. FiRYP 1 X52EKRLZF T,
CloudProvider 7 79 = hDH A4 XEZEMH# T §% &. PVC I FileSystemResizePending
IKREINET,

2. FMMEERT BEHOICLLTOIAT Y REAALET,
I oc describe pvc <pvc_name>
CloudProvider # 7YV hDHY A XEBMET T2 &, KgR) a—LPV)FTVI NI
PersistentVolume.Spec.Capacity ICFRICERIN/ YA XERBMLET, ZDBERT, PVCHOH
} Pod ZERELIIBER LTI 7ANV AT LDY A XEEERTITBIENTEFET, Pod H'E

TINTWBIFE, FiIICERINY A4 XHFIAABEIC/ARY . FileSystemResizePending &4 %
PVC M SHIBRINE T,

29.4. K1) 2 — LEAREFICEEN 5 DEIR

328



8829% KA ) 1 — LDHLER

RAY—FlE /) — RTHEBERDIR ML=V DIRFRICKK L 23HEIC. OpenShift Container
Platform DEEEIEFETPVC DREAZERIBL, EEEONARLICIY bO—5—IC& > TR
ICERITIN2 )4 TBERERYELET,

WIFRT, CNIEUTOFIRICL > TFETEITTEET,

1. Retain EUXRY) > —TEKR (PVO) ILNA VY RINTWBPVEY—Y LET, Thik, PV%E
im% L. persistentVolumeReclaimPolicy % Retain ICEE$5 I & TETTEET,

2. PVC ZHIBRLEX T (BIFEBERINE D),

3. FIRERR I 7z PVC A' Retain &Y — 7 XN PV I/ Y R BICIE. FEITPV 2RFE
L. PV#HDS claimRef T M) —%HIBRLE 9, TNT, PVIE Available s ¥ —7 &1
F9, PVCOERINA Y RICEATZERIZ. TR 2—LEERODERINA VK] 28BLT
CIEEW,

4, NSBDOYA XH., FLEEFEBELZZAMN L=V 7AONA 5 —ICL>TEIY YTHEERYT M X
TPVCEZBERLZEFT, £/=. PVC ® volumeName 7 1 —JL K& PV DERIICEBEL X T,
ZhiC&Y, PVCIETOES 3=V IINEPVOHRITNA Y RINET,

5 PVTEINARY>—%ETLET,
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B30E VE—bITY ROEST

30.1. 1 E
CLIZERLTIYFF—TCYE—MIATVRZETTEEYT, ZhiCLY, AVFF—TIL—F &
FAaETTB-O0—fFMINA Linux ANY Y REZETTEET,

g5E

o) T4 —(REDERICLY., ocexec A7 Y RiZ, a7 KA cluster-admin

A—H—IIE>TEITINTVIGEERI, FENZIOVTF—IIT7I7EALELD &
LTEHEELF A, FMIE. TCLIZEEl ObEY Y #BBLTLEIL,

30.2. ERMARFERAE

JE—PIVFTF—OATY REFTOYR—MICLIICHAAENT WET,
I $ oc exec <pod> [-c <container>] <command> [<arg_1> ... <arg_n>]

UFICHZERLET,

$ oc exec mypod date
Thu Apr 9 02:21:53 UTC 2015

303. 7o bhan

9547V MIEKRA Kubernetes APl H—/NRN— I LTCEIFLTCIAVYTF—DYE—FIATY RDOE
TERIBLEY,

I /proxy/minions/<node_namex>/exec/<namespace>/<pod>/<container>?command=<command>

LD URLICEUTAEFENET,
® <node name> [&./ — K®D FQDN TY,

® <namespace> (&4 —4 v k Pod M namespace T9,

<pod> (&% —4 v b Pod DEREITTY,
e <containers ¥4 —4y NI VFF—DERITTY,
e <commands (FETINZHEARIOTY RTT,

LR BN Y £9,
I /proxy/minions/node123.openshift.com/exec/myns/mypod/mycontainer?command=date

IBIE, VATV MEINRGA—=F—%ZZKITGEML TUTICDODWTHERLET,
o USATYINIVE=—NISATY MDA Y RICAALERET B (BEEAA: stdin).

o VIATUVRDY—IFIIETTY TH %,
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FI0FYE—bIOVY KOET

o VE—PIAVFFT—DIATY RIFEBERS (stdout) BBV 4 7Y MIHEAEEEFET %,

e VE—NIAVTFT—DIAT Y REFIEEIS—WHA (stderr) DSV 47V MIENZEEFT
60

exec KD AP| H—/NN—~DEFH. 77147V MIZEILRAMN) —LEYR—KNTZEDICERE
Ty TIL—RLET, BEOERETIESPDY #FRALTWET,

V547 MIBEAT (stdin)., EEH A (stdout), BLUVBETL S —H A (stderr) AICZENETNRDR
MY—LZERLET, AM—LEXFTZEHIC. 251472 MERX MY —LD streamType v
&' —7% stdin, stdout. F 7| stderr DWFNMITERELE T,

JE—FITY FEITEROLENMRTT2E, VFAT YV MIIRTDRAN)—L®TvTIL—FR
IhicERb L UCERE LS ERERALCET,

pa 3]
A FEMICDOWTIE, T Architecture ] A4 RESBB LTIV,
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EINEZE I 7AINOOAVTF—H5/ADIE—

3L EE
CLI#FRALTaAYTF+—DYE—r T4 LI N)—=IT/D6O0—ANLT 74 EAE—TZEYT,
& Ny O T7y FEETERITTBDICT—IR—RAT—HA4T% PodIiCIE—L, Pod 53
E—942DICBIDY—ITT, /. ETFDPod AV —RXT774IDKRy NYO—REHR— K
ITBHHEIC. V—RAOA—RDEEEZRFEDT /Ny JHHNTEITHD Pod ICIE—F B-DICERATE
i’a—o

31.2. ERFERAE

O—ALT7 74NV EAYT =06/ E—F2ODOYR— ML, CLICHAAENRT WET,
I $ oc rsync <source> <destination> [-c <container>]

ez, B—ALTALI M) —%Pod T4 LI M) —IZOE—=F 22, UTEETLET,
I $ oc rsync /home/user/source devpod1234:/src

Flid. Pod T4 LI M) —%Z0O—ANT4 LI MN)—IZOE—TF 20 UFEEFTLET,

I $ oc rsync devpod1234:/src /home/user/source

3. T—IR—2DNY I Ty TELVET

ocrsync 2L T, 7—9R—RT7—"A4 TEaRFEOT—IR—RAVTFT—DOoHRT -9 RX—
RAVTF—0kiERY 2a—LT4 LI M) —ICIE—-LZEY,

pa

MySQL (FLATOBITHERAINTWE T, mysql|MYSQL % pgsql|PGSQL 7 (&
mongodb|MONGODB ICE X#1 X, #%1TH4 K 28RBLTHR—bIhTWET—%
R=Z2AA=VIIHETZATY REBRLTLLEIV, ZOBITIEBREDOT—9R—
2AVTF—%FEALTVWR I EA2FIIRELTVWET,

1. BTHDT—IR—Z Pod MhoBIFEDOT—I9R—%RNv I T7vTLET,

$ oc rsh <existing db container>
# mkdir /var/lib/mysql/data/db_archive_dir
# mysqgldump --skip-lock-tables -h ${MYSQL_SERVICE_HOST} -P
${MYSQL_SERVICE_PORT:-3306} \

-u ${MYSQL_USER} --password="$MYSQL_PASSWORD" --all-databases >
/var/lib/mysql/data/db_archive_dir/all.sql
# exit

2. A=A VIR LTCT—HhAT 774D ) E—NEHAEEITLET,

I $ oc rsync <existing db container with db archive>:/var/lib/mysql/data/db_archive_dir /tmp/.
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ENFE I FANOAVTF—DS/ADIE—

3. EERTHERINET —IR—RT7—H4 T%HmHAL 2 DED MySQL Pod ZEEIL F T,
MySQL Pod IC1&E%& D DATABASE_SERVICE_NAME A 72132y FH A,

$ oc new-app mysql-persistent \

-p MYSQL_USER=<archived mysqgl username> \

-p MYSQL_PASSWORD=<archived mysql password> \

-p MYSQL_DATABASE=<archived database name> \

-p DATABASE_SERVICE_NAME="mysql2' 0
$ oc rsync /tmp/db_archive_dir new_dbpod1234:/var/lib/mysql/data
$ oc rsh new_dbpod1234

ﬂ mysql 77 4L Kk TY, ZDHFITIE mysql2 BERINE T,

4, BYARAT Y RAEFALTCIE—SNT—I9R—RT7—HATT4 LI MN)—DSHED
F—IR—AAVTF+—IIT—IR—REETLFT,

MySQL

$ cd /var/lib/mysqgl/data/db_archive_dir

$ mysql -u root

$ source all.sql

$ GRANT ALL PRIVILEGES ON <dbname>.* TO '<your username>'@'localhost'; FLUSH
PRIVILEGES;

$ cd ../; rm -rf /var/lib/mysql/data/db_backup_dir

INT, P—HATINET—I9R—REF>T22OD MySQL F—HIR—Z Pod A 7OP T
JRTEITINRTWVWBZ EICRYET,
31.4. B

ocrsync AX YV Kk, /547 hDxyyTcO—HILDrsync A Y REFRALET, TDIFA.

DE—PAVTF—IlErsync AX Y ROBHZ I EDRBEIIRY FE T,

rsync AO—AIFFY E—FIAVTF—ILRWEGEE. tar 7T—H4 THO—AIIER I h. tar B
774 INVERRATZ2EDIERINZ IV T F—ICEEINFET, tar ) E—bIVFTF—THHET
TRWBEAICIE—IIKRBLET,

tar OO E—75%IE rsync EARKICHEEE T 2ERTIEH Y FHA. Tc& A X rsyncidBET 1 L 7 K
)—%EMR L (FELAWER). V—REBEBOEDD 7 71 IILDHEEELET,

R

Windows Tl&. cwRsync 7 514 7> hd ocrsync I¥ > RTHEATBZLDICI VR
h—JLEh, PATHICEMINEZRELNHY X7,

31.5. COPY SOURCE DiEFE

ocrsync IY Y KDY —RB|HEO—AINTA LI MN)—FPodTaA LI MN)—DWThH%ESR
TEIBLENHYET, B2D7 7M1 IVFEREBERTRYR—FIhTOLEHEA,

Pod 74 LYV M) —%8BET2HA. 74 LI M) —RDFEIC Pod BT ELENHY FT,

I <pod name>:<dir>
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B rsync DIBAEREIC, TALI M) —BDNRENRL—9— (/) TRTTZHE. 4L~
)—DHRBDADNEBEKICAE—INFET, ZOTHRWVWEEAIE. T4L I M) —BEIPZFORBIARTE
HITELEICAE—INET,

31.6. COPY DESTINATION DOE

ocrsync 7YY RDEESIBET A LI N)—%BRITIZMBENHYET, T4 LI N)—DEEE
9, orsync NIE—ILEAINZEE. T4 LI MN)—DERINET,

31.7.BETD T 7 1 ILDYIFER

—delete 7571, O—AILTFA LI MN)—IZHBWYE—RTALIN)—IZHBDT 7M1 EHIBRT S
THDICERTEET,

31.8. 7 74 JLZEE | DWW T DMLY 73 [F HE

~watchA 7> avaEREdT3E, OV Y REY—RNRATI7AINVATLADEEEE=S4—L. &
BNEL2EENoZzRELET., COSIBAEIBET S E. AT NIFEIARICETINE T,

FEEIFFEWERTHEIDRICETIN, BRICELTET7 7MY AT ALICE > TEEFECH L Mz
FICEITINBEVWEIICLET,

~watch# 7> a VA FEAT 2546, EEILEE oc rsync IEINZE|HDEA% S oc rsync % &
ViR LFE TR T IIEEAKICARYET, TDLH, ~delete 72 D oc rsync DFEDOMUH L
THEAINZAL 7SV TIOEEEHIETEET,

31.9. mE % RSYNC #8E

ocrsync AV Y RIFBED rsync FEAYY R4 VDA T avaRRLEE A, ocrsync TFHIA
TERWEED rsync AV Y RSA VAT a3V aERAYT 51545 (—exclude-from=FILE + 7> 3 V7%

E)N LD & D ITIEED rsync D --rsh (-e) 4 72 3~ £71& RSYNC_RSH IRIEE#H A [OkRE L T
FRTIZIENTEET,

I $ rsync --rsh="oc rsh' --exclude-from=FILE SRC POD:DEST
F7zE

$ export RSYNC_RSH='"oc rsh'
$ rsync --exclude-from=FILE SRC POD:DEST

LEEDFDOVWTNEZED rsync ) E—h> 7O 5 L& LT ocrsh Z#FHT2ELDICEKREL
THE—MPodICEMTEDLIICLET., Ihdldocrsync 22T 2REAEERYET,
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321 HE

OpenShift Container Platform (& Kubernetes ICfEAIA Eh7-#BE = FIFA L TPod NDR— MNRE % Y
R—KLET, F#llE. [ 7—F70Fv— 1 28RLTEIL,

CLIZERBLTID2UEDO—AILR—KM% Pod ICERETEEY, ChIlLY, BEIhAR—MEE
WSV LDR—RTA—AIILIZ) Y AV TE, Pod DFFER— b/ DOT—H ZEETEET,

32.2. EARMRERAE
R— MNEEEDHR— ME CLIICHHAATNT WET,

I $ oc port-forward <pod> [<local_port>:]<remote_port> [...[<local_port_n>:]<remote_port_n>]

CLIEA—4—ICL>TEEINLEZEFNFNROO—AILKR—KFTY YRV L, UTFTEHAINATWSE S
OMNJJILCEEZEITLET,

R—MIUTOEREFEBLTEETZET,
5000 7547 MEIR—F5000 TA—HIIZY vy 2 L, Pod D 5000 ICEELET,
6000:5000 54T MER—F 6000 TO—AIICY vy RV L, Pod ® 5000 I8 L F T,

5000 £7/21E US4 TV MIEETOO—AIR—FZRERL. Pod 5000 ICEREL FT,
0:5000

& ZE. R— b 5000 & 6000 TH—AHILICY) v R L, Pod DR— b 5000 & &£ T 6000 ~/H
LT —# %X T B5ICIE. LTFERTLET,

I $ oc port-forward <pod> 5000 6000

R—h 8888 TCO—AILICY vy RV L, Pod D 5000 IC#5ET 2 ICIE, UTFEETLET,
I $ oc port-forward <pod> 8888:5000
ZER—bTO—AIICY v RV L, Pod D5000ICEXET 5ICIE. UTFEERTLET,
I $ oc port-forward <pod> :5000

Flld. UTFZERTLEY,

I $ oc port-forward <pod> 0:5000

323. 7O M3l

754 7 blE Kubernetes APl H—/X— I L TEXRAEZETL T Pod ~NDR— MEREAEEITLET,
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I /proxy/minions/<node_name>/portForward/<namespace>/<pod>
EEDURL ICIEUTAEENET,

® <node names> [&./ — RK®D FQDN TY,

® <namespace> (&% —4 v k Pod M namespace T9,

® <pod> F¥—4 v b Pod DEREITT,

UTFICHZERLEYS,
I /proxy/minions/node123.openshift.com/portForward/myns/mypod

R— NEEER%E APl H—/N—[TEEFE L RIS, 7547V MIZELCRAN) —LEYR—KNTDED
IKEmRET7Yy 7L —RLET, MEODERETIESPDY #FAHALTWET,

9547V MEPod DY =45y N R— b EEL pot ANY Y —TA M) —LEERLET, AMY—A4A
ICEZXRFNEZTRTDT—HE Kubelet BHTY —4' v h Pod BLUVPR—MNIEXEINF T, Bk
IS, BEREINZEH T Pod D OEEINDZITRTDT—YIFIS5ATY MORILCRA M) —ALIEES
nij—o

94T ME, R—MEGEBRIMRTTEETRTDRARN)—4A, Py T —RIhikERE LV
Efe szl E T,

pa 3]
Y FEMICDOWTIE, T Architecture ] 4 RESBB LTIV,
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FEIBTHHEAETY —
EIBEHFAE! —

33.1. &

Linux IZi&. SystemV & POSIX WD 22094 TORBAEY—F TV x4 hHY EF, Pod D
AT F—IEPod MV I7FANT IV F¥—aYFTF—DIPC namespace #HHB L. SystemV HE X
ATV MNHBETEET, FETRENOSDPOSXEBAE) —F TV N2HET S
FEICDODWTEHERBALE T,

33.2.POSIXHE XA E —

POSIX B X £ —TIld, tmpfs »'/dev/shm ICX VY NEINZBEAHY E T, PodDaAVTF—
XZENHDT TV b namespace ZHA LAWESH, R a1—L%ZEALTHEL /dev/shm % Pod D&
AVFF—ICRHLET, UTORITIE, 22003V FF+F—RBTPOSIXEEXE) %ty N7y 7T
2HFEERLTWVWET,

shared-memory.yaml

apiVersion: vi
id: hello-openshift
kind: Pod
metadata:
name: hello-openshift
labels:
name: hello-openshift
spec:
volumes: ﬂ

- name: dshm
emptyDir:

medium: Memory
containers:

- image: kubernetes/pause
name: hello-container1
ports:

- containerPort: 8080
hostPort: 6061
volumeMounts: g
- mountPath: /dev/shm
name: dshm

- image: kubernetes/pause
name: hello-container2
ports:

- containerPort: 8081
hostPort: 6062
volumeMounts: 6
- mountPath: /dev/shm
name: dshm

tmpfs/R) 2 —L dshm ZEEL X T,

dshm T hello-container1 ® POSIX £BEXE) —2BMICLE T,

®9
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9 dshm T hello-container2 ® POSIX £BEXE) —&2BMICLF T,

shared-memory.yaml 7 7 1 L% {EH L T Pod Z/E L £ 7,

I $ oc create -f shared-memory.yaml
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FqEB 7TV r—avOEEN
FMETT)S—23VDESH

34.1. % E

YIRNDITOYRATALATIE, AVER—RY MI—BHNARE (—RNICERIAKADONh AR E), |RET
S—, FREIABOKEERZRICETIREREICIYVEETRSAZZENHY FTF, OpenShift
Container Platform 7 ) —> a3 vicid, EETRHRVWIAYTFHF—A2RBRE L. ZHICHIRT 272D
ZL DA T avhrhHyxd,

342. 7O0—JAFRA LAY T F—DANILARAF T VY

TO—TJRETHROI VT F—TEHMICEITT B Kubernetes DEIMET Y, BIERTIE. 200D A
Jo7rao—7hrbHY. TNTNHIENICERINTWET,

liveness 70— liveness 7O —7&, liveness 7O—7AREINTWEZ AV T —DBRITHTHBH
EIDEHFILET, liveness TO—THRET 5 &, kubelet & ZDHEHRY > —
IKEDWTAVYTF—%2@Hl8T LET, Pod RED
template.spec.containers.livenessprobe 24 >+ % 5% %E L T liveness F T v ¥
EHRELET,

readiness 7O—7  readiness 7O—7E YT F—HDEREZRETEZHNEIHEHBIL T, readiness
TO—7HNAVFF—TKRREITBBA TVRRAv AV MNO-S—FAVTFF—
DIPT7RLADBTRTOIY RRA Y MO SEIBRINDEEDICLET, readiness 7
O—7 Y7 +—rERTHOBETE., T TOFO—DS5 NS T1 v 7 %%E
LERWEDICZVY RRA Y MO bPO—F—ICH L TEBAEDLOICHERATE X
9, Pod % ED template.spec.containers.readinessprobe 2 4 %% E L T
readiness Fx v 7 2R EL X T,

TO—TDEBBYAIVTIE, BEBEATRINDE2DOD 74— RTHIEINhET,

74—J)E B
initialDelaySeconds AT+ —0 70— 7RtA% O FHEERE,
timeoutSeconds TO—T7hERTT2ETOFEIEB (T 716

1), ZORE%IEE % &, OpenShift Container
Platform (7O — 7KK LAEDEARLET,

EE5DTO—TEUTDIDDAETHRETIZET,
HTTPFxz v ¥

kubelet (& web hook ZFRA L TV T+ —DEEMHZHALET, TOFT Y ZIEHTTP DREI—
KA 200 585 399 F TOEDBZEICEREEARINET, LULTIE. HTTPFz v IV AEAFRALEL
readiness ¥ v 7 OHITI,

f134.1 ReadinessHTTP Fx v ¥

I readinessProbe:
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httpGet:

path: /healthz

port: 8080
initialDelaySeconds: 15

timeoutSeconds: 1

HTTP Fx v 7k, ThHARDJICHEIEINTWBRIBEASIEHTTP RTF—49 RO —RA&RT 7Y 4r—
YavItBELTWET,

AVFF—RGFzv 7

kubeletld, AV FF+—HWTIAT Y REETFTLET, RT—FYRA0TFIvI42RTTHEERETHS
ERRINET, UTFRaAVFF—FTAHEE=FER L liveness Fx v V7 DHITY,

f34.2 Liveness AV T F—RfTF v ¥

livenessProbe:
exec:
command:
- cat
- /tmp/health
initialDelaySeconds: 15

pa )

timeoutSeconds /XS X —4% —(d, AV T F—FE{TF v YD Readiness LU
Liveness 7O—7ICIEEEIXH Y £H A, OpenShift Container Platform (&3> 5+ —
ADETEVHELTYA LTI MIRSHEWED, 94 L7 NeTO—-THEKICEE
TEEY, 7O—TTHM LTI N ERETZ1DDAHEE LT, timeout /X5 XA —4 —
FEAL T liveness 7O—7 & & Wreadiness 7O—T7 5T TX %9,

[--]
livenessProbe:
exec:
command:

- /bin/bash

- '-C'

- timeout 60 /opt/eap/bin/livenessProbe.sh ﬂ
timeoutSeconds: 1
periodSeconds: 10
successThreshold: 1
failureThreshold: 3

[..]

Q HALTI MEB LV TO—TRIY T RADIRRTT,

TCPYS v hFxy Y
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kubelet AV FF—IIRLTY Ty bR ZEARTLEY, AVFFH—dF vy CEREEIL
TEXDGEICDAERFETHBEHARINET, UTFIETCP Yy bFz vV AE%=MHEALT liveness
FzvIDPTT,

f34.3 Liveness TCP Y4y b Fx vy
livenessProbe:
tcpSocket:
port: 8080

initialDelaySeconds: 15
timeoutSeconds: 1

TCPY4 Yy hFxzv P d, LN RTIZFETY RV ARBLAVWT Y yr—2avIil@ELT
\l\i-g_o

ANIVAF Ty IICDWTOEFMIEX. Kubernetes R¥Fa XY MAESZRBLTLEIL,
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BIBE ANV b

35.1. &

OpenShift Container Platform @4 X > b (& OpenShift Container Platform 7 S A4 —D API A 72 =

IJRMIRLTRETZARY MIEDVWTETMEINE T, 41XV MILY. OpenShift Container

Platform (&) V —RIIKFE LBRWAETIREICE L TWERAARY MIDWTODRHRZEHFRTEET, £
oo BREBOSLVEBENMR—INALAETIVRTLOAVR—FX Y MIDWTORBEREZFATESDLD
IKLET,

35.2.CLIIC L B4 RV MDRR

LUFDARY REFoTME/OY IV PDARY NO—EEZRIGTEET,

I $ oc get events [-n <project>]

353.VY—ILTOAMRY hDERSR

Web 2>V —JL® Browse - Events R—Y 7OV T NDARY NERRTEZT, Pod BLUT
TOA AV MR EDHDEZEL DA T T MIIIHMBE®D Events ¥ 7t HY. Thid4A 7o MIE
EFE2ARVYMNERRLET,

35.4. BENRARY N—&

DY a v TlE, OenShift Container Platform @A XY MIDWTERFAL £,

RI5IHEAN RV b

E:0] B4

FailedValidation Pod ZXEDMREEICKK L £ L 7=,

RK3I/B2AVFF—ARV b

1] BTL]

BackOff Ny 47 (BEE)ICLYIAVTF—DEBRLE L,
Created AVFTF—MERIh&E LT

Failed TV e/ BBD KRB L F LT,

Killing AVTFF—%Z@mE T LTWEY,

Started AvFFr—rEFHLE L.

Preempting b Pod Z &k L X7

342



2
\

$35= 4 [N

E:0] B4

ExceededGrace AVTF—5V894 Ll BEDHEFHBLAIC Pod #EIELEFHFATLE,
Period

RISIEEMI Vb

E2: T} tEA
Unhealthy AVFTF—HDEBTEHY FHA,

FR3I54MA—TA RV b

E:0] B4

BackOff Ny o047 (AVFF—RE, 1 A—JDTL),

ErrimageNeverP 1 X —</ D NeverPull Policy DiER D H Y £7,

ull

Failed AX=SDTIVICKBLF LT,

InspectFailed A A=Y DREICKBLE L

Pulled ARX=VDTIVICEIIL, AVTF—AA=I DRI VICTTICBEINTULET,
Pulling A A=V % T LTVET,

RIBLEAA—IIRXR—T ¥ —A RV}
E:0] B4

FreeDiskSpaceF ZEX7+R/BEIHETIEENIHKELF L,
ailed

InvalidDiskCapa #7471 XJBETY,
city

#35.6 /— R4 RV}

E:0] B

FailedMount R)a—LDYo Y MIKBRLUELRE,
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E:0] B

HostNetworkNo RAMDRY NT—=O0 Y R—bFINhTOWEEA,
tSupported

HostPortConflic KR h/;R—hDFEE
t

InsufficientFree X CPUMNTRICHY FHA,
CPU

InsufficientFree EIAEY—D+RICHY FHA,
Memory

KubeletSetupFa Kubelet Dty k7 v FIZKELF L7,
iled

NilShaper VIANR=DPEBEINTVEEA,
NodeNotReady J/—ROEFEHTETTVWEEA,

NodeNotSched J—RARF T a—LAERETIEHY T A,
ulable

NodeReady J—ROEFEHTETVET,

NodeSchedulab J— RPN Z2H T 21— I)LATRET T,
le

NodeSelectorMi J—RELIVY—DF—BHrHYFET,

smatching

OutOfDisk TARVDEEZRENFRLTVWET,
Rebooted J/—RrBiEEL X L,

Starting kubelet Z#EE L TWE T,

FailedAttachVol R a2a—LDEYHTIZTKKLE L,
ume

FailedDetachVol HRY1—A0DEY L THEBRICERKRLZE LK,
ume

VolumeResizeF R 21— ADILIR/MENMIEBLZ L,
ailed
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E35FE A k

E:0] B4

VolumeResizeS E&HICKRY a—L%xiR/MENLE L,
uccessful

FileSystemResi 774N R T LDYFE/MEMIKBRL F L
zeFailed

FileSystemResi EEIC7 7ML AT LHRR/MBININE L,
zeSuccessful

FailedUnMount R a—LbDI oY MRERICEKELUE L,

FailedMapVolu R a—LDIyEVTITRBLE L,
me

FailedUnmapDe 7 /X4 2D~y EY JEERICKEL ZF L7,
vice

AlreadyMounte R)2—LPFTTICII Y RINTWET,
dVolume

SuccessfulDeta R 2—LDENY B THEEICEBRINE LT,
chVolume

SuccessfulMou RY2a—APNEBICTIY MINFE L,
ntVolume

SuccessfulUnM R)21a—LDITY Y MHEBICEBRINE LT
ountVolume

ContainerGCFai AVFFHF—OAR—I AL I avIlkBLE LA,
led

ImageGCFailed A A= DAR=Y LIV avIlKBLE L,

FailedNodeAllo O RT LFHD Cgroup HIBRDEMEICK L £ L 7=,
catableEnforce
ment

NodeAllocatabl P RT LFHID Cgroup FlIRE=HRIC L £ L7,
eEnforced

UnsupportedMo <~ 7Y b7t 7> a U AERBTY,
untOption

SandboxChang Pod DY Y KRRy V ZAAEEINF L7,
ed
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E:0] B4

FailedCreatePo Pod DY KRRy 2 ZDERICKEIL £ L7,
dSandBox

FailedPodSand Pod 4 R w 7 ZDIRERESICEKK L F L,
BoxStatus

&35.7Pod 7—H—A RV k
e S%ER

FailedSync Pod DEHAN KL £ L7,

F3I5.8 VAT LAY b

EA:T] A
SystemOOM 95 24 —IZ OOM (out of memory) JREENFAE L F L 72,

#*35.9Pod 1 XV b

E:0] B4

FailedKillPod Pod DfFLEICKBKL £ L7,

FailedCreatePo Pod VT 7+ —DERRICKELZF L7,
dContainer

Failed Pod7—%974 L2 M) —DEMRICKELF LE,

NetworkNotRea XY NT—DDEBHITETVERA,
dy

FailedCreate {ERX T 5 —: <error-msgs>.

SuccessfulCrea  {FH <17z Pod: <pod-names.
te

FailedDelete iR TS —: <error-msgs>.

SuccessfulDelet  HIf& L 7= Pod: <pod-id>.
e

2%35.10 Horizontal Pod AutoScaler 1 X kb
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$35= 4

E4:T] S
SelectorRequired LIV —DPRETT,
InvalidSelector LYY —ABYLREEL V99 —F TV MIEBRTEEFHATLE,

FailedGetObject HPAIZL 7Y h#EEGTETCEFEFHATLE,
Metric

InvalidMetricSo RBARAN) VRV —=294TTY,
urceType

ValidMetricFoun HPAIXEEICL 7Y A#sstETEF L7
d

FailedConvertH IBED HPANDEHITKM L £ L7,
PA

FailedGetScale HPAQY hO—=5—F, =7 v hOREDRT—) VT ZBETEFEATL .

SucceededGetS HPAIYhO—F—Ik, =45y NOREODRT—ILEZRMETEE L,
cale

FailedCompute RAINTWEA M)V RCEDILKDERL T hEOFHEICKBRLF L,
MetricsReplicas

FailedRescale #FLWH A X <size>; EH:<msg>; TS —:<error-msg>

SuccessfulResc  # L W1 X: <size>; EH: <msg>.
ale

FailedUpdateSt WROBEHICKBL F L7,
atus

FR35N Ry hT—U 4RV b (openshift-sdn)

i B4
Starting OpenShift-SDN %= Fta L £ 7,

NetworkFailed Pod DXy NT—0 A4 V5 —T1x—ZQHRL<RY, Pod MEELET,

#3512y hT—U 4RV b (kube-proxy)

E2:T) tEA
NeedPods H#—EZXR— b <serviceName>:<port> (& Pod " ETT,
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XR3I[LABARY a—AA RV

i

FailedBinding

VolumeMismatc
h

VolumeFailedRe
cycle

VolumeRecycle
d

RecyclerPod

VolumeDelete

VolumeFailedDe
lete

ExternalProvisi
oning

ProvisioningFail
ed

ProvisioningCle
anupFailed

ProvisioningSu
cceeded

WaitForFirstCo
nsumer

B4

FIARRERAIRAR ) 2 — LD, ARL—YISADBREINTVWEEA,

RY2—LH A XELBI S ANBRORBERRY T,

B A Pod DERT S —

R a1a—LOBFARICREELITT,

Pod DBFARFICEEL T,

R 2—LDBIREFICERELE T,

R 21— LDRIREOTZ—,

ERORY 2 —LDAFEFLEABY 7 b7 TTOEY a =V ITINDIHEICHE

£LES,

Ra—L07OEYa =V JICKRBLELE,

7RAEYaz=v I LERY a—LDHEELS—

R)a—LAPEBICTOEY 3 =V I BBEICEKELET,

Pod DR a—)VTETNA YV RMEELET,

K354 1A T4 IV T79v9
e S%ER

FailedPostStart
Hook

FailedPreStopH
ook

UnfinishedPreSt
opHook
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NV RS =5 Pod DEENCKELF L i,

NV RS —H pre-stop IR L F L7,

Pre-stop 7v VBT LEFHATL,



$35= 4 [N

2
\

£35.1577O4 A b+

DeploymentCan 7704 XY bDF+ U EILIZKELF LK,
cellationFailed

DeploymentCan F 704 XY A Fv oI IhFLE,
celled

DeploymentCre #EL 7Y r—ravay hO—5—2ERIhF L1,
ated

IngressiPRange  #—EXICEIY H TS Ingress IPHHY FH A,
Full

F3IBIGRTT1—F—ARV b

E:0] B

FailedSchedulin  Pod 2% 2 1—1) ¥ J TR <pod-namespace>/<pod-name>, DA XY k&

g AssumePodVolumes Ok, /N1 ¥ RDIEERE, BHOEBHTRELE T,
Preempted / — R <node-names> I % % <preemptor-namespace>/<preemptor-name>
Scheduled <node-names> | <pod-name> N IEEEICEIY HTHNFE L,

#K35.17 DaemonSet 41 X b

E:0] B4

SelectingAll Z D DaemonSet &£ Pod #BIRLTWET, BTRVWEL VY —DRETT,

FailedPlacemen <node-name> ~® Pod OEEBEICKE L F L 7,
t

FailedDaemonP / — K <node-name> THED#H %5 7—E ¥ Pod<pod-name> ""EOHY £ L7,
od ZDPod DT ZHAITLET,

#35.18 LoadBalancer Y¥—E X4 XY k

E:0] B

CreatingLoadBa O—RNSYH—DERITS—
lancerFailed

DeletingLoadBa DO — KNSV H—%HIBRLET,
lancer
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E:0] B4

EnsuringboadB O—RKN\SYUH—%RLET,
alancer

EnsuredLoadBa O—RNSUH—%mERELFL
lancer

UnAvailableLoa LoadBalancer t—E X ICFIBABER / — KA HY FHA.
dBalancer

LoadBalancerS ##® LoadBalancerSourceRanges =%~ L £9 ., f#j:<old-source-range> -
ourceRanges <hew-source-range>

LoadbalancerlP  #LWIP 7 RL2&FRKFLF T, fl: <old-ip> - <new-ip>

ExternallP HEIPT7 RLR%ERTLZEY, #l: Added: <external-ip>

uIiD HFLWUID #XRR~L F9, fl: <old-service-uid> — <new-service-uid>

ExternalTrafficP %7 L\ ExternalTrafficPolicy #%&~ L £9 ., fil:<old-policy> — <new-ploicy>
olicy

HealthCheckNo  #7 L L\ HealthCheckNodePort #%’~x L £ 9, fil:<old-node-port> —» new-
dePort node-port>

UpdatedLoadBa #H#EHKRAMTO—RKNSUH—52BHLE L.,
lancer

LoadBalancerU FERANTOO—RNS U —OEFICKBLZF LT,
pdateFailed

DeletingLoadBa DO — KNSV H—%HIBRLET,
lancer

DeletingLoadBa DO — KNS YH—0DHIBRIS—,
lancerFailed

DeletedLoadBal O— KNS UH—%HIBRLE L,
ancer
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BI6E REZHOER
FI6E RIEEHDEE

36.1L.IRBLHMDEZRED L VR ERER

OpenShift Container Platform X oc setenv ¥ > K&R#EL T, LTV r—ravayvho—5—%
TlETF7OM4 XY REREREDPod TV TL—h D24 TV NOREBEEHODRE F /- IFRERE
BRAEERITLET., £/, PodB LUV Pod TV FL— b EHEOIF TV NOBRIEEHE —BERTLE
¥, 2O R BuildConfig 47 72 =7 NCERTZIEHTEET,

36.2. RIERBO—BERT

Pod #7zld Pod 7V L — N DIRIEEHZ —ERTRT 5I01E. UTFEETLET,
I $ oc set env <object-selection> --list [xcommon-options>]

ZDHFITIE. Podpl DIRTORBEEHZ—EXRRLIET,

I $ oc set env pod/p1 --list

36.3. RIEZH DR E

Pod 7 7L —MIREZEHEZRET HICIE. UTFERITLET,

I $ oc set env <object-selection> KEY_1=VAL_1 ... KEY_N=VAL_N [<set-env-options>] [<common-
options>]

REAFT>avEBRELET,

*Fav SR
-e, -env=<KEY>=<VAL> REZHDFXF—EEDORTERERELET,
--overwrite BEOBEETHOEHAHEELE T,

LTFoFTIE, @ADIYY RATFO4 XV MRE registry TIRIEZH STORAGE = ZE L £,
=AIC{E /data ZEML 9. 2FBEDOEH ({E /opt).

$ oc set env dc/registry STORAGE=/data
$ oc set env dc/registry --overwrite STORAGE=/opt

LTofITIE, BEDY /LT RAILS. THE?»RFAZHF OREEHEZREL. ThoxH—1N"—0DL
TY)r—vavarvhra—>—rIZEBMLET,

I $ env | grep RAILS_ | oc set env rc/r1 -e -

LTFDFITIE, rejson TEZEINAZL ) r—ravaryhO—S—%2ZBLFEFHA, RDYIL. B
XN/ STORAGE=/local 55O YAML A 7V 2V &R 7 71 )L reyaml ICEZAHFE T,

I $ oc set env -f rc.json STORAGE=/opt -0 yaml > rc.yam|
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36.3.1. HEMIGEIMI NERIEE
R36.1THBMNIEMI W AREEH

3 £

<SVCNAME>_SERVICE_HOST

<SVCNAME>_SERVICE_PORT

=Bl

TCPR—F53%RBEL. V5RX9—IP7 KL Z10.001H'EY HTS5h7t—E X KUBERNETES
ST ORIEERZEMR L FT

KUBERNETES_SERVICE_PORT=53
MYSQL_DATABASE=root
KUBERNETES_PORT_53_TCP=tcp://10.0.0.11:53
KUBERNETES_SERVICE_HOST=10.0.0.11

R

ocrsh AV Y RZEFALTIOYTFHF—ICHLTSSH %#X£1TL. ocsetenv #x£1TL T
FMETRERIRTOEH A —ERTLET,

36.4. RIEZ DR EARRR
Pod 7V 7L — N CIEHREBEHARZRERRT 2ICE. UTEEFTLET,

I $ oc set env <object-selection> KEY_1- ... KEY_N- [<common-options>]

HE
RKED/NA 7 (-, U+2D) IXHEATT,

ZOBITIE, RIBEHENVI LT ENV2 27704 XY MEE d1 D SHIBRLE T,

I $ oc set env dc/d1 ENV1- ENV2-

ZhiE, IRTOLFYr—raryay bO—5—Nn5oREETHENV 28R LE T,

I $ oc set env rc --all ENV-

ZhiE, LFVr—2ayayhO0—5—rOaAVTH—cI M OREEHENV 2HIBRLE T,

I $ oc set env rc r1 --containers='c1' ENV-
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FEI7TEUaT
EI7TE 3T

371 HE

L7 r—vavadrybd—5— ERIWEBMIC. Y3 TIEPod #EZEDHDOL ) hEHIIET TS

FTERITLET, YaTR@RIRIVDLERNREBKRZEBEL., 77714 772 Pod. BB LTEREL
7Pod ICDWTDBHRTEZDRT—YRAEEHLET, Va T58IBRTBE, ERL7ZPod L 7Y A

MNHIBRINE T, V3 7k Kubernetes APl D—EBT, D A TV b9 A4 T E@#ICoc ATV R

TBEETTET,

T3 TICDWVWTOFEMIE. Kubernetes D RFa X b Z#HBEBLTLEIL,

37.2. ¥ 3 TDERK
VaTREIUTOERBO TERINE T,
e PodT V7L —KNPodhERTZT7 I r—>avaialLEd,

o AT ar® parallelism /X5 A —4%— 23 TORTICHERT 3. HiTLTEITINS Pod D
L7 AMERELET, TNHEEINTWARWEGS, T 7 4L M completions /X5 X —
Y —DEICKEINET,

o A7 3> ®d completions /XT5 X —4—: 23 TORTICEAT 2. MITLTERITINS Pod
DEEEELET, BEINTWAWEE, 774 MTIDEICKREINIT,

LT, job )Y —ZADHY Y FILTT,

apiVersion: batch/v1
kind: Job
metadata:
name: pi
spec:
parallelism: 1 ﬂ
(2,

completions: 1

template: 6

metadata:
name: pi
spec:
containers:
- name: pi
image: perl
command: ["perl", "-Mbignum=Dbpi", "-wle", "print bpi(2000)"]
restartPolicy: OnFailure

L a7 AT LTEITTBPodDL 7)) hBDA T a v DIETT, T4 MTIE
=1

completions DEICREINZX T,

2. VaTdARTELTYN— VT 2LDICHELRPod DEERRETHDA TV avDETYT, T
TAILMITICEEINET,

3. Ay bhA—5—2EKRT B PodDF VYT L—MTT,
4, Pod DBREEIRY V—, Thid, Ya7aryMoO—>—ICIXBERINFET A, 3FMIE. TEA
DFHIREIE] #SRLTLEIL,
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ocrun #FALTCE—OT VKLY aTAERL, BETEIEETEET, UTFTOOYY NIFE
BIOBICHEEINTWEAEALYa TA2 KL, ThaiEelFxzd,

$ oc run pi --image=perl --replicas=1 --restart=OnFailure \
--command -- perl -Mbignum=Dbpi -wle 'print bpi(2000)’

37.2.1. BERDOHIPRETE

VaTdHAKROBREEIRY V—IE Pod ICOAERAIN, YaJarybhao—>— IFERINEHA, &
L, Y3 7JarvbhO0—5—R@YVadamTETCEBRTIALO/N—RI—F1 53 nhzxd,

E D7=8 restartPolicy: Never ¥ 7% --restart=Never (C & Y. restartPolicy: OnFailure %7z --
restart=OnFailure & @A UCEEAETINE T, DFY, YaTHKRRIT2E. KWTEET (FhFF
HTHEEINDEZT)BHTHEIAILET, CORYY—IIBRBATEIH T VRATLDAEERELE

-3—0

Never R')>—Tlk, Ya7aryhbrao—>—rBEREZETLET., ThThOBRTRIC., Yad
AV RMA—5—@FYaTRT—YRADEKBHEE S L. FRPod ZEHRLET, Thidk, ThEThd
AITHRM T 72T Pod DEMIEZ 2 & EBHKLE T,

OnFailure R') > —TI&, kubelet "BEEHEZEITLEFT, TRETINORATICEY Y aTRATF—F X T
DERBEMEDTZRTEDHY THA, I5IT. kubelet IEA L/ — KT Pod Oi2ENICKBE LAY 3T
ZEATLIES,

373. 3 T7DRy—=Y T

Y37l ocscale Y K% —replicas 7 7> a v EHIFERL TRy —ILT7y FLEY., A=)
o LYTRIENTEEY, ThiFY a TDHFEICIE spec.parallelism /X T X —4 —%ZEL X
T, ThiCLY, BITLTEITINTVWE Pod DL 7Y ABAZEEIN, YaThERTFTINZET,

DTFoavy REEROY a TH Y FILaFER L. parallelism /X5 X —4%—% 3 ICRELET,

I $ oc scale job pi --replicas=3

pa )

L) r—>avaybO—5—0OR7—"1) > JTlE ocscale 1Y~ K% --replicas
AFoavERIERLEIN, LFYSr—2aray bO—5—%ED replicas /35
x_&_%gﬁbij—o

37.4. RBEDHRTE

a7 nEHT DHEIC. activeDeadlineSeconds 7 1 — /L RERBRE L CHRERPBEERT DI &N T
XFET, INHPWEBERMTIEEIN, T74ILMNTRBEINEIEA, BEINTVWAWESIZ., EES
nNaREEBIEHY FHA,

ERABIE. RIDPod ATV 1—IILINRANLEEIN, YaTHEUTHIHBZERL
F9., CHITETOLAEDOEBEZEHL. TTOB (IR EERITTELHOICBERPodDL T A
) S FEBERICBHINE T, BEINLYALTY MIET S E, ¥ 3 71E OpenShift Container
Platform T TXIN X7,

LLFDfiE, activeDeadlineSeconds 7 1 —J)L KA 30 QICIEET D Ya T O—EARLTWET,
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spec:
activeDeadlineSeconds: 1800

375. VaTRBONY VX TR) ¥ —

vaJdl, BREOHREBHUARIS—AREDEBRICLYBRITOREON ZBARICKREARINDIG
AHHYET, YaTOoBRATOHAIBET BICIL, .spec.backoffLimit 7O/ 7 1 —&REL X T,
ZDT74—=IRIFTIAIVENTOICREINEY, Ya JICEEMITONAKRK LK Podid 6 9% L
FR& L THEEREEAEAI/ Ny & 74 7:BHE(E (10s. 20s. 40s..) ICEDVWTHERINE T, ZDHIRIL.
IV MA—5—DF v VB TERE L Pod BEF7ZICELRWGEICEREINE T,
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538 OPENSHIFT PIPELINE

38.1. ;&

OpenShift Pipeline IC& Y. OpenShift TO7 7)) r—o3avobE)L R, F7O4., 8L 7OE—+H
IS § ZHEIEAATREIC AR Y £9, Jenkins Pipeline EJL KRR b5 F Y —, Jenkinsfiles, &
OpenShift @ K X 1 Y EASEE (DSL) (OpenShift Jenkins 251 7> k75 51 ¥ Ti2#t 3 h 2) O
HEDLEAEFATZZEICLY, TRTOVFVFICBITZEEREILR, TRM T7AO48L0T
OE—MEDONRA T4V EERTEET,

38.2.0PENSHIFTJENKINS 2 SA 7Y NTS 04>

OpenShift Jenkins 7 54 7> 8 7574 > I& Jenkins ¥ X4 —IC4 ~ A h—JLE N, OpenShift DSL
N7 7Y r— 3@ JenkinsFile ATHBATRETHZVELHYET., DTS4 i, OpenShift
Jenkins 4 A =Y DFERARKFICT 74 M TAI VA M—ILI N, BRICINhFT,

DTZTA4VDA VA RN—=ILELVREICDWVWTDFHMIZ. T Configuring Pipeline Execution ] %
SRLTLEIL,

38.2.1. OpenShift DSL

OpenShift Jenkins 2 54 7>~ N 7574 V&, Jenkins 2 L — T H 5 OpenShift APl EBIE T 279 IC
Fluent (N5 & 27R) X914V D DSL Z1R#E L £9, OpenShift DSL (& Groovy X ZR—X & LT
BY. E. EILR, 7704, BETHIRBREDT TV r—>avD54 7494 7V EHIET 25%
ERELET,

APl DI, E1THD Jenkins 1 YRIVRARICH B TS TA VDA Y54V RFa Ay MIEHS
NTWEd, ThERFTBICE, UWTEERITLET,

o HIRDNRATSAVTATLEERLET,
e DSL7FRMNBEHDTFIZH S PipelineSyntax =7 1) v 7 LET,

o LAlDFEHS—T 3 X=a1—H5, Global Variables Reference #%2 ') w7 L ¢,

38.3. JENKINS PIPELINE 2 k55 & —

70Y £ 9 MAT OpenShift Pipeline B9 % (1. Jenkins Pipeline EJL KA NS 7Y —%FRAT
DREFHYET, CORNITI—EY—RYKRY MY —OD root T jenkinsfile 2 ERT 2L ICT
T MBEINEITHN, UTOREL T avERELETS,

e BuildConfig ID A >~ S 4 > D jenkinsfile 7 1 —JL R,

e Y —2X contextDir & DEETHER Y % jenkinsfile DG %S89 % BuildConfig D
jenkinsfilePath,

pa

#4 7> 3 >~ ? jenkinsfilePath 7 1 —JL K&, ¥V —X contextDir & DEETHERT %
774V DERIEIEELE T, contextDir A INDIFE., T 72 MIYRI b
)—DIL— MIREINZE T, jenkinsfilePath A INDIH5E. T 74/ NI
jenkinsfile ICEREINE T,
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https://github.com/openshift/jenkins-client-plugin
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/3.9/html-single/installation_and_configuration/#openshift-pipeline-dsl-plugin

#5383 OPENSHIFT PIPELINE

Jenkins Pipeline A b 5 7Y —ICDWTDFFMIE. [Pipeline A hS 7YV —DA T av] #8BLT
KTV,
38.4. JENKINSFILE

jenkinsfile |31 Z#EH 42 groovy ERBEXEFERALT. 77V r—2 a3 voRE. EILR, L0770
AAY MIWT ZEFMAREERTRICLET,

jenkinsfile LT OVWTNHADAETIEETEET,
o Y—ROA—RYRIN)—RIIHBZ 771 ILDEA,
e jenkinsfile 7 1 —JL RZFERA L TEIL REBRED—E & L THAAD,

BHIDA T a v aEFERYT 2HBE. jenkinsfile LA FOFZFAOVWTNATT FY r—>avyy—20—
R)RI M) —ICHARACRELIHY TS,

o JRIYKMNJ—DIL—MIZH S jenkinsfile &L\ D ZEIDT 7 1 )b,
o YRIMNY—DY—R contextDir DJL— ~Z#H % jenkinsfile &\ ZBID 7 7 1 )b,
e /— 2 contextDir ICE83E L T BuildConfig @ JenkinsPiplineStrategy 2> a3 > ®
jenkinsfilePath 7 1 —JL RTEREINZ2EFD 7 740 FBEINZHE). BEINRVGE
&, URI M) —DIL—MIREINZET,
jenkinsfile (& Jenkins A L —7 Pod TETINZE T, I I TIE OpenShift DSL = FH T 5155 IC
OpenShift 7 54 7> hDINA4 F Y —%FIAABEICL TE K MDELHY 7,
385.Fa—KNY7I
Jenkins Pipeline A L7 7Y —>avOELRBLTTFTOSICDWTOEMIZ. [Jenkins /¢
ATZ4vDFa—r)TIL] ZBRLTLEIW,

386.:FiNEY

38.6.1. Jenkins HEI 7O EY 3 =V JDEML

RATS4VDEIIL RBRENMERINBIHE. OpenShift FIBRFRTRIT/OY T/ hTFOEY a=
v ENT Jenkins YA — Pod B'H 2D EI DR L X, Jenkins TR I =R OD LW
A, INHPBEBMNICERINE T, ZOEENRETRWA, F7IiE OpenShift DAEBIZH B Jenkins
H—N—%FATZBEIE. ThEBEWITEIENTEET,

ML, T Configuring Pipeline Execution | 8B LTI,

38.6.2. AL— 7 Pod D& E

Kubernetes 75474 v £ 2R D Jenkins 4 X —JICERIICA VA M—=ILINET, TODTS5T4 VI
& 2T, Jenkins ¥ 24 —|d OpenShift CRAL —7 Pod Z/EM L. Pod ICBEEY 3 TOHREZT VH A
LBERMTZEREIC. BITHROVaTEZTNLICEFEL THREARRTEET,

Kubernetes 75 74 V& EA L TAL —7 Pod Z{EM T 2 AEICDWTDFMIE. Kubernetes 754
1V SRLTIEIW,
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39.1.

392 CRON Y 37

BE

CronTa7lE, VaJdDERFTRTIVa2a—IEEBETZSLIICTEIETREOY 3 JICEDVWTE
JILRENZFT, Cron ¥ a Jid Kubernetes APl D—ERTHY, 8D ATV U 94 7 EREERIC oc O
YV RTEBIETEXZXT,

Digk

==
[=]

Cron Y a AT a—IILOETEBIEICHILTOYa ATV v MaER

LETH, YaTdDERICKBLEY., 22002 3 THMERINSAEEMHDH 24K
MBHYFET, TDD, YaTREREETHILENHY, BEFIRZRET
LMENDHYET,

39.2. CRON ¥ 3 7 D{ERK

Cron ¥ 3a JDRERUTDOELREITHERINET,

PUF I,

cronFER TIEREINZ AT 1—)l,

KDY 3 TOERBICERINZ a7 TL—1h,

VaTERIKRTDODA T a v DR MEBEM)(AISHIDEHICLY RT Y a—IILINb
B/ RET 2BE), ¥a TOERTHTOIBEWES, PaTORBELTAHAV Y MEINET,
INDEEINLWSESIZHEIAREINIE A,

ConcurrencyPolicy: 7 7> 3 V OREETRY —, Cron ¥ 3 TR TOEKEITY 3 75240
BY2AEEEELEFT, UTOABETR) D —DIDDA%EBETETET., IHEES
NRWGEE, ARETEHFAITILOICT 74 MERESINE T,

o Allow:Cron ¥ 3 74 RFICEITTEET,

o Forbid: ERFETZZEILL., BRIORTHIMHRT L TLWAWEEIRDETEEBLET,

o Replace: ARFICETINTVWSEYaJZRYBEL, ThaHfAJa TICBEIBAFT,

CronYVaJDELEEHATEZA T avynTI59, Thd‘true ICEREINTWVWBIFEE. Bk
DIRTDERITIMELEINFET,

Crondob )YV —22DY% > FILTT,

apiVersion: batch/vibetat
kind: CronJob
metadata:

name: pi

spec:

schedule: "*/1 * * **" ﬂ

jobTemplate: 9
spec:
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https://en.wikipedia.org/wiki/Cron

F39=\CRON>Y a7

template:
metadata:

labels: e

parent: "cronjobpi”
spec:
containers:
- name: pi
image: perl
command: ["per!", "-Mbignum=bpi", "-wle", "print bpi(2000)"]
restartPolicy: OnFailure

L 37DORTT1—ITT, ZORITIK, PaT IR 1QTEICETINET,
2. a5V L—RTY, Thik, YVaTJOBERETT,
3. TDCronYaJTCERINBDYaTOISRILAEZRELET,

4. Pod DBEEIR) Y—, Zhid. Ya7ay hO—F—IC3EAINIEA. FllE. TELA
DEBEHE L VHIRI Z2ZRLTLLEI W,

pa )

. ITARTDcron ¥ 3 7 schedule DB, YV aTHAETINBEIIRYI—DIA LY —V
. %/\\‘_Zt Lij—o

ocrun ZFALTCHE—OT Y KIS cronYVa Tx=EKL, T ZEEHETEEYT, UTFoavw o R
XERDOFHTHEEINTWEEL cronYa 7&ERKL., ThaEELEd,

$ oc run pi --image=perl --schedule=""/1 * * * *'\
--restart=OnFailure --labels parent="cronjobpi" \
--command -- perl -Mbignum=Dbpi -wle 'print bpi(2000)’
oc run<T, --schedule 7 7> 3 Vid cron XX DR TP a— )L &ZITANE T,
a3

Cron ¥ 3 7DYERB%IC. oc run (& Never % 7z |& OnFailure BiE&) /K ) & — (--restart)
DHEHR—MLET,

B>k

WHWERL > Cron Y 3 7&HIBRLET,

I $ oc delete cronjob/<cron_job_name>

INEERITTBIET, RERT—T4 777 NOEREBITET,

39.3.CRONY 3 700 ) —v7 v 7

.spec.successfulJobsHistoryLimit & .spec.failedJobsHistoryLimit D 7 1+ —)L Ki&74 7> 3> T
T INHDT4—ILRTIE, BTLAEYITERRLEY 3 TOENEThEZRETD2HEEELE
T, TI7AIPT, INHDYaTORFHEIENENI E1ICEREINE T, FIRICOZERET S
& BRTRBRICHIGT 2BEDOYa T7OWThERFLIEA,
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Cron 237l YaTPPodBEDT—T4 77V M) V—REZDFFILTEHIEDHYET, 1—
Y- IEEFREZHREL THWI aTEEZNHD Pod MEUNITSEEIND L DICTEZIENEET

ER

AT, CNICHIETD 2200714 —ILRHD Cron ¥ a TEFICHY 7,

apiVersion: batch/vibetat

kind: CronJob

metadata:
name: pi

spec:
successfulJobsHistoryLimit: 3 ﬂ
failedJobsHistoryLimit: 1 g
schedule: "™/1 * * * *"
jobTemplate:

spec:

QOO 2B LR TERY 2 TOB(F7 4L M E3ITRE).

OO0 T 2 RBMLIETHESRY 3 TOB (T 7 )L MMETITRE).
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#5403 CREATE FROM URL

5402 CREATE FROM URL

40.1. &

Create FromURL (URL DS DER) Id. A A=Y R NY =L, A A=V 8T, FlidTrTL—rD
5URL #HBETEXZLDICT HHEETT,

Create from URL &, BAREIICAR T4 M) R MEI N7z namespace DA A —Y A KN —LFLETV
TL—PMTOHMERELE T, K74 MY R MTIE 77 4J)L N T openshift namespace B"&Fh £
9, namespace &R 74 M) X MIEIT BICIE. T Configuring the Create From URL Namespace
Whitelist | ZZBR LTIV,

DRI LRY VAEEHTEET,

[ 1

OPENSHIFT

OPENSHIFT

orensir O

INLDRY VG, BRI —XFHINTERINAZURLNNY —VAEFBELET, 21— —I12F 7
Oz MNaBIRT B2 EARKODBTOV T MPEINF T, JRIC Create from URL 7 —%2 7 O—Hh's
xFd,

402. A X —J A RNY—LBLVA A= 5 DFEH

4021 VL) —XFHIINTG A —4 —

F2AI bk

imageStream FEHINDA X—  true XF5
VAN —LTE
ey ()
metadata.name
DfE,

imageTag FERINDA X—  true XF5
VRAN)—LTE
HINnd
spec.tags.name
D1,

namespace FERHTZM A false XF5 openshift
AN —=LBLVY
ARX=THTHE
> namespace D%

RV

Ao

name D7 T — false XFF
>3 VRICERS
nsdyy—X%&H
AMLET,
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FI24I bk

sourceURI TV r—2ay false XFF
DY —RA— K%
S0 Gt YRY b
1) — URL,

sourceRef sourceURI Ti5 false XFF
EXNBTSY
F—vavy—2
d—RKDTS5v
F. AT, FhiE
a3y K,

contextDir sourceURI 15 false XF751
EXNBTSY
Fr—vavy—2
A—FOHYT74
Lo ~NU—, EIL
NS E SN

FTqaLIMN)—=&
LTERINZE
3—0
= -3]
NRSA—F—ED FHINAEXFIFURLIVOA—FT 4V ITINTWBIRELNFHY X
ERR
40.2.1.1. fl
create?

imageStream=nodejs&imageTag=4&name=nodejs&source URI=https%3A%2F%2Fgithub.com%2Fope
nshift%2Fnodejs-ex.git&sourceRef=master&contextDir=%2F

403. 7L — hNDEA

4031 7)) —XFHNF A —4H —

FI2AI bk

template FRAINEZTVT  true XF5
L—hTEZIN
)
metadata.name
DfE,
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T4k

templateParams 7> 7L — kX5 false JSON
Map X—8H—HELE

IHROMIGT B

EraEznd

JSON /35 X —

v—<v 7,

namespace FERYTZTV S false XF5 openshift
L—hEED
namespace D%

RV

Ao

Ry
‘EIIIJII

INSA—H—ED FHINEXFIEURLIVIA—TFTA VY ITINTVWBERELAHY X

40.3.1.1. fl

create?template=nodejs-mongodb-example&templateParamsMap=
{"SOURCE_REPOSITORY_URL"%3A"https%3A%2F%2Fgithub.com%2Fopenshift%2Fnodejs-
ex.git"}
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BANEARIL)Y —RAEEDODF TV bDIEEK

411. KUBERNETES h R ¥ L)V —AEH

Kubernetes API Tl&, )Y —RIXBEEDOEIEOAPI ATV 7 bDOAL I3V ERETBI YRR
AVMNTT, LEZIE, EILM YENEPod )Y —RICIEPodA 7V hDaAL YL avhHEFE
nEd,

HRY LYY —RIE, Kubernetes APl Z3R3ET 2h, FAWE 7OV I MNFAIFISRY—ICHBED
API ZB AT B EATREILTEHATITIMNTY,

HRY LYY —REHE (CRD) 7 7 M ILid, MEDA TV ) hOBEEAEREL, APIF—N—HS51 7
YA IINEERENIBTESLIICLET,

pa )

VSR —EBEDHN CRD ZERTET X I, HARY EEZRAADNN—Ivyay
BH3HBEICIE. CRDNSA TV M FTEET,

-

41.2.CRDDSDHRILAT Y bDIERK

AR LFTITI MIFE, EEDISON I—RZBLHRILTA—ILREZEDBIENTEET,

HITR A
o CRD ZfFEXLEY,

FI7

. ARG LA T PO YAML EEEZER L ET, LFOEEMFITIL. cronSpec & image D
ARG LT 4—IL KD CronTab ¥ 1 TOHRY LA Tz MIREINET, CDYA1 T
&, ARILNVY—RAEEA TV hDspeckind 71 —JLRHASEIBLET,

HRILATITHI FDYAML 7 71 LD

apiVersion: "stable.example.com/v1" 0
kind: CronTab 9
metadata:
name: my-new-cron-object G
finalizers:
- finalizer.stable.example.com
spec: 9
cronSpec: " * * * /5"
image: my-awesome-cron-image

AR L)Y —RABEILTI—TEZEBELCAPIN=TU a3y (ZR/N—TYa V) EZREL
9,

AR LYY —AEEDYA TE/ELIET,
79V bOAFEEELET,

FTOTIOMNDIT7AFTSAY—2BELIT (H2%BB). 771 T4 —d, AV b
A—2—"F 7YV NOHIKRAINICKE T TR EDH IR ERETEDLIICLET,

oO0o0® O
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FNEHRYLVY —REENLDATI I bDERK
© 17V oS TBEDEHEEELET,

2. ATV RNT7AIDEREIC, 7T MEFERLET,

I oc create -f <file-name>.yam|

N3 ARILATO) NOEE
T2 MEFEHRLERICIE. ARIL)Y—REEBTEET,
AR
o HRHLYY—RESH (CRD) ERLET,
o CRDMLATVY MEERLET,
FIE
. BEDEFEDARY LYY —RAICDWTORBERERNET 2ICIE. UTEZABDLET,

I oc get <kind>

UFICHZERLET,

oc get crontab

NAME KIND
my-new-cron-object CronTab.v1.stable.example.com

)Y —ZABTRANFENIENIEFEINT, CRD TEEINDBEHF T IIEHFOVTH
N BIUVEBEDOEBEZEETIDILITERLTLLEIWL, UTICHAIZRLET,

oc get crontabs
oc get crontab
oc get ct

2. HAZ L)Y —ZADKRIMIDYAML T— Y L HERT DI ENTEFT,

I oc get <kind> -o yaml

oc get ct -0 yaml

apiVersion: v1
items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: "
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
name: my-new-cron-object
namespace: default
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resourceVersion: "285"
selfLink: /apis/stable.example.com/v1/namespaces/default/crontabs/my-new-cron-object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: ™ * * * /5 ﬂ
image: my-awesome-cron-image 9

Q07 7>/ FOERICERLE YAML A LD ARY LT — 9 BRRINET,
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FARETFTTIVI—a I AE)—DHATVYT
FRETT) =23 AT —DHAIVY

42.1. =&

ZZTlE, 7T r— 3 VEEE D OpenShift Container Platform 2 L TU T2 RT9 2 EICE
UDEHRERELET,

L aAVTFF—bIni7TUr—o 3V aAVR—R VMDA E)—BLTY RV EHAHIBIL,
TNOLDEHRAEFBITLOAVTFT— AT —NSA—Y—%KET S

2. AVTF—bINET7 U5 —>3 Y5094 L (OpendDK 2 &) %, BREIN/IVTF—
AEBY—NSA=—F—|ICEDVWTHRBICETINDLOEZRET S

33.AVFTF—TO ICEET 2 XE) —BEEDOTS—REZZML. IhafRT 2

42.2. E=1EHR

F 9" OpenShift Container Platform IC& 23V Ea2a—F Y —Z2DBEFEZDEMEA L < HATH LR
DFIBICELC I EE2BEOHLET,

TTVr—oa VA A®)—DHA TV TICDWTIE. UWTFAEELRRSA Y MIARY XS,

o BEDVY—Z(AEY—. cpus AML—=)ICL T, OpenShift Container Platform Tl& 7
ToavOBEBRBLVFHIR OFESE PodDEIAVTFH—ICHRETEFT, TITlH, XEY—
BEREXE) —FHIROAICERLET,

o XEI—FEk

o XEY—EREIZ., IBEINBIHE OpenShift Container Platform 24 ¥ 2 —5 —|CRHE
E5Z2FET, ATVa2—F— AVTF—D/—RADRT T 1—ILRICAE) —EXK
ZERBL, AVTF—OEAOLDICERINEL/ —RTERINLEAE)—%2T VR
27L&,

o J—RDAEY—MMFEWNEISN S &, OpenShift Container Platform (X £ —FRAMN X E
)—EBRAEAZIBBLTWVWRIAVYFF—DIEIYaVvEaBELET, X T —HEEDFE
LR E L BIBE. / — RO OOMkiller XKD X M) V RICEDWTAVYFFH—T
TOERERIRL. IhEBHKETT25608HY ET,

o XEY—HIR

o XEY—HIRENMBEINTWVWBIFAE, IVTFTF—OIRTOTOERICEY HTHRER
XEY—IIN—RHEIRZEELE T,

o AVFF—DIRTOTACATEIY YU TOLNZXE)—HIAXATE) —FIR%BET S5
A. /— RO OOMkiller i gAY F+—D7O0RAFTCIEIRL, ThaREKRTLE
3—0

o0 XEY—FREXTY—HIROEANBEINDIHZE, AT —HIRDEIEIX T —EK
DELYERETVD, FEREIhEELLRITNIERY A,

o EH

o VSR —EEEZEIAT) —DEKRE. FIRE. INS5OMAICH LTI+ —F=EYY
THD WTHICEEIYETRVWEDICTHIENTEET,
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o VZ7ARAY—EEHBEFATY —DRXE, FIREXZIEINOoDOEAICDOWVWTT 7 4J)L ME
ZEIVETRIEE. TNOHDOWVWTNILET 74 MEZEIY B TRVWEDICT BRI ED
TEET,

o USRH—BEEWL, VSRY—DA—/N—0Iv NEBETI-DICHERENEET S
AEY—ERDEEEEXTEET, IhiL OpenShift Online B ETIThNE T,

423. A N T —
OpenShift Container Platform T7 74— 3 U XA E) — YA DV T 2FEIILLTORY TY,

L FEINZIAVTF—DOXAE)—FHDOHG
NERICFEINZEHSLPE—IBEOIA VT F—DOXE) —FREZHRILET (B 30E
WTANERT), AVFF—TCHETLTETINTWVWEITERDHZ2ITRTOTOEREZ KT
ZERICANDEIICLTLESIW, LEZE XA VYDF7 TV r—vavidtgR2) 7%
AL TWBENE DI =R LET,

2. Y R YR (risk appetite) D¥IH
IEIavD)RVEFEHLET., VRIEFOLNILMEWGE, VT F—EFE
INZE—VEBDEAEEREY -V VDNR—tEVyTF—JIKIELTXE) —428BRLET, Y
AV BENELRBGE. FRINITHOFEREICIHNLCTXE) —2EKRTBHIENLYE
UigEsHY £9,

3. AVFF—DAEY —ERDH
FEICEDVWTOAVTF—DAEY—BREZRELET, BRI T7 TV 5—2a>vDAEY) —
FRELYVIERICRTTZIENEZFLWVWEEAFT, BEXNBTIZHEICIE. V5RY—
BLTI A=Y DFEAIEMRERY £9, BRMEST EZHBE. 7Y 5—>avoIED
vavoaEELrEL RY ET,

4. AV T F—DATY —FIRDFHFE (BERIFE)
MHEBERFICAVTFT—DOAEY) —HIRRZEBRELEXT, #lRZFZETSIE. IVTF—DITRTOD
TOERADAE) —FHEOEEIFIREZBAZHBEICI YT F—07TOZANT CICHFIR
TINBD, WO DHREELLLET, FTREFHLAVWXAEY —FRHOBEBAZ R
ICBRREIC T % ( Mfailfast (BR< KT B)] ) TENTE, RICTOER AT CICHIETEE
ERS

—E&B®D OpenShift Container Platform 7 2 24 —TI3HIREAZZRET 2HELNHY XT, HIR
IKCEDWTEREZLEEZTIHBENHYET, T —BOT TV Ir—2avAxA—Yid, B
KELY BRENERER EDOEREINDFIREICKEFELET,

AT —FIRIBEINDHZE. CNIFFRINZE—IBOOIVYTFTF—OXE) —FHEE
BEIX—IVVDN—tY TV LY ERWMEICERET R EETETEHA,

5, PV —2avhHEEINTWSZ EDHESR
WIS, BEINZERBLIVHIREICEELTTZ Y r—yavAAEIhTWSZ
EEHEBELET, COFIEIF. IVMBEDXE)—5T—)LT2F7T)r—avildnte
CICHTIEFFYET, BRYDELTIE. ChIZODWTEHRBALET,

42.4. OPENSHIFT CONTAINER PLATFORM T® OPENJDK D% 1 ¥ v
5

774 MD OpendDKFREIX AV T F—IbINRIETIIMELFEA, IV FTF—T OpendDK %
EITTHHEEEIENMD Java X Y —BEEZBET DI ENI—ILER>TWVWSREHTT,
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FARETFTTIVI—a I AE)—DHATVYT

IVMDAEY—L AT MNMIEHET, N—=UaVIZIRELTBY, KETIFZINICDWTEFMAICIEER
BALEHA, L. OV 77+ —TO0pendDK #RTTBBEDRY — MNMIH>THRCEEUTD3
DDAEY)—FEAEDIYRIDBERYRATICHY FT,

L IWMBRAKE—TH A4 X% LEXT 3,
2. WM BKREAXAEY —%FRL—FT A VIV RATALILERT 2L 5RT (BURIHE).
3. AVFF—AHDITARTDIVM 7OEANBEUICHEEINTWVWREI EAFHRT S,

AVFF—TOETICAIFTTIVM 7= 00— R Zm@BICRE T ZHEICOVWTEIARETIERVEHA
M. ZTHIIREBD VM F T2 a VA BINTRET DI ENREICRZGBELHY T,

4241. VM mZKe—TH 4 XD LEX

HEZ<DJava 7—70—RIZEVWT, WM E—TEAE) —DRAINDE—DI V> 21— —TT,
HEF R T OpendDK I&, OpendDK A Y FF—AHTRITINTWVWEINIMLIDST, e—TICFERAI
nzavEa—K/—RDXEY—DKRK /4 (1/-XX:MaxRAMFraction) 237§ 25 £ 5 F 7 4L N T
BREINET, TOLO, AVTF—OAEY) —FIREBEINTWVWRHEITIE. ZOEEEZA—/N—
A RTBIENMHATY,

ERERITIBAEELT, 2D2ULOAFELZFERATETEY:

L AVTF—DOXEY—HIRIBZEINTEY., JUM TERNGRA T a v yR—kbIhTw
3IHEI1CIE. -XX:+UnlockExperimental VMOptions -XX:+UseCGroupMemoryLimitForHeap
ZRELET,

IhiZ&Y, XX:MaxRAM A 'OV FF+—D X EY —FHIRICEREI ., RRKE—TH1 X (-
XX:MaxHeapSize / -Xmx) %' 1/-XX:MaxRAMFraction ICEREINE T (T 7 4Lk TIL 1/4),

2. -XX:MaxRAM. -XX:MaxHeapSize £7zI& -Xmx DWIFhhrxBEELEX LT,
IDFTTavilid, EON—RIA—FT 4 VIPRBBEILRY FTH, B2V I VEFETE
ZEVHFRDHY FT,

42.42. VM ABAKRFBRAAEY =52 ARL—FT A VIV AT LICBRT DL OET

T 74 BMT, OpendDK IEKRFRAAE) —%2FARL—T 1 VIV AT LICEBHIRLEEA, Th
EE< DAV FF—leInizJdava7—27 00— RIZIFBELTWETA, Ak LT, JvFF—RIC

JUM EHRETBZEMDT VT4 7R 7TARADNH 27—/ O0—-RDIGEAEETIVELrHY T,

ZNO5DOEMOTOCRIERA T4 T7OTOERATHBIBELEIMD JVM DIFE. iz hs 2D
DA EDLETHZIHFEEHY T,

OpenShift Container Platform Jenkins maven ZL—74 A —< (&, LF®D JVM B A ERE L T JVM
ICKRFERAXEY —52ARL—TA VIV RATALIERTZL 2R LET ¢ -XX:+UseParallelGC -
XX:MinHeapFreeRatio=5 -XX:MaxHeapFreeRatio=10 -XX:GCTimeRatio=4 -
XX:AdaptiveSizePolicyWeight =90 .2 5 D3|HE. B HTOHNEAXAEY —DFEAFRDOAE) — (-
XX:MaxHeapFreeRatio)  110% % #8x. HR—I 3L 44— (-XX:GCTimeRatio) T® CPU B5RD
20% ZfEAT 2HBEBRBICE—TXEY —2ARL—TA VIV RATLIRT I ENBRINTWE
T, 77U =23 voe—7EY L THAMEDO e —TFEY KT (-XX:InitialHeapSize / -Xms TLZE
EINB)ETOEZZ&EFHY FHA. FHIBEHRICDOWTIE. [Tuning Java's footprint in OpenShift
(Part1)] . [Tuning Java's footprint in OpenShift (Part2) ] . & & U [ OpendDK and Containers] %
SRLTCEIV,

4243. AVFTFT—AHDITARTOIVM 7O AN BEICHREINTWVWE I EAERET S
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BEOIVMAELAYTFTF—TEITINSGHE., TNOITANTHEYICEHEINTWS Z & 2MHERT
ZRENHYET, Z<DT—IO—RTIE. TRLEND JVM IZ memory budget D/X—t >V F—I %
HETI2RENAHYET., THICLYKREIRREY—IVUNERINZBELHY £,

%< MDJavaV—ILIF IVM 2R ET D/ DICETBDELRZBRIBEH
(JAVA_OPTS. GRADLE_OPTS. MAVEN OPTS &) A#FR L £9 ., @ELNAREINBETA JVM I
EINTWBAIEEHRTIONBETHWESEHY £,

JAVA _TOOL_OPTIONS IRIEZHILEIC OpendDK ICL > TER I, JAVA TOOL _OPTIONS Ti5
EINZDEIFIVMOTY RSV THREINZMOA T avIilL>TLEEEINES, 774K
T. OpenShift Container Platform Jenkins maven AL —74 X —< |& JAVA_TOOL_OPTIONS="-
XX:+UnlockExperimentalVMOptions -XX:+UseCGroupMemoryLimitForHeap -
Dsun.zip.disableMemoryMapping=true" # 5% E L TN 6DF T a VB RAL —T A4 A —I TETI
NEZIRTOIVM 7= O0—RIIFLTT 74 R THEAINZELDICLET, 2hiE, BmoA 7
SAVHARBIIRD I EARIET BRTIEHY THAD, BHBIFICIEZIEET,

425.POD HTD X E!) —F RS L VHIRDMRER

Pod IS AT —ERE L CHIRRASIMICHRET S 7 T r— 3 ik Downward APl 2 {F R % i
BAHYET, UTODRZRY MEIZINDNEDL DI ICETINEINERLTVWET,

apiVersion: v1i
kind: Pod
metadata:
name: test
spec:
containers:
- name: test
image: fedora:latest
command:
- sleep
- "3600"
env:
- name: MEMORY_REQUEST
valueFrom:
resourceFieldRef:
containerName: test
resource: requests.memory
- name: MEMORY _LIMIT
valueFrom:
resourceFieldRef:
containerName: test
resource: limits.memory
resources:
requests:
memory: 384Mi
limits:
memory: 512Mi

# oc rsh test

$ env | grep MEMORY | sort
MEMORY_LIMIT=536870912
MEMORY_REQUEST=402653184
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X ) —HIPR{EIL. /sys/fs/cgroup/memory/memory.limit_in_bytes 7 7 1 JLICL > TaAVFF—AHL
LHmAMBDIEETETET,

42.6. OOM IC & B8R T DE2HR

OpenShift Container Platform (&, YT F—DIRXRTOTOCLADAE) —FHAEDEFHIFAEY —
FIREBA DM FhldF/ —RFOXE) —%2FVISNZ L EDRADKENELZHBEICAVYTF—
DO7OERERERT T RHEEDHY T,

TOEAA OOMICEL > THREIRTINZIBE, AVFFHF—D2ICIRTI2HEaHhNIE. BT LA
WBEEHYET, IJVFF—DPIDI TOERANSIGKILL 2Z{ET 2HA. AT F—IEXT<CICKRT
LET. ThUADIBE, AV T F—OEIMBO 7O A0EEICIKELE T,

AT T CIKRT LABWEE. OOMICL 2@HER TIIUTOL S ICRETE XY,
1L AVTF—O7AtRIZSIGKILL YV F IV ERELLIEEZRTIA—RI137 TRT T 5,

2. /sys/fs/cgroup/memory/memory.oom_control @ oom_kill 17 >4 — DB IR I N FE

o

$ grep "oom_kill ' /sys/fs/cgroup/memory/memory.oom_control
oom_kill 0

$ sed -e " </dev/zero # provoke an OOM kill

Killed

$ echo $?

137

$ grep "oom_kill ' /sys/fs/cgroup/memory/memory.oom_control
oom_kill 1

Pod D 12 ED 7O XA OOM TEHHE T I, Pod BT HITHEWTIRT 351548 BIRFTHZH
EDIMEEbIRWN), TT— XMme¢JEEMOOMMMdani?Oomwrﬁﬁ%Ténkij
I restartPolicy DfEIC L > THEHT 2560 HY £9, BREEINLWEEIE.
ReplicationController &MY hA—Z—h Pod DK LR T—9 A %5BH L. HWVWPod ICEX
o 238 Pod R L £,

BEBINQWMES, Pod DAT—F RFLUTFDOLDICRY XY,

$ oc get pod test
NAME READY STATUS RESTARTS AGE
test  0/1 OOMKilled 0 im

$ oc get pod test -0 yaml

status:
containerStatuses:
- name: test
ready: false
restartCount: 0
state:
terminated:
exitCode: 137
reason: OOMK:illed
phase: Failed

BEFINDIZE, TORAT—FRAEIUTOLIICRYET,
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$ oc get pod test
NAME READY STATUS RESTARTS AGE
test 1/ Running 1 im

$ oc get pod test -0 yaml

status:
containerStatuses:
- name: test
ready: true
restartCount: 1
lastState:
terminated:
exitCode: 137
reason: OOMKilled
state:
running:
phase: Running

42.7. TEY X h7=- POD D2k

OpenShift Container Platform (&, / — KD X EY —NMEWIGhEZD/ — KL PodZITEY MY
DELrHYET, AT —SHEDEESWIL>T, TIEYZYaVIREBILITONW2GBEEHhNIEL. *
ITHWEREEHYET, EERIEYVYaviE, &3V 5+ — 0))(’(/7°Dt7\(PID1)7b‘SIGTERM
SUFIVEZELTHS, 7OERADTTITRT LTLWARWEEIFRICAR > TSIGKILL ¥ FHILAEZ{E
TRIEAEEKRLEY, EETCEAVWIEIYavEZEaAVTFHF—DAA Y 7AEADSIGKILL ¥ ¥+
WEBFICRET A2 AR LET,

IEY hEINF Pod D7 x—XId Failed (Z. M (X Evicted IC72Y) £9, T DIFH. restartPolicy
DEICERR<BESINE A, 72 L. ReplicationController 2 &MY b O—F —I& Pod DR
LTCZF_—&Z%DIL\E&L E\:\ POd ‘\_%%Tﬁbﬁ%ﬁiﬁ POCI %'ﬂzﬁi lJ iTo

$ oc get pod test
NAME READY STATUS RESTARTS AGE
test  0/1 Evicted 0 im

$ oc get pod test -0 yaml
status:
message: 'Pod The node was low on resource: [MemoryPressure].'

phase: Failed
reason: Evicted
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