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3. 7OV M) R MDOEBICZH B Options X =2 — M5 Delete Project #:#IRL £,

4. Delete Project R4 U H'BWZS, 714 —IL KD LGHIRT 27OV bOEZRIZEAALE
-a—o

5. Delete#2 )y 2 L%x9,
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212.CLI 2R L2700y =7 hDOHIRR

7OV MEBIBRTBEIC, Y—N"—E7O0Y I hDRFT—4% X% Active 5 Terminating [CHE
FLET, RIL. —/—& Terminating REO 7OV bOSFTRTOAVFTVYYEI YT LTH
5, REMICTOY Tz bEEHIBRLEYT, 7OV NORTFT—4 ZAH Terminating DIGFE. FIRD O

VFUYAETOVIV MIEBMTAIEIETEFEA, 7AOVIV MICLI F=IE Web OV —ILD
SHIRTEZ T,

FIa
L UTE2RITLET,

I $ oc delete project <project_name>

22.3loa—H—&LTcoFay v MOER
VEFRDEAMEEIC LY., Bloa—HY—&LT7aP I NEERT DI ENTEZET,

2.2.1. API DHEBRfE A

OpenShift Container Platform API ANDEXK %, BDI—HF—HLREINTVEHIDEL D ICRETE
X9, #FMlE. Kubernetes KF 2 X~ h®D Userimpersonation ZZMR L T XL,

222. 70V ) MEREEO 1 —H —HERDERA

7OV NEREFERT ZBICHOI—HY—DER%EERTE 9, system:authenticated:oauth
7OV NEREERTEDH—DT— NI NS TIN—TTH2H. TDTIL—TDOERE
ERTI2RENHY ET,

FIa
o FDI—H—DROLYICTOY Y MEKREFERT DICE. UTFTEEITLET,

$ oc new-project <project> --as=<user> \
--as-group=system:authenticated --as-group=system:authenticated:oauth

23. 709 MERRDEE

OpenShift Container Platform Tld, 7OV TV M $BEET 24TV b T —TDIF L. DB
2HDIFERINET., Web IV —ILF /I oc new-project IV REFERLTHFRI O o b
DERERHNERITIN S &, OpenShift Container Platform @I RRA ¥ MME, hR Y <4 XAJRER
FUTL—=MIISELTFOY I METOEY a2V 3 2OIERINET,

USR5 —EEEZ, AREPY—EXATAV Y IMBREOTOY Y ML, 7OV IV D &
Vo7 nEYa=v T EERTTEIEEHFTL. TOFEERETEET,

2317029 MEMICDWT

OpenShift Container Platform APl ' —/X\—{&, /5249 —D 7OV hEEYY—ID
projectRequestTemplate /X5 X —4 —THBINZ 7OV b T TL—MIEDWTHRTO
VI hNEEEMICTOEY 3 VI LET, NIA—F—DNERINDWVEGEE, APl H—/N—(FEXK
INZEH|TCTOVII NEERT BT 74TV FL—bMEFRL. BXT21—H—%27 OV
2 M@ admin (BEE) O—JLICEY HTET,
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AV PERPEEINDE APHZT Y TL— b TUTONRI X =9 —%BEHRAET,
RK2177A0b0TOTT I bT Y TL—bRGA=5—
NRIA—5— B
PROJECT_NAME 7aYzs O&RL. BA.
PROJECT_DISPLAYNAME 7AYry hOFRTE, BICTEET,
PROJECT_DESCRIPTION 70V hOHR. BICTEET,
PROJECT_ADMIN_USER EE1-Y-01—¥—4%,

PROJECT REQUESTING U EBR¥31—H¥—01—H¥—%,
SER

API ~D 7T U X%, self-provisioner O0—JL & self-provisioners OV S X4 —O—IbINA VT4V
THEEZIMNEINET, 774 MT. 2OO—LIETRTOZREINBEREIFHETEET,

232. 5\ OV v bOF VT L— NDER

VSR —EBBER, TI7A0MOTOVIINTUVTL—REZEEL, IR IOV I NEDARY L
BHICESVWTERT B I ENTEET,

BMBOARYLTOY Y N Ty TFL—MEERTZICIE, UTEERTLET,

FIR

1. cluster-admin tEfR#F>a1—H—& L TAJ/M4 > LTW3,

2. 77NN TAY I NTFY TS L EERLET,

I $ oc adm create-bootstrap-project-template -o yaml > template.yami

34TV NEBIMT BN BEA TV MNEERTZIEIELY, TFRAMNIFT449—T
£ IN S templateyaml 7 7 1 LEZBEL XY,

4. 7Oy Y T 7L — ML, openshift-config namespace ICHERRINZHELAHY T, &
BLATYL—bMNaGdAHET,

I $ oc create -f template.yaml -n openshift-config
5 WebAvVY—JLFkiFCLIZEAL., 7OV bREVV—RZ2RELET.
o Web YV —JLDEMH
i. Administration - Cluster Settings R—J ICBEIL £ 7,
i. Configurationz27 v 7 L. $RTDERE) Y —RAZ2RTLET,

ii. Project DT> ) —%RDIF, EditYAML%Z2 Y v I LET,
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e CLIDFEH

i. project.config.openshift.io/cluster ')V —X #iREL X7,

I $ oc edit project.config.openshift.io/cluster

6. spec 27 a %, projectRequestTemplate &5 & U name /NT X —4 —%ZfHAIAL LD ICE
Fl., 7y 7O—RIhi7OVz I by TL—MNOERIZRELET., T 74/ b
project-request T3,

AR LTOV Y T TL— b8 TOT0 I FEEYV—2R

apiVersion: config.openshift.io/v1
kind: Project
metadata:

spec:
projectRequestTemplate:
name: <template_name>

7. EEERELLE. EELFEBICERAINAIEEMRET 2701, ilLwrOd o MafE
’ﬁbia—o

233. 70V b7 TOEY 3 =V T DEMIE

SIS NSA—Y—TI—TIEBHR[ IOV b7 7O 3=V T aZEIETBEIENTE
i’a—o

FIE
1. cluster-admin R = F>a1—H—& L TAJ/M4 > LTW3,

2. LR~ > R%ERTL T, self-provisioners 7 5 249 —O—IL/NA VT 14 VT DFEREZHER
LFEY,

I $ oc describe clusterrolebinding.rbac self-provisioners
Al

Name: self-provisioners
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: self-provisioner
Subjects:
Kind Name Namespace

Group system:authenticated:oauth

self-provisioners £ > 3> DY TV M ERRELET,

3. self-provisioner 7 5 2 ¥ —O— )L % 7' )L— 7 system:authenticated:oauth 7 SHIf& L %
ER

15
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e self-provisioners 7 5 24 —0O—JL/NM >V F 4 >~ 7 self-provisioner O — )L D& %
system:authenticated:oauth 7 /)L—7 /N1 ¥ RK§2HBE, UTFOOAYY REERTLE
ER

I $ oc patch clusterrolebinding.rbac self-provisioners -p '{"subjects": null}’

e self-provisioners 7 5 24 —O—JL/X1 VT 1 » 71 self-provisioner 0—JL %
system:authenticated:oauth 7 /)L—7UHDI—H— T —TFLIEHY—EXTHD Y
MINA Y RT2HBE. LTFOOTY R2ETLET,

$ oc adm policy \

remove-cluster-role-from-group self-provisioner \
system:authenticated:oauth

4. O—IL~DOBEFEH %L CICIL. self-provisioners 7 S 29 —O—ILIN\A VT 1 VT %REL
F9, BEEHICELY., 7529 —0O0—IHBTFT 742 MOREICY Y NINFET,

o CLIAEHLTAO—INA YT VT %EHTHICIE. UTFEEITLET,
. LTFoavYy RaETLET,

I $ oc edit clusterrolebinding.rbac self-provisioners

i. RRINZO—INAYTAVIT, UTOBIDEL D IC
rbac.authorization.kubernetes.io/autoupdate /X5 X —% —fE% false IZE&E L &
ER

apiVersion: authorization.openshift.io/v1
kind: ClusterRoleBinding
metadata:
annotations:
rbac.authorization.kubernetes.io/autoupdate: "false"

o B—Ov VYV RAFEARALTAO—INS VYT A VI HBHITZHICIE. UTERITLET,

$ oc patch clusterrolebinding.rbac self-provisioners -p { "metadata”: { "annotations": {
"rbac.authorization.kubernetes.io/autoupdate”: "false" } } }'

5. RS nica—v—&sLcas4vL,. 7OV N7 TOEY 3 =V JAERTTER
WZ EEBRLET,

I $ oc new-project test

H A B

I Error from server (Forbidden): You may not request a new project via this API.

EBICEEOL Y ERAHALZRHETEZ LI ZOTOY IV NERAYE—VE ARSI TS
AT E=HmEILETS,

234. 70 NERX Yy E—YDHRITA X
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TRz MO TOEY a2V VAR TERVHAREZ L@ Y —ERXRTHT Y D Web OV
V—ILFLECLIZFERLTTAY ) MEREKRZITIHE, UTDIZ—XvE—IDT T2k
TRINFT,

I You may not request a new project via this API.

VA —BEBEIIDAYE—VEHNRITAATEEY, Ihz, HAICEEOHFR O b
DERAEDBEBRESOLIIICEHFITSZIEZMRFLET, UTICHIZRLET,

e JOVIY MNEEKRTZITIE. ¥RTLEEHE (projectname@example.com) ICEVWEDHE T
IV,

o HIRTOT Y MEEKRT ZITIE. hitps://internal.example.com/openshift-project-request
IKHdTOV I NERT#—LIKEBALET,

TAVI Y MBRAYE—VENRITA XS BICE. UTFEERTLET,

FIg
L WebAYV—ILEFEECLIZEAL, 7OV bREV—REZRELET,
e WebIJvV—JLDEMA
i. Administration - Cluster Settings R—JICBEIL £ 7,
i. Configurationz2 ') v J L, IXRTDERE) YV —RX2RRLZET,
ii. Project DTV ) —%RDIF, EditYAML%Z2 Y v oI LEY,

e CLIDEH

i. cluster-admintEfRzF>a1—H—&LTAOJ/M4 > LTW3,

ii. project.config.openshift.io/cluster )V —X &#R&EL £,

I $ oc edit project.config.openshift.io/cluster

2. spec 7 3%, projectRequestMessage /X X —4—A2SL LD ICEHFH L. EZHRS
LAY E—JILRELET,

AR LATOV Y PERAYE—V2ECTOT I MEEY Y —R

apiVersion: config.openshift.io/v1
kind: Project
metadata:

spec:
projectRequestMessage: <message_string>

UFICHZERLET,

apiVersion: config.openshift.io/v1
kind: Project
metadata:

17
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spec:
projectRequestMessage: To request a project, contact your system administrator at
projectname@example.com.

3. TEARELAZIC, 7OV 2770 a v TERVWVEREEZ I —ER

FAODRELTHRTOY ) bOERERITL. TEHNERBICERAINTWS Z &R
l./i-a_o
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FIBJ 7SIV —> a3 vDER
EIZ TSN —2 a3 DER

BLRAREBEN-ARI T4 TERALIT TV r—2 3 v DK

Web 3>V —JL® Developer /X\—ZARYV T 4 7 TlE, +Add E2a—HmST7 T r—>a v B L UEE
H—EX%EEHR L. TH 5% OpenShift Container Platform ICF 704 §27DDUTDA T 3 U H
REINZET,

o NY—Z2DH:EAREI VY —ILEFWVEDHDICIK. ThHD)Y—RAFERALE

¥, Options X Z 21— EFEALTAY S —%ZHERRICTHIEDNTEET,

o WY NEMALLT IV r—>a v BEOI—RY Y FILEMFERL T,
OpenShift Container Platform T7 7Y 7 —< 3 VY OEKRZREIBLE T,

o HARFERFaXVMEFERALTELR: 4 RFERFaAVMNEBSRLTT T —
SavEBEL, ERIVESINPHEBICENTIEIW,

o ¥FriRBAREMEEDHESD: Developer /S—2ARYI T 4 TOHBES L) YV —XEBNLE
_a—o

e Developer catalog Developer Catalog T, 4 X =Y EIS —ICHEBRT FYr—>a vy, H—
ER, FL@F@Y—RERBRL, 7OV MIEMLEFT,

o AllServices: 749 07 %58 L. OpenShift Container Platform (A TH—E X &R L &
ER

o Database: RERT—IR—AY—ERERIRL, 7Y —>avICBIMLET,
o Operator Backed: A E 7% Operator BEIEH —E X %#EIRL, 77014 LFT,

o Helm Chart X EXR Helm Fv¥—r&ERL, 7V r—ravssvty—EROF 7O
AV MNEBHELET,

o Devfile: Devfile LY A M —h 5 devfile Z3BIRL T, ARBEASEMICERELET,

o EventSource HFEDY AT LDNSANRY NY—REFERL, BLOHDZARVYNISAAE
EHRLEI,

—

pa

RHOAS Operator i1 Y XA h—ILINTWBHHIZIE, ¥R*—Y K —EX
A7 avEMATEEY,

® Gitrepository: From Git. From Devfile ¥ 7z{& From Dockerfile# 7> 3 v & FR L T Git )
RYBMNY)—DLEEFEOI— RR—2, Devfile. F7=& Dockerfile &4 ~R— b L. OpenShift
Container Platform T7 U4 —>YavxELRLTTF7O4 LET,

e Containerlmage: 1 A=Y AR —LFLEFLIARN) —DOLDBEFEA XA —VAFERAL. Ch
% OpenShift Container Platform IC7 704 L 9,

® Pipelines: Tekton /X1 75 1 > % {fF L T OpenShift Container Platform TV 7 k7 = 7§
TOEZADCl/CD RS T4 v EERLET,
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e Serverless: Serverless 7 7> 3 V% #&Z&E L T. OpenShift Container Platform TRX7— kL X
BLVY—N—=LRT7T)r—2avaER, EILR, T7O04LFT,

o Channel:Knative F¥ RILEERR L. 41 VX EY) —DEEHOEWVWEREA(HA A RNV Mg
EBLVKGIEBEERLE T,

o Samples: FIFRIEERY Y TN T TS —2a Vv aBRELT, 77U 5—2a v a0 <E
B, EIR. F7OM4LET,

® QuickStarts: 7 ) r—>avEaEm., 1 VR—bh BLUVOEFTTZLOHDIA4 Y IR — b
FTavERERT, AFYTNRNA ATy TOFIBEY RV AFRALET,

® From Local Machine From Local Machine# 1 JLA#ESEL T, A—AIY VDT 714 %A
VR—=KNFRE Ty FO—KL, BREICFFIVr—avEE)LRLTTF7O4LET,

o ImportYAML:YAML 7 74 )& 7y FO—RKL, Z7FXYUs—>avaE)LRLTTF7Oq
TE5EHDD)Y—REEHELET,

o Upload JARfile JAR 7 74 )V AE 7y 7O—RKLTJava7 7N r—o a3 v aEILRB LT
F7O04 LET,

® Share my Project: DA 7> avaFERALT, 7OV Y MIaA—H—%BME/IFHIFRL.
TORVEYTFa T avERBLET,

e HelmChart YR MY — DA T a3V %EAL T, namespace I Helm Chart ') R~
)—%EMLEFT,

o JVY—ZADUREZ: INhHDYYY—R%=FEALT, TES—2arRA VITEMFADEVE
HINKYY—REMREZET, TESF—>arvo1V ROTEVEDINAL) YV —RIC
hA—VYIEEhtEds, ZOERICKS Yy I/7Y RROy 74 AVARTINET., RSy
TJLEVY—RIE, ThHETZ 7V avIlosx ROy FTEET,

Pipelines. Event Source. Import Virtual Machines 72 E D4 ED A 7> 3 &, OpenShift Pipelines

Operator. OpenShift Serverless Operator, & & U OpenShift Virtualization Operator 58 ~ X b —JL
INBBEICDAETNETNREAIIND I EITERBLTLLEIL,

3.1 AR
Developer \—ZRJF 4 THEFERALTCT ) r—>a VA ERTZICE. UTEERLTLEIN,
e WebIdvV—jLilOy/4 v LTW53,
® OpenShift Container Platform T7 ) s —>arv st 7—o 00— REERT 5720
I, 7OV MEFERLTVWS D, @tk O—ILBLU0N—3vay a0V o b
ISPV ERATES,
ADRDFHRFEGICIHATY —N—LRT7 TV r—>a v aEHRT 5I1IC1E. LTEERLET,
® OpenShift Serverless Operator 54 Y XA h—JLEI N TW3,

e knative-serving namespace IC KnativeServing ') V — X #{ER L TW 3,

B12. Y TIVT ) 5r—> 3 VDOEK

Developer ' X\—ZRYJF 14 7D +Add 7A—TH Y TN T7 IV sr—>aveEFRHL. 77V 5r—yay
EECICHERL. ELRNL, 7704 TEET,

20
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#web-console
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BIET TV r—a VDK

AR

® OpenShift Container Platform Web 2>V —)LicO 74 >~ L TH Y. Developer /N\—ZA R
T4 TICWET,

Fa
1. +Add E2—T, Samples 1 )% %2 ') v - L, Samples R—J%ZXRRLZET,

2. Samples R—I T, MARMBERY Y TITT)r—>a3>D1D%ERL. Create Sample
Application 7 # —LAZKRTLE T,

3. Create Sample Application Form

e Name 74 —JLRICIK. TT7AINDMNTTTOAAY NEDPRERINFE T, ZOZRIEME
IKISCTERTBIENTEET,

e Builder Image Version Tld, EILY —A A —=IUDNF T )L M TERINZE S, Builder
Image Version ROy 79OV YR N EFALTAA—IN—VaVEEETEET,

o Gt VRYNJ—URLODY YT, TT7AI NTEMNINET,
4, Create &7 v O LTHY TN IV r—avafkLEzES, YTV F7 )V 5r—o3>m

EJIL KRR7—4% 2 Topology E1—ICRRINE T, BV TITT)r—> 3> OERME.
FTAAA VI T T = a VICEBMINTWE I EARBTEES,

B13. 94 v I RI—KNEFERBLET7 ) 5—2 3 v OERK

Quick Starts *— Y Tl&. OpenShift Container Platform T7 ) or—> 3 V&K, 41 ViR— b, &
SURTTDHEE. BEBENAFIRESI RV EEBITRLET,

AR

® OpenShift Container Platform Web 2>V —)LicO Y4 >~ L TH Y. Developer /N\—2ZA R
T4 TICWET,

FIR

1. +Add E 21—, Viewallquickstarts ) >0 %0 ) v LT, 94 9RI—h R=I%KRR
L/i_a—o

2. Quick Starts R—Y T, FRHITZ VA Vv IRIY— DAL EI )Y I LET,

3.Start =7 )y I LT, M4y IRY—bZ2RKBLET,

314.Git DO— RR—=Z2DA VR— BT TUHr—> a3 vDOERK

Developer /N—2 R Y 7«1 T%FEHA L. GitHub TEEFED I — RX—2 % fFFH L T OpenShift Container
Platform T7 U4 —>a v &EHRL, EILRL, TTAOM4TZIEHNTEET,

UTDOFIETIE. Developer /A—2ZRIF 4 7D FromGit4 7> avaFERLTCTZ IV r—>avs
ERLZE T,

FIR
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1. +Add E21—T., GitRepository ¥ 1 )LD FromGitz7 ') v 7 L. Importfromgit 7 # — LA
ERRALET,

2. Gt vavT 7TV avOERICERT 23— RR—2D Git YR M) — URL
EAALET, & xE. ZDY Y FIbnodejs 77— a3 >d URL
https://github.com/sclorg/nodejs-ex Z A L £9, ED%&. URL (FIRFEIN X T,

3. # 7> 3 ~:Show Advanced Git Options 27 1) v 7 L. LT &L D RFEFEMAEBINTE £,

e GitReference: 77— avOEIRICERETZIEEDTSVF, #7. FiEO
Ty hOdI—-RESRBLZET,

e ContextDir 7 7)o —>avOEINRIERTZ7IVr—>a vy —Rd— RO
T4l M) —%BELET,

® SourceSecret TSAR—KNYRI N —DBY—ROA—RETINT B-HDREBERT
Secret Name #{ER L £ 9§,

4. T3V Git YRY M) —%FHAL T devfile. Dockerfile, F/IZENN Y —A X =V B AV
R—MLT, TTOAMA YV MNEISICHRYITAXTED LD ICRY F L,

o Git )/RY M) —IT devfile, Dockerfile, FIEEILY —A A —=IUBREFNDIHBEICIE.
NOEEIMNICREIN. ThThO/RRAT7 4 —ILRIZREINE T, devfile,
Dockerfile, BLVEINT—A A=UAELCV R M) —THREIND &, devfile 3T 7 #
JVNTEBIRINE T,

o J7AINDAVR— YA TEREL T, BIDRMSTI—%ERL. Editimport
strateqy # > avE )y I LET,

o EHD devfile, Dockerfile, F/IEEI Y —A4 A —V A RHEINIBEIC. HED
devfile. Dockerfile, F/=IEENWN Y —A X —V A A VIR—MNTBICIEAVYTFFRANTALY
M)—%EmE LAY NXAEZIBELET,

5 GitURL DIREFRIC, HEINDZEILI—A X—IDNERINTET—IMFIFONFET, E
W —AA=IUDEHREINTVWAWGEIX, ELY—A X —VU%BIRLE
9, https://github.com/sclorg/nodejs-ex Git URL D3H&. Nodejs EILY —A A= NT 7 #
WK TERINZET,

a. 4 7< 3 v :BuilderImage Version KOy 740V )R M AFERALTNA—Y3 Vv EBELE
_a—o

b. # 72 3 v:Editimportstrategy R L T, BIOZX N7V —%RIRLET,

c. 77> av:Nodejs EINF—A A—TIDiHE, Runcommand 7 4 —J)LREFRLT, 77
Jhr—2avaERITTREHDICAT VY RELEEXLET,

6. General 27> 3V T, ULTAEEFTLET,

a. Application 7 1 —JLRIZ, 77V —2a v aED$ET 57<DIC—EDEZE] (myapp 2 &)
EANALET, 77V r—> 3 &b namespace T—ETHD I & &HRALET,

b. Name 71 —JLRT, BIEO7 SV r—2a v EFEELRVWEEIL. ZOF7 Y r—a
VAIERINE) Y —ZDGit YR M) —URL ZNR—RE L THEMICREINS Z
CEBRLET., BEOT7 TV r—>avhiHhdi5aicild. BEO7 TV 5—> 3 VAT
%0)3/:‘]’3 XY REFTOALEY, LW U r—oa v aERLEY. £33

VR—=R VM EWTNICBEIYETRWKRREBICLAEY THIENTEET,
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BIET TV r—a VDK

= a-3]
)Y —X%&ld namespace TR TCHIMEIHYET, T7—IHZ5BE
)Y —AEEZELET,

7. Resources t7 > 3> T, UTAEBRLZFT,

e Deployment: Bffi%t Kubernetes R 1 LD F7 F) r—>a v & ERLE T,

e Deployment Config: OpenShift Container Platform X # A LD 7 7Y r— 3 V% ERR L
Y9,

® Serverless Deployment: Knative t—E X & L £ 9

pa )

Serverless Deployment & 7> 3 (&, Serverless Operator ' 5 X4 —
KA VA M=ILEINTWBIHBEICDHA. Import from git 7 # — AICKRER I
NEF, ML, OpenShiftServerless D KF 2 XY MESRBRL T EX
(AN

8. Pipelines £7 < 3 T, Add Pipeline Z:ZR L TH 5 Show Pipeline Visualizationz 7 ') v
OUL. PFVTr—2a3vDRA T4 VERRLES, 774 MNDNRA T4 VBRI
FIN. TV 5= a3V THRITRERNNAI T4 VD) A NDOBER/INS 54 % &ER
TXXY,

9. & 7> a :Advanced Options 2% > 3 > Tl&, Target port & & U' Create a route to the
application "7 7 # )L N CEIRINZ 74O, 2AINTWS URLZFRALTC7 ) r—> 3
JICTIVEATEXT,

TIVr—2avdTF 74 MDNRTY vy IR—K 80 TT—4E2R/FALARWEEIF. Fv
IRy ZADEREMRL., RRTIVEDOHDZI—7 Y hR—FESZRELE T,

0. 7Y 3V UTFOBERLT Y avEBRALTT U —YavaS bt ARSI XTEE
-a—o

Routing
Routing D) > 7 %0 v -7 LT, LTFDT7V23avaEEITTEET,

¢ L—hDKRAPMZEHNRITAXLET,
o - —NERILZNREHEELIT,

o ROYTFIVYRRIDL, NS T4 v IDI—45y NR—KIEZBIRLET,

e SecureRoute FT Vv IRV I RAEFEIRLTIL—MARELZTT, RELTLSKRIFYA T%
BIRL, EROY T VYR RIDSEEFITRINSI T4V ZIEDVWTORY O—%&E
L/i-a—o

pa )

H—N—=LRT7FYr—2 3 VDIFE. Knative T —EZXD LEEDTRTD
W—TFT A4V TATavaEBLET, L. BEICHLT, K574
IDY =5y RKIR— R NEHRITAXTEET, =4 v hR—IPEBES
NTWRWEE, 774 bR—KD 8080 NMERINE T,
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KXy EVY

Serverless Deployment Z{Ef% 9 23154, YEREFIC Knative t—ERICARI L RX A VT v EY
JHEBIMTEEY,

e Advanced options 2% 2 3 > T, Show advanced Routingoptions=7 'J v 7 L7,

o H—ERIIINYEVITBERAAVYIYEY Y CRAT TICLHEHET 3541E. Domain
mapping D RO FH IV A Za—H5EIRTEET,

o HHMRAXA VYT YEY T CRZEKT BBEIE. RXAVEZZRY JRICAA
L. Create# 7> a V% &RLET, /=& z2IL. example.com & AS1§ % &, Create
74 7> 3 > E Create "example.com" (72 Y £7,

ANIVAFTvY

Health Checks ') > 2 %% 1) w 2 LT, Readiness. Liveness. $ & U Startup 7O0—7 %7 71)
F—oavIilBMLES, IRTOTO—TICHRICREINALT I7FI R T—IDHRREI N, &b
BIIHLTTF 740 bTF=49TcFO—T&EBMLEY., BREILGELTINEARIIAIXLEYT
XET,

ANRATO—THHRITAXTHICIE. UTFERITLET,

o AddReadiness Probe% %2 !) w7 L, HEBIZGLCTCAYTF—DEKREUIE T ZHEFHIT
ETVWBDNEID BT B/DICNSGA—Y—ALTHL, FzvIT—V%5RBRLTTS
O—7%8MLEY,

e AddLivenessProbex 27 v- L. HEBICHLTCIAYTF—HIETHENE I AFERT S
TDICIRSA—H—BZTEL, FzyvIv—I5RBIRLTTO—-—T5#EBMLET,

e AddStartupProbe%# 7)) v o L., REBIGLTCIAVTF—HOT7 ) r—ravhiEsl
TWBENEIDERRT BDITNTA—F—%ZEEL, FxvI~v—V%5RBRLTTO—
TEEMLET,
ThZho70—7I2WT, ROy THYIV YR MNDMLERY A 7 (HTTP
GET. Container Command. TCP Socket) #18ETCE X9, BRLAEKRY A FITH LT
T4A—LHPEEINET, RIC. TO—TORINB L PKBDO L EWME, TV T F—DicE
BOZHMOTO—TRITETOME., TO—TDHEE., 914 LTV MERE, HHD/INF A —
Y—DTI7AIMEEZEETEET,

EIRFESITT a4 XV b

Build Configuration & & U Deployment ) 2% 7)) v U LT, TNThDEREAL T a v aRR
LET. 2723 v0—8IET 74 N TERINTVWET, BERMN) H—BLVREZHEE
MLT, #7203 vEISICARITAATEET,

H—N—=LRT7FY—2 3V DIFA. Deployment 4 7> aViFRRINEFHA, T,
Knative 5% |) ¥ — X 4* DeploymentConfig ') V — X DR H Y ICTF 704 X ¥ N DBERIRAE & H#HE
9 27-0TY,

Rr—yvyg
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Scaling Y > 7% )y I LT, RMITIOAT 27T ) r—>a D PodBE gAY RY Y
2P EEZLET,
H—NR—L 27704 A NEERT 2%8. LTOREETIZEETEET,

® MinPods (Z, Knative ' —ERXTHIRFRTERITTIVNENH S PodBOTREREL F
9, i, minScalef¥E& L THHOLNTWET,

® MaxPods I, Knative ' —ERX THIFATEITTZS PodBDOLERERZRELET., Ch
&, maxScale X EE L TEHSNTWET,
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® Concurrency targetid. HEBERTT TN r—>avDEA VRV ALK L THERRA

IV IZAMDEERELEY,

® Concurrency limitid, H2ERTT7 IV I—23 VDA VAV RICHLTHBEIND

A TR MDBEOFHIREZREL XY,

e Concurrency utilization (&, Knative ’NBIND S 7 4 v 7 IR T 2 72 ITEMD Pod %

2T=ITy TTERICHEZIVEOHZEEN VA MNDEIRD/ISA—tYF—I&REL
i’a—o

e Autoscale window (&, Autoscaler B’/8S=v J E— RTIXABWESRIC. AT—YVITDRE

BIOBOA YTy iRt 2720ICA M) V ADEEEESHET 2HBAEEZLE T,
COEBFICY VTR MDREINAD2/FE. Y—EREFEOIKRY—) v I3IhF
9, Autoscale window D5 7 # )L M HARIE 60s T3, T hid stable window & L THEHI SN
TWETY,

1)y —Z2DHIR
ResourceLimit Y > 2% 7)) vy - LT, AVTFF+—HIETRICRIEZZIXFERAIHFITINTNS
CPUBLUV AEY— Y —RDEERELZET,

R

Labels Y > 7% 0 1) v LT, ARILSRIVETT)r—avIiZEBMLET,

. Create 27 )y O LTT7 TV r—oavaEERL. RINOBHMNRTINE T, Topology
Ea—TC77)r—>avOEINRRTFT—Y REMETEET,

315 JAR7 74 V% F7y7O— KL TJava7 ) r—2ava2577049 5%

Web 3> Y — )LD Developer /X\—XRYJ 74 7T, UTFDFA T avaFERLTIARI 7IILET Y
7°|:]_ I\“T\‘ﬁij—o

Developer /N—2Z2R9J 714 7D +Add E2—IC#EIL. From Local Machine% 4 JL T Upload
JARFile 27 ) vV LET, JAR77AIN%ESRELCEIRTZMN. JART77AIN%ERZY T
L7V r—>ava7F o4 LET,

e Topology E2—Il#E L. Upload JARfiled 7> a v A FRHT 2. JARZ7MIERKTY
JLCT TV r—vavaETSO4LET,
® Topology E2—DIAVF7THFAMAZ2—T Upload JARfileA 7> a v AFEHALTIAR 7 7
ANWET7yF7O—RLTT7 TV r—2aveET7O4 LET,
([} =355
o U524 —EEHEN Cluster Samples Operator 4 Y A h—JL L TW 3,
® OpenShift Container Platform Web O~ Y —JLIZ7 U 2 XA TXE, Developer /X\—ZXRJ 5714 7
ZEALTWS,
Fa
1. Topology E2—T., EEDHMA%A2HY ) v LTAddtoProject X Za—%FKxLET,
2. AddtoProject A Za2—ICH—YVILEBWTAZ2—4T> 3 %RKKRL. Upload JAR file &

723 %REIRL T Upload JARfile 7 # —L %8B LE T, ThiE. JART7 7ML %
Topology E2—IC KRS v I TEET,
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3. JARfile 71 —JLRT, O—AHIII VY THERIAR 774V ESRL, Th%x7y 7O—NK
LET, FlE. JART774I%E J4—)LRICRS Y/ TEZET, BEfEOLWIA TDT 7
4D Topology E2—ICRKS v IINBeE, N—RAMN7S—IDBERICKRRINEY, Hi
HDRWNT 7AINIATHT7yTO—RI+—LDT74—J)LRICRkOYy TINhdE, 74—
RIS—HDRRIINZET,

4. TTFIWKT, JUIALTAAVEELIT —AXA=IMNERINTVWET, ELST—A X—
UNEEREINTUVWARWGEIF, EVS—A A=V %BRLET, REICIG LT, Builder
Image Version D ROy F¥ 0V ) A N FERLTN—YavaEETEET,

5. # 7> 3 v:ApplicationName 7 41 —JL RIZ, VY —ZADSRIFIFICERT Z2—EDT7 7Y
F—avHEANLET,

6. Name 7 1 —JL RIC, BEMITF SN Y —RICERIE[MITDHDIC—EDIVR—RV N
EABDLET,

7. Resources 74 —JLRT, 7NV H5r—3vD)Y—R94 TEZRIRLFT,

8. Advanced options X =1 —T Create a Route to the Applicationx 2 Vv -/ L, 704 X
N7 75— 3vonRT )y URLEZRELET,

9. Create &2 ) w o L7 r—>avas7 04 LET, JARZ7A4IUD Ty FO—RKIh
Ll E%BHMT S M—ZAPMBHMNIARRIINET, b= MBHICIE, EROVTERRTT S
vIEEENET,

pa 3]
A L ROEFHRICTSIF—9THBALLI ETHE, Web 75— MRRINET,

JARZ7ANDTyTOA—RETFT TV r—2avDTFTOM4 XV MPET TS &, Topology Ea—IC
TTUVTr—oa v hARRINET,

3.1.6.Devfile LY R M) —%fER L /2 devfile ~DT7 VR

Developer /X—2RYJ 7 1 7D +Add 7O —"T devfile AL T, 77V 5r—>a v AERTEE
9, tAdd 70—I&, devfile AT 2274 —LIYAN)— EDRERA VT ITL—2avaERHELE
T, devfile ld, EONLRELTICHRRIEZ M T 2BETEESR YAML 7 7 1)L TY, Devfile L
JAMN)— HFERATEE, FRICREIN/ devfile EERALTCT7 IV r—>a v A /ERTEZET,

FIR

1. Developer Perspective - +Add - Developer Catalog - All Services IC# &) L %
9, Developer Catalog THIAARERITANTOF—ERD—EBAKRRTINET,

2. AllServices 27 ¥ 3 > T Devfiles #3ZIR L. BEDEEFLITTL—LT7—0%HR—M T
% devfile #8BBLET, HEWIE. F—T7—RJ74 Iy —%FHLT. L1, 7. F-ldik
BAAEHAL THEHED devfile #ETIZ T,

3.7 )= a v DERICERT S devfile #2Y v 2 LET, devfile ¥ 1 JLIC, devfile D%

[V

Al. BB, TANA Y — BELY FFa AV MrE, devfile DFEFNRTINE T,

4. Create 27 Vv O LTT7 ) r—>a v %M L. Topology Ea—T7 7 r—vavak
a_—\Lji-a—Q
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https://registry.devfile.io/viewer

3.1.7. Developer Catalog # R L /e —ER XA VER—XV NOT7 T Y r— 3
v ADIEN

Developer Catalog #fH L T. T—9X—R, EINF—A X—I Helm F¥— b2 ED Operator H*
HR=—FNFZH—ERICEDIWTT TN r—rarveh—ER%EF 704 LEJ ., Developer Catalog
K&, 7OV MIBMTEZ27 )=y avyavR—3x Y b Y—ER, ARV INY—Z, L
I& Source-to-lmage ENNYF—DAL I avhAEENET, V7RI —BEBEL. L4907 THATE
BRAVF YV EANRAITAXATEET,

FIR

1. Developer /X\—2X /Y 7 4 7T, +Add IC#EI L T. Developer Catalog ¥ 1 /L5 All
Services &7 ') v 2 L. Developer Catalog CHIFARERITRTOHY—ERERTLET,

2. AllServices T. —ERADEEZ/AIEI7O0 7 MCEBNMTAREDOHDIAVR—F Y MNEE
RLET, ZDHITIE, Databases #BIRL TIRTDT—IR—AY—ERE=—BRXRR
L. MariaDB% 27 1)y 7 LTH—ERDFHEMARRTLET,

3. Instantiate Template 2% ') v ¥ L C. MariaDB 4 —EXDFMIEREZ ST BEEBMNICREI N
fe7vF7L—h%ERRKL, Create 27" v ¥ LT Topology E'2—T MariaDB #f—E X & E
ML, IhzazxkrxLZET,

B13.1 hARO Y —d MariaDB

—_— RedHat
— OpenShift

Container Platform

You are logged in as a temporary administrative user. Uy

</> Developer

Project: test = Application: all applications =

+Add I!FJ_ Display options = Filter by resource Find by name... / [i ]

Topology
Monitoring
Search

®

[ EIES

ED mariadb Z
Environments
Helm
o L]

Project @ java-sample

A sample-app

ConfigMaps

Secrets

3.1.8. FAE BT
® OpenShift Serverless @ Knative Jb—7 14 ¥ JEREICDWTDFFMIE. RoutingZZBL T
T,

® OpenShift Serverless D KX A < v EV JEREICDWTOFEMIL. Configuring a custom
domain for a Knative serviceZZBB L T I LY,
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https://docs.openshift.com/serverless/1.28/knative-serving/config-custom-domains/serverless-custom-domains.html#serverless-custom-domains

OpenShift Container Platform 411 7 ) r—>a Y@ EN K

® OpenShift Serverless M Knative BEIRA 7 — 1) V T EICD W TDFFMIE. Autoscaling &2
LTLEEEW,

o OV MIFFRAI—Y—%EMTEIAEZOHEMIZ. 700V FOFEARAAZSRBLTCES
W,

o HelmFv—hFYRI N —DERRDEMIE Helm Chart YR MY —D1ERR #B8BLTL X
Uy,
32.14 VA M—JLEINT= OPERATORNS DT T 75— 3 v DERK
Operator I&. Kubernetes 7 ) sr—vava Ry =L, 7704 L. BETDIAHETT., 77
A —EEEICL>TA VA M—=ILEIN B Operator ZFAL T, 7745 —= 3% OpenShift
Container Platform TR TZZ 9,

LR Tk, BEIREBEZXRIT. OpenShift Container Platform Web I Y —)LEFERAL T, 1 VX b—Jb
INi Operator ST FUTr—o a3 VaEERT BHERLET,

BIER R

® Operator DfL#E A & & U Operator Lifecycle Manager M OpenShift Container Platform ~MD##
BHEICEAYT 25MIL. Operator H4 RESRLTLEI W,

3.2.1. Operator 2 L 7= eted 7 5 XA 4 —DERK

ZDF|ETIE. Operator Lifecycle Manager (OLM) TEE X113 etcd Operator % [ L 7235 etcd
VR —DIERICDOWTERAL X T,

([} =355
® OpenShift Container Platform 411 7 S X4 —IC7 VXA TE 3

o FEWEILL>TYSZRAY—2{KIT etcd Operator AT TICA VA M—=ILINTW3,

FIR

. ZDFIE%EITT %728 IC OpenShift Container Platform Web I Y —ILTHR 7O = 7 b
HERLET, ZOFITIE my-eted WS> 7OV bAaFEALET,

2. Operators =» Installed Operators R—J ILREILF T, VTR —EBEEZEICLI>TIFTIRY—
IZA4 YA b—=JLEh, FERAATEEICI N Operator 87 SR —H—E /=2 3> (CSV) D

JAMELTIZIKRRINE T, CSV IE Operator ICL > TIREINDZY 7 by = 7 %i2E)
L. BETHLOICERAINET,

Ev b
LFAEFERALT, CLITZOYRMNEREBTEET,

I $ oc get csv

3. Installed Operators X— T, etcd Operator % 1) w o L CEEHMIIERS L OEIRTRER T ¥
YavaERRFLET,
Provided APIsS ICRIRINTWA L DIC. T D Operator (E3 DD YV —R 4 4 T&EFAH
BEICLET, ChillE, eted 7 7 A% — (EtedCluster )V —R) DY A4 THEEFNhFET, h
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S5DA 7Y ¥ hiE. Deployment 7z 1% ReplicaSet 72 & DA AAHFAHDRA T 1 7
Kubernetes # 7Y 7 N EERRICHEBEL X TH. ThHilid eted 2BEBT 27H0DEEFDOO
Vv oNEEFNET,

4. Fiietcd VS RI—% R LE T,

a. etcd Cluster APl ;R ¥ A G, Createinstance=27 ) v 2 L9,

b. ROEETIE, V75AY—DH A X% ¥ EtedCluster 7 75 7 kDT> T — N &iE)
TERNFEANDEREMADIENTEEY, I TlECreate2 27y 7 LTHREELE
T, INITLY, Operator b Y H—I N, Pod. H—ER, BLUFH etcd VSR 4 —
DDAV R—%Y MHBEIL T,

5. exampleetcd V5289 —%2 Y v LTHhS Resources ¥ 7% 7))y LT, 7OV b
IC Operator IC& > TEHEIMICERI N, BREINLHZCD) Y —ZADEEFNE I E5HERL
i’a—o
Kubernetes t —EZXDMERR I, 7OV TV hDMMOD Pod MOT—FR—RIZT IV EZATE
22 EEHRLET,

6. MEZOY TV FTedit O—LEFODITRTOI—H—IE, V5V RKRY—ERDLIICEILT
H—EXARTTOY I MITTIERINTWS Operator ICLE > TEBINZ 7S r—
AaVDAVRI VR (ZDFITIE eted VTR —) H/ERR L. BEL., HIBRT B &N TE
F9., COMEAFROEBMDI—Y—%2BMITI2HENHZHE. 7027 NEEFITL
FTOOX Y REFERALTIDO—ILEEBMNTEET,

I $ oc policy add-role-to-user edit <user> -n <target_project>

INT., etcd VS5 RY—IEPod NEE TR R2/]2Y, V95RF—D/)— RBITHBITTREDEEIC
WEL, T—FDYVNS UV RA%ITVWET, REEERLRELT, BURLT7I/EREZF OISR —EE
HFLERREBIMBOT7T TV yF—2 a3 Vv TTTF—IR—AEBREIFERATETSLIICRYFT,

33.CLIZERLAE7Z Y r—> 3V OERK

OpenShift Container Platform CLI 2L T, V—RFLENMF U —O—R, 1 XA=IBLUTV
TL—bhEEL OV R—F Y MH 5 OpenShift Container Platform 7 ) r—> a VA ERTEE T,

new-app CER L7A TV DY ME, V=—RYRIMN)— A1 A=V FhiEFTVFL— A
EDAVTY RELTEINE7—FT14 777 Mk TEAYET,
33.1LY—ROA—RKoDT7TYUHr— 3 vDER

new-app A~X Y REFHAL T, O—ANFLEEVE—PFGtURI N)—DY—ROA—RKHS5T7 Y
F—avaEERTEET,

new-app I< >~ Ni&, EILREBREEZER L. TV —RI—KOSHFBROT U r—>arA X—
UEERLET., new-app I~ Nid@E. Deployment # 72 9 NEER L THRODA A —T %
T7O4T21EDN Y—EREERLTAA—TVEERTITET O XY MADERDMLAETIER
ERMLET,

OpenShift Container Platform (&, /X1 754 >, V—X, ki docker ELRA NS TFI—DWTh
EERAITARENEBEFMNICRELET, £/, V—REIRDIFEIR., BURSEOEILY —( X =T
ERHLET,

3.3.1.1. Local
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A—ALTALIMN)—DGt YR MN)—%FRLTT7 IV r—2a v el 5I01E. UTFEET
L/i-a—o

I $ oc new-app /<path to source code>

Pz
O—ALGt)RY M) —%ERT BHFEICIE. YR MY —T OpenShift Container
Platform 7 5 24 —H'7 7 A 874 URL =S8R ¥ % origin &\ D ZEID!Y) E— MY
RIN)—HDBETT, BEINTWSEY) E— MDRWVEEIE new-app I7 ¥ RA&=E
TLTRAFY)—ELREERLET,

3312 YE—FhF

DE—FGt)RINY—2FERALTT7 Y T—>a Vv aERTBICIE. UTERTLET,
I $ oc new-app https://github.com/sclorg/cakephp-ex

TI2AR=—MD)E—FGt VRS N)—%2FRALTTZ ) r—>a Vv aERT 3I01E. UWTFEETL
i’a—o

I $ oc new-app https://github.com/youruser/yourprivaterepo --source-secret=yoursecret

= -1o)
TS5AR=NYE=RKGit YRV N —%FRT ZIFEICIL. --source-secret 7 5 7' %

FAHLT. BFEOY—R7O0—vDY—o Ly hEIEETEFT, 2OY—IL v b
I, EIWREBREICHEAIN, YRS MN)—=IITFIVERATESRLIICRYET,

--context-dir 7S5V AIEET BT ET, V—ROA—KYRIMN)—DHTFa LI N —AFHTEZE
¥, UE—KFGtYRIYMN)—BLVPAVFFRAMN G TFaLIN)—BFRLTTZ )y —>avsE
BT 35BE1E. LTAEIFTLET,

$ oc new-app https://github.com/sclorg/s2i-ruby-container.git \
--context-dir=2.0/test/puma-test-app

g/, YE—KNURL 2IB8ET 2HEIE. LLTFD &L D IC URL DFE%IC #<branch_names %3819 % &
ET, FHTBGtT I VFEIBETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world.git#beta4

3313. EI KRR MSFI—DKRHE

OpenShift Container Platform (&, ffED 7 7ML ARHE L., ERITZEI KRR NS T —2BEIMIC
HRILFET,

o HIRT7T ) Hr— a3 vDEREIC Jenkinsfile Y —RXYRI MY —DIL— b FRIFEBEINE

AVFHFRAMNT 1LY M) —ICHEET B35E1C. OpenShift Container Platform (/84 754
VEIWRZANSTY—ZERLET,
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Pz
pipeline EJV KX M7V —([FIEHEICRY X Lz, KDY IC Red Hat
OpenShift Pipelines 2T 5 Z & ZMRET L T I LY,

o HIRT7 S — a3y DIERMESIC Dockerfile Y —RYKRI M) —DIL— MFLIFBEINL
AVFFAMT4ALI M) —IZFEET BHEIC. OpenShift Container Platform (& docker EJL
RARSTFO—HERLET,

e Jenkins 7 7 1 JL'E Dockerfile HH I N ARWIHE. OpenShift Container Platform (&Y — 2 E
WRZKNSFO—2EMLET,

--strategy 7 — 7' % docker. pipeline. F7-|f source ICFREL T, HEIMIZKRHEINAZEIL KRR NS
TIO—HLEEXLET,

I $ oc new-app /home/user/code/myapp --strategy=docker

R

oc AX YV RAEFEAT BICIE. EIWRY—REEL T 7AIULDN)E—PDgit YIRI b
) —CHRATETHIBEDNHYET, IXTOY—REILRIZIE, git remote -v % f§&
R 2BENHY ET,

3.3.1.4. S DK

V—REINRZA NS TI—%FERT BHEIC. new-app (FURI M) —DIL— b FARIFEELALOY
THEANTALIN)—ICRED 7 7AIVDEETZHEINT. FHTZEZLEILS—ZHBLELD
ELET,

#3.1new-app KRBT 2573
EE S 774l
dotnet project.json. *.csproj
jee pom.xml
nodejs app.json. package.json
perl cpanfile. index.pl
php composer.json. index.php
python requirements.txt. setup.py
ruby Gemfile. Rakefile. config.ru
scala build.sbt
golang Godeps. main.go
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EEDOMRE%. new-app (& OpenShift Container Platform % —/8—T, #HEEE —X L T supports
TI)T—YavMBEINIAX—JZARN) =L TD. REINESEOLRIC—RT 24 A -V R
N)—LDBEZREBELET, —HITH2LDONRDIHBLQRWVEEICIE. new-app (& Docker Hub L ¥ 2
M) — CRAEN—RICLEREEZE BT 21 X -V DORFEZITVET,

~EENRL—=F—ELTHERAL, AA—Y A A=YRAMN)—LFLEAVTF—OHER) &) RD K
)—%ZHEEL T, ELIT—DPHFEDY—RVRI M) —ZFEATEIEIICAA—IVELEETEZIEN
TEIEY, ZOFEZEATZE ELRRARNSITY—DOREB LUVEEORBIIETINGVWRICHE
BLTLESEW,

ez YE—NM)RY M) —DY—R%EA L T myproject/my-ruby 1 X —J 2 M) —L%VERK
T5HAIF. UTEEITLET,

I $ oc new-app myproject/my-ruby~https://github.com/openshift/ruby-hello-world.git

O—ALY)RI MY —DY—R%FEHA L T openshift/ruby-20-centos7:latest 1> 7+ —D A X —Y X
MY —LZERTDICIE. UTFEETLET,

I $ oc new-app openshift/ruby-20-centos7:latest~/home/user/code/my-ruby-app

R

EROMRHTIE, VRY M) —D/O0—VAFERL. MRETEZLDICGtY2 3147V
NaO—RAICA VY RARN—ITEIRENHY FT, Git MEATIXAWVEE. <image>~
<repository> X %#EEL. YR MN)—THEATIEN YA A—V%IBELTER
OHREFIEZLETZIENTEET,

-i <image> <repository> MU' L Tld, 7—T 4 777 DY A4 THHBT B720DIC
new-app ' repository DV O—> Z&HTT 2MEINHYEXT, TDLH, INEGitH
FATERVWEEICIIEBRLET,

-i <image> --code <repository> M. U'H L Tld. image 'V —XO—RDEILF—& L
THERAINZD. T—IR—RA A=V DFEDOL D ICHEICT 704 SN2UBENH
ZMEINEHBT B728IC. new-app 1 repository DV O— > A {EKT 2 BAH
L) i’a—o

332 A A= BT T ) r—avaEERdT 2H%

BEDAA—=—UDST Y r—23 07704 D AEETY, 4 X—TIdE, OpenShift Container
Platform —/N—HDA A=Y A M) =L, EEELLELYARN)—HOA A=Y, FEAO—HILD
Docker —/NN—HDA A —IDMSESTEET,

new-app J<7 > R, BEINLBIBICIBEINAA—JDREELZHMLLO>ELET, L. 4
X —I B, --docker-image 5| AFER LIV TF—4 X —=2ROD, -i|--image-stream 5|31 % {#
LA A=Y AN —LBDOHN%, new-app ICBARBIICIERTE XY,

Pz

O—#AJ Docker ViR M) =S4 A=V %IBELELIGZE. A LA XA —I D OpenShift

Container Platform @Y S X4 —/ — K TEHLHHATE 2 L 2R THINEIHY
-a—o

3.3.2.1. Docker Hub MySQL 1 X —</
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https://registry.hub.docker.com

EIE 7TV —>a DR
e & ZIE. DockerHUbMySQL A X —=U WS 7 Y —>a v aERT ZICIE. MTFEERITLET,

I $ oc new-app mysq|

3322 FFAR—FLIRABMNY—DA A=

TI2AR=MDLIRNY) —DA A=V EFRLTCT TV r—2avaEERL. AVTF—AA—ID
AEREFRZLUTOLDICEELE T,

I $ oc new-app myregistry:5000/example/myimage

3323 BMBEDAA—JAN)—ALABLUTA T avDAA—IRAN)—LS T
BEDAA—VZAN)—LBLVCEBDAA—VZARN) =LY ITTTT) 5= a v aERLET,

I $ oc new-app my-stream:v1

333. 7T L—MDLDT7 T r—2 3 v OER

FUTL—MNEEBIHE LTIRET DI ET, BERICIRELEET Y L— ELEEFT Y TL—hT7 74
IS T TN r—2a Vel 3IEDNTEET, EZ2E YV TN TFTVr—avsFryTL—
NERIFEL, ThafIBLT7Z Y r—avaERTEET,

REO7OV IV NDFYTL— NS4 TSY—ICT7 TV r—YavsoyFL—hNa7yO—RLE

9. LLTDOHITIE. examples/sample-app/application-template-stibuild.json & W\ 7 7 1 LD B 7
TVr—>avrFyFL—haTyFO—RLEY,

I $ oc create -f examples/sample-app/application-template-stibuild.json

RIS PV r—2avry 7 L— b asBULTHRT7 ) r—rava R LEd,. 2OBITIE. 7
> 7L — K44 ruby-helloworld-sample T3,

I $ oc new-app ruby-helloworld-sample

OpenShift Container Platform ICT7 Y FL—h 7 74 VAREESIC. O—HI T 7M1 IV RTLTT
VIR 7ANESRLTHRT TV r—2a Vv aEERT 2I1CI1E. f|-file 5I8EERALET., KU
TICHlERLET,

I $ oc new-app -f examples/sample-app/application-template-stibuild.json

3337V L —bhRSA—4H—

TYVTL—MNER—2REFTBTTIVT—2 a3V aERT DH5E. LUTD -pl-param 5|H A FRALTT
VIL—FTEELENSA—Y—EERELET,

$ oc new-app ruby-helloworld-sample \
-p ADMIN_USERNAME=admin -p ADMIN_PASSWORD=mypassword

NSGA—=F =T 71 IIRELTEWVWT, —param-file #38ELT. TV L—h 214V RY VRt

TERICIDI7ANEFERATEIENTEET, FEANDONIA =Y —2ZHAALBLENH 515
Bld. LTFD& S I —-param-file=- #EH L £9, UL helloworld.params &L\ 5 7 7 1 JLDHIT
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ER

ADMIN_USERNAME=admin
ADMIN_PASSWORD=mypassword

TUTL—hNeA VRV RIET DI, T7AINDNRZX—5—%SRLFT,

I $ oc new-app ruby-helloworld-sample --param-file=helloworld.params

334.7 )= aviERODLEE

new-app 1< >~ Ki&, OpenShift Container Platform Z 7Y x4V h&aEM L Ed, TDATI TV MIC
SY. EREINZT7 T r—2avAEILRIh, F7O0430, ZITIhET, 8. hodt 7
VrJ MIBREDOTOV I MIERIN, ThS5DA TV MIREAAY—RVRIY MY —F ki
AVTY MMA=—IUDSRETZEAHDEIYHTONES, 7L, new-app TZDIEALET %
ZENTEET,

#F3.2new-app HhA 7T/ b

ATV b B4

BuildConfig BuildConfig# 7Yz / M., A Y RSA VY TEREINAEZEY —RYRI M) —(C
ERINnEx 9, BuildConfigA 7/ MIERIBZRANZFI— V—200O45—
Yav, BLUENNOEDOT—YavEERELEY,

ImageStreams BuildConfig # 7Y 1/ FTld, BE2D2DA X =Y A M) —LAERINES, 1D
Bid. 1Ty MM A=VUBKRLET, V—REILRDFE., ChidELT—A A —
2 T9, Docker EJL RTlE, THIEFROMA A=Y T9, 2D8IE. 7O Ty b
AA=VUERLET, AVFF—A A—=UN new-app IC1 Ty h&E LTIREINE
BE. DA A=JIKRHLTESNA—IZAN) —LIMERINE T,

DeploymentCon DeploymentConfig # 7> =¥ bd. EILROHEADFLIFIBEINZA A —TDW
fig ThhETTO4T2EDIERINET, new-app IV Y RiE, #ERELTERS
1 % DeploymentConfig IC&FEh 22V T+ —ICIEEI NS T RTD Docker R
1) 2 — 4 Z emptyDir RY 2 —L&ERLE T,

Service new-app XY Rid, 41V 7Ty M AV TRBAR— M ERBLL D EHBHFET, 2
AINR— N THREI P KREBEVEDOZFERALT, TOR—MeRFATH 2 —EX%
£ LET. new-app ETRICHIDR— M ERFT 5 ICIE, HE#IC oc expose I
VREMAL, BNOY—EREZERKTHIENTEET,

Z Dt FUOTL— MDA VRV ABERTBEIC, ATz baTo T L—MIE
DWTEKRTEETY,

3341 RIBEZHOEE

VI —=bM V=RFREAA=IDSTI)r—avEaERT 2546, el-env3IBAFHL.
VA LIBEER AT ) —ayvavTF—IlETIENTEET,

7__

5

$ oc new-app openshift/postgresql-92-centos7 \
-e POSTGRESQL_USER=user \
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-e POSTGRESQL_DATABASE=db \
-e POSTGRESQL_PASSWORD=password

EHIE. —env-file I EZFERLTI7 7LD LHAMBD I & EHTEFT, LTI, postgresql.env &
WY 774ILDBITT,

POSTGRESQL_USER=user

POSTGRESQL_DATABASE=db
POSTGRESQL_PASSWORD=password

77 ANMDOEREHAHRY T,
I $ oc new-app openshift/postgresql-92-centos? --env-file=postgresqgl.env
I 5 —env-file=- 2 AT 2 & T, BREANTREZER ZIEBETSHILELTIET,

I $ cat postgresql.env | oc new-app openshift/postgresql-92-centos7 --env-file=-

Pz
-e|--env F 7= --env-file 31 TEI N ZRIEZLH TIE. new-app LEBDO—IRE L THE
X1 BuildConfig 7 7V =7 NIEHFINFH A,

3.3.4.2. Bl FRIEZHOEE

FUTL—h VY=REFLRFAA=—IUDSLT T r—> a3 v a%EKT 554, --build-env 5131 % FH
L. V914 LIIREBERZEI RO VT F—IETIENTEET,

--build-env HTTP_PROXY =http://myproxy.net:1337/\
--build-env GEM_HOME=~/.gem

. —-build-env-file 31 Z AL TT7 7M1 IDLFHEAMB I EETEET, LTI ruby.env &

| $ oc new-app openshift/ruby-23-centos7 \
E
Ly 7AILDHFITY,

HTTP_PROXY=http://myproxy.net:1337/
GEM_HOME=~/.gem

FAIWDOER EHHIMY EY,
I $ oc new-app openshift/ruby-23-centos? --build-env-file=ruby.env
I 5(C --build-env-file=- A L T. REZHZFEANTEETSHIELETEEY,

I $ cat ruby.env | oc new-app openshift/ruby-23-centos7 --build-env-file=-

3.3.4.3. SRIDIEE

V=R, A A=Y, FRETVTL—=—MDST7 TN r—2a v ESERT 2154, -l|-label 512 % £ H
L. FRRINAA TV MISRIVEBINTEEY, SRNIVEFRTSZE, 77V 5—> 3 VICEE
24TV Ma—ETEIR BRE. BIRT 2 ENBGREICARY F T,
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I $ oc new-app https://github.com/openshift/ruby-hello-world -| name=hello-world

3.3.4.4. fEEEI D HDFR R

new-app 1< ROETICET 2 R4 Z U ZMHERT 5121, yaml £7/ (3 json DfE & (T -o|--
output SIHEFERTEE Y., RICCOHAEZFEAL T, FRINZ2F TV hOTLE2a—FRIE
WERBER 7 7AILADI)FA LI M EERTTEET, BEDIRITNIE, occreate AL T
OpenShift Container Platform # 7Y = 7 N &{ERRTE £ T,

new-app 7—74 7797 N7 74 IIICHAT BICIE. UTFTEERTLET,

$ oc new-app https://github.com/openshift/ruby-hello-world \
-0 yaml > myapp.yaml|

771V ERELZEY,

I $ vi myapp.yaml

774NV ESBLTHE7Z SV r—avaERLET,

I $ oc create -f myapp.yaml

3345 8&TOF TV FOERK
BE new-app CTHERINDZ A TV MOEZFIEY —RAVRI MN) —FIEERICERINZA XA —

JIKEDWTHIFSNFET, IV NIZ-name 757 ZEBMT B ET, ERINEF TV VMDD
ZRIZHRETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world --name=myapp

3346.507O0Y Y FTOXTI TV b DIERK

BE new-app (FIRAEDO IOV =Y MIFA TV MEERLET, 7 L. -n|--namespace 5| % &
BLT, o7avz I MIA TV MEERT B ENTEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world -n myproject

3347.BBDA T =V b DB

new-app J< > R, EHD/X5 X —4 —% new-app ICIEEL TEHBDT7 Y r—2 3 VEERTE
F9, AVVYRSAVTEETEIINIIE, BE—OTY Y RTERINZTARTOA TV MIERY
hEd, REZHIE. V—RFLEAA—IDSERINLZIRTOIAVR—RY MIBEAINET,

Y—RYKRIMN)—BLU DockerHub A X—=I o7 ) r— 3V EFERT IS, LTFEETL
i’a—o

I $ oc new-app https://github.com/openshift/ruby-hello-world mysql
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R

Y—=ROA—R)RI M) =BLPELT—A A—IDFHEDEIHE LTIHREINTWS
%E. new-app [EY—ZAOA—RUYKRIMNY—DELSY—ELTEZOELY—A A=k
FALEYT, ChEEBEELTVWARWEEIF. ~EAXAL—49—%2FALTY —RIIHER
BT —A X—IEBELET,

3.3.48. 82— Pod TOA XA—TJ&VY—RDTIV—T1k

new-app A7 RIC& Y, B—Pod ILEBDA A=V FeHTTFIOMTEZES, JIL—Tkd 3
AA—VHEBETDICE + 2= —%FHALET, ~-group ATV RS A VEIEAETIL—TLT 3
DEDHZAA—VEEETIRIFERTZIEETEEY, V—RAVRI M) —HISELRINEA
A=TBJDA A=V EHITTIL—TIT BITIE. TOELT—A A=V & TIL—TTRELET,

I $ oc new-app ruby+mysql
Y—ZADLEIRINIA A=V EAIBOA A=V BFEHTTTOATZITIE. UTFEETLET,

$ oc new-app \
ruby~https://github.com/openshift/ruby-hello-world \
mysql \
--group=ruby+mysq|l

3349. 14 X—Y, FVTL— b, BLUTDOAILDKRE

AAX=Y, FVTL—b, 8LV oc new-app A7 ROMDANREERRT 5ICIE. --search 75
TELV-list 757 %BMLET, LEZIE PHPEAELIRTDA A=V FLET VY TL—MER
FRIBICE. UTFEEITLET,

I $ oc new-app --search php
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FEA4Z TOPOLOGY Ea—4AFRHLAZT7 TN r—> 3 VEREDRR

Web Y —JL® Developer /X\—ZARYJ 7 4 7IZ#H % Topology Ea—Id, 7OV I NHROTART
DF7F)r—vav, TNLDENRRAT—YRBELCT TV r—vaVIiICBAET IV R—RV b E
H—EREHEWICKRRILES,

4.1. AR M
Topology Ea—T7 U 7r—>3avaRRL, TNOHERFET 2ICIE. LUTFEHRBLET,
e WebdvV—Lil@JA4 v LTW3,

® OpenShift Container Platform T7 7'1) 57— 3 /ZBJ:'(M@OJ'? 70— RZERT 570D
WYR7OVI RO O—ILELVR—Ivay B'H D,

® Developer /X\—2 R 7 4 7% {EHA L T OpenShift Container Platform T7 ) r—> 3 %
fEl L. 7704 LTW3,

® Developer /X\—2X_J 71 7 HFERALTW3,

42. 77 ) =3 v hROY —DFRR

Developer X—2Z2RJF 1 T7OEBRDFESF—> 3 VR AFERAT 5 E. Topology E2—ICBET

X9, 7V —ravEFTIOA LS, Graphview ICEHEIMICBEILE T, T Tk, 77V

=23V Pod DRAT—H ADWR, XTYV Y I URL TDT TV 75— a vADRERT VR,

‘/ 7\:I—|\’\0)) VTEREZTDER, RIEEIWRKDRAT—Y ADERNTEET, X—LAVBLY
TIOMI&LY, BEDTZ ) r—>a v lAaRRTHIENTEET,

Topology Ea—Id, ListEa—%2FALTCT7 Y r—>avaBERTs4 7 avEiRELE

¥, Listview 74 AV ( " YAFEALTIRTODT IV s5—>3vD—E%K KL, Graphview

.

A4V ( YEFRALTYZ7Ea—ICRLET,
UTFEFERLT, HDEBIKIHELTCE2—%52HDRITAXTEET,
® Findbyname 7 1 —JLRZFEAL T, WEBRIVAR—XXV M 2RDIFET, RRERIIRTA
BERMEEAICRIINSARENHY £, TDIFE, BEDETFDY —IL/N—T Fitto

Screen =7 1) w7 L, Topology Ea—DH A XAZLEL T, IRXRTHDIAVR—RY MERR
L/i_a—o

e Display Options KOy 74V )R M aERL T, 7 SV r—>a v JIL—70
Topology Ea1—%&EL T, BIRAERA T avid, 7OV MIFFO/4IN 30
VR=RV MDA TITLS>TERY FT,

o E— K (Connectivity % 7z(& Consumption)

®m Connectivity: ROV —ADERLR S/ — REDOEKE TR TCRTITIEIGRIRLF
_a—o

m Consumption: NROY—HDETRTD/ — KD Y —HEHELARTTHEIBRLF
_a—o

o Expand Z)L—7
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#web-console
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/authentication_and_authorization/#default-roles_using-rbac
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#about-developer-perspective_web-console-overview

4% TOPOLOGY P2 —%@HLET TV 5r—> 3 VR EDER

® Virtual Machines: (RIEEV > VA RRFLIZFERRICT DDICINAEYYEZL T T,

® Application Groupings: 7 7)) r—>a v I —TFEZNICEET 75— NOBEA
FALT. 77V =23y —Th—RIZEEHBITE. chEzIYT7LET,

® HelmReleases: I8 ED ) ) —ADBEAFEHAL T, Hem Y ) —R&ELTFFOMEh
AVKR—RXV MAEA—RICEEDDICIE. ThiaZY)TLET,

(] Knative Services: IBEEDAVR—3 Y NOBEAFH L T Knative Service OV R—x
I\%jj_l\"—ity)ét‘—ti\ :._1’1}(5:7') L/i_a—o

m  Operator Groupings: 8D 7 )L — T OBE % {FF L T Operator TF7 704 Ih/cO
\//_.R 7‘/ I\%jj_l\tt_ity)ét'—(«i\ :._1’1,7(5:7') L/i_a—o

o Pod# E£7/=1F SRIVICED K Show DEZE

B PodCount: AVR—RXYKNFPAAYTAVR—ZXY MDD PodBERRT BD7HOHICT
EERLET,

B Labels: AVAR—RY M IRV ERTFEFLIZFERRICTZ7HICINEBRLET,

RO —Ea—iCid, 77V 5—2ava 2P 774 IUVERTY O yO—RK$300 PT)5r—
YavDIHVAR—MF TV aVvEABINRTWEY, Z0®%, FovO—RKRLAET7TUSyr—vavs
MOTOY I NERIEISRI—IZA VR—MTEET, FMICOVWTIE, BMYY—R V>3
DNDOTAT I bVFERIISRY—ADT7TVr—>avDIIRAR—M BB LTLIEIN,

A3. 77N =23 v LA VR—3Y NEDTER

Web 3>V —JL® Developer /X—2RYJ 7 1 7D Topology Ea—i&, 7)) r—>avsLvay
R—RY NERET HHDICUTOA T avaREELET,

e openURL(BYy%xs1yws LT, RTY Y S URLDIL—FTRABSHhZ7 T Ur—vavk

e EditSourcecode® 7)) v/ LT, YV—ROA—RIZ7VEAL, ThEZTBELXT,

pa 3]
Z DHEEIX. From Git. From Catalog. & & Uf From Dockerfiled 7> 3 > %
FRALTCTZ IV r—2avaElT 258 ICOAFIATEET,

¢ H—YI)%EPod DETD7AAVDLEICEE, RMEINNELIVZTDRAT Y XML F
T PV —2avEILRDRT—4 ZUE, New(E)\ Pending (). Runnlng(E

). Completed ( ~ ). Failed ( © ). B & U Canceled ( ﬁ @ ) ERRINZET,

® PodDRT—HRFEIFTI—XIE, BTRHIN, Y—ILFv TTROLIIKRRINZE
ER

o Running(M):Pod &/ — RIZNM Y RI N, $RTOIAVFF—DMERINES, 10U
FoaVFF—AERiTHL, EBFLEBEREO IO ZANEITHTT,

o NotReady( ) 8B DIV F+—%AEFTLTWS Pod, $RTDI YT F—HHfEIRAE
ICHBERTIEHY THA
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40

o Warning([ }:Pod DAV FF—@RTINTLWETA, EBICKTLERATLE, —
DAV TF—I&, HOREICHZZFENHY T,

o Failed(l):Pod HOTRTOIAVFF—FRTLETH, PACELID2DIAVFTF—A
BTICKBLELR, 2FY., OVvF+H—RBEEOADODRT—YRATRTTEHN, VRTF
LICE > TRTINRETHIZLOVWTNAICRY X,

o Pending(.r ): Pod |& Kubernetes 7 S A4 —ICL > TRIFANLGNZ I A, 12U LD
VTFTHREINTELT. EITINDERBM’EOTUVWEEA., TNITIE. Pod BART
TVa—IINBDEFET BEEPC. *Y NT—IRBREATIAVFTF—AXA=—IDF IV
O— RICEPINEFEIrESENE T,

o Succeeded(M):Pod DFRTHIAVFF—HEEICKT L. BEEINEHA,
o Terminating(ll): Pod MBI I N TV BIBAIC, —ZOD kubectl A7 Y RiICk T
Terminating EXRINFEJ, Terminating A7 —4% & Pod 7z —XDWETNICEH Y

Ft Ao Pod ICREBLRTHENMEINET, TNET T4 MTI0MICKREINFE
-a—o

o Unknown([ ): Pod DIREEA BB TX FHATL ., CDT7 T —XIE, BE. Pod HEFT
INTWE/—REDBETIT—DHETDLHDICELET,

TINVG—=2avaEERL. A A—IUDTFTOM43INBE. AT7—4 Zd Pending ERRI N
F9, 7TV r—>3av&EINRTBE, Runningt RRINE T,

E44.1 Application RO —

G ruby-ex-git

LUTFD&EIIC. BRBIMTD)Y—RATI VMDA VD=8 —EHIZ. 7Y 75—
vav)y—AEMEMEINET,

o CJ:Crondob
o D: Deployment
o DC: DeploymentConfig

o DS: DaemonSet



4= TOPOLOGY Ea—%FHLAEF7Z TV r—> a VEREDERR

o

J:Job

o

P: Pod

o

SS: StatefulSet

ﬁ (Knative): ¥ —\—L 27 ) r—> 3>

o

pa 3

H—N—LRT7 T r—2 3 Tld, Graphview TOFHEHAHH L VKRR

IKLIESLKBFEEIDIDIYEST, Y—N—LRT7 Y= ava77O4 7
&, INEFRMCH—ER) Y —R%ZE/HL. RICVEDaVEERKRLF
¥, HLWT. Thid Graphview ICTF7O4M4 Ih, XRINFET, ThH' K
—D7—27 00— RDFEITIE, AddR—TIZ)FA4 LI MINBEEEELH
YEF, YEYVaryAFIa43Insd e, ¥ —N"—LRAF7T)5r—vaviE
Graphview E2—ICRRINET,

44. 7TV r—2a v PODDRT—=) U TBLVEI REIL—NDIESR
Topology £ 2 —Id, Overview XXV TTFTOMFEADIAVR—F Y MOFMERHBL £

9., Overview & & U Resources ¥ 75FARALT, 77U —Y3 Y PodERAS—) V5L, EILK
DAT—H R, Y—ERBLPIL—MIDODVWTUTDL D ICHERTEET,

o OAVKR—XXVMN/—KR&EZ) Yy L. GBEID Overview /X RILEWEFR L £J ., Overview ¥ 7
ZFEALT, ULTFExETLET,

o FTOXRHEMELTCPodERTY— VL, PV —2a3vDAVRY Y ABDIER
EFEETHELET, Y —NN—LR7TVI5r—3 VDB E, Podidk, F¥RILD LS
TAYIICEDVWTTA RILBELORT— L7y JEICEEMICEOICRY—) VI3 h
i’a—o

o PNy —2avD ISR, PI)F—2av BLUVORT—YR 2HRELET,

® Resources 7% 1w LT, UFEETFTLET,

0 INRTDPod D) RAMZWHRL, TENLDRAT—FR%ZRRL, BFICT7 VAL, Pod
71) v LTPod DFMZERRLETT,

o EIR RTFT—HR%=MEAEL. OTICT7I7EAL, BREICIUCTHAEIL RZRKBLE
_a—o

o AVKR—XRVNMIL->THEAINSY—EREIL—MNEHRLET,
Y—N—L A7 TYHT— 3V DIFA. Resources ¥ 7, TOAVHR— Y MIERINS
e av, Ib—h BLUEREICETIERZRHBELET,

45 AVEKR—xY NOBEETOY Y hADBEN

FIR
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'l
1. Add to Project ( - YEO)w oL, EROFES—2 3 R( > FTl& Ctrl+Space%
WLET,

2. AVER—XRV MN%5RZFEL, Create F/zld Enter 2L CaAVR—XXV hNET7 Y r—> 3 viC
EBML., MROY—® GraphEa—ICRRLET,

Bl42 74 v /BFREFALOAVER—RY OB

I'!!'l_ Mongo

. MongoDB Deployment MongoDB Deployment
Operator Backed =~ MongoDB, Inc Provided by MongoDB, Inc

. MongoDB Ops Manager

Operator Backed MongeDE, Inc
MongoDB Deployment

. MongoDB User
Operator Backed MangoDB, Inc

View all developer catalog items (3)

\
NI

F/iE. b AROY—DGraphviewaF7 )y LT7OY Y MIOVYR—XV b&EMLT, O
FRABMAZa2—0 Import from Git. Container Image. Database. From Catalog. Operator
Backed. Helm Charts. Samples 7 # Upload JARfile#+ 7> 3a Vv FHTE 9,
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Bl43 Y —EXR%EMIHAYTHFAMAZ2—

Add to Project » B Samples

Import from Git

Container Image

Database

€
=
M From Catalog
=
4

Operator Backed
% Helm Charts

BB Upload JAR file

46.77)r—aVATOERIAVERE—FRY bDTIL—T 1
+tAdd Ea—%FRAL T, BHOAVAR— Y bELEFY—EREZTOY 2 MEML. Topology
Ea—%FRLTC7 N r—>a v I—THOT7 Y 5—>aveE)Y—R &7 L—TLTEET,
([} =355

® Developer /X—2X %Y 7 1 7% {EF L T OpenShift Container Platform IZ 2 DL LDV R—

XY MEERL, 7704 LTVWSR T &,

¥

o H—EREBBFEOT ) r—avJII—TILBMY %I, Shiftr ZBIFEO7 Y r— 3

VII—=FICEBMLEY, AVR—FRVMNERSY T L, ThaT7I)5—2avdIL—7IC
BT 2E, BREASNINAOAVR—RY MIEBNINET,
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447 TV 5—>avnIL—71

@® django-ex-git Actions v

‘ Health checks x

Container django-ex-git does not have health checks to ensure your
Application is running correctly. Add health checks

4
@) Details Resources Monitoring
Q . ()

django-ex-git ~
- @ diengo-ex-g
v
(] Name Update strategy
django-ex-git RellingUpdate
€& httpd-example
Namespace Max unavailable
A django..it-app @ test 25% of 1 pod
Labels Edit #* Max surge

. 25% greater than 1 pod
app=django-ex-git

app.kubernetes.io/c... =django-... Progress deadline seconds
app.kubernetes.iofi... =django-e. 600 seconds

app.kubernetes.io/.. =django-ex

app.openshiftio/runtime=python Min ready seconds

app.openshiftio/runtim... =3.8-... Not configured

Frid. LTFOELDICAVR—X VY NET7FY5—2aVIBMT2IEETEET,
1. —EXPod%Z¥ ') v 7 L. GRID Overview XX ILZ2FER L F T,
2. Actions KOy F¥ o X =a—%%- ") v L. EditApplication Grouping IR L £ 7,

3. Edit Application Grouping ¥4 7O 7Ry ¥ T, Application KOy 740> )R M%&)
Jw oL, BOART TV S—>avdIb—T5RBRLET,

4. Save H V) v L TH—ERET7 ) yr—oa vy dIL—7ICE8MLE T,
TNV g—=2av =52V R—3Y MEYIBRT ZICIE. TJVER—%Y M&EZERL, Shift+ K
SYITTINaET7T)Vr—oavii—7r6 RSy LET,
47. Y—ERDT7 T ) 5— 3 U A~DENN

TVr—oavIlY—EREEMYT 3(CIE. MROY— Graphview DAY FF X b XA =1 —T+Add
7 avEFERLEY,

7
7

R

AVFTFRAMAZ2=DSIS, YA RR—%FERTZHN 7TV r—vavJ—7H
SREODEICTIREZNILTRZI YT LTH—ERZEBMTEEY,

FIR

1. MROY— GraphviewT7 ) 5= a v J—7%2E60 )y L. AVFHFAMAZa—
ZRRILES,
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B45) Y —RAVTFHFAMAZ2—DEM

Qﬁ’ \

@ rodejs-ex-git Delete Application

O

i / <] Add to Application » Erom Git

Container Image

From Devfile

©
=
& From Dockerfile
-
@ django-ex-git @ cakephp-ex-git .

Upload JAR file

A cakeph..it-app

& Event Source
e Channel

ima Broker

2. Add to Application = f#f L T. From Git. Container Image. From Dockerfile, From
Devfile. Upload JAR file, EventSource. Channel. F7|d Broker% &, 75— a>
TI—FITH—ER&EBMT 2FE54BRLES,

3 BRULAEFEDT A —LICABNLT, Create 227w I LFET, L&A Gt YRI MY —

DY—RA—RIZEDVWTHY—ERZEMT 5IC1E. From GitDFE%IZER L. Import from
Git 74 —ALICAALT, Create 22 Y v I LEY,

48. 7 SV ir—2avh 50t —EZXDHIR
FAROY— Graphview DAY TFFARMAZa—TT7 V=23 v —EXZHKRLET,

FIR

1. MAROY— Graphview T7 7V 5—>a v ) —70H—ERE2HFI Yy 2L, AVTHFR
PAZa—%RTLET,

2. Delete Deployment #3ZR L CTH—ERZHIFRL 7,
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H4.6 7704 AV bA T a v OHIR

Edit Application grouping
Edit Pod count
Pause rollouts
Add Health Checks
Add HorizontalPodAutoscaler
Add storage
Edit update strateqy
oA Edit resource limits
Edit cakephp-ex-git

Edit labels

e O
/ \

nodejs-ex-qit
[ D ] js-ex-g

/ \L Edit Deployment

N
4 Delete Deployment

I :..- @

& O < 0

Edit annotations

L

@ diango-ex-git © cakephp-ex-git

A cakeph..it-app

49.TOPOLOGY Ea—IlfFHTEZIRNILET/T—a Y
Topology Eax—Id. UTFDOSRILELIV T/ T—avaFERLET,

J—FRIKRRENB71Y
J—RDT74 3V, &#IC app.openshift.io/runtime S X)L AFERALTHS

app.kubernetes.io/name SNV AFRALT—HIT 274 AV ERRBLTEREINE T, TDOIYF
VIR, BRIEEINLTAOIVEY bEFRALTITOThE T,

Y—AA—KRIF149—FERBY—ZA~DY VY

46



4= TOPOLOGY Ea—%FHLAEF7Z TV r—> a VEREDERR

app.openshiftio/vecs-uri 7 / 7—> 3 vk, V—RO—RIT149—~D) VI EFEHRT B7=DIC
FERINET,

J—Rkaxv 49—
app.openshift.io/connects-to 7 / F—>a vk, /—RNILERTZLHICFERINET,
FrVr—>avodr—7 ik
app.kubernetes.io/part-of=<appname> S X)L, 7TV r—r 3y, Y—ER, LAV R—
XY RNETIN—TLT BOICFERINET,

OpenShift Container Platform 7 7)) 57— 3 Y CHERT2BEDOH DI NILET / T— 3 v DFHM
ICDWT I, Guidelines for labels and annotations for OpenShift applications &8 L T XL,

4.10. FEEIEHR

o Gt T TUr—avaEERTEAEIE. GitOOI—RKRR=2D( viR—rBLUVOT7 Y
T—2avDERESRLTCEIL,

o FAREN-ARI T4 TFALET TV S—Ya v —EAANDEKESRL TLLES
LY,

o 7T b= vDIVAR—KAESBLTLEIV
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https://github.com/redhat-developer/app-labels/blob/master/labels-annotation-for-openshift.adoc
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#odc-importing-codebase-from-git-to-create-application_odc-creating-applications-using-developer-perspective
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#odc-exporting-applications
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FEE T TNV —23 DT AR—bN
BREEL. 7V 5—2avE5 2P 774 VHBATIVAR—MTEEY, BEILH LT, +Add
Ea—DYAMLDA YR—b A7 avaFRLT. TIVRAR— M NINAET7TYr—>avERALY
SRAY—F ROV SRY—RDIDTOT I MIAVR—KILEFT, 7V 5r—YavaT o R
R—KNTBE 7)r—av)y—22BRETE, BREAHNTIZET,
5.1. Bl &G

® Operator Hub H* 5 gitops-primer Operator #4414 Y 2 h—JL L F L %,

R

gitops-primer Operator #4 Y A h—J)L L% TH., bAROY—Ea21—TF77S
Vr—2avDOITIRAR—b F T2 a v EMTRY FT,

o hAROY—Ea—T7IVr—>avaERL. 77U r—3a v TP RAKR—M #GWIC
LZFL7,
5.2. F|&
. ERENN—ARI T4 TT, ROVWTIhHIDFIEEERTLET,

a. +tAddEx—IcBEL. ZFVr—>avoBiatE 94V T 7Y r—avynIT IR
R—bEVYY O LFT,

b. hROY—Ea1—-IIBEL. PV I5r—>avDIIRAR—M %20 v I LET,

2.7V 5—2avDIYRAR— NS4 7OV RYyIVRTOKEY )y LET, 7OV b
DEDYY—ZADITYAR—MDIRBINLI E%2HRT2RMIASIT,

3RDYF VA TEITT2RENH DA TV 3 vOFIRE:

o FEYMRT SV r—>avDI I AR—MaRBLESBER. PV Ir—>avDI iR
R—b>THI9ZAR—bDF¥voENLZI)YvILET,

o TYRR—IMNITICETHT, FLILIVRAR—N2RBT2HBEF. 7TV r5r—>3
YDIJAR—b->TI9AR—bDOBBRZVVYILET,

o 7N —2avDIIRAR—NIEETZOVERRTBICIF. PTIV5—raryox
PDAR—b Yy oL, ATDERTR V0502 Yv o LET,

Export Application

Application export in gitops-primer-system is in progress. Started at Aug 23, 2022,
12:06 PM.

Cancel Export ‘ ‘ Restart Export View Logs Ok
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EEETFT SV r—>a DOy AR—b

4, THORAR—IMDAERBICRTLES, 4700 Ry oRTcH¥F9va—K x40 Yv o LT, 77
Nr—avyY—R&5ZIPHRATYI VI o2vyO0—RLET,
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FeE 7S T—2 3 v —EINDES

6.1. SERVICE BINDING OPERATOR D ) 1) —X / —
H—ERNAL VT 1YY Operator l&, Y—EZANSA VT4 /02y bO—F—BLVHEHEDHRS
L)Y —REFH (CRD) THREINEFT, Y—ERNA VT 1Y Operator &, 7—20— KB LV
Ny FVIJH—ERDT—9 T —VEBELFT, Y—ERRN(UTFqr7arvba—3—F v
FrU/Y—EROOAY MOV TL—VREOT—5 E5EHEY £, RIC. ServiceBinding ') vV —
ATHEEINZIL—IICREST, ZOT—9%57—- 70— RIZEBMLET,
H—EZRNAL VT 14V Operator AT 2 &, UTFETIIENTEET,

e T7—/-0O— K% Operator BEEDNY ¥V JH—EREHITNA 2V RLET,

o NAVUTAVIT—HDEEEZBEELLET,

o H—ERARL—F—REFRICTH—EIRANDTI/EAOTOEY 3 =V JPEENMMTAET,

o VSR —BEBORA—HELRLKT—EMULHIEERY—ERNAUYTA U ITXYy REFH
L. BESA 7147 A2RTEIEET,

HY—ERANAL VT 4> Operator DARY L)Y —REE (CRD) IELTFD API #HR—KMLET,
® Service Binding binding.operators.coreos.com AP| ' )L — 7

e servicebinding.io APl V)L — T % FEA L Y—ERNRA 5T 1 T (tH#k API),

6.1.1. Y R— bR

ROKXRD—EDHEEEX, 77/ AY—TLEa—RBEICHY T, INODRRIMEEIL. RREIRE
TOFEAZENE LTVWEHEA,

UTDORTIE, HEIILULTORT—FATIY—IINTVWET,
o TP/ ./0—7LE1—#a
o GA —ik/AFasE

INHDKEEICEAL TIE. RedHat AR Y Y —R—F I DLUTOHR— MEEZSR LTIV,

F6.1YR— K

Y—ERRM T4V APITLV—TFEHR—MRR OpenShift Versions
Operator
AS - binding.operators.co  servicebinding.io
reos.com
1.3.3 GA GA 4.9-4.12
1.3.1 GA GA 4.9-41
1.3 GA GA 4.9-41
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https://access.redhat.com/support/offerings/techpreview

Fe=m 7S Yr—a v —EAADEE

Y—ERRMVFT1>5  APITILV—TEHR— MR OpenShift Versions
Operator

12 GA GA 4.7-41

111 GA TP 4.7-4.10

1.1 GA TP 4.7-4.10

1.0.1 GA TP 4.7-49

1.0 GA TP 47-49

6.12. ZHMEEZ T ANDZ T —T VY —RADEL

RedHat TlE., O— R, KFa XY h Web 7ONRFT 4 —IIHEIFPEEICRITZHEEBOEBIHRZICERY
HMATWET, £T1E. YRY— (master). AL —7T (slave). 75 v oY R K (blacklist), 74 K1)
Z b (whitelist) D 4 DOREDEXMANSHBOET, COMYBAIBERLEEEZET DD, 5%
DEBD') ) —ATEENICHEOBESHMAZERL TSY £, FMIZ. ¥4td CTO. Chris Wright
DAvtE—T ZBRLTILEIWL,

6.1.3. Service Binding Operator1.3.3 DY) ) —X /J — K

Service Binding Operator 1.3.3 I&. OpenShift Container Platform 4.9, 410, 4.1, & U412 THHA
TEDLDICRY F LT,

6.1.3.1. BIEEXh /&

o ZDEHDAIIC. Service Binding Operator Dtz F 1Y 7 1 —kfE5514% CVE-2022-41717 H'$5HE
INTVWELE, TOEHFHITEY. CVE-2022-41717 TS —HEIEX 1. golang.org/x/net
Iy - — T B8 v0.0.0-20220906165146-f3363e06e74c B 5 vO.4.0 ICEHFIN F
9. APPSVC-1256

o ZOEHDENF, TOEYa=vIIhiY—ERRF, ThEThd)Y—2XI(C
servicebinding.io/provisioned-service: true 7 / 7 — 3 VY HABREINTWVWBIBHICOARE I
h, tho7OEY 3=V It —ERIEFRBINEFEATLE, TOEHICLY., BEX
71 = X Lsld status.binding.name BHEICEDOWT, §RXTOTOEY 3=V /3 hikd—EZ%
ELLCERLET. APPSVC-1204

6.1.4. Service Binding Operator1.31 MY ) —X / — k
Service Binding Operator 1.3.1 #* OpenShift Container Platform 4.9, 410, 8L UV 4N THETE 3 &
ITRY F L L,
6.1.4.1. BIEE S hi-FE&E
o ZDOEHLIANIC, Service Binding Operator ICH 175 F 2 ) 7 1 — D554 CVE-2022-32149

AEHMINTVWELL, COFEHICLY. CVE-2022-32149 DTS5 —HEIEX
1. golang.org/x/text /Xy 7 —IHv03.7 HhH vOI8ICEFINFEF T, APPSVC-1220

6.1.5. Service Binding Operator1.3 D) 1) —X / — k
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https://www.redhat.com/en/blog/making-open-source-more-inclusive-eradicating-problematic-language
https://issues.redhat.com/browse/APPSVC-1256
https://issues.redhat.com/browse/APPSVC-1204
https://issues.redhat.com/browse/APPSVC-1220
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Service Binding Operator 1.3 A% OpenShift Container Platform 4.9, 410, 8& 4N THEATE 2L
ISy F L7,

6.15.1.

HIRR X h7-#aE

Service Binding Operator 1.3 Tld. YV —XDFEAFXRZRA LI %79 I Operator Lifecycle
Manager (OLM) i FHEBENBIRRI N ZF L7z, OLMERFOHKDHLYIC, CRDT7/T—>a v
EEALTNNMIYTA VI T—95BEETEET,

6.1.6. Service Binding Operator1.2® ) ') —X J — k

Service

Binding Operator 1.2 #* OpenShift Container Platform 4.7, 4.8, 4.9, 410, & 41 THA

AREICIRY F L7,

6.1.6.1. Frikse

Z Dt 3Tk, Service Binding Operator 1.2 D ERFHEBEICDOWTEHRMBAL X T,

6.1.6.2.

52

optional ® 7 5 J{E% true IZ5%E L T. Service Binding Operator &7 / 77— 3 v DA 7
avI4—ILREZEBTESLIICLET,

servicebinding.io/vibetal ) YV —Z2DHR— K,

D— 00— ROBEEAMDEBEEETICEETEINA VT AV IY—ILy NaRBET BRI EICE
Y, N4 RERERYT —ERDOBEFTREEA AT ELET,

BRI D&

IZ7E. OpenShift Container Platform 4.11 I Service Binding Operator 4 Y A k—JL§ % &,
Service Binding Operator DX E ) —7 v TV MDA FRINZHIREBATEMLES, &
ZL. EREMEWEE. XEY—T7y NPV MNIBREEAIES T A OFREFERNICE &
F Y F 9., OpenShift Container Platform 410 &L T2 &, BRAMDI D E. EHE L VR
RAE) =7y NV NOEANKIBICEML 9. ZDEREIE. Service Binding Operator
DOURIDN—Y 3V TEHELNTT, BHE. COBBICHT ZEREEFHY A, APPSVC-
1200

FI7AINTIE. BEINEZT77A4ILDOT7 I EREFAIL 0644 ICEREINTWE T, Service
Binding Operator (&, #—E X %0600 7 & DRFEDHERZEBE L TWSIHICEELZS| &
Z 9 Kubernetes DNNJICL Y, BEDERZHRETCIEFHA, OhERELT, 7—70—K1
Y—AWRTEITINTWBR AV SLFRET7I )V r—2avy0a—RE2ZTELT, 72740
ERmpT4 LY RN)—ICOE—L, BUYLGEREZRET DI ENTEET, APPSVC-1127

IABF R T, Service Binding Operator & 1D ® namespace 1 Y A M—JLE—RTA VA M=)l
TREAICKET Z2EMOBELIHY £9, @Y namespace AA—TDO—ILR—AT7 V&
24 (RBAC) IL—IL DR WTesb, H—E R/ ¥ F 4 4 Operator NEEIRICHRH B & U/
4> RTEBBHAD Operator B’ R— M T2V DHDY—EZRANDT T r—2 3> DA
VRAEBICITbhERA, INDPRETEIE. ROFDEIBRIT— XAy E—IUNENRI N
x9,

IS—Xyt—I0Hl

‘postgresclusters.postgres-operator.crunchydata.com "hippo" is forbidden:
User "system:serviceaccount:my-petclinic:service-binding-operator" cannot
get resource "postgresclusters” in API group "postgres-operator.crunchydata.com”
in the namespace "my-petclinic™


https://issues.redhat.com/browse/APPSVC-1200
https://issues.redhat.com/browse/APPSVC-1127

EeE 7Y r—>a DY —ERADES

[OE#5% 1: all namespaces 1 X h—JLE— R TH—ER/N1 VT 4 >~ % Operator &4 ~ R
h—ILLEY, TORR. BNRIZRIY—ROA—TDRBACIL—IDBELEL, XM VT4V
THEBICRITIND LD ICARYET,

g 5K 2:  —ER/N1 ~F 14 >~ % Operator % all namespaces 1 Y A h—JLE—RKTA VR
F—=ILTERWEEIF. Y—ER/NA VT4 V7 Operator B’ VA h—JLINTW3
namespace ICA ROAO—ILINA VT4 VT %A VA M=ILLET,

—"y

fl:Crunchy Postgres Operator DO—JL/X{ T4 >V

kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/v1
metadata:

name: service-binding-crunchy-postgres-viewer
subjects:

- kind: ServiceAccount

name: service-binding-operator

roleRef:

apiGroup: rbac.authorization.k8s.io

kind: ClusterRole

name: service-binding-crunchy-postgres-viewer-role

APPSVC-1062

o {t#kIC& % &. ClusterWorkloadResourceMapping )V — R A ZEHE T 154, Service
Binding Operator (ZLARID /N —<7 3 ~ M ClusterWorkloadResourceMapping ') ¥V — R % {#
LT, SETRBINTWENS VT4V IT—9 %8BT 2HENHY ET, ]
1£. ClusterWorkloadResourceMapping ') ¥V — X %#ZH® 9§ % &, Service Binding Operator I&
ClusterWorkloadResourceMapping ') YV —RDRF/N—2a v EFRLTINA Y T14 T
T—Y%BIRLET., TOFER. {the servicebinding-title} &N VT 1 v JFF—4 %33> TH|
PR ZEIREMELHY £T, EEKE LT, LTOFIREEERL TLREIW,

1. X9 % ClusterWorkloadResourceMapping ') ¥V — X % {9 % ServiceBinding ')
Y—REINTHIRLET,

2. ClusterWorkloadResourceMapping '/ YV —XZZHBEL X7,
3. FJE 1 THIFR L 7= ServiceBinding ) V — 2 #B#EHAL XY,

APPSVC-1102

6.1.7. Service Binding Operator111®D ) ) —X / —

Service Binding Operator 111 A OpenShift Container Platform 4.7, 4.8, 4.9, 4.10 CTHIARBEICARY
F L7,

6.1.7.1L. BIEXh/-FE

o ZMEHLIFTIC, Service Binding Operator Helm ¥+ — NI HF 2 zFa ) 71 —DHESHMN
CVE-2021-38561 Mg I CTWFx L, TOEHICLY. CVE-2021-38561 DL 5 —HBIE
I 1. golang.org/x/text /Xy 7 —IHv0.3.6 H5H V037 ICEFHFINE Y, APPSVC-1124

o ZDOEFLIAIIE. Developer Sandbox D 11— —I(Z(E. ClusterWorkloadResourceMapping
)Y =2 %&FHHNBEODTRBNR=IvoarvhbHyFHEAT LR, TOER. Service
Binding Operator (E§ R TDHY—EZRNA VT4 Y TOMINEIHIFTWE Lz, SEIDEFHIC
&£ V). Service Binding Operator (Cl&, Developer Sandbox 1 —H—%&&, FRIEINLY T
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Ty MOBEYRO—ILR—ZADT 7R (RBAC) L—IABEFND LD ICRY F LT,
INHDRBAC IL—ILIZL Y, Service Binding Operator |d Developer Sandbox 21— —®M
ClusterWorkloadResourceMapping ') ¥V — X % get. list. 8L U watch L T, #—EX/\A
VTAVITEEBICMETEE T, APPSVC-1135

6.1.7.2. EHIDRIRE

54

B2 T, Service Binding Operator & 1D ® namespace 1 Y A M—JLE—RTA VA h—JL
THEAICKET Z2EMOBELIHY £9, #EYIR namespace AA—TDO—ILR—TF7 U+
A4 (RBAC) IL—IL D RWTesb, H—E R/ ¥ F 4 4 Operator NEEIICHRH B & U
4> RTEBBHAD Operator " R— M T2V DHDY—EZRANDT T r—2 3 DA
VRAEBICITbhERA, INDPRETEE. ROFDEIBIT— XAy E—IUNENRIN
x7,

IS—Xyt—T0Hl

‘postgresclusters.postgres-operator.crunchydata.com "hippo" is forbidden:
User "system:serviceaccount:my-petclinic:service-binding-operator" cannot
get resource "postgresclusters” in API group "postgres-operator.crunchydata.com”
in the namespace "my-petclinic™

[O&# 5% 1: all namespaces 1 VY X h—JLE— R TH—ER/NA1 VT 14 >~ Operator &4 ~ X
h—ILLEY, TORR BRI ZRIY—ROA—TDRBACIL—IDBELEL, XM VT4V
THEBICRITINDLDICARYET,

O 5 2: —ER/NA ~F 1 > ¥ Operator % all namespaces 1 Y A h—JLE—RTA VR
N—ILTERWGEEIK, Y—EXNA YT 1T Operator B’ VA h—JILINTWVWS
namespace ICA TROO—ILINA VT4 VT % A VA M=ILLET,

—_—

fl:Crunchy Postgres Operator DO—JIL/IXf T 14

kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/v1
metadata:

name: service-binding-crunchy-postgres-viewer
subjects:

- kind: ServiceAccount

name: service-binding-operator

roleRef:

apiGroup: rbac.authorization.k8s.io

kind: ClusterRole

name: service-binding-crunchy-postgres-viewer-role

APPSVC-1062

e IRTE. ClusterWorkloadResourceMapping ')V — X4 Z & ¢ % &. Service Binding Operator

BRELWEMFZEE LI HA, @EKE LT, UTOFIEZERL TSI,

1. X9 % ClusterWorkloadResourceMapping ') ¥V — X % £ 9 % ServiceBinding ')
Y—REIANTHIBRLET,

2. ClusterWorkloadResourceMapping '/ YV —X%ZZEL X7,

3. FIE 1 THIFR L 7= ServiceBinding ') V — 2 #B#EHAL XY,


https://issues.redhat.com/browse/APPSVC-1135
https://issues.redhat.com/browse/APPSVC-1062

EeE 7Y r—>a DY —ERADES
APPSVC-1102

6.1.8. Service Binding Operator1.1 M) \)—X / — K

H—ER/NA VT 14 > Operator #* OpenShift Container Platform 4.7, 4.8, 4.9. 4.10 THARBEIC
MY E LT,

6.1.8.1. FTHRE
Z Dt 3Tk, Service Binding Operator 11 D E A FHEAEIC DO W TERBAL £,
o H—EANAVYT4VIATay

o 7—/yO0—R)Y—=2AvEVT vAVI)—D—sO0—-RIZFLTNNAI VT4V TT—
ViR THDUENHHGMZEHRICERZRLET,

o SINIELISY—ZFERALTHLWI—IO0—-FEN1 2V RLET,

6.1.8.2. BIEX h/-&

o ZOEHLANE, INNLELISI—%ZFALTT7—I0—-RFZERELTW Y —ERNI Y
FAVTR, BEINLZSNILELIY—IC—BTHIHLWT—oO0—RICH—ER/NNS Y
TAVIT—9%/FLERLATLE, TORER. Service Binding Operator (EZ D & D 7% L
WO—2o0O0—REEHMNICNSA Y RTEFHATLE, SEIOBEFHICLY., H—ER/NT Y
FAVT, BEINLZSNILELIY—IC—BTHIHLWT—oO0—-RICH—ER/NN1 Y
TAVIT—H%®/RFET DL DICAY F LT, Service Binding Operator (&, EHIRIICHT L L
7—o0—RZRBD2FTRA Y FEEHAD LD ICAY F LA, APPSVC-1083

6.1.8.3. BEMID &

o IRKFT. Service Binding Operator = 1 D® namespace { YA M—JLE—RTA VA h—JL
TREAICKET Z2EMOBELIHY £9, @Y namespace AA—TDO—ILR—TF7 V&
24 (RBAC) IL—IL DR WTesb, H—E R/ ¥ F 4 4 Operator NEEIHICHRH B & U
4> RTEBZBAD Operator 'Y R— b T2V DOHDY—EZRANDT T r— 3 DN
YROEEBICITObNEREA, INDRETEDE, ROFDEIBRIZT—AvE—IDNERI T
xY,

IS—Xyt—I0Hl

‘postgresclusters.postgres-operator.crunchydata.com "hippo" is forbidden:
User "system:serviceaccount:my-petclinic:service-binding-operator" cannot
get resource "postgresclusters” in APl group "postgres-operator.crunchydata.com”
in the namespace "my-petclinic™

[OE#5% 1: all namespaces 1 Y X h—JLE— R TH—ER/NA1 VT 4 >~ % Operator &4 ~ X
h—ILLEY, TORR BRI ZTRIY—ROA—TDRBACIL—IDELEL, XM VT4V
THEBICRITINDLDICARYET,

LK 2:  —EZ/N1 ~F 14 >~ % Operator % all namespaces 1 Y A h—JLE—RKTA VR
N—ILTERWHBEIK, Y—EXNA YT 12T Operator B’ VA h—JILINTWVWS
namespace ICUATDO—ILINA VF 4 v T4 VA M=ILLET,

fll:Crunchy Postgres Operator DA—JL/IXf VT4 V4
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kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/v1
metadata:

name: service-binding-crunchy-postgres-viewer
subjects:

- kind: ServiceAccount

name: service-binding-operator

roleRef:

apiGroup: rbac.authorization.k8s.io

kind: ClusterRole

name: service-binding-crunchy-postgres-viewer-role

APPSVC-1062

e IH7TE. ClusterWorkloadResourceMapping ')V — X% Z® ¢ % &, Service Binding Operator
BELWEMEEERLFEA, BEEEE LT, UTOFEEZERL TLLEIL,

1. X}it9 % ClusterWorkloadResourceMapping ') ¥V — X % £ 9 % ServiceBinding ')
Y—REINTHIBRLET,

2. ClusterWorkloadResourceMapping '/ V —XZZEL X7,
3. FIE 1 THIFR L 7= ServiceBinding ) V — 2 #B#EHAL XY,

APPSVC-1102

6.1.9. Service Binding Operator1.0.10 ) J—X / — k

H—ER/NA V7 14 > Operator ' OpenShift Container Platform 4.7, 4.8 & & U 4.9 THIATRBEIC
mY E LT,

H—ERNA VT 427 Operator 1.0.1 1, AR TEITI LT L% OpenShift Container Platform 4.9 LA
BEYR—NLET,

® |BM Power Systems
® IBMZ & &L U LinuxONE
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L YT TUTFOIOY Y REEITL T, my-petclinic namespace IC PostgresCluster CR % {ERX
LE9.

$ oc apply -n my-petclinic -f - << EOD
apiVersion: postgres-operator.crunchydata.com/vibetal
kind: PostgresCluster
metadata:
name: hippo
spec:
image: registry.developers.crunchydata.com/crunchydata/crunchy-postgres:ubi8-14.4-0
postgresVersion: 14
instances:
- name: instance1
dataVolumeClaimSpec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: 1Gi
backups:
pgbackrest:
image: registry.developers.crunchydata.com/crunchydata/crunchy-pgbackrest:ubi8-2.38-0
repos:
- name: repo1
volume:
volumeClaimSpec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: 1Gi
EOD
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Z @ PostgresCluster CRICENMINT / T—>avid, Y—ERNRNA VT4 v JEREzR
I L. Operator DFAE%E M) H—L X7,

COHEATIE, T—IR—RA VRAIVADERINT WD EARIELF T,

H A B

I postgrescluster.postgres-operator.crunchydata.com/hippo created

L T=IR=RA VRY V AEER LS. my-petclinic namespace DT RT D Pod HEITX

NTWbZ MR LET,
I $ oc get pods -n my-petclinic

HO (RRICEDDDND) T T—IXR—AMERINBEEINTWEIEEZRIATEET,

Al
NAME READY STATUS RESTARTS AGE
hippo-backup-9rxm-88rzq 0/1  Completed 0 2m2s
hippo-instance1-6psd-0 4/4  Running O 3m28s
hippo-repo-host-0 2/2  Running O 3m28s

T—INR—RERELILS, YV TWT TV r—2av 7704 LTT—9R—IAHY—ER
‘:*%“thr\‘ﬁ i’a—o

6.4.2.Spring PetClinic 4 > IV 7 XY sr—>avor7Oo4

OpenShift Container Platform ¥ 5 24 —ICZ, Spring PetClinic 4> IV 77U —>ava7704 ¢
ZICIE. TOA AV MEREEFAL, 77V —2a3vETAMNTESLDICO—NIIVREEZRET
ZRENHYET,

FIR

68

L YT TUTFDIOY Y REZEFTL T, spring-petclinic 7 7!) r—< 3 >~ % PostgresCluster

ARY L)Y —R(CR)TTFFOALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: apps/v1
kind: Deployment
metadata:
name: spring-petclinic
labels:
app: spring-petclinic
spec:
replicas: 1
selector:
matchLabels:
app: spring-petclinic
template:
metadata:
labels:
app: spring-petclinic



Fe=m 7S Yr—a v —EAADEE

spec:
containers:
- name: app
image: quay.io/service-binding/spring-petclinic:latest
imagePullPolicy: Always
env:
- name: SPRING_PROFILES_ACTIVE
value: postgres
ports:
- name: http
containerPort: 8080
apiVersion: v1
kind: Service
metadata:
labels:
app: spring-petclinic
name: spring-petclinic
spec:
type: NodePort
ports:
- port: 80
protocol: TCP
targetPort: 8080
selector:
app: spring-petclinic
EOD

ZDHATIE, Spring PetClinic > 7T T7 75— a VAMERIh, 770143 TWwW3
EEWRLET,

H B

deployment.apps/spring-petclinic created
service/spring-petclinic created
)z 6
Web 3~ Y —JL® Developer /X\—ZARY 74 7 TAVTF—A X—I ZFERHL
CF7F ) r—rava77O4 9 3541E. Advanced options @D Deployment
O aVTCUTORRBER 2 ANT2RENHY T,
e Name: SPRING_PROFILES_ACTIVE

® \/alue: postgres

2. LMFOOY Y REEFTLT, 77V H5—2a v FzZET—9R—AY—ERICEHEIN TV
WZ EEBRLET,

$ oc get pods -n my-petclinic

H 73ICCrashLoopBackOff 2 7 —4% ANKRINDZ T, oMMV ET,

H A B
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NAME READY STATUS RESTARTS AGE
spring-petclinic-5b4c7999d4-wzdtz 0/1  CrashLoopBackOff 4 (13s ago) 2m25s

CDEFETIE, Pod FEENICKBLEY, 7TV r—YaveDEEEAdE. T7—DR
INhET,

3Y—EREAHALT. 7A=Y avol—hEERLET,
I $ oc expose service spring-petclinic -n my-petclinic

HAIE. spring-petclinic t—EZ MR I N, Spring PetClinic > FILT7 7Y sr—> 3> D
IW—MDMERInicZ & 2R LET,

H A B

I route.route.openshift.io/spring-petclinic exposed

H—ERNA VT 4T Operator 2T 2&. 7V T—>avar7—9R—AY—ERITERKT
XBLDICRY FT,

6.4.3. Spring PetClinic 4> 7V 7 7)) r—< 3 > % PostgreSQL 7 — 9 X— X% —&
AIcEmLET,

B TIWNT ) ks-FRET—IR—RY—ERIERT 51C1E. H—ER/NA U F 1~ 5 Operator B
NAVFAVIF=9%5T7T)r—avii7adzooavsaLdIc b H—93%
ServiceBinding 1 X% 1Y)V — R (CR) Z/EK T 2 EHNHY £,

FIa
1. ServiceBinding CR 2 L. NA VT4 v I TF—#IC\y FEBERALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: binding.operators.coreos.com/vialphat
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetal
kind: PostgresCluster 9
name: hippo
application:
name: spring-petclinic
group: apps
version: vi
resource: deployments
EOD

Q H—ERYY—22DY A NEEELET,

Q F—4H~R—2ZD CR,
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©® Deployment F 71 PodSpec HHHAFNARED Y Y —REBRBT 24> FILT 7
7_9 3 yo

COHRATIE, NAUTFAVITTF—9EH TN TI)r—vavic7oyzooaryds
ServiceBinding CR MER I N TWB Z & #FER L £,

HhHl
I servicebinding.binding.operators.coreos.com/spring-petclinic created
CH—EZRNA VT4V IO VIR ERICKET LI EE2RRBLET,

I $ oc get servicebindings -n my-petclinic

o
NAME READY REASON AGE
spring-petclinic-pgcluster True ApplicationsBound 7s

T7AIKTIE, T—IR—RAY—ERONA VT4V ITT—=I9DLDEIE. YV TILT7T)
T—2avERTTZI7—/O0—-RIVFF—Il77q)beLTFOAY I avInET,
e & Z £, Secret )V —2Z M5 DEILX T R T bindings/spring-petclinic-pgcluster 71 L 7 b
) —ICRBEEIN XY,

R

F72avELT TALINI—DRBERALT, 7TV T5—23 077
AWIKRBINTNA VT A VI T—I9DEEND 2RI DIEETEE
_a—o

$ for i in username password host port type; do oc exec -it deploy/spring-
petclinic -n my-petclinic -- /bin/bash -c¢ 'cd /tmp; find /bindings/*/'$i' -exec echo
-n {}:""\; -exec cat {} \;'; echo; done

HAFLS—2ILy MY Y—ZADSDTRTDIE

/bindings/spring-petclinic-pgcluster/username: <username>
/bindings/spring-petclinic-pgcluster/password: <password>
/bindings/spring-petclinic-pgcluster/host: hippo-primary.my-petclinic.svc
/bindings/spring-petclinic-pgcluster/port: 5432
/bindings/spring-petclinic-pgcluster/type: postgresql

TV T—=2 a3V R— ML R—MNEEEREL. O—ALVBRENSY Y TV T T r—2 3
VI O9ERALET,

I $ oc port-forward --address 0.0.0.0 svc/spring-petclinic 8080:80 -n my-petclinic

H B

Forwarding from 0.0.0.0:8080 -> 8080
Handling connection for 8080
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4. http://localhost:8080/petclinic IC7 VA LZ T,
localhost:8080 T Spring PetClinic 4> FIV 7 U r—> 3 VI E—MNTT7 IV ERATES L
ICRY, FFUT—2 3Dl T—IR—AY—ERICERINTWVWE I EA2ERATEET,
6.4.4. FEE®R

o H—EXR/NAVTF 1% Operator DA X h—Jb

® Developer "\—=2Z2RIF 4 TEFALLET T — 3 VOEK
¢ HRYLYY—RAEHFHLD Y —XEHE
o /NA Y RE[EE/RBEHID Operator

6.5.IBM POWER SYSTEMS. IBMZ, X' LINUXONE CTOH—EZN
AT 4 v TDFEHR

H—ERNA VT 1YY Operator l&, 7—270—RBLUVN\YF VI —ERODT—9 L —VEE
BLET, &4 KT T—IR=ZRAVRYIVADER, 77V r—varyos7Oo4, $—ER
NA YT 4>V Operator Z#FALTCT TV r—2a v ET—9R=—AY—ERBONA VT4 v JH
WDVERICIZII DB ZFERA L TEDFIRZHRMAL X T,

HIiR S

e cluster-admin /X—3X v > a3V &FDT7 ATV b %&HEMA L T OpenShift Container Platform
FZARAI—ICT UV ERATES,

o oCcCLIDMYAKM—=ILTINTWS,

® OperatorHub M™oH—EX/NA V7 1 > ¥ Operator &4 Y A h—JLLTW3,
6.5.1. PostgreSQL Operator D7 704

FIR

1. my-petclinic namespace IZ Dev4Devs PostgreSQL Operator %#7 704 §%IllE, ¥ IV T
UFnavxy R&ERITLET,

$ oc apply -f - << EOD
apiVersion: v1
kind: Namespace
metadata:
name: my-petclinic
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: postgres-operator-group
namespace: my-petclinic
apiVersion: operators.coreos.com/vialphat
kind: CatalogSource
metadata:
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EeE 7Y r—>a DY —ERADES

name: ibm-multiarch-catalog
namespace: openshift-marketplace
spec:
sourceType: grpc
image: quay.io/ibom/operator-registry-<architecture> ﬂ
imagePullPolicy: IfNotPresent
displayName: ibm-multiarch-catalog
updateStrategy:
registryPoll:
interval: 30m
apiVersion: operators.coreos.com/vialphat
kind: Subscription
metadata:
name: postgresql-operator-dev4devs-com
namespace: openshift-operators
spec:
channel: alpha
installPlanApproval: Automatic
name: postgresql-operator-dev4devs-com
source: ibm-multiarch-catalog
sourceNamespace: openshift-marketplace
apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:
name: database-view
labels:
servicebinding.io/controller: "true"
rules:
- apiGroups:
- postgresqgl.dev4devs.com
resources:
- databases
verbs:
- get
- list
EOD

ﬂ Operator 1 X —%
® |BM Power:quay.io/ibm/operator-registry-ppc64le:release-4.9

® ForlBMZ & & U LinuxONE: quay.io/ibm/operator-registry-s390x:release-4.8

i3
qEI-I.l

1. Operator @4 > X b —JL1%IC. openshift-operators namespace M Operator 724 1) 7
YaveE—BRRTLIET,

I $ oc get subs -n openshift-operators

H A B
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NAME PACKAGE SOURCE CHANNEL
postgresql-operator-devddevs-com postgresql-operator-dev4devs-com ibm-multiarch-
catalog alpha

rh-service-binding-operator rh-service-binding-operator redhat-operators stable

6.5.2. PostgreSQL 7 — 49 R—2X {1 YV 24 > ZDIERK

PostgreSQL F— 4 R—2{ Y24 v 2% VER T % I2i3. Database 71 2% A1) Y — 2R (CR) A{ER L.
T—AR—RAERET DLENHY T,

FIR

L Yz TUTFOIOY Y REZEITL T, my-petclinic namespace IC Database CR % /ER L £
ER

$ oc apply -f - << EOD
apiVersion: postgresql.dev4devs.com/vialphai
kind: Database
metadata:
name: sampledatabase
namespace: my-petclinic
annotations:
host: sampledatabase
type: postgresq|
port: "5432"
service.binding/database: 'path={.spec.databaseName}'
service.binding/port: 'path={.metadata.annotations.port}’
service.binding/password: 'path={.spec.databasePassword}'
service.binding/username: 'path={.spec.databaseUser}'
service.binding/type: 'path={.metadata.annotations.type}'
service.binding/host: 'path={.metadata.annotations.host}'
spec:
databaseCpu: 30m
databaseCpuLimit: 60m
databaseMemoryLimit: 512Mi
databaseMemoryRequest: 128Mi
databaseName: "sampledb”
databaseNameKeyEnvVar: POSTGRESQL_DATABASE
databasePassword: "samplepwd"
databasePasswordKeyEnvVar: POSTGRESQL_PASSWORD
databaseStorageRequest: 1Gi
databaseUser: "sampleuser"
databaseUserKeyEnvVar: POSTGRESQL_USER
image: registry.redhat.io/rhel8/postgresql-13:latest
databaseStorageClassName: nfs-storage-provisioner
size: 1
EOD

Z @ Database CR ICEMINAT /FT—Yavid,. Y—EANRNA VT4 v TEREGRICL,
Operator DFAE%= M) H—L X7,

COHEATIE, T—IR—RA VRAIVADERINT WD EARIELF T,

H A B
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I database.postgresql.dev4devs.com/sampledatabase created

2. T=HIR—RAVRH Vv A%EER LTS, my-petclinic namespace D3R T®D Pod HAETI
NTWaZExHRALET,

I $ oc get pods -n my-petclinic

HO (RRICEDDDND) T, T—IR—ZAMMERINBEEINTWEIEEZRIATEIT,

Al
NAME READY STATUS RESTARTS AGE
sampledatabase-cbc655488-74kss 0/1  Running 0 32s

F—IR—2HBELLES, YV TN T IV r—2avaTF 704 LTTF—9R—AY—ERITEHT
xFd,

6.5.3.Spring PetClinic > 77 ) r—>avor7O4

OpenShift Container Platform ¥ 5 24 —IZ, Spring PetClinic 4> IV 7 7Y —>av w7704 ¢
1T, TOA XY MNREEFEAL, 7TV —2avETFANTESLDICO—NIVEREEABRET
ZRENHYET,

FIR

1L YT TUTFDIOY Y REEFTL T, spring-petclinic 7 7!) r—< 3 >~ % PostgresCluster
ARY L)Y —R(CR)TTFFAOALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: apps/v1
kind: Deployment
metadata:
name: spring-petclinic
labels:
app: spring-petclinic
spec:
replicas: 1
selector:
matchLabels:
app: spring-petclinic
template:
metadata:
labels:
app: spring-petclinic
spec:
containers:
- name: app
image: quay.io/service-binding/spring-petclinic:latest
imagePullPolicy: Always
env:
- name: SPRING_PROFILES_ACTIVE
value: postgres
- name: org.springframework.cloud.bindings.boot.enable
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value: "true"
ports:
- name: http
containerPort: 8080
apiVersion: v1
kind: Service
metadata:
labels:
app: spring-petclinic
name: spring-petclinic
spec:
type: NodePort
ports:
- port: 80
protocol: TCP
targetPort: 8080
selector:
app: spring-petclinic
EOD

ZDHATIE, Spring PetClinic > T T7 7V r—2a VAMERIh, 770143 TWwW3
EEWRLET,

H A B

deployment.apps/spring-petclinic created
service/spring-petclinic created

pa T

Web O~V —JL®D Developer /'N—ZRV 74 7 TCAVTF—A A= #FEHAL
CT7 T ) r—rava77O4 9 3541E. Advanced options @D Deployment
O aVTUTORBEERZANT2RENHY XY,

® Name: SPRING_PROFILES_ACTIVE

® \/alue: postgres

2. LWFOOY Y REEFTLT, 77UV T5—2a v FzZET—9R—AY—ERICEHEIN TV
WZ EEBRLET,

I $ oc get pods -n my-petclinic

CrashLoopBackOff 2 7— 4% ANKRRIND L THAaNMY F T,

o
NAME READY STATUS RESTARTS AGE
spring-petclinic-5b4¢c7999d4-wzdtz 0/1  CrashLoopBackOff 4 (13s ago) 2m25s

CDEFETIE, Pod FEENICKBLEY, 7TV r—YaveDEEEADE. TR
INhET,
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H—ERNA VT 4T Operator 2T 2&. 7V Tr—>avar7—9R—AY—ERITERKT
X5EHICRYET,

6.5.4. Spring PetClinic 4> )V 7 7') r—< 3 V% PostgreSQL T — 49 X—2AH#—E
AIcEmLET,

B TINTT) ks-RET—IR—ZAYP—ERILEHKET 5I11E. Y—ER/NA Y F 1 7 Operator 1Y
NAVTAVTTF—96TF7T)r—oavil7adzovavedEdIChN)H—92
ServiceBinding 1 X% 1Y) YV —2Z (CR) Z/EK T 2 EHNHY £,

FIE
1. ServiceBinding CR 2/ L. NA VT4 v I TF—#IC\y FEBERALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: binding.operators.coreos.com/vialphat
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:
services:
- group: postgresql.dev4devs.com
kind: Database
name: sampledatabase
version: vialphai
application: 6
name: spring-petclinic
group: apps
version: vi
resource: deployments
EOD

Q H—ERYY—22DY A NEEELET,
Qg F—4&HR—2D CR,

g Deployment & 7= & PodSpec AMAAEN=RAHED Y YV —R5BRBT 2494V T T7TY
7_9 3 yo

COHATIE, XM UTFa v IF—=89%H5 TN T7T)r—oavic7adzosvavyssd
ServiceBinding CR BMER I N TWB I & =R L X7,

el
I servicebinding.binding.operators.coreos.com/spring-petclinic created

2. Y—ERRNA VT4V ITD) VI ZAMDPERBICET LI EZMABLIT,
I $ oc get servicebindings -n my-petclinic

H A B

77



OpenShift Container Platform 411 7 7Y 45— 3 Y OEI K

NAME READY REASON AGE
spring-petclinic-postgresqgl True ApplicationsBound 47m

FTI7F2ILET, T—IR=ZAY—ERDNA VT4V ITT—=I9DSDEIE. Y TILT7 T
F—avaRFTES7—/0—-RaAVvFF—Il77q)lelLTrFO o avInEd,

e & Z £, Secret )V —2ZH 5 DEIL T R T bindings/spring-petclinic-pgcluster 71 L 7 b+
) —ICRBRENE T,

3. INDMERI NS, MROYV—ICRE L, BRezHRENICHERTEIT,

B46.1spring-petclinic DY > FILT—H R—ZA~DEHK

@) spring-petclinic

@) @ sampledatabase

4. 7V =23 VvR— MO R—MNEGEEEZREL. O—AVEREIOY Y TV T T r—2 3
VI O9ERALET,

I $ oc port-forward --address 0.0.0.0 svc/spring-petclinic 8080:80 -n my-petclinic

H A B

Forwarding from 0.0.0.0:8080 -> 8080
Handling connection for 8080

5. http://localhost:8080 IC7 VAL E T,
localhost:8080 T Spring PetClinic 4> FIV 7 7Y r—> 3 VI E— M TT IO ERATES L
ICRY, FFUT—2 3D T—IR—AY—ERICERINTWVWE I EA2ERATEET,

6.5.5. FEIFHR
o H—ER/NA VT 1Y Operator DA VA M=)l
® Developer "\—2Z2RIF 4 TEFEALLET TV —2 3 VOEK

o NRHALNVY—AEENLDY—ADERE

6.6. T—EZXDNOLNA VT4 VT T—9DRA
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EeE 7Y r—>a DY —ERADES

TT)Vr—yavEAEE IR, 7—70—REEILRLTEHGTDIZNNY XV ITH—ERADT VAN
BT, 7—/0—KRENYy XV ITH—ERICERTIDIE, y—EX7ONNA 5 —=T&, =L v
NMIFTPIVERALTT7—VO0—RTHEHEBETIDICUMEBEERDIFENERDZDT, RE#TT,

Y—ERNRA VT (VY Operator £fFEAT 2L, 7TV r—va VRREE, FEETA VT (Y

THEGARETDFIRR LIS, ARL—49—DEBITEZNYF VI —ERET—/O— NEBEIIN
AV RTEFEY, Y= EZRNA VY TAVITARL=—Y—DBNNA VT4 V7= %R HET BITIE, AR
L= —70ONA Y —F 3N\ F VI —EREERT 21— —H, Y—EXNA VT4 TFR
L= —IC&L > TEBMNICRBEINE EDIINNI VT V9T =9 % AT IRELrHY T, RIZ,

HY—ERNA VT4 Operator &, Ny FVITH—EDNONA VT4 V7 T7—9 2BEMICINE
L. 7—70—REHBLT, " EMOHS., FARERIIARVIVRAZRHLET,

6.6 N\A VT4V IT—YRNRATBAE
KEIV VTR N YTV IT—SOARICHERTI 2 HERICOVTHBALET,

T—70—ROBEHPRIE, BLUCRBINZY—EREOEEFEZBBLTELIICLTLES
LY,

NAVTAVIT—FRBUTORRFTRARAINET,

o NyXU H—ERIE, FAEYVazZVv I —ERYY—RELTHETEZT,
BRIV —EREIY—EZANA VT4 VTHERICENT 2E5DICRY T, BBR/NA Y
FAVTT—HETRTCEFARALT Secret )V —R&EH L., NvFx VI —ERXNRY LY
Y —X (CR) TBRIZ2MENHYET, IRTDONA VT 1 VI T—HEOHRBIZIEFHNICE
TEINEY,

o NyFxU UH—ERF, FOEYVaZvIIhikY—ER)Y—RELTEIATEEEA,
Ny XV TH—ERDONA VT A VI T8 RRATIZRENHYET, 7—/0— REH
BLUVRRIIGEL T, UFOWTNDDFETNA VT A VI T =9 RATEHIENTEE
_a—o
o EEDY—/ULvIBR

°© ARHLYY—REHE(CRD) X/E CR7/ T—aYaFRLIENAYTA VI T—=%

DES

o FIAYY—RICLBNA VT4V ITT—9 DY

6.6.11. 7O a=-—rvJXxhi=H4—EXR

7OEYazZrv Iy —ERIE. Ny F U TH—E X CR D .status.binding.name 7 1 —JL K (C
BCE XN/ Secret )V —ZAANDBROHZ Ny FV JH—ERXCREXRLZF T,

Operator 7ANA ¥ —F7zld, Ny ¥V TH—EREERT 51— —H. Secret )V — % {ERK

L. Ny F v JH—ERXCR®D status.binding.name 27> 3V TZDCREZBRLT. ZDAE%:
FALTY—ERNSA VT4V THRICENTEET, ZDSecret )V —RE, Ny F U JH—ER
KR T 2DICT7— 00— NIIRBRIRTONA VT A VI T—HEEIBET DHELNHY FT,

LLTFDFIE, Ny Fo TH—EXBELVCRMSSIBENS Secret 1) V¥ — X %K 9 AccountService
CRERLTWET,

f5l: AccountService CR

apiVersion: example.com/vialphai
kind: AccountService
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name: prod-account-service
spec:

status:
binding:
name: hippo-pguser-hippo

fl: sBX N7 Secret YV —2R

apiVersion: vi
kind: Secret
metadata:
name: hippo-pguser-hippo
data:
password: "<password>"
user: "<username>"

P—EZANL VT4V TYY—REEHRT B E X, RD &L T ServiceBindingft#& T
AccountService ) V —RADF A EEIEETCXF T,

ServiceBinding ') ¥V — X Dl

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: account-service
spec:

services:
- group: "example.com"
version: vialphat
kind: AccountService
name: prod-account-service
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

f5l: 8k APl T®D ServiceBinding Y vV —2X

apiVersion: servicebinding.io/vibetat
kind: ServiceBinding
metadata:
name: account-service
spec:

service:
apiVersion: example.com/vialpha1l
kind: AccountService
name: prod-account-service
workload:
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apiVersion: apps/v1
kind: Deployment
name: spring-petclinic

CORETIE, 7—o0—RNIC7AOY o >aryInzanN\1 5740 77—49 LT, Secret )V —
2 %5089 % hippo-pguser-hippo IZ. IRXTDF—%=RHEHLET,

6.6.1.2. BED— L v NS

Y—ERNA VT4V ITEETESRTEXS Secret ) V—RAT, MEBRNA VT AV ITT—HETART
DNHAATEIHBAICIOFEFEATEET, TDAAETIE ServiceBinding ') ¥V — X (& Secret ') V —
AEEESRBL, Y —ERICEHKLE T, Secret )V —RADEF—HIBNA VTV I7TF7—=v&LTA
HXhZxd,

f5l: binding.operators.coreos.com APl TD{#k

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: account-service
spec:

services:
- group: ™"
version: v1
kind: Secret
name: hippo-pguser-hippo

fl: servicebinding.io APl IC £ U 7=tk

apiVersion: servicebinding.io/vibetat
kind: ServiceBinding
metadata:
name: account-service
spec:

service:
apiVersion: v1
kind: Secret
name: hippo-pguser-hippo

6.613.CRDXXEIFXCR7/FT—avIlLdNAMA VT4 T5—95EET D

CDFEEFALT, Ny XV IH—ERDYY—RIIT/F—2aveafd. SMyTavT7575—4%
EREDT /) TF—av TRBETEZEY, metadata /> a VIl T7 /57— avaEEBmMTdE, Ny
FUVIY—EXDCRBELUVCRDIEEINET, Y—ER/NA VT 1T Operator iECREL T
CRDICEBMINDT7/F—YavaiREL, 7/ 5—YavIl&EWTHEBEIhEEFALT
Secret )V — X&KL F T,

LLFDFIE, metadata /> a VIBIMINhE T/ FT—Yave, VY—ANLERBRINS
ConfigMap # 72 =V hARLTWE T,

BICR7/)F57T—>avTEEINS Secret AT MDSDINA VT4V TTF—9DAHR
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apiVersion: postgres-operator.crunchydata.com/vibetal
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-pguser-{.metadata.name},objectType=Secret'

LE2DFITIE. hippo-pguser-hippo ICfZ3R$ % {.metadata.name}-pguser-{.metadata.name} 7> 7
L—RNZy—oLy NEDERIEBRELE T, 7V 7L — MIIFEHD JSONPath RIZFEZEH D Z &
NTEET,

)y —2AbSDEBEINK Secret ATV b

apiVersion: vi
kind: Secret
metadata:
name: hippo-pguser-hippo
data:
password: "<password>"
user: "<username>"

Bl:CR7 /57— a vV TCEEINS ConfigMap A TV kDBSDNRA VT4V TTF—9DR
5]

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-config,objectType=ConfigMap'

LEEDFITIE. hippo-config IZf#3RF % {.metadata.name}-config 7> 7L — MNIERET v 7D A
ERBELEFT, TV TL— MIIEHRD JSONPath RIRAEHZ I ENTEET,

Bl: )y —ZAh5DSBI N/ ConfigMap £ 7 ¥ b

apiVersion: vi
kind: ConfigMap
metadata:
name: hippo-config
data:
db_timeout: "10s"
user: "hippo"

6.614.FIBYY—RICLBNRM1 VT 1 T5T5—9 DK
Ny XV TH—ERD, "M VT4V ITT—9OBBICERTE3)IL— N H—ER, BEYY 7.

=Ly hpE, 1DULEDKubernetes VYV —RERAELTWSEHEIF. TOXY Y REFHTEE
o ZDAZETIE. Service Binding Operator (&, Ny £V JH—EXCROIMETSZ )Y —ZAHHN
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AVT4 VI T—9%RHLET,

ROBITIE, detectBindingResourcesAPl 4 72 3 >~ ' ServiceBindingCR T true ICEREI N TW
x7,

B

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-detect-all
namespace: my-petclinic
spec:
detectBindingResources: true
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

BERIDHITIL. PostgresCluster 124 L)Y —RFI— b, Y—ER, BEXTY T, FiE>—7
Ly MRED 1D E®D Kubernetes Y Y —XZFBELE T,

H—ERNA VT 4% Operator I, FIEYY —RZTEIXREINDINA VT4 VI T—49 % BHEM
KRB LET,

6.6.2. 7T —9ETI

/

N

N
Al

THEAINZT—YETIIE. BEORAICHEVNE T,

\

—<3

NAVTAVITT/T—=2avid, UTORVNEZERTZILENHY FT,

\
NI

"<VALUE>|(path=<JSONPATH_TEMPLATE>(,0objectType=<OBJECT_TYPE>)?(,elementType=

.'j_
service.binding(/<NAME>)?:
<ELEMENT_TYPE>)?(,sourceKey=<SOURCE_KEY>)?(,sourceValue=<SOURCE_VALUE>)?)"

T T, LFD LD Iy £,

<NAME> NA VT4 v TE=RFAT 58R1%Z1EEL X7, objectType /{5 X —% —5'Secret 7=
I+ ConfigMap ICEREINTVWBIHEICOHRATEET,

<VALUE> path "R EINTUVWAWEEICARIN 2 ERELIEELE T,
T—4% 7L, path, elementType. objectType. sourceKey. & & U sourceValue /X5 X —% —
DFAINZEEEY VT4 v VDFMZRHBELET,

FR6.4NSA—Y—B LT ZDRHA
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F 74 MéE

path RS Z } TEEN/ JSONPath RIBTRES 4L
% JSONPath ¥ ¥ 7L — k.,

elementType path /XS5 X —% —TSRBINZERDOEHNLUTF  string
DOWTNDDE A TICERT 2D EIDNEERE
LE9d,

e string
o sliceOfStrings

o sliceOfMaps

objectType path /X5 X —4% —TRINZERDEN. RE  secret(elementType H*'XF
@ namespace @ ConfigMap. Secret. %7 TS DIHFE
FEXDOXFIESBTI2NEIDEEREL X
£

sourceKey NAVT AV IF—9 EIRET BBIT/NA Y ZLAL
TAVITU—=0 Ly MBIIXN S
ConfigMap % 7-(% Secret ') vV —2D ¥ —*%15
ELET,

SEEC:

e elementType=sliceOfMaps &
In 354, sourceKey /35 X —
Y—id. EBINA VT4 T—
Ly hOF—& LTHERAINS, v
TDRZAZADF—%BELET,

o IDATVavIRSA—Hy—AFRHL
T. BBXN 3 Secret £/ 1%
ConfigMap Y vV —XDEEDNI Y ~
J—%NA VT4V TT7—=9ELTA
BRLET,

o IBEINTLWARWEA., Secret /(%
ConfigMap ')V —ZX0 5D FRTD
F—EIrREIN, XM VTFavY
=Ly MBI ZET,
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F 74 MéE

sourceValue IYTDRSAADF—%EELET, B9
SEEC:

o ZDF—DEI, NM VTV TI—
2Ly MIBIMINEF—EEDRT
DIV RKN)—DEEERT BR—R &
LTERINET,

e X 5(Z, sourceKey DfEIL, /N1 ¥
TAVITU—=0 Ly MBIIXN S
F—EEDRTDIV N)—DF—&
LTHERINET,

e elementType=sliceOfMaps D%&
DHBHETY

T

pa 3

sourceKey & & Uf sourceValue /X5 X —% —(d, path/ NS X —4 —TIEEINLER
' ConfigMap 7|4 Secret ) YV — R 2SRRI 25EICOHBHEINE T,

663.7/)5F—2aveyvbEV S AEF T avICERETS

T)T—=2avil@F T avnIi4—ILREEHDZIENTEET, LA Y—ERTY KRS
VRDEREAEMEE LRWGE, BRBHRADNAIDNEFEELLVWTREELGHY ET, DL D RIFA,
TI)T—=2avDI =Ty MRIZT 4 —IL RDNFELLBWVWAREELSHY £T., TOFER. Service
Binding Operator &7 7 # )L N TIZT S5 —% %KL £T,

H—ERTONAY—E, 7/ 7—2a Vv EVIDRENE I DNERTLOHIC. H—EREFMIC
TBHEXILT/T—YavIil optional 75 VT DIE%ZERETE XY, Service Binding Operator (&, 4 —
oy NRZANMERTRERIBEICOM, 7/ T7—2avIvEVIERELET, 9—4 v NRZAHFA
TERWIEA. Service Binding Operator &4 7> avDvvEV I E XXy F L, T5—%52HNT3

ZERLKBEORYEY DRRERITLET,

FIR

o 7/)F—2avDI714—ILR%EF T avIlT BICIE. optional 75 JE% true ICEREL F
ER

B

apiVersion: apps.example.org/vibetat
kind: Database
metadata:
name: my-db
namespace: my-petclinic
annotations:
service.binding/username: path={.spec.name},optional=true
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pa )

e optional 7 5 J/{E% false IC5%E L. Service Binding Operator B89 —4" v K/
A%HRDIFBZENTERWESE, Operator &7/ 7—> 3 vy EVJILK
BmLET,

e optional D7 Z JILENREINTVWAWGE, Y—EXNI VT4V Y
Operator &7 7 # )L N ClE% false E R L. 7/ 7—>3avvvEVJICK
BLET,

6.6.4. RBAC £t

H—ERNA VT 147 Operator EFERLTNYF UV ITH—EANSA VT4 VI T7—89 % RHT BIC
&, FEDO—ILR— TV AHE (RBAC) /A—I v ¥ 3 R EILARY 9, ClusterRole ') vV —
ADrules 7 1 —IL NICHEDCEBFEEZEEL., NvF UV IHY—ER)Y—ADRBAC/A—Ivavi
FELET, IhbDrules #EHET D&, Y—ER/NA VT 145 Operator &7 5 A9 —2{KT
Ny XV JH—ERYY—RADNA VT A VI T =9 mAMBIENTEET, 21— —ITNM Y
FAVITT=IDHIAMY FLEET TV r—oa v ) Y—ADEED/IR—I v a v niga, v —
EZXNA YT 1> Operator & ZDE I RA—HF—DHY—ERET7 TV 5r—2aVIINA YV RTER
WEDICLEY, RBACEHZIEFITZHIET, A—F—DFAELN—I v avyEig%zObE#L, &R
INTWAWY—ERFLRB TINS5 —>avADT7 IR &HEET,

H—E RN VT 1Y Operator l&, BERDOY—ERT7HD Y N%&EAL T Kubernetes AP IZHF L T
VOTANERTLES, 774N MTR ZOT7HAVY MEF—ER%ZT7—70—RFIINNA VKT
TeHDIN—Z v avaEFL, HICUTOELED Kubernetes £721& OpenShift # 7Y =7 hT&RIh
F9,

o FOA AV

e DaemonSets

® ReplicaSet

e StatefulSets

o DeploymentConfig

Operator T —ERXT7 AU Y MIEMNINZI Z XY —0O—LIZ/N1 ¥ RE N, Operator 7O/ ¥ —
TV ZRY—BEEFERIT—IVO— R NDARY LY —ER)Y—XDNA 2V REBFMICTEE
¥, ClusterRole ROMEL/N—I v aryaft573 %ICIE. NIl servicebinding.io/controller 7
SUTTINNEMT. 75 7DfEZ true ICRELEY. UTOHIE. y—EXNA VT4V T
Operator #* Crunchy PostgreSQL Operator D A 24 L1) Y —X (CR) = g, BE#l. LU —EXF
TE5DEHATEHAEERLTVWET,

fl:Crunchy PostgreSQL Operator IC& 2 TFAOEY 3 =Y J XN 3 PostgreSQL 7 — 4 R—
AL VRI I AANDIR VT4 VT DB

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:
name: postgrescluster-reader
labels:
servicebinding.io/controller: "true"
rules:
- apiGroups:
- postgres-operator.crunchydata.com
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resources:

- postgresclusters
verbs:

- get

- watch

- list

DY ZRAY—O—)bik, Ny F 2 TH—E R Operator DA VA M—)LEEIZTF 7O/ TEF T,

6.65. ARAIREBNA VT4 VI T—5DATTY) —

H—ERNA VT 1V Operator 2RI 2 &, Ny F U IH—ER)Y—RBLIVARSI L)Y —
AEH (CRD)DONA VT A v I TS BEZ R RHATEET,

AV VTR SEIER/RAATRBNA VT AV IT—9DATI) —%2FERTBHEEHE &
LIBNALET, hoDyr TV, EEORBEEEGHICEDETEETZ2HENHY T,

6.6.5.1. Y Y —ZA D5 DXFHID/AE

LRI, PostgresCluster 7 24 4 1) Y — X (CR) @ metadata.name 7 1 —JL KD 5 XFF &R
MT5AEZRLTVWET,

B

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding/username: path={.metadata.name}

6.65.2. EBUED/NM1 T 14 JIEBE L TOLAH

LLF DL, PostgresCluster 1249 L)Y —Z (CR) WO EHEEANHTZ2HEFERLTWVWET,

Bl: EEMED 22 FE

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
"service.binding/type": "postgresql" 0

Q postgresql [ETARBINB N VT4 v T 947,

6.653. VY —ZANSBRINBZFEYTY TFLE>—I Ly b2 E2 LTS
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UTOBITIE, =0 Ly h2hzaT/T—2avIldYRART 2 HEEZHALET.
B:7/7—2avIicEdY—I Ly b 2EORAH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-pguser-{.metadata.name},objectType=Secret'

Bl Ry X ITH—ERYY —ZADBHEBRBINE—S Ly b

apiVersion: vi
kind: Secret
metadata:
name: hippo-pguser-hippo
data:
password: "<password>"
user: "<username>"

6.654. )Y —ZADBHEBINZEEYY TFEEY—ILy M SEBEDODTIY M) —%2F
ER

LFOBITIE, 7/ 7—2avIlLYBREYY THLREDIY M) -2 AT 2HEEZHALET,

Bl. 7 /)5—>aveaFALLEEREYY THhonxTy M) —O2H

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-config,objectType=ConfigMap,sourceKey=user'

Bl Ry X TH—ERYVY —ZADBBRBINBHETY S
NA VT4V TT7—4ICIE. &ARid* db_timeout, fEA10s DF—HNNETT,

apiVersion: vi
kind: ConfigMap
metadata:
name: hippo-config
data:
db_timeout: "10s"
user: "hippo"

6.6.55. )Y —RAEZMBEDLARH
LUTDfIE, YUY —2REEDEET /) F—avaFRALTARTIAEEHBELET,
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Bl:7/)5—>avickd )Y —AEREOLAR

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding/username: path={.metadata.name}

6.656. AL avDT k) —%, ETV M) —DXF—EETLHEATS

UFoflE, 7/7—2avaERALTEIY N —DF—CEZHF2IALIYa vy M) —%2R
MY 25AEeRLTVWETY,

Bl:7/)5—avicksdarLyvvayoxry M) —02AH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:

name: hippo

namespace: my-petclinic

annotations:

"service.binding/uri": "path=

{.status.connections},elementType=sliceOfMaps,sourceKey=type,sourceValue=url"
spec:

status:
connections:

- type: primary
url: primary.example.com

- type: secondary
url: secondary.example.com

- type: '404'
url: black-hole.example.com

LTFofITI, 128007/ F—>avyTchalLyvvavyIv )= N Y RIWE7T)r—
vavicEnLdIKTAY v avInA s ERBNALET,

Bl: F—H 77 ANDINA T4 T

/bindings/<binding-name>/uri_primary => primary.example.com
/bindings/<binding-name>/uri_secondary => secondary.example.com
/bindings/<binding-name>/uri_404 => black-hole.example.com

Bl Ny X2 TH—ER) Y —ZADHK

status:
connections:
- type: primary
url: primary.example.com
- type: secondary
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url: secondary.example.com
- type: '404'
url: black-hole.example.com

EEDHITIE, primary, secondary R EDF—%AFRALAETRTDEEZTAY V>3V TED LD
IKLES,

6.657. ALV aVDTFATLETATLIEICTIDODX—TART S

LTFOfIE, 7/ 57—>avaFERLTERIEIIKI2OFXF—42F 2L 0 avy0EBRA BT A
EERLTWET,

Pl 7/)5—>avicksdaL v avoEBEHOARH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
"service.binding/tags": "path={.spec.tags},elementType=slice OfStrings"
spec:
tags:
- knowledge
-is
- power

LUTFOFITIE, 12807/ 7—>3 vy TOALIavTATLDY, "MV REhET7TYr—3
VIZEDEHICTOY IO avIhdahEBNLET,

Bl: F—H T 7ANDINA T4 T

/bindings/<binding-name>/tags_0 => knowledge
/bindings/<binding-name>/tags_1 => is
/bindings/<binding-name>/tags_2 => power

Bl: Ry XV TH—ERYY—RADHEE

spec:
tags:
- knowledge
- is
- power

6.658. I VM) —EZEICI1DODF—%FALTCOAL Y a vy M) —DEEZ LTS

LT, 7/ 7—YaveEFRLTIVRMN)—EZEICID2OF—42F2aLI9¥avyIv ) —
DIE=ERETBHAEERLTVWET,

Bl.7/r—YaveEEALELIOL I aryIY M) —DEDARH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
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metadata:
name: hippo
namespace: my-petclinic
annotations:
"service.binding/url": "path={.spec.connections},elementType=sliceOfStrings,sourceValue=url"
spec:
connections:
- type: primary
url: primary.example.com
- type: secondary
url: secondary.example.com
- type: '404'
url: black-hole.example.com

LTFOFITIE, 12107 /F—>avyTODaAL I a gD, "MV REIWET ) r—yavicy
DEHIICTOAY IV avINIIERBNLET,

Bl F—IT7ANDINA T4 T

/bindings/<binding-name>/url_0 => primary.example.com
/bindings/<binding-name>/url_1 => secondary.example.com
/bindings/<binding-name>/url_2 => black-hole.example.com

6.6.6. BEIFR

o USRH—H—ERN—I 3V (CSV)DE

o NAYRF—HDOTOVIIVaY

67. XM VT4 =4 7TaAvzyav
Aty avTlE "M UTa VT3 %FRATE2HAEICODVWTEHBALEY,

671 NA VT4V TTFT—4DEH

NyFXFVJH—ERDNA VT4V IT7—9 %R RALEE. 7—J0—RKRPFZDT—4ICT7IERLT
HMET RIS, Ny XU T —EZRNST—O0—RICT—4A2700 1923V ARENHY F

T Y—ERNA U F 1% Operator I, LTFOWTIHIDAETT 9y 52D —20—KRICH
gmiIcynyzysvavLEd,

L 7274)LELT(T74I0),

2. BEBEZE#H & LT, (ServiceBinding ) ¥V — A H 5 .spec.bindAsFiles /X5 X —4% —%8&E L7
%)o

'1

6.72. 77— 20— RAVFF—RHNIINA VT4V ITF—9A27T 0053 vTd54

LY M) —RADEE

FTI72IMTIE, Y—ERNA VT4V J Operatorld. N4 VT4V IF—9%5T74ILELTT—
9D—|~‘")‘/ ZADBEEDT ALV M)—III9 Y MLET, 7—70—RKDPEFINZAVTF—T
% FE XN 7- SERVICE_BINDING ROOTBEBEZHMAFHALTTA LI N)—RRERETEZT,

Pl: 727ANELTIO Y MNEINBINMI VYTV TT—H

o1


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/operators/#osdk-generating-csvs
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#projecting-binding-data
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$SERVICE_BINDING_ROOT @)

— account-database 9
— type @
— provider ﬂ
— uri
—— username
—— password
L— transaction-event-stream 6
— type
—— connection-count
—— uri
—— certificates
—— private-key

ﬂ )b_l\j_;‘{ |/7|\U_o
OO T VITIERETETALI MY —,

g WHTETALINY—ICTAOT T IV avINBINA VT4V TTF—IDY A TEEBNT B A
D 1D,

Q AT 3V TV = a3 v EETEBRNY R VI — RO TEHATEDLDIC. T
O/NA & — %sﬁk%U?ét&)@lDo

A VT ERBEENE LTHERY 3ICE. REZBOHFANY ICFERATE2EEOTOY

1UF
IV UEEOBMAHEEMEEERL T,

AN
P

fl: Python 7 514 7 > b DfEH

import os
username = os.getenv("USERNAME")
password = os.getenv("PASSWORD")

Digk

==
=

NAVTAVTT—9DT4 LI MN)—RBEFRHLINNM T4 T7—4
2 E Y

Service Binding Operator (&, ServiceBinding ') ¥ — 2 % (.metadata.name) % /\

AVT4VIT7—9T4 LI N)—RBELTHERLEY., ZOLEE

i&. .spec.name 7 1 — /L REN L TEDHZAAA —/N\—F 4 KT 2 HEERE

£9, TOFER. namespace ICHEED ServiceBinding ') YV — X H0'H B I545. /\4

VTAVIT—HEDHEENRET HAEENHY £, /272 L. Kubernetes T
DOR)1—LIIVNOHELE NAVFT4aVITTF—89FT4L I MN)—=ITIE>—7

LYRM)Y—RD1D2DHDLDENEEFNET,

6721 NA VT4V ITT—9 T 7A40ELTTOT IV aVTZE-ODRBRNRADEE
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UFDORIE Z74IDEEDTA LI M) —ICRT Y MINDETIC, M YT 77— 70Yx
72 aVvORKBNAAEZBETIHECEAT IRELTLOTVET,

#*6.5 RN ZADFHEDOHE
MAARHE /bindings/<ServiceBinding_ResourceName>
dir/path/root dir/path/root/<ServiceBinding_ResourceNam

e>

1 DRIDRD <ServiceBinding_ResourceName> T M=l ARILYY—ZX(CR)D .
metadata.name 7 > 3 > CRET % ServiceBinding )V — XD &ZFIAIEEL T,

pa 3

T4 T, BRAINALT7AILDOT I RFFANIE 0644 ICREINTWVWET,
Service Binding Operator &, ‘U‘ EZX 50600 74 & D EERZIBET 515 B ICHEZ
Bl E#2 T 9 Kubernetes DNNJICL Y, FFEDHERZBRETCETETHA, EHEEKE LT,
7—-0—RYY—RATRFTIATWR OIS LFzLET7SYr—3>v0a—NR
EEBELT, 72740 fmpT 4L 2 MY —IlOaE—L, BYIREREZRET DI EN
TXEY,

Bt D SERVICE_BINDING_ROOT IRIBEZEHADNA VT4 VI T—FICT VAL THEAT 5ICIE,
BEEHARADNBEEDO OS5IV /EEOEMAHSEMEEFERALET.

fl: Python 7 514 7 > b DfEH

from pyservicebinding import binding

try:
sb = binding.ServiceBinding()

except binding.ServiceBindingRootMissingError as msg:
# log the error message and retry/exit
print("SERVICE_BINDING_ROOT env var not set")

sb = binding.ServiceBinding()

bindings_list = sb.bindings("postgresql")

BERIDFITIE. bindings_list Z#ICI%. postgresql T— 9 R—RX Y —EXRS A TONA VT4 T
TINEBENET,
673.N\A VT4V TF—=4DTOAv o3y

J— O0—REHBLVBEICIHNLUT, 774ILVFLERBEERELTNM VYTV IT—49%70
DI aveRIENTEET,

IE=S 0
o LUTOHRICOWTERL TS,
o 7—/0O—RDERESIVEHR. EEDY—EREEHET HHE,

o J—HPO—RKRYY—RTONA VT4 VITT—9HEE,
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o FIANMDHETT—97TATIYaVDEERNAREFFET DHEDRE.

o NAVUTAVIT—=IDNNy XV ITH—EANSAREINhTWS,

FIR

L 274N ELTNAYTFa v IF—45700x9>3 03510 BED
SERVICE_BINDING_ROOT BIEZ#HHA T —/ O0— RAERITINZIAVTF—TCHEETDI &
HBHEAL T, BETANY—BERELET,

2. N Y RTF—HERIBEEHELTIOYV I3 rT3IE. BRI LYY —Z(CR)D
ServiceBinding ') ¥ — 2 H 5., .spec.bindAsFiles /X5 X —% —DfE*% false ICFREL 7,

6.7.4. FAEIER
o H—ERALNA VT4V ITF—4 DA

o 7= a3vDY—ROA—RTORMINAENA VT4V TT—9DER

6.8. H—EZX/NM V5445 OPERATORAHLAT7—20— KD/NA
v K

TV r—avRAREER NMUyTavIo—0 Ly bE@ALT. 7—70— K& 1 DFLIZEHK
DNy £V TH—ERINA Y RTIREBELNHYET, TOY—=I Ly ME, 7—70—=RICE>TE
RAINBIRHREFRET DLDICERINETT,

EzE, BERTIY—EADNTTIINA VYT A VI T—9 /AL TWEELET, 2D

A. ServiceBinding X% L)Y —Z (CR) &EHIZ, FRAINZT7—/7O0—RKOMBEBIIRYZET, 0D
ServiceBinding CR #3252 & T, 7—270—RiENA Y REBH—ERDFEMEHICNNS VT4
VIBKREEEFELET,

ServiceBinding CR Dl

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
namespace: my-petclinic
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

Y—ERYY—RD—EBAEIEELFT,

®9

Deployment & 7z PodSpec B A A ENRAKRD Y YV —R &SR 24 TINT7T) 5r—> 3
Vo
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#exposing-binding-data-from-a-service
https://redhat-developer.github.io/service-binding-operator/userguide/using-projected-bindings/using-projected-bindings.html

EeE 7Y r—>a DY —ERADES

LEEDHITRIND L DI, ConfigMap F7zId Secret Bix%, NA VT4V IF—9DY—RELT
FRAINZY—ERA)Y—RELTERFERTZIEETEET,

6.81LMHANTTI—

B8 2A M Z 7Y —IL, binding.operators.coreos.com APl 7 )L—FTOHFETEZET,

BERANSTY—ECGoT v TL—hEFRALT, Y—EANAYTA VT )ITRANTARY LiXA
VTAVITREERTDDICEILEEY, BERANFTY—IE ServiceBinding X5 L)V —2R
(CRIDYYEV T ZBTIRTOBMICEAINIY,

NYFVTH—ERE, "M VT4V TRET7AINEFRIEBREEHELTY7—/70—-RICRBLE
To 7—V0—RDMBEEORXTRBINDZINSA VT4V ITEZEERL, NyF U ITH—ERHDSKRM
INBINA VT4V ITEDNTDOHATHHETERWES, MBANSTY—&FRHLTNNM VT4V Y
REEBRTEET,

EFHH DERNEEHH

WMEANS TV —AFHTEZ—AH, 7—70—RDERPEHKICL>TIE., FEOHAEDLETUTOD
EERADEBRUEBREHEZFAL T, XFNEEBRTETET,

e upper: XFEAXFICE#RLET,
o lower: XFHE/NLFICEBLET,

o title: FED—MDEDEHRWT, BEDORMNDOXFARXLFICHRDE LI ICXFI2EHLF
-a—o

FRIICERBINEBERA NS TI—

T/)TF—=avTEESINNNM VT4V T8IE. LTOERIICERZEINZAEZA NS T I —ICHK-
T. 7—70—RANDOKRMENICZBIOZRICHT L TUEBEINET,

e none: CNMEAINDE, "M VT4V ITREFEEINI A,

B
vTL—=hDAVRAIE KA VT4 v T {{ .name }} DX ERY X7,

7__
host: hippo-pgbouncer
port: 5432

e upper: namingStrategy ' EHEINTWRWBSICHAINE T, IhBERAINS & /N A
VTAVITEF—DIRTDXFIERLFICE#RLET,

B

FTYTL—bOaAVIRAIIE N VT4 v TE&IE {{ .service.kind | upper}} {{ .name |
upper }} DX ZEY £7,

DATABASE_HOST: hippo-pgbouncer
DATABASE_PORT: 5432

77— 20— KRHBOFEREERT Z561E. DAY LGEAN STV —%2EHL., EHEFE T
NRL—9—5FALTNAI VT4 Vv IEZEEETEET (5.PORT_DATABASE),
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o NAVUTAVITEN T 7A4IE LTRMINBIFE, T74I KT, BRIEH
INnoneffERANSTY—NERAIN, N UT a4V TZIETEIhFTHE
Ao

o NA VT4 VIENRIEEHHE L TRM I, namingStrategy AEZEINTW
BWBEICIE., T 74 MTIEERIESHI N/ uppercase G A k5 72—
BRHINET,

o WAV LNA VT4V JTZEERERBHDRULEBREOFDHEAEHE % EH
LT, ARVLBRANSTIV—ZEETDHIET, BRIIKEEIN BB R L
SFY—hLEEXTEET,

6.82. BEMRNAVYTAVTFX T3y

ServiceBinding 2 ¥ LYY —X (CR)ZEELT. ROBERNA VT4V TF T avaEFERTE
7,

o NAYUTFT 4 VITRDER: ZDA 7> avid, binding.operators.coreos.com APl 7' )L— 7T
DHEATEET,

o WRILNAVT 4V ITT—9DIERKR: TDF 7 3 id, binding.operators.coreos.com AP|
TJIW—TTOHMEATEZET,

o SN ELIY—EFERALET7T—VO—RONAI VY R ZDAF Ty
I%. binding.operators.coreos.com & & U servicebinding.io APl 7' )L — D@ A THEEATE
7,

6.8.21.7—70— KFADKMBEID/IN, VT4V THDER

ServiceBinding CR @ .spec.namingStrategy B4 T, N1 VT 1 Y R%EZEET 2 —ILEEETE
FY, & A PostgreSQL 7— 4 R—R IR Y % Spring PetClinic > PV T7 T r—> 3 VI
DVWTEZXATHEL LD, TDFA. PostgreSQL T—IR—AH—ERIF, "M VT4V TICFERT
27—9R—Z2D host 5LV port 7 1 —JL R&ERABL £9 . Spring PetClinic 4> FILT 7)) r—
vavid. MM UTAVTEEFRALTCIORRINENA VT A VI T—9ICT IV ERATEZXY,

fll:ServiceBinding CR @ Spring PetClinic 4>~ V7 ) r—> 3>

application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

fll:ServiceBinding CR M PostgreSQL 7 —4 RXR—AH—E R

services:
- group: postgres-operator.crunchydata.com
version: vibetai
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kind: PostgresCluster
name: hippo

namingStrategy "EEZINTHE ST, NI VT4 VIVENRIEEHE LTRMINZHBE. NvFY
7 —E X ® host: hippo-pgbouncer EH & URMI N ZBRIBEZHIILUTOBD L S ICKRRINZE
ER

B
I DATABASE_HOST: hippo-pgbouncer

2T, LTFD LD IChY £,

DATABAS kKind \v 7TV RH—ERZEBELIXT,
E

HOST NAVTAVTREERELET,

POSTGRESQL_{{ .service.kind | upper }}_{{ .name | upper }} ENV@REZRA NS TV —%#EHT 3
EH—EZRNAVYTA VTV I TANTCERBLEARILNA VT4V TEZD—EBENLUTOHD &L S
IKRAINET,

B

POSTGRESQL_DATABASE_HOST_ENV: hippo-pgbouncer
POSTGRESQL_DATABASE_PORT ENV: 5432

LUFDIERIE. POSTGRESQL_{{ .service.kind | upper }} _{{ .name | upper }} ENV&H&ZZ 57
V—TEHEINGRBICOVWTHBALTWET,

e name: Ny XV IJHY—EXADNRHTEINA VT4 VTR EZBRLET, LROHITIE. N1V
T4 %413 HOST & & U PORT T,

e _servicekind:/N\{ VT4 VIEDBRANST TV —TEEINDI Y —ER) Y —ADEEAS
BLZET,

e upper:Go TV L —bMXFANAEIVNAIT BRI FI = RUEBT B7-DIFERT 2XF
HIREEL,

e POSTGRESQL: h R % L/NA VT 1 v JZDIEIEEE,
o ENV:ARY LNA VT 1V TRDERE.

BB DA & EHRRIC. namingStrategy TXFHTF Y FL—bhEEEZL. N VYTV TEZDETIAThOD
F—DBHY—ERNRA VT4V TYIIRAMIES>TEDLIICEBININEERETEET,

6.822. WARAIYLINA VT4 TF5T—9 DVERK
TT)r—yavEaEREIR. UTORRTHRYILNA VT4 VT —9 5 ERTEET,

o NyXVJH—ERNNA VT4 v IT—=8%RFHLAW,
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o RNEAINBZEN. 7T—7O0—RIL>TERINSHATIHFIATEEEA,

fEZE, Ny F YV ITH—ERXCRHIER M, R—b, BLVTF—IR—2R2—Y—%RA VT4V
T—HELTRRATEN., 7—00—RRENA VT4 VI TF— 95 EREXFINE L TERTLIEEE
KE2T—REEZTHET, NvFVITH—ERX%ERKT Kubernetes ) V—RADEMEFAL T, &
REILNA VT4 VT T—I 5 ERTEET,

B

apiVersion: binding.operators.coreos.com/vialphaft
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
namespace: my-petclinic
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo 0
id: postgresDB 9
- group: ™"
version: v1
kind: Secret
name: hippo-pguser-hippo
id: postgresSecret
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments
mappings:
## From the database service
- name: JDBC_URL
value: 'jdbc:postgresql://{{ .postgresDB.metadata.annotations.proxy }}:{{ .postgresDB.spec.port
WA{ .postgresDB.metadata.name }}'
## From both the services!
- name: CREDENTIALS
value: {{ .postgresDB.metadata.name }}{{ translationService.postgresSecret.data.password }}'
## Generate JSON
- name: DB_JSON 6

value: {{ json .postgresDB.status }} ﬂ
Ny XU JH—ER)Y—2DEH],
F 7Y avoHRF,

Service Binding Operator BV 49 % JSON £, Service Binding Operator (&, Z® JSON £ %
T77AINVELIRIEEHOELRIE L TR LET,

o 009

Service Binding Operator D" 9 % JSON {E, Service Binding Operator (&, Z® JSON fE%
T77ANVELIFREEHE L TEFELET, JSSONEIZIEK. Ny F U IH—ERARILYY—R
DEELET71—ILROEBENEFTFNIT,
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6.823. RNV ELIVY—%FEALIE7—70O0—KD/IX1 VK

IRV ELIS—%EFERLT, "M Y RT2T7—IVO0—REBETEET, INILELIY—%FERAL
T7—70—RERBIZIH—ERNSMI VT4V J%EFET 5 E. Service Binding Operator (&, 187
INEIRILELII—II—BT2HLWI—7 00— REEHRRNICKRDIFTARAI Y RLEDELET,

ez, V5249 —EEEIL, ServiceBinding CR TiEt]7%: labelSelector 7 1 —JL KR ET S Z
&I &Y. environment: production T ~NJL %z 5D namespace AD TN TD Deployment iCH—EX
HINA Y RTEEY, ThiZLY. Service Binding Operator N6 D& T7—- O0— K& 120
ServiceBinding CR IC/N1 ~ RTEX X T,

binding.operators.coreos.com/vialphal APl @ ServiceBinding CR Ml

apiVersion: binding.operators.coreos.com/vialphaft
kind: ServiceBinding
metadata:
name: multi-application-binding
namespace: service-binding-demo
spec:
application:
labelSelector: ﬂ
matchLabels:
environment: production
group: apps
version: v1
resource: deployments
services:
group: ™"
version: v1
kind: Secret
name: super-secret-data

‘) NAYRXINE7—0—REEELET,

servicebinding.io APl @ ServiceBinding CR Ml

apiVersion: servicebindings.io/vibetat
kind: ServiceBinding
metadata:
name: multi-application-binding
namespace: service-binding-demo
spec:
workload:
selector: ﬂ
matchLabels:
environment: production
apiVersion: app/v1
kind: Deployment
service:
apiVersion: v1
kind: Secret
name: super-secret-data

‘) NAYRXINE7—s0—REEELET,
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BF

RDT 4 —ILRDRTEFEEHRT % E. Service Binding Operator (E/31 V7 4 ¥ T %
BESL. I5—%%EmLET,

e binding.operators.coreos.com/vialphal APl D name 7 1 —JL K &
labelSelector 7 1+ —JL K,

e servicebinding.io API (Spec API) ® name 7 1« —JL K & selector 7 1 —JL K,

BN Y FOERMFEERES D

WAV RO L7, name 7 1 — )L RZERALTT7—70—RZ#HANT 2H5E52EITHFEL &
Do TDT7—-0O—R%EHIFRL THIEMY % &, ServiceBinding ) AV 44 >—I1d7—/0—RKR%2H
NA v K&, Operator @\ VT4 VI 5F—49%27— 0O0—RICHKETEEHA, L2

L. labelSelector 7 1+ —)L K&FEHA LTV —2- 00— K%#39 %3545, ServiceBinding ') >4
Z—IE37—o0—R%EB/NNM1 YKL, Operator dN\A VT4 VI T—95RBLET,

6.8.3. PodSpec ICH#EM L TW WAV S —T— 0= RKD/NA VR

H—EZANA VT4 Vv TD—BHARSF VAT, Ny FUFH—ER, 7—20—R (F7O4 XY
M. BLUVHY—ER/NA VT 4V Operator 2% ET 2ENHY F9, PodSpec ICERLTHL

3. FToa4~x)—7—o0O0—K (7_“‘7°D’f)( Y M) &Y —ERNA VT 4 Operator DREICH B H
vH)—0—4o0O0—K (7Y —2 3V Operator DHFEELHY E ) PESTZVFYFITODVWTE
ATHET,

CDEOSBEAVY)—0—O—KRYY—RADFE., IVTFF—NR20AQ5—> 3a VIFEETY,
P—EANA VT4V ITDFBE. CROEAVHY ) —7—2- 10— KA PodSpec ICHEHL L TULWRWEE.
AVTFHF—NR2A0AT—2aVERET2HRENMHYET, ThIZLY, "MV TavIT7—%
MServiceBinding AR Y LYY —X (CRYDEAVH)—7—- O—RTHEEINZOAVTF—/IRIC
RRINF T (LEZIE Pod RIS VT4 VI TF—9 5B LI BWGE

Service Binding Operator Tl&, AV FF—FkiE>—I L v BT —00— KRIZEET 25D/
AEREL. INSDRREHRY LDFBRICN, Y RTEET,

6.831LaAYFF—RAOARY LOF— 3V DH

Service Binding Operator B4 VT 4 VT — 9 ZRIFEHE L TRFET 258, CDHRY LD
ffri% binding.operators.coreos.com APl 7 )L— 7 TCERATEXZ 7,

PodSpec ICEH L TH 53, spec.containers /XA ICEMNTWEAVTF—%2FE oAV ) —7—
JO0—RCRICDVWTEZXATHET,

Pl zh¥)—2—-s0—FKCR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:
name: secondary-workload
spec:
containers:
- name: hello-world
image: quay.io/baijum/secondary-workload:latest
ports:
- containerPort: 8080
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FIR

e ServiceBinding CR TE% 57 L T spec.containers /XX %5k E L. TD/XA%
spec.application.bindingPath.containersPath h X% o045 —> a3 VNS4V RKLEXT,

fll:ServiceBinding CR & h A% L% —< 3 D spec.containers /XX

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
id: postgresDB
- group: ™"
version: v1
kind: Secret
name: hippo-pguser-hippo
id: postgresSecret
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments
application:
name: secondary-workload
group: operator.sbo.com
version: v1
resource: secondaryworkloads
bindingPath:
containersPath: spec.containers 6

Q Deployment & 7= 1& PodSpec AMAAENERAHEDY YV —R 58BT3 4 TILT7 T
7_9 3 yo

9 PodSpec IC#HLL TWARWEAHVF Y —T—oO—K,

©® vir—rRoHRIYLAT—VaY,
AVTFFHF—NR20AT5—>avaERE LRI, Y—ERNA VT 1 v J Operator /N1 VT4 27
T—HEERLET., INhid. ServiceBindingCROtEAY ¥ —7—- 0O0—KRTHREINZAVT
FT—NRRATHATEET,

UTFDfE. envFrom”Z 1« —JU K &secretRef7 1+ —JL Rz Dspec.containers /N X =R L TW X
ER

fBl:envFrom & & U secretRef 714 —IL KDH Bt HhV¥Y—7—4-0—KCR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
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metadata:
name: secondary-workload
spec:
containers:
-env:
- name: ServiceBindingOperatorChangeTriggerEnvVar
value: "31793"
envFrom:
- secretRef:
name: secret-resource-name g
image: quay.io/baijum/secondary-workload:latest
name: hello-world
ports:
- containerPort: 8080
resources: {}

H—EZRNAL VT 14V Operator CERINZELFO2IAVTFTF—D—EDESF, ThoDER
Ny FVJH—EXCRICEDTVWTWVET,

9 H—ER/NA VF 1 >4 Operator IZ& > TEKR I NS Secret 1) YV — XD EHI,

6.832.Y— Ly MMRADARY LOAT— a3 VDX

Service Binding Operator BN VT 4 VT — 9 ZRIFEHE L TRFET 258, CDHRY LD
Firi& binding.operators.coreos.com APl 7' )L — 7 CHERTE XY,

PodSpec ICEHLL TH 57, spec.secret Y RICENMNTWEY—V Ly NDHEFIDEAVS Y —
7—270O—RKCRZEZTCHZET,

Pl.zh¥)—27—-s0—FKCR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:

name: secondary-workload
spec:

secret: "

FIR

e ServiceBinding CR TE%EE L T spec.secret /X2 %R E L. D/ %
spec.application.bindingPath.secretPath h 2% L0 —> a3 VIZNA >V KLET,

fll:ServiceBinding CR & h A ¥ L4 —< 3 D spec.secret /X R

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:

application: ﬂ
name: secondary-workload
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group: operator.sbo.com
version: v1
resource: secondaryworkloads
bindingPath:

secretPath: spec.secret 9

ﬂ PodSpec ICEHLL TWRWEAV S Y —T—o0O—K,

g Secret ) YV —ZADEZFIEENZL—I Ly NROARY LOT— 3,

Y=o Ly hR2ADOT =Y a VERELLEIC, $—ER/NA YT 1 ¥ Operator ld/N\A VT 1 v
TJ7—89%%mLEY., Thid. ServiceBindingCROtAHV 4 —T7—/O0—RTHEEINZY—7
Ly hSRATHBATEET,

LLFofiE. binding-request {EIC & % spec.secret /X2 A2 RLTWET,

fl:binding-request BN FREI Ntz hV ¥ —7—-0O0—FK CR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:
name: secondary-workload
spec:
secret: binding-request-72ddc0c540ab3a290e138726940591debf14c581 ﬂ

ﬂ Service Binding Operator D49 % Secret ') ¥V — X D—E D &R,

6.833.7—/O—KYyy—R%vtEvy

R

o J—/O—RYVY—RIvEVJIE. mADAPI TIL—T
(binding.operators.coreos.com & & U' servicebinding.io) M ServiceBinding
ARG LY)Y—R(CRYDEAVHFYY—7—- O0—KRTHERATEET,

e servicebinding.io API 7 )L—7DTFTD
#. ClusterWorkloadResourceMapping ') ¥V — X %= E&ET 2EHNHY £,
7272 L. ClusterWorkloadResourceMapping ') ¥V — X
i&. binding.operators.coreos.com & & U servicebinding.io DA D APl 7
JL— 7T ServiceBinding ') V —R EWEEL T,

AVFF—NRADREREEFALTHRY LNRRADBRERETIRWVNEERK. XM VTV IF—
YERTTDUNENH DB ERICERTEX XY, servicebinding.io APl 7 )L—7T
ClusterWorkloadResourceMapping ') ¥V — 2% E&HL T, HED7—/7O0— NOBEONA VT4~
TTF—9 %5/ T2HBMEBELE T,

RDFIL. Crondob.batchivl VY —Z2ADY vy EY VA EHET BHEERLTVWET,

fl: Crondob.batchivt Y YV —Z2ADY vy EV T
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o ® & o

@ & O o

104

apiVersion: servicebinding.io/vibetat
kind: ClusterWorkloadResourceMapping
metadata:

name: cronjobs.batch ﬂ

spec:

versions:
- version: "v1" 9
annotations: .spec.jobTemplate.spec.template.metadata.annotations 6
containers:
- path: .spec.jobTemplate.spec.template.spec.containers[*] ﬂ
- path: .spec.jobTemplate.spec.template.spec.initContainers[*]
name: .name
env: .env G
volumeMounts: .volumeMounts ﬂ
volumes: .spec.jobTemplate.spec.template.spec.volumes 6

ClusterWorkloadResourceMapping ') YV — XD EHl, ¥v FX¥N/ic7—oO0—KYY—2D
plural.group & L TR T 2 MENHY X7,

Ty TINTVWBYY—RDON=V3 v, BEINTWARWA—=UaviEE *TAIRA—FE—
BIEBIENTEET,

Z4 7 3 >:Pod IO .annotations 7 1 —J)L KDFEFIF., EE JSONPath TIREINZF T, T
7 # )L MElE .spec.template.spec.annotations TY,

JSONPath THEE I N7z, Pod A® .containers & & U .initContainers 7 1 —JL KD 3!

F. containers 7 4 —JLROTICTY M —DNEZINTVLWAWES. Service Binding Operator
DT 7 #JU k& .spec.template.spec.containers[*] & & U
.spec.template.spec.initContainers[\*] D 2 DD/XZ IRV, BDFTRTDT7 1 —IL NIXT 7 #
IWRELTRDEIICEREINE T, LKL, TVN)—%IEETBEAIE. path 71 —ILR%E
EHETI2RENDHYET,

73 aAVFF—HNO .name 7 1 —J)L ROEHBF, EE JSONPath THEEINF T, T
7 #JU MEIX .name T,

AF2av:aAvTF—AO .env 7 1 —)L FOHEF. EE JSONPath THHEINEY, T7 4
JUMNEIZ .env TT,

7Y ar:avFF+—RNO .volumeMounts 7 1 —JL KDERIF. BEE JSONPath T EEINZE
9, T 7 4 MEIX .volumeMounts T3,

47> 3>:Pod O .volumes 7 1 —JL RD#ERIF, BEE JSONPath THEINET, T 74/
N {Eld .spec.template.spec.volumes T9,



BF

e ZDOAVFTHFRXMTIE, EE JSONPath i, ROBIFOAH%EZITAND
JSONPath EDH Ty hTY,

o 74 —Jl R#RZR: .spec.template
o EFIDA vT v R .spec[template']
ZTDMDEEIFZIFFITEEA,

o INLDTA—ILRDIFEAERT T2V TY, BEINTWRWEE,
Service Binding Operator (& PodSpec ') YV — X E E#¥MEDH 2T 7 # )L M &
ELFT,

® Service Binding Operator Tld, INS5DET 1 —JIL KA Pod 7704 XV b D
MIET 274 —IL REBENICAZETHIBVELNHY FT, L&A 7—2
A—KRYY—ZD.env 74 —J)L FORAFIF, Pod )Y —ZD .env 74 —JL K
NFIFANBZOERBULT I BEEZITANZIRENAHY TS, TNHATEARV
BA., TDRELIRT—O—RIINA VT4V ITT—9 %5595 &, Service
Binding Operator TFHI L W WBIMENRE T 2 RIEMENH Y X7,

binding.operators.coreos.com AP 7 JL— I EH OEE

ClusterWorkloadResourceMapping ') ¥ — Z ' binding.operators.coreos.com APl 7 )L— 7D T ®D
ServiceBinding ') V — R EWEET BB E. ROEBENFRERINZET,

e bindAsFiles: false 7 5 7 {E% D ServiceBinding ) V —Z NI h5DT vy EVITDOWThhH
E—BIERINZHE. RIEZHIZ. 5T % ClusterWorkloadResourceMapping ') ¥V —
ATHEEIN/L path 7 1 —)L KOT®D .envFrom 7 1 —J)L RIZHRE I E T,

o VSRH—EFEHEEIL, /N1~ KBMT ServiceBinding.bindings.coreos.com ') Y — 2 ®
ClusterWorkloadResourceMapping ')V — X &
.spec.application.bindingPath.containersPath 7 1 —)L NKOW A %IEETEXZ 7,

Service Binding Operator (&, ClusterWorkloadResourceMapping ')V —X &
.spec.application.bindingPath.containersPath 7 1+ —)L KODWA TEE I NBFIC/N 1 >
TAVIT—9%E/RELEDELET, TOEMEIL, path: $containersPath &4 % £ D Xxd i

9 % ClusterWorkloadResourceMapping ') V —XICOAVFF—I Y MN)—%ZEBMT BRI & &
BALUTY, DT RTDEEFT 74V MEZERY £T,

6.8.4. Ny XV JTH—EANLDT—o0O— RD/INA > KRR
ocW—ILEFALT, NvF U IH—EANST—I0—RD/INNA Y REFBBRTEET,

o NyFVIJH—EANLT—70O0—RKD/INA YV REHERTBICIE. i) oI TWS
ServiceBinding 7 2% L)Y —2X (CR) ZHIFR L £ ¥,

I $ oc delete ServiceBinding <.metadata.name>
B
I $ oc delete ServiceBinding spring-petclinic-pgcluster

ZZTIE. LFD LS Iy £,
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spring- ServiceBinding CR D &Ri%EEL £ 7,
petclinic-
pgcluster

6.8.5. BE B
o T—UO—RENRYFVYIH—ERENIV KT S

® Spring PetClinic 4t~ IV 7 7)) 5 —2 3 > % PostgreSQL 7 — 9 RXR—AH—E R ICEMK L &
ERS

o J7AIDSDHRY LYY —ZXDIERK

® ClusterWorkloadResourceMapping ) V¥V —2DH > FIL A F—<,

6.9. AREN—ARI T4 THFRLALET7 T )= 3 v DY —EZAANDE
o

TN r—oavATEROIAVR—RV M) —T{T5ZEITMA. Topology Ea—%FEHL
TAVAR—RV MNEHEBEICERIZIEETEFET, N UyTa AR5 —FLIFEY 27X
D —DVWIT NI EFRALTCIOVR—XY NEEHFTEET,

AVR—RY NEDNA VT 1V JHEIE. 99—y N/ —RKH Operator " R— b BH—EXT
HEBEICDHELTEET, Thid. RENEZDELIRY—F Yy M/ —RICRS Yy TTBRBICKRTI
1% Create abinding connectory —J)LF v FICL > TRINET, 7V 5—2avBbnN4vrqa Yy
JaAxV 9 —%FEALTH—ERICERIN S &, ServiceBinding MERINF 9, D%, H—E

ZANA VT4V Operator AV NOA—S—EMEBERNA VT4 VI TF—9%T7 Y r—>av77 0

AXMITaYzIvavLET, ERPERIITOhZE, 77V r—YavypBTF 704 3 h,

BHRINIVR—3Y NEOWEI EIINE T,

EVa7Iaxy9—id, EREERL2AVER—RY MNEOREMNLREROAERRLET, JVKR—
2V NEDOREERISHEIIINE A, 9—4 v b/ — KD Operator B’ R— M T B H—ERXTIERWIG
&. Create avisual connectory —JLF v FIZKNEY—45 v N/ —RICRSYITTEERTINE
-a—o

6.9.1. Operator B"XIET 3/84 ¥ REREAY —E X DR & 3 3

A—H—E NV RARGY —EXZ2ERT 2HBE1E. EOY—EIADNNA Y AN Z2H>TWS
MEIHYET, NMYRAREAY—ERIE, 7L Trovil, BEROFM. R)ai—L<oV b,
Y=Ly bk BLUCEOMDNA Y RTF=FREDNA Y RT—4 HIEENRFETLRAT 270,
TV —2 a3 VHBRBICERTE 32 —ERXTY, Developer N —RRIF 1 Tl&, ZTD &L D%/
YV RARRT—EXZRR L THEHTHDICKRIEET,

FIg

® Operator B’XIBEY 2/34 v RAgEAY —ER&ZRE L THENT 256, ROKRET7 O0—F %
BETLTSREI W,

o +Add - Developer Catalog — Operator Backed =% ') v ¥ L T, Operator-backed % 1
WEaRRLET, Y—ERNA VT4V JHEEZ Y R— N T 5 Operator ’X$ET 2% —E
ADHE. ¥4 I)VIC Bindable /Ny YHRRINET,

o Operator Backed R—Y DERIDRA ~ T, Bindable Fxv 7Ry I R%ERLET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#binding-a-workload-together-with-a-backing-service_understanding-service-binding-operator
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#connecting-the-spring-petclinic-sample-application-to-the-postgresql-database-service
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/operators/#crd-creating-custom-resources-from-file_crd-managing-resources-from-crds
https://redhat-developer.github.io/service-binding-operator/userguide/binding-workloads-using-sbo/custom-path-injection.html#_workload_resource_mapping

EeE 7Y r—>a DY —ERADES

vk
Service binding DHEICHEZANIVTTAAVEY ) v I LT, N Y REREAY —ERDE
HzRTLFT,

o +Add->Add %7 ') v 2 LT, Operator T2 —EREZBRTELET, /N1 ¥ RAJEE
BRY—EZR&E7) v 035, ARAIOY A K/AXRILIC Bindable /Ny YHARRINE T,
6.9.2. AVR—X Y NEDEY 1 7IVERDIEK

EYa7Vaxo9—%FRLTT7 ) r—2avaVvR—3x Y MIERTZ2BERERT I ENTEE
ER

ZDFIETIE, PostgreSQL F—4 R—H—E R & Spring PetClinic DY > IV 7 7Y r— 3 VE
DB SR DOIERGI =588 L £ 7,
AR E M4

® Developer /X—2X %Y 7 1 7% {EM L T Spring PetClinic DY~ FIVT7 ) r—< 3 V& ERK
L. 7704 LTW3,

e Developer /83—~ %Y F 4 7% L T Crunchy PostgreSQL T—49 RXR—2 4 Y R Y ¥ A %&{E
L. 77014 LTW3%, TDAY2RY >V RITIE, hippo-backup. hippo-instance. hippo-
repo-host, hippo-pgbouncer ® 4 DDV R—RY KHHY T,

¥

1. Spring PetClinic 4 Y FIVF T r—>avich—VIiLadbt, /— NEOKRMEERALF
-a—o

Be2ETa7NIaAxRI9—

Create a visual connector

@

e hippo-pgbouncer

o
A spring-petclinic
& hippo-..1-xdgh
E& hippo-repo-host

@ hippo-..p-cdfs

2. K%Y w4 LT hippo-pgbouncer 7 704 X~ MIEM>TRKRZ v F L., Spring
PetClinic > T 77TV r—oavaEmLE T,

3. spring-petclinic 7 704 X~ %2 1) v - L, Overview /X)L &EKRRL FF, Details ¥ 7
T Annotations £ a v DIEETA IV %V Yy I LT, Key=
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app.openshift.io/connects-to & Value =
[{"apiVersion":"apps/v1","kind":"Deployment"”,"name":"hippo-pgbouncer"}] 77/ 57— 3
UATTOAAY MBI TWE I E2ERLET,

4. 7 a v ThoDFIEERYERLT, ERLEMOTZ ) 5—avyEaVR—RY MO
IR EN AL TIET,

e33R T SV r—>a v~0ER

[v]
@ java-s.-basic

A sample-app

€ hippo-repo-host

©

@ hippo-..p-c4fs

e hippo

6.93. AVR—FY NEDNA VT 1 ¥ TEHGOIEK
Operator " Y R—FNFTBAVR—RV NEDNNA VT 14 U JHEGABITEET,

ZDFIETIE. PostgreSQL F—4 RXR—H—E R & Spring PetClinic DY > IV 7 Y r—> 3 VE
DINA VT 1 > TEHGOVERSBI %A L £ 9. PostgreSQL Database Operator A% /R— M3 %% —E
ATNA VT4V THEGEERT 2IC1E. £9H7KR— 9 % Red Hat 21D PostgreSQL 7—4 RX—2
Operator % OperatorHub 2B L. Operator 4 Y XA h—ILT ZHELHY £, RIC,
PostreSQL Database Operator (&> —2 L v h, BEYY . ZT7—F R, BLCHEHRBED/N1 V
T4V JIEHR% /AT % Database ') V — X &{EK L. BELZXT,

AR

e Developer /X—2 R F 1 7%{FM L T Spring PetClinic DY > FIT7 T) r— 3 v &ERK
L. 7704 LTW3,

® OperatorHub H* % Service Binding Operator #4 Y XA h—JL L TW %,

e v5Update ¥+ RJLZ{HEA L T. OperatorHub 55 Crunchy Postgres for Kubernetes
Operator 24 Y A h—JL L TW3,
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EeE 7Y r—>a DY —ERADES

e Developer /83—~ %Y F 4 7% L T Crunchy PostgreSQL T—49 RXR—2 A VR Y ¥ A %&{E
L. 7704 LTW3%, TDA YRV RITIE, hippo-backup. hippo-instance. hippo-
repo-host, hippo-pgbouncer ® 4 DDV R—RY KHHY T,

FIR

1. Developer /X\—ZR7 7 4 FIZHYE X, my-petclinic 2 EDFE YR TOV LI MIWB I &
R LI,

2. Topology £ 12—, Spring PetClinic 4> 77 7Y sr—> 3 vith—YILaEbET/ —RK
DRI ZMZE LTI,

3. KEN%2 Y v Y LT Postgres 7 5 A% —®O hippo T—49 RXR—RIIEAMNM>TKZ v J L. Spring
PetClinic Y FIWT7 P ) r—oaveEDNA Vv T4 v THERERILE T,

a. ZEixAAL., Create 71y v o LZET,

B16.4 Service Binding ¥4 7047

Create Service Binding

Select a service to connect to.

Name *

devfile-sample-git-d-hippo-pc

Cancel

F/ld. +AddE2—T, YAMLA 723> %Y v L. Import YAMLEE%XT~L£9. YAML
I544%—%{EALT ServiceBinding ') V—X%EBIML X7,

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
namespace: my-petclinic
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

HY—EANA VT4 VITBERIMMERI N, Y—EANRNAVFavFyaryha—5—F, RYa1—L<TY
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VENAEFERLTI7Z7A4ILELT, T—IR—AG—EROEHEERAT7 TV r—aryr7O4 AV b
ic7OovzyyvavilEzEd, ERPEEICTODNEE, PTUr—2avarBT 704 Ih, EEHLIHE
IAINFT,

BesNA T4 7AxRV 89—

L&

@ hippo-pgbouncer
a spring-petclinic

A spring-petclinic

€D hippo-repo-host

@ hippo-..p-cifs
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Fe=m 7S Yr—a v —EAADEE

pa )

RKENEZRSyJLTCAVTHFAMAZa—%FERA L. Operator Y R— T 2H—EZR
ANDNA VT4V JEEEBIML TERTEET,

Bl6.6 /XM V714 v JEGEEFKT 50DV TFAMAZ21—

€D mariadb 1

Import from Git
Container Image

Operator Backed

e - O ¢

Upload JAR file

6.9.4.Topology E3—HMS5DHY—ERNA VT4 VY TDRAT—4 AR

Developer /N\—2 Y 7 1 T, Topology E2a—%BLUTH—EZRNSA VT AV IDRAT—HY R %Hk
RITDDICRIBET,

FIR

L. H—ERDONA Y RPRIMLES, N Y ROAXVY—%BD Y I LFET, A4 RNRARILHK

T~I N, Details # 7D I Connected 27 —4% ANRKRINET,
WMEITIHE LT, RDAR—I T Developer /X\—ZRYJ 7 4 7H5 Connected R 7—4 R A FRR
TEET,

® ServiceBindings R—/,

® ServiceBinding details R—, I 52, R—I 4 A MLICIE Connected /¥y I HFKRR I
nEv,

CH—ERNRNA T AV TICKRBLERBE. N YT AV TART I —DEHOHRRICHKVKED

ERVWTERNRRINET, COIAXIVI—%0 Vv T5E. Y4 R/XRILD Details ¥ 7
ICError A7 — 9 ANRRINE T, BEICIKEL T, Error A7 —% %2 YYv o LT, BREK
MBI T 2 R/HEDEFERERTLET,

RDR—U T, Developer /X—ZARYJF 4 TH5 Error A7—H REY—IVF v THRRT S
ZEBTEXY,

® ServiceBindings R—/,

m
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® ServiceBinding details R—, I 52, R—I & A MUITIE Error Ny YDRRRINE
ER
(a7 8
ServiceBindings R—Y T, Filter KOy 74OV FHAL T, AT—F RICEDVWTH—ERN1 Y
TAVIEYZAMNERRLET,

6.9.5. EE B R
o H—ERNA VT4 TDER

o /NA Y RE[EE/RBEHID Operator
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#getting-started-with-service-binding
https://github.com/redhat-developer/service-binding-operator#known-bindable-operators

F7Z HELM F v — b DA

F7ZEHELM F v+ — hNDEMA

71 HELM ICDWT

Helm i&. 7 7Y 47— 3 %% —EX® OpenShift Container Platform 7 5 249 —A®DF 704 X v
NEB#ETEYINIZ TRy T—IIF—Yv—T9,

Helm (& charts E WS Ny 5 —IHXZMAL XY, Helm F+ — Md. OpenShift Container Platform
)Yy —R%&ERTB774)DAL Va3 VTY,

PSR —KHNDF v+ — MDETHRHDA VAV RAIE, YY) —R EFEhFT, Fyr— MBI S5RY—IC
AVARM=ILEINTWVWBELIC, FIRDON ) —ANMERINZET,

Fr—bDA VA M=LBE, FEEV) =BTy T L—RFLEO-INy 7INBETIC, BY
VEY a VAMEREINhE T,
700 E0FR
Helm ZLA T 24T O #eeZ 1Rt L £ 9,
e Fyr—hYRIKMN)—IREFELEFy—bORBRELRIL VY 3V DIRE,
e REFOFv—MDEE,

® OpenShift Container Platform F 7z (& Kubernetes ) YV — X DERIC L 2B DF + — b DE
o

o 7)) s—avDFrv—hELTONRYS—IEELVHE,

7.1.2. OpenShift @ Helm ¥+ — k M Red Hat F3%&

Red Hat OpenShift Container Platform ICF 704 §2 20V R—% ¥ MIF L T, RedHat & 3
Helm F v+ — NDIRIEEREEZZIFT DI ENTEEY, Fv— M. BENMED Red Hat OpenShift B2E
D—070—%RTC, £Xa) T4 —AVTSATUVRERRL. TSy NI x—LEDEEY—E
AEMHAIZBETHDEERAELET, REEF v — FDEEMABEHE L. Helm F+— b A Red Hat
OpenShift 7S AV —TY—ALLRICHEET B L 2HEALE T,

7.1.3. BEEER

® RedHat/S\—KF—& LTD Helm F v — MDEREAZEIE. OpenShift D Helm F+ — b ®D Red
Hat 887 2SR LTI,

® RedHat/{— ~F—MIF D OpenShift & & T Container BREICE Y 2 1E# L. Partner Guide
for OpenShift and Container Certification ZZ8B L T XL,

o Fyv—hrDYRAMIDWTIE, RedHatHelm A VT YA 774 ISR LTLIEIL,

e RedHat Marketplace THIFAIBERF v — M 2R T XY, #FMIE. Red Hat Marketplace @
FHEZSRBLTIEIN,

72.HELM 14 Y X =1

LUFDtE >avTiE, CLIZERALTEEBORASZ TSy 74— LIl Hem &4 YA M= DA
EEHRBALITT,

13


https://redhat-connect.gitbook.io/partner-guide-for-red-hat-openshift-and-container/helm-chart-certification/overview
https://access.redhat.com/documentation/ja-jp/red_hat_software_certification/8.51/html-single/red_hat_software_certification_workflow_guide/index#con_container-certification_openshift-sw-cert-workflow-introduction-to-redhat-openshift-operator-certification
https://charts.openshift.io/index.yaml
https://marketplace.redhat.com/en-us/documentation/access-red-hat-marketplace
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#red-hat-marketplace
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¥ 7=. OpenShift Container Platform Web 2> Y — LS &FTD/NA 1) —~D URL ZRDIF 3 I
&, BLBO? 743> %%2 Y v %o L, CommandLine Tools &R L £7,

=S5

o GoN=TavIBUBIMIVAKR—=ILETNRTWS,

7.2.1. Linux D&
L. Helm N4+ 1) —&a4&FooO0—RL, ThEa/REMLET,

® Linux (x86_64, amd64)

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-
amd64 -o /usr/local/bin/helm

® Linux on IBM Z and LinuxONE (s390x)

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-
s$390x -0 /usr/local/bin/helm

® Linux on IBM Power (ppc64le)

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-
ppc64le -o /usr/local/bin/helm

2. XA F ) =T 74 IV =RITHREICLET,
I # chmod +x /ust/local/bin/helm
3AVAM=NINEN=Ta Vv EHERLET,
I $ helm version

H A B

version.BuildInfo{Version:"v3.0",
GitCommit:"b31719aab7963acf4887a1c1e6d5e53378e34d93", GitTreeState:"clean”,
GoVersion:"go1.13.4"}

7.2.2. Windows 7/8 D&
L &HD.exe 774 S A—KRL, FEDT4 LI M) —ICBRELZT,
2. Start#%/% ') v L. ControlPanel =2 ') v -7 LXY,
3. System and Security &R L TH 5 System =2 ) v 7 LE T,

4. ZRID A =2 —h 5, Advanced systems settings %3#3R L. TEBIC#H % Environment
Variables 27 ') v 2 LE Y,

5. Variable 2> avH 5 Path ##iRL, Editx=2 vy o LZET,

14


https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-windows-amd64.exe

F7Z HELM F v — b DA

6. New a2 ) v LT, exe7 74IDHBZBTAINYT—~DINR%T4—=)LRICANDTS
M. Browse&x2)w o L. T4aLZMN)—%5BRLTOKEYV) Y I LET,

7.2.3. Windows 10 D5 4&
L BHD .exe 774 ZFovA—KRL, FEDT4 LI M) —ICBRELZTT,
2. Search ') v 2 LT, env #7%IJ environment Z AL ZF T,
3. Edit environment variables for your account% &R L £ 9,
4. Variable £V avH5 Path %:E R L, Edit22 v I LET,

5. New %27 ) w2 L, exe 774N DHZBT1 LI N)—~DIXRA%T4—JLRICAHNT S
M Browse%®7 v oL, T4LIVMN)—%5BRLTOKEV Y I LZET,

7.2.4. MacOS D&
L. Helm NN+ 1) —&4&FooO0—RL, ThE/REMLET,

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-darwin-amd64
-0 /usr/local/bin/helm

2. XA F ) =T 74 )V =RITHREICLET,
I # chmod +x /ust/local/bin/helm
3AVAM=NNINEN=Ta Vv EHERLET,
I $ helm version

H A B

version.BuildInfo{Version:"v3.0",
GitCommit:"b31719aab7963acf4887a1c1e6d5e53378e34d93", GitTreeState:"clean",
GoVersion:"go1.13.4"}

73. HRAY LHELM Fv¥— K YR N —DERE

UFOAEOWTNA%ZMFEE L T, OpenShift Container Platform 7 5 24 —|C Helm F v — &4 ~
Z I\_)l/tsﬁ i’a—o

o CLI|

e Web J¥Y—JL® Developer /S\—2XRYV F 1 7,
Web 3>~V —JL® Developer /X\— 2R %Y 7 4 7D Developer Catalog ICI&. 7524 —THIAAEEAR
Helm ¥+ — hARTJINET, T 74 FT, ThidRedHatHelm F¥—hFURI ) —D

OpenShiftHelm F ¥ — hD ) A M ZRRLEFT, Fr— bO—EICDWTIE, RedHat Helm 1 >~ 7 v
JA 774N ESRLTLEIN,
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https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-windows-amd64.exe
https://charts.openshift.io/index.yaml
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VSR —FEBEIE., TIAINMDIZRI—ZTI—TDHelm JRIY MY —&IFBIIC, BHDI TR
#—20—FB LW namespace AA—T D Helm F+—hMYKRY MY —%EIML. Developer Catalog
TINLDYRI M) —DS Helm Fvy—bMaRRTEET,

WYAO—IR—T7 I EZREE (RBAC) XA—I v ¥ avaRFOoBEn1—H¥—FAiE7 O sy b X
YIN=¢,LT, T74NRDIZTRI—AT—TDHelm )RY ) —EEBIIC, EED namespace
Z2aA—TFDHelmF+—KYRY ) —%EBHL. Developer Catalog TINHDYRI M) —m 5
Helm ¥+ — hE2RRTEZET,

7.3.1. OpenShift Container Platform 7 5 X% —T® Helm ¥+ — DA Y X b—)L

AR
o E4TH M OpenShift Container Platform 7 S X4 —8'% Y., OJ4 >V L TW3,

o HelmAM4 YA M—=JLINTW3,
FIa
L FRIOV ) MEERLET,
I $ oc new-project vault
2. HelmF+v+—hDYRI M) —%O—AIDHelm 7547 MIEMLET,

I $ helm repo add openshift-helm-charts https://charts.openshift.io/

H A B

I "openshift-helm-charts" has been added to your repositories
3NRIRNY—ZEHLET,
I $ helm repo update

4. %> 7LD HashiCorpVault #4 Y A b—JLL 7,

I $ helm install example-vault openshift-helm-charts/hashicorp-vault

H A B

NAME: example-vault

LAST DEPLOYED: Fri Mar 11 12:02:12 2022
NAMESPACE: vault

STATUS: deployed

REVISION: 1

NOTES:

Thank you for installing HashiCorp Vault!

5 Fv—MPEBICA VAN —ILINAEZEEERLE T,

I $ helm list
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$F7= HELM F v — h DA

Hi

NAME NAMESPACE REVISION UPDATED STATUS CHART
APP VERSION
example-vault vault 1 2022-03-11 12:02:12.296226673 +0530 IST deployed vault-

0.19.01.9.2

732 AREBEBN—ARI T4 T%FHLIHelm Fv¥—bDA VA =)L

Web J > Y —JLE 7 CLI 3>V —IJL®D Developer /X—2 Y 5 4 7%EMH L T, Developer
Catalog ICY) A RRARINTWB Helm Fvy— b6 Fv—hZ2ZRL, 1 VA M—JILTEZXT, Helm
Fvy—bEAYAM=JLLTHelm ")) —XR%ZEK L. Web 3>V —)LD Developer /N\—ZARJ F 4
TICRRTEFEY,

AR
o WebIdvV—)LiZAYA Y LTHY., Developer/N\—2ARI 74 T ILHYBATWS,

FI7

Developer Catalog TREIN S Helm Fv— kD5 Helm Y ) —R &MY 2I1C1E. LTFEETLE
-a_c

1. Developer /X—2ZRYVF 4 7T, +AddE2—ICBEL., 7OV MERRLET, K
IC. HelmChart#+ 7> 3> %4 1) v % L. Developer Catalog ICTRT®D Helm F+— M &X
~LET,

2. Fryv—MAERL., Fvy— MDA, README, Fv¥— M IDWTOZFDMDEFEMAERESREL X
—g_o

3. InstallHelm Chart %22 ') v o7 L9,

B47.1 Developer 1% O 47 ® Helm F+— b

¢, NET x
~

Provided by Red Hat

Install Helm Chart

Latest Chart version Description
0.01
A Helm chart to build and deploy NET applications
Product version
N/A README
Source .NET Helm Chart
Community A Helm chart for building and deploying a NET application on OpenShift
Provider Prerequisites
Red Hat Below are prerequisites that may apply to your use case.
Home page Pull Secret
N/A You will need to create a pull secret if you pull an 521 builder from an external registry. Use the following
command as a reference to create your pull secret
Repository
Openshift Helm Charts oc create secret docker-registry my-pull-secret --docker-server=$SERVER URL --
docker-userr --docker o --docker-enail=$EMATL
Maintainers
N/A You can use this secret by passing --set build.pullsecret=my-pull-secret to helm install,or
you can configure this in a values file
Createdat
@ Jan 11,553 AM build:
pullsecret: my-pull-secret
Support
N/A and apply by passing --values $VALUES FILE
Documentation Push Secret

4. InstallHelm Chart R—Y TR AT WE 7,

a. V) —2DEBDERI% Release Name 7 4 —JL RICAA L F T,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#about-developer-perspective_web-console-overview
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ChartVersion KOY 74V ) A MDD SBEBLF Y — b DON—U 3V ERBIRLE T,

. Form View £7z1& YAML View Zf#A L THeim F+— b ZREL X T,

R

FIARRELHE AL, YAML View & FormViewBI THIWEZ 22 &N T X
¥, Ea—DYYEBEZIRIC. T—YIkEbEINET,

Install 27 ') v 2 LTHelm ) —XZEXLET, V) —ZADNKRRINS Topology
Ea—Iil)¥A4L I bINhET, HelmFr— KUY =R/ = BHBHE. Fv— M
ERISGERI N, BRIDARIVICZED) ) —ZADN ) =R/ — " DPRFEINET,

%4 R/XRJLT Actions Ry V& FHTEH. Helm V) —X&E5HEY Y)Yy LTHelm ) —ADT v

TIL—R

BNy FRETUVA VANV EETTEERY,

7.3.3. Web iR T®D Helm O

Web O~V —JL®D Developer /N—2ZR9J 74 T TWeb ¥ —IFIIZT V1R T5E, Helm ZERAT

TET,

7.3.4. OpenShift Container Platform TDH X 4 4 Helm F+ — b DERR

FIR

L FRTOYz ) MEERLET,

$ oc new-project nodejs-ex-k

2. OpenShift Container Platform # 7Y = kA& &N 2% Nodejs Fvr— hDY Y FILE STV
a— I\\\ L/ i -g—o

$ git clone https://github.com/redhat-developer/redhat-helm-charts

3TN FYy—bEESCTALIMN)—ICBELET,

$ cd redhat-helm-charts/alpha/nodejs-ex-k/

4. Chartyaml 7 7 1 L Zig&E L. Fv— bOFBAZEML XY,

o0

18

apiVersion: v2 ﬂ

name: nodejs-ex-k 9

description: A Helm chart for OpenShift 6

icon: https://static.redhat.com/libs/redhat/brand-assets/latest/corp/logo.svg ﬂ
version: 0.2.1 9

Fr—RMNAPIN—=U 3V, ZhiE, Helm3 U EAENKHEE F 5 Helm F ¥ — bDIFEIE v2
THZIZHELIHY T,

F v — N DEHI,
F ¥ — M DEREA,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#odc-access-web-terminal_odc-using-web-terminal

$F7= HELM F v — h DA

® 73 ELTHEAT S X—YAD URL

a Semantic Versioning (SemVer) 2.0.0 A#RICEHN L cF v — b D=2 3 >,

5, Fv— MBI T+ —T Yy RIS TWBZEEHRALET,
I $ helm lint

H A B

[INFO] Chart.yaml: icon is recommended

1 chart(s) linted, 0 chart(s) failed
6. BRIOT A LI M) —LNILICEELET,
I $cd..

7. Fvy—b2eA VAN =ILLET,
I $ helm install nodejs-chart nodejs-ex-k

8. F¥—MDEBICA VAN I EZHRALET,
I $ helm list

H A B

NAME NAMESPACE REVISION UPDATED STATUS CHART APP VERSION
nodejs-chart nodejs-ex-k 1 2019-12-05 15:06:51.379134163 -0500 EST deployed nodejs-
0.1.0 1.16.0

7.35. h A9 LHelm Fv¥—MJRI M) —DEN

VSR —BEEIE. WRYLDHem Fr—r )R N)—%9FZ2%—I|TEBIMML. Developer
Catalog DZNS5DYRI M) =D S Helm Fvr—MADT I EZRAEBEMCTEET,

FIR

1. FHRD Helm Chart ) 7/RY K1) —%3BIN9 % ICI&. Helm Chart Repository IR 4 A1) Y —2R
(CRYEZ SRS —IBMT 2RENHY £7,

HeimFv¥—MYRIS MNY—CRDODY VT

apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:
name: <name>
spec:
# optional name that might be used by console

19
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# name: <chart-display-name>
connectionConfig:
url: <helm-chart-repository-url>

TmEZE Azure Y TILF v — R RIY MY —%BINT 2IC1E. UTFEEITLET,

$ cat <<EOF | oc apply -f -
apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:

name: azure-sample-repo
spec:

name: azure-sample-repo

connectionConfig:

url: https://raw.githubusercontent.com/Azure-Samples/helm-charts/master/docs

EOF

2. Web O~V —JL T Developer Catalog ICBEI L. Fv¥—MJRI M) —0D Helm F v+ — kB’
TINDZEEHRLET,
EZE Chart YRS M) — T4 L8 —%FERALT, VRI M) —H5 Helm Fv— MEiR
%bi‘a—o

B72Fv—MYRIMN)—DT 15—

iministrative user. Update the cluster OAuth configuration to allow others to log in.

Project:test w

Developer Cataleg > Helm Charts

Helm Charts
Browse for charts that help manage complex installations and upgrades. Cluster administrators can customize the content made available in the catalog.
| Anttems All ltems
cyco
AZ v
Datab:
Midd
Other
e Helm Charts Helm Charts elm Chs elm Ch
HeCH o o o
N~
Aks Helloworld vO.11 Aqua Enforcer v2.0.0 Aqua Scanner v2.0.0 Aqua Server v2.0.0
- P Az R P bm Helm Repe Provided by Ibm Helm R P Ibm Helm R
[ redhat-helm-repo (6)
AHelm chart for Kubernetes AHelm chart for the Aqua AHelm chart for the aqua AHelm chart for the Aqua
Enforcer scanner cli component Console Componants

VTR —BEENTRTOFv—MN)RI N —%HIRT 2H51E. +Add
E'1—. Developer Catalog. 8&UVERIDFES—2 3 /AR T Helm £ 7
vavERRTCTEIZHA,

7.3.6.namespace A A—TDHAY L Helm Fr— K URI N —DiENM

Helm YR M) —dD ¥ 5 24— 32— 7D HelmChartRepository 1 24 1 1)V — X EZ (CRD) I&.
BEENHem VARIY N) =% HRI L)Y —RELTEMTESELIICLET, namespace RA—7
® ProjectHelmChartRepository CRD (C & Y, IR0 —ILX—X 7 7 = 24 (RBAC) /18—
vavohsrTOATvI M AVNR—E, FED, 7 LEB®D namespace AI—7MD Helm YRY b
)=V —REERTEET, TOLIBRTOVIIMAYNR—E, V53R —20—-T&
namespace A A—7MAD Helm Y R M) =) Y —ZAMhSF v+ — N eRRTEET,
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$F7= HELM F v — h DA
Pz -

o TEHE(I, 1—H—»H namespace AA—TDHelm YRI )= Y —R %4
He5DaHRTEEYT, 21— —%FIRTZ22& T, BEEERFIZRY—O—
JVTIE AR < namespace O— /L% {FMH L T RBAC ZEICHIHTE X9, Ihil
LY, A —HF—DFREBEANR—Iv 2 avERELOE L. KRIhTLwWARVnWG—E
RERET TV 5—2avADT7 IR EHEET,

® namespace Ad—7DHelm YRY MY —%BIMLTHE, BEEDISRAI—R
A—7DHelm VRIY M) —DEMEICITHEARIFLEE A,

BYRRBAC/NR—I vy aVvaRFOBEQI— Y —FLR@FTOVT I MAYNR—ELT, ARILD
namespace A A—7FD Helm F+— R~ YKRI N =% 524 —ITEML. Developer Catalog TZh
SDYRIYKMN)—DEHelm Fv+—MADT7 I EZREBMIITEET,

FIR

1. #3R D namespace 2 3 — 7'M Helm Chart Repository %3809 % ICIZ. Helm Chart Repository
HRH LYY —2R (CR) % namespace |[BINT Z2HENHY T,

namespace A J— 7'M Helm Chart Repository CR D4 > F)L

apiVersion: helm.openshift.io/vibetat
kind: ProjectHelmChartRepository
metadata:

name: <name>
spec:

url: https://my.chart-repo.org/stable

# optional name that might be used by console
name: <chart-repo-display-name>

# optional and only needed for Ul purposes
description: <My private chart repo>

# required: chart repository URL
connectionConfig:
url: <helm-chart-repository-url>

7= & Z1£. my-namespace namespace A A—7D Azure YV FILF v+ — KN RI M) —%3EB
myaicid. UTFEEITLET,

$ cat <<EOF | oc apply --namespace my-namespace -f -
apiVersion: helm.openshift.io/vibetat
kind: ProjectHelmChartRepository
metadata:
name: azure-sample-repo
spec:
name: azure-sample-repo
connectionConfig:

url: https://raw.githubusercontent.com/Azure-Samples/helm-charts/master/docs
EOF

ZDOHEAD S, namespace A J— T D Helm Chart Repository CR BMER I N T W3 Z & Ao D
YEJ,
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H A B

I projecthelmchartrepository.helm.openshift.io/azure-sample-repo created

2. Web O~V —JL T Developer Catalog ICB& L., Fvy—MJRI M) —D Helm Fv¥— 2

my-namespace namespace ICRmRIN D Z & 2R L X,
eEZWE Chart YIRS MY — T4 S —%ZFERBLT, YRI M) —D5 Helm Fv— b iR
%Li?o

E7.3 namespace DF ¥ — b YRI MY —T 15—

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

Developer Catalog > Helm Charts
Helm Charts

Browse for charts that help manage complex installations and upgrades, Cluster administrators can customize the content made available in the catalog. Alteratively, developers can try this quick start to configure their own custom Helm Chart
repository.

| Atitems Allitems
cree Q Filter by keyword AZ - 33items
Languages
Other
Chart Repositories sy Helm Charts sy Helm Charts i elm e eimc)
HECH WeL e L
() OpenShift Helm ~ '~ .~ .~
Charts (19)
) Azure Sample Repo (14) NET Aks Helloworld Azure Vote Azure Vote Osba
Sou A Helm chart for Kubernetes A Helm chart for Kubernetes A Helm chart for Kubernetes
oo e AHelm chart to build and deploy
NET applications
0 Partner (10)
iy Helm Charts i Helm Charts i Helm Charts I3 Helm Charts
HECH HeL HeL S
~ o~ ~
Burst Scheduler Eap Xp3 Eap74 Ibm Object Storage Plugin &
/A Helm chart for Kubernetes
Build and Deploy EAP XP3 Build and Deploy EAP 7.4
applications on OpenShift applications on OpenShift

HHWE, ULTFOaAYY REERTLET,
I $ oc get projecthelmchartrepositories --namespace my-namespace

H A B

NAME AGE
azure-sample-repo im

™, ~ =
7 b4

VSR —EBEFLITHEYERBAC/NA—I vy a vEFORELI—F -1
ED namespace DITRTDF v —KYRI N —%HIRTEDE. TDRHED
N namespace M +Add £ 1 —, Developer Catalog. 8L UVEfIDOFES—> 3>
e REITHelm# 7o avaRTT I ERFTEE A,

737.Heim Fv— MY RI M) —%BINT 5 7-ODREEHRS L U CAZEEREDIERK

—EBD Helm Fv¥— MY RY M) —(ICHRT B ICIE, FREEBIRE H R4 LGRELR (CA) SEFAZENBET
¥, WebAY VY —J)L& CLI 2R L CERELIFIR EAIBAZ 2 BT B ENTEE T,

FI7

REEIEIR CEEFAE Z R EL. CLIZEAL THelm Fvy—MURY M) —ZEBIML T,

122

1. openshift-config namespace ©. PEM TI Y I—RINLHBRADHRY L CAFEAET

ConfigMap #{Ef L. Ch%FRE~T Y 7AD ca-bundle.crt ¥ —ITREL T,



$F7= HELM F v — h DA

$ oc create configmap helm-ca-cert \
--from-file=ca-bundle.crt=/path/to/certs/ca.crt \
-n openshift-config

2. openshift-config namespace T, 754 7 M TLSEREAEBINT 57HIC Secret # 72 =
MEERRL 9,

$ oc create secret tls helm-tls-configs \
--cert=/path/to/certs/client.crt \
--key=/path/to/certs/client.key \

-n openshift-config

P47V MIBHAEEF—EPEMTIVYI—RIhEELTHY., ThEhntsct 5LV
tis.key ¥ —ICREINZHBENHY XY,

3. UTDESICHem VAR M) —%BIMLE T,

$ cat <<EOF | oc apply -f -
apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:
name: <helm-repository>
spec:
name: <helm-repository>
connectionConfig:
url: <URL for the Helm repository>
tisConfig:
name: helm-tls-configs
ca:
name: helm-ca-cert
EOF

ConfigMap & & U Secret (&, tlsConfig 5& U ca7 1 —JILREZFERALT
HelmChartRepository CR TERAINF T, I 5 DAEIF. Helm JARY K1) —URL AD
ERICERINE T,

4. TI7AI KT, REAEINZI—F—@FITRTREZFAOFv—MITIERATEZFY, £
L. SERAED’MERF v — MY RI M) —DIFEIE. LLTFD & S IC openshift-config
namespace T helm-ca-cert s €< v 7 & U helm-tls-configs > —2 L v hADFHAHEY 7
VERERETIHELNHY T,

$ cat <<EOF | kubectl apply -f -
apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:
namespace: openshift-config
name: helm-chartrepos-tls-conf-viewer
rules:
- apiGroups: [™]
resources: ["configmaps"]
resourceNames: ["helm-ca-cert"]
verbs: ["get"]
- apiGroups: [™]
resources: ["secrets"]
resourceNames: ["helm-tls-configs"]
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verbs: ["get"]

kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/v1
metadata:
namespace: openshift-config
name: helm-chartrepos-tls-conf-viewer
subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: 'system:authenticated'
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: helm-chartrepos-tls-conf-viewer
EOF

73 8. SFFAZL NI TCOHelm Fvy—bD T4 ILY ) VT

Developer Catalog DFEBEL RIICE W T Helm Fr—hE2T7 4L —TEF T,

FIR

1. Developer /X—ZRYJF 4 7T, +tAdd E2—IIBEHL. 7OV b EBRLE T,

2. Developer Catalog ¥ 1 /L5, Helm Chart# 7> 3 > %3#3R L T Developer Catalog T9
RNRTDHelm Fvy—hraRTLET,

3. HellmF¥—rDYRANDODERICH D 74 IV —%FHLT, RERFYy—RrET74I)LY—LZFE
-3—0

e Chart Repositories 7 1 L9 —%{#FH L T. Red Hat Certification Charts X 7= (%
OpenShift Helm Charts DM LA=Fvr— &2 71 LS —L X T,

® Source 7 4 L% —%fER L T. Partners. Community F7z/& Red Hat »* SR I 1 %
Fr—haT7409—LFET, REFv—MNIT74> (® )TRREINIT,

pz -1o)
TAONA =54 TH1DULHMRWVNESILX. Source 74 LY —IERRINF A,
MEBERFv— R NEBRLTA VAN —ILTEBLDICRY E L,

739.Helm Fv— K YR M) —DERE
HelmChartRepository @ disabled 70O/X7 1 —% true ICEREL T, A9 O 7 ICH B4EED Helm
Fr—R)RIS N —DS5DHelm Fr—MNEEMIITEET,
¥
o CLIZHERHLTHelmFv¥—KYRY N —%EHICT 2ICIE, disabled: true 75 7% H %

L)Y —=RITEBMLET, & ZIE Azure Y TV Fv— MURI M) —%HIBRT 2121,
UFzxRTLET,
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F7Z HELM F v — b DA

$ cat <<EOF | oc apply -f -
apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:
name: azure-sample-repo
spec:
connectionConfig:
url:https://raw.githubusercontent.com/Azure-Samples/helm-charts/master/docs
disabled: true
EOF

e Web VY —ILEMAL T, REBMIN/IzHem Fr—RhYRI N —HEWNITT BITIE,
UFEEIFTLET,

1. Custom Resource Definitions|Z#&) L. HelmChartRepository 1 24 A1) Y — X % 1R5R
LE9.

2. Instances ICHEIL. EWICTBYRIN)—%BDIF, ZO&EE 7V vy I LET,

3. YAML ¥ 7IZ#E L. spec 7 3 (T disabled: true 7 5 7 %ML, Save =7 1) v
ILET,

B

spec:
connectionConfig:
url: <url-of-the-repositoru-to-be-disabled>
disabled: true

DRI M) —RFEMIN, AYOTICERTIINBRLSABYFET,

7.4.HELM ) ') — A D&

Web 3> Y —JL D Developer /S—ZRYV F 4 T%=MEAL, Helm VY —XDOEH., O—IL v o, Tk
&7 A4 VA M=V ERITTEEY,

7.4.1. BIRSRM

e Webdvv—jicOs4 > LTsHY., Developer/\—2ARI 714 T IZHYEZTWS,

7.42.Helm ") )y—2DO7v 7L —R

Helm Y ) —2%7vy 7L —RLT. FIBFv— =23 IlT7vTFIL—FLEY, VI)—RE&
EZzEIHLLYTEITY,

FIa
. Topology Ea—THelm ) —X%ZEIRL., Y4 RRXRXILERRLET,
2. Actions —» Upgrade Helm Release 27 Y v 7 L £ 7,
3. Upgrade Helm Release R—Y T, 7v 74U L — K% &9 % Chart Version Z:#R L TH 5

Upgrade Z27 ') v 7 L. BID Helm V) ') —X%Z{EK L ¥#9, Helm Releases R—(ZI1d2 DD
JEY 3 UAKRRINET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#about-developer-perspective_web-console-overview
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7.43.Helm ) ) —20O—JL/Ny &

) —RICEKRT BFE,. Helm J ) —RAEERIDONN—2 3 IICO—IbI\y JTEET,
FIR

HeimEaxa—%#FAHALTY Y —R&EZO—IL/N\yv U F5|21F. LTFEEFLIET,

1. Developer /X—2ZRYV 7 4 7T Helm E2—ICH%B) L. namespace M Helm Releases % &7~
L¥EY.

2. DAMKRERINTWS )Y —RICHEET % Options X —Z 21— %2 1) w2 L. Rollback %
BEIRLET,

3. Rollback Helm Release R—< T, O—JL/\v 7§ % Revision #3ZR L. Rollback #7 ') v
J70LF9,

4. HelmReleases R—Y T, F¥— b5 1w L, V)—ADFEMSLI®) Y —RERRLE
-a—o

5. Revision History ¥ 7ICBE L, F¥r—rDITRTOYVEY 3 VERRLET,

B17.4Helm Y EY a VIEE

Helm Releases > Helm Release Details

@D elasticsearch  oepioyed Actions

Details  Resources  Revision History = Release Notes

Description

Revision 1 Updated Status Chart Name Chart Version App Version
1 @ 4 minutes ago Superseded lasticsearch 760 760 Install complete
2 @ 3 minutes ago Superseded last h 762 762 Upgrade complete
3 @ less than a minute aga Deployed last h 762 762 Rollback to 2
]
H
LEINGE 5ICHFE Y3 vICHET jons X —1— % —
6. BERBEIFE. ILICFED)EY 3 Ik % Options X =2 ALT. O

Ny OBV ESaVAEERLET,
7.44. Helm V) —XAD7 4 VA M=)l

¥
1. Topology E2—T., Helm )Y —X%%% 1) v % L. Uninstall Helm Release %#:&R L £ 7,

2. BRSOV M TFvy—bMDEBIZAAL, Uninstall 22 v 7 LE T,
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gEeE O AV
F8E F O AV

8.1. DEPLOYMENT & & U' DEPLOYMENTCONFIG # 72 7 MIDWT

OpenShift Container Platform ¢ Deployment & & U DeploymentConfig API 4 7> = & M&, —#&H
BRA—YF =TTV 5= aVIiIlH 2FMRERETILDDOLILUTVEEDD, BL22DDHE
EREELFT, Thold, UTO@EBDAPIZ TV ) hTREINLTVLET,

o 7TV —avORKEDIVR—RY NOBBLRREERZBRT 5, Pod 7 FL—hELT
® Deployment Z 7z (3 DeploymentConfig,

e Deployment# 7Y/ MIlE, 1D2UED LTV Aty b BMERAIN, ZHhICIEPod TV 7
L—=hELTOTF7TOM XY NOBEDERDOREDL I—RAPEEFNFE T, Bk
IC. DeploymentConfig # 7Y =2 Mlid, 12U ED LY r—Yavary ba—5— (UE
ELFY Aty hTLE)BREENET,

o 1DFIFEHDPod, BHEN—JavDT7T)V5r—avDAVARY VA ERLET,

DeploymentConfig = 7> =V N TRHEDKE X IZEEALIEET 2EN A WIEE. Deployment 7
7V MNEERLET,

811.FT7O4 XY NODENTa YT 7AOYY

TTOAAAYMBELCT IO XV RNEEIZ. ThThELT I 70v2ELT. RMT17
Kubernetes APl & 7Y = 7 @ ReplicaSet & & U' ReplicationController DR ICL > THEMICI N
x7,

1 —4'—I&, Deployment % 7-|& DeploymentConfig = 7> =V ML > TRREINZ L T Aty
M LFUT—YavavbO—5—, Fid Pod 2BETE2HEEHY FEA. 77O XV MY
AT LREREZBEICEELET,

D

BEOTFT7OM AV MNANSTFI—DPEEODI—RATF—RICEIRWEE T, T7O04X Y D547
YAV INEBERICEROFIEAFE TEITTIVLENHBIHEIE. HRAILTTAAA VY NARNS T
V—BERT DI EEMRETLTLIEIW,

UFotEs2avTlR Ihod4d 79y FOFMIEREZRHELET,

811 LFY Aty b

ReplicaSet (3. IEEIN/ED Pod L TP EBEOEETETINBLIICTEIRAT4TD
Kubernetes APl 4+ 7¥ x4 NTCT,

pa 3

ARG LBHDA—TZA ML —2a VHRERIZEY., BFINECLEDRWVGZEICOD
HLTV ALY VEFERALEY, ThUNARET IO AV baERLET, L) A
ty MIERICERTEH T, Pod ER/HI/EHFOF—7ZA ML —2 a3 VICETT
A4 XY hTLTY ALY F2ERALET. 7704 A0 M BENICLTY Aty
NE2EE L. Pod ICEEMNEFHEZMAZDT, FRTZL T hty NaFETERT
PREIIHY T A,
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LAFId. ReplicaSet E&ZDHIICAY £9,

apiVersion: apps/v1
kind: ReplicaSet
metadata:
name: frontend-1
labels:
tier: frontend
spec:
replicas: 3
selector:
matchLabels: 9
tier: frontend
matchExpressions: 6
- {key: tier, operator: In, values: [frontend]}
template:
metadata:
labels:
tier: frontend
spec:
containers:
- image: openshift/hello-openshift
name: helloworld
ports:
- containerPort: 8080
protocol: TCP
restartPolicy: Always

—ED)Y—RII/TZIRILDY ) —, matchLabels & matchExpressions D#ER 1 FRIEH
IEEINET,

LIS —II—HTBEINILTYY Y —REZEBET 2FMRN—ADEL V5 —

F—%T4II—TFTDEYy MR=2ADEL IV H—, ThiL tier EEAFEDF—, frontend & FE
DEDY Y —RAETRTRERLET,

o

8lL12.LFYHyr—avyarysin—5—
L7 Aty NEABRIC, LTy —2avaryhO—5—k, Pod DIEEINEHOL 7Y ANEIC
EFINBLIICLET, Pod MR T ELIFEIBRINABEIC. LTV yr—Yavyayho—5—3E
EZLAEBUCRDIETA VRIYVRILTZ2HEEBECLET, BRI, RDEULEOHED Pod AERITINT
W2IZEICIE, EEINZEIC—BIEZ-DICRELED Pod ZHIBRLET, LTV AEY bEL
TYHr—2aryayhO—5—0HEESIF. LT Aty hTldty AMR—2DEL VY —EH%H
R—KL. LU=y aryary hO—5—REMR—ADEL 79 —BHDHEHR—KTERT
-a—o
L7 r—yaryay ba—5—RERUTTREINhTWET,

o MERLSYAB(INIEZS VY A LBFICHETRE),

o L7 —KNIhizPod DERIFICHERT % Pod £,

o BWIN/ Pod#HBTBDDEL VI —,

LS —R@ LTYr—varvyarvba—5—H»EETZ PodICEIYETOLNEINILEY T
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E8E T SOM AV

T, INH5DSNILIE, Pod EFICHAATFN, LY yr—avaybho—S5—2»1 Y RI9VR{EL
Fd, LFVyr—vavarybo—>—F. BEICKRUCTHRASTSE0HIC. ELIVY—AFHALT. T
TICETHD Pod EHIMTLE T,

L7V o—yavaryho—>—F EBHELIEEAD, BFFLENSI 74 v VICEDVWTHEIR
TV IERITTBIEEHY EFRA, TOHBEEF. LT ABENAROBEHR T —F7—THET 2
REHY FT,

pa )

L7V r—yavarybO—>—%2B#HEMRT 2D TIE74 <. DeploymentConfig % {#
ALTLT)y—yayvayho—5—%ERLET,

AR LF—T AN =2 3 VDRERBEY. BFFMLELVGERE. LT 75—
vavaryha—>—0ORbYICLT) Aty FEFERLET,

LTk, LYy —vavaryho—S—E&06ITe,

apiVersion: vi
kind: ReplicationController
metadata:

name: frontend-1
spec:

replicas: 1 0

selector:

name: frontend

template: 6

metadata:

labels: @)
name: frontend 9
spec:
containers:
- image: openshift/hello-openshift
name: helloworld
ports:
- containerPort: 8080
protocol: TCP
restartPolicy: Always

£179 % Pod DAE—HTT,

£179 % Pod DSNILELIH—TT,

v bO—5—HEKRT % Pod DTV FL—KTY,

Pod DS RIVICIEZRILEL VI —DEDEDHEEFNTWEIRELSHY £,

NI A =5 —HERBR DB DEARI L 63 XFTT,

0009

8.12. 7704 Xk

Kubernetes |&. Deployment &L\ OpenShift Container Platform D7 7 —A NI S 2D XA T4 7
APIZA 7oy MNERHELZEF T, Deployment 7 7V ¥ M, PodFvFL—bhELT, 7TV —
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VAaVORENAVR—XY MNCHETIREEZERLET, T7AM XY ML, Pod DS 7H 44
WEdA—4RANL—2avd 3L 7Y htEy MEERRLE T,

fEzE UWTFOTF704 AV bMEZEIFL Y HtEy MEERKL. 1D hello-openshift Pod % #2&) L
i-a—o

F7OQ4 AV PDES

apiVersion: apps/vi
kind: Deployment
metadata:

name: hello-openshift
spec:

replicas: 1

selector:

matchLabels:
app: hello-openshift
template:
metadata:

labels:
app: hello-openshift

spec:

containers:

- name: hello-openshift
image: openshift/nello-openshift:latest
ports:

- containerPort: 80

8.1.3. DeploymentConfig 7 7 = ¥ K

LY —23>3>y hO—5—TEJL K % OpenShift Container Platform (& DeploymentConfig
ATV NOBREFEALEY I NIV 7ORESLGTTOA AV NS4 754 JILDILRY R—
MNEEBMMLET., &t EMAIZEIC. DeploymentConfig 7 72y MNIFHET7 SV r—>a>vav b
A—>—D#&%ZEM L. ETNICPod ZREIEXT,
7272 L. DeploymentConfig + 7' = ¥ kM OpenShift Container Platform & 704 X ¥ ME, 1 X —
COBETIOA4 XY MOSFRT IO A Y MIBITT B MEEREL. LY S—>a3vaV b
A—5—DFERFIRICEITINZ 7V 73 EELE T,
DeploymentConfig 7 704 A~ MY A7 AL TOMEEERHELF T,
o 7Y —aVvERITETZLHDT Y T L— NTH2 DeploymentConfig A 7> ¥ K,
o ARYMDFHELTHEELINATIOM XY NEEHTE M) H—,
o HRIDNA—YaUNLHFBN—TavIIBITIZODI—Y—ICLDHRI A IHNARER
TTOAAYRNZARNSTY—, ARSI TV—E, 77O A N TOCRE—BMICEIEN S
Pod ACERTINET,

o FTTOAAY MDA THAVINFDERDIERATHRY LEMEERITITZLOHDTYID
Y N(GATHAIINT VD),

o FAOAAY NDOKMBFICEFHFAIXEFHTO—INY I EYR—NTBEHOT7 T r—
vavpNN—T 3 UEE,

o LTYT—2avDFEBLUCBBRT—I VY,
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DeploymentConfig 7 7> =V M aEX$ 2 &, L) r—>avaybo—5—

#%. DeploymentConfig 7 7Yt/ hDPod T FL—hELTERINE T, T 7O AV MHE
BXNdE, BRFDOPod TV FL—bTHLWL Y=Y 3 rary bO—5—52ERI N, 70
AAY N TORAPEGTINTUFOL T r—2a3 vy bO—5—ORT7—=IV¥ TV, BLUHR
L) r—>3vay b=5—ORT—LTvy THiThhzfd,

TV —2avdA V2RI VR, EEREICY—E2O0—4—NRSUH—0)L—4 —(Ixt L TEEIM
ICBI/EBRINEST, 77U S—>arvdEERY Yy MO UBEEYR—MLTWBRY, 77
VDr—a VA TERM Y JF IV AZITIRZ &, ETHROI—H—EES BRERYT T TESLDICT
BTENTEZET,

OpenShift Container Platform DeploymentConfig 7 7> = 7 MIUTOFMEEREL T,
1. ReplicationController E&DE3,
2. FMTTO4 XY POBEERD M) H—,
3 T4 XY NEDBITA NS TV —,
4. ZA 7140V T v,

T7O4¥—Pod ., TTAMAY IR NYH—INBCIC. FHFLEEHTHIHERBDT.
(FWL U s—rarvaryhOo—>—0fh FRLTV5—2a3230 bO—F—DIERB LT
TV IDRFTRED) T TOAMA VY MNABTELEY, 77014 XV MPodiE. 77O XY bOOT %
MBET220ICT7OM XY FORTRIFEBRETREIINET, 77014 XY MO FIOEDICEEZH
ZbhaBa, MEIOL Y r—aray haO—Z—@FREIICSCTHEELRO—-ILNNY JEZBMICT
TELDICREINET,

DeploymentConfig ‘£ Dl

apiVersion: apps.openshift.io/v1
kind: DeploymentConfig
metadata:
name: frontend
spec:
replicas: 5
selector:
name: frontend
template: { ... }
triggers:
- type: ConfigChange ﬂ
- imageChangeParams:
automatic: true
containerNames:
- helloworld
from:
kind: ImageStreamTag
name: hello-openshift:latest
type: ImageChange 9
strategy:

type: Rolling 6

Q BRETEN)A—ICLY, FTTOAMXY MBEEDPod FY FL— MNIEELH D EREIND -
Yz, HFHEoL ) yr—vavay hao—S—NMERINE T,
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© (AUBENIA—KCLY. FRFTOAAY M Ry FDTA XA~ T OFRA—T 3 VA%
R &1 X—Y R N — ATRIB AR A BBICEBIC RS hE T,

® 7774V PORolling 2 FFFYV—IKEY. FTOAXY MEDI IV YA LR LOBINTHN
i’a—o

8.1.4. Deployment & & U DeploymentConfig # 7Y = 7 b DLLE

Kubernetes Deployment & & ' OpenShift Container Platform T7OEY a=> 5 Xh3
DeploymentConfig # 7> = 7 k DA A* OpenShift Container Platform THR— KM I TWE T
. DeploymentConfig 7 72 = ¥ M TR I N D RFEDEEE X FEMEN B E TR WG

&. Deployment Z{FfT 5 ENHEIN I T,

LTI avTlR ERTZ94 TOREICKID2DODF TV Y MNEDEWEFHFRLF T,

8.1.4.1.5%5

Deployment & DeploymentConfig # 7Y =7 NOEEREVD1DELT, O—ILF7YU N FOERT
KELFTTEIRIN D CAP theorem (RA) O FONXT 4 —H'H YY) £9 . DeploymentConfig = 7> =¥
MIEESMEZEBELETH. Deployments # 7V ¥ MIBEM LY ETHELEABELE T,

DeploymentConfig = 7> =7 bDIFE, T 7OVY—Pod 21795/ — KDY U VT BHBE, /—
FOBEHMZIZITbhERHA, TOERE. /—RPBUAFVZ4 VILARZETHET 20 FETHI
BRINEFT, /—REFETHRTZE., WiET % Pod BHIBRINET, DF Y. kubelet (EEEN T
517z Pod HHIRT 576, Pod ZBIRLTO—ILT7 Y NOBERBREITI ZEIETEEHA,

—7. Deployment A—)L7 Y MEOY FO—F—IF—V v —HMLEIFTINFET, AV bO—F—7
F—Iv—ETRY—LTHAAME—NTETIN, V¥ —BR7)II)IL%2ERALTTRAEE
BEAMLIVEBETDLIDICKRELET, BEORLERICIE. OBEHROYRY—AREBICALT 7O
AAXAYMIFHLTERT 206D HY £ COBEITEZTOREBERICHARINET,

8.1.42. 7704 X v NEBD#EE

O—JbA—/"—

Deployment 7 72 =7 bOTF 704 XY M FOERIE, IRTOFHRO—ILTO MITFTOA ¥ —
Pod % /39 % DeploymentConfig 7 7> = 7 b & IEHERMIC, I hO—F—IL—TTERITINZE
T, DF Y, Deployment F 72 Y MIWETEZLFSELDT7IT17TRLT)V Aty NE2IBET S
ZENTE, RBWICTTOAMA Y MY MA—F—DLBIOTRTDOL T htEy NERT—ILE D
VL. BFOEDERT—ILTYyTLET,

DeploymentConfig # 7> =/ K Tld, RTTE3 T 7O1 Y —PodldmKI1DER>TWET, &
WOTF 7OV —DH2G5EEHmENEL. ThThARFIOL Y yr—>avyary bO—5—Thd
EEZZAMA—F—5RAT—=IVTyvTLELOELET, ChIZLY, 2D2DL T r—> 3>y
NO—Z5—DHE—EICT VT4 TICTEET, =MEHNICIE, Deployment# 72z hOO—ILT
MO Y F T,

BHIZR =920 T

FT7OA4 A by hO—5—DHH Deployment 7 72 =7 NAFRETZHIBOL T Aty bDY
AZXICDVWTDERTEZBERETH D7D, BImHFOO—ILT I NORT—) Y IHERETT, BN
DOLF)AEFELTY Aty hOYA XICHFIL TOERINET,

DeploymentConfig 7 7> 7 M, Y hO—F—DFHRL TV r—raryary ho——0H4(4 X

KBLTT a4 v—7O0CREFRETZHOICA—ILT I MRITINTVWRIBEILRT—Y VI T
TFEHA
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O—J)L7 7Y bhDO—K{E1E

Deployment WD TH—BHEILETE 9, DF VY, MEhoO—IL 7V bE—B=FIETEET, &
L. BEATIET7OM4 VY —Pod #—BEILETEEFHA, O—LTI NDEFTT IO AV Na—
BELELES>ETEE, T7OMV—70CRREEELZITT. RTITZ2ETHRITINE T,

8.1.4.3. DeploymentConfig # 7 = ¥ NEH DH##EE

AEO—I)L/v

WIFMT, 7704 XY bTlE, BEORERORRBRICERBICTIOAINALLTYhEY MAOEE
O—LRy 2% R—MLTWEEA,

(U

Deployment D&, T7AAA Y MDD Pod TV L —MIZEBLAHZLCICFHFLWO—ILT Y MHE

FMICKN) H—IXNBDT, BERULRRELEN)H—HPEFNET, Pod TV TL— MNDEERFICH
20— I)L7 0 RDFRELIBAICIEK,. 704X MEUTOL D ICELELFT,

I $ oc rollout pause deployments/<name>

A4 991V T7v 9
Deployment TldZ 4 7Y A4 VI 7 v I &HR—KLTWEHA,

ARAILRANSZTI—

FTOAAYMNTE, I—HF—PEETEIHRYLTTAMA VY RNANSTFY —A2HR—MNLTWVWEE
/\JO

82. 7704 XY NTOELARADEIE

8.2.1. DeploymentConfig # 7> = 7 NDEE

DeploymentConfig # 7> = 7 k&, OpenShift Container Platform Web 3> Y —JL®D Workloads
R=INHH ocCLIZFERALTEERTEIY, UTOFIRIFE. FICHELRWHFGED CLI OFERE
ZRLTWEY,

8.211. 7704 X MDA
FT)Vr—2avdF7a4 Ay N O R 2R BRT 301, O—IILT7 U MNEBEBTEET,

FIR

1. BX%Z® DeploymentConfig N 5## 7 704 A > M 7O X &K 2IE. UTFoax v R
ERITLET,

I $ oc rollout latest dc/<name>

pa )

FTOAAY N 7O ZADNETHOBEICIE., COAVY RERTTEE, Ay
T—IUPNRFIN, FRL T r—ravyayho—S— @7 043hzxg
Ao

8.212.77O4 XY hDERR
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7TV —=2avORBREERIRTOVEY a VICDWTOERBFREZIMET2HDICTTOM XY
NeRRTEEY,

FIa
1L BARTHFOT IO4 XY M TOER%EEE. $8%E L7 DeploymentConfig # 72 = ¥ MID

WCOREFERINIZTRTOL TYsr—>aryaY hOA—5—ICDVWTOFMAERTT %I
. UTFZ2ERITLET,
I $ oc rollout history dc/<name>

2. VEYavVICEABOFEMIBEREZRRT BICIdE. —revision 757 %EBIML XY,

I $ oc rollout history dc/<name> --revision=1

3. DeploymentConfig # 7> =V FB LV ZDHEH/A—2 3 Y OFMICDWTIE. oc describe
vy ReERALET,

I $ oc describe dc <name>

8.213. 7704 XV hOBEHTT

IT1TY EY 3 ~ D DeploymentConfig A7 7O4 ICKM L BE. 7704 XY MO 252BES
TBHIENTEZET,

FIR
L KBLAET IO A N TOEREHBEETICIE. UTFEERTLET,

I $ oc rollout retry dc/<name>

M) EYavOFTO4 XY MR LABEICIE, 20TV RICELY Xy E—IDPRR
Ih, 77044V N TOEREETINEE A,

ya 13!

TTOAAY MNEBRITT &, T 704 XY N TOZALEREIN, FHLWL

FTOA XY MN)EYaVIFERIhFHA, BEBINWZLTYUS—>3a3 >0
vhO—5—F, KBLAEEZCRICEREAFERALET,

g8214.F a4 Xy bhO—IL/Ny Y

O—)INyod3E PFTUr—2avaHUEIO)EYavICRELET., ZDEEIE. RESTAPL, CLI
F/lEWeb OV Y —ILTEITTEET,

FIE
L BBICT7a4 LT LAEREDYES 3 icO—IbN\y 73311k, LTFEETLET,

I $ oc rollout undo dc/<name>

DeploymentConfig # 7> 7 kDT> FL—M&E, undo XYY RTHREINAT IO X
YROYEYaVE—HTEZLIKTICREIN, FRL TV r—ravay bo—>—1Es
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LEd, ~to-revision T EYV a UBBEINLWEEICIE., REICKLATO4 XV K
DYEYaVIMERINET,

2. O—IRNY VDETERICHRT 704 A MO MEB > THIBINAWVWE D
IC. DeploymentConfig # 7> xV hDA XA —VZERN) A—DO0—I)L/N\y V7 D—E8E L THE
MICINET,
AA—VEBN)H—2BEBMNCTRICIE. ULTFERITLET,

I $ oc set triggers dc/<name> --auto

pa

F7O4 AV MNEEIZ. BFOTF 7O AV N TOEANKBRLEBAD, BEDRE
WKLY EY avA0BEO—INy IEHR—KNLET, TDBE. T7O1IC
KBRULAERFOTY FL—MNEYRTFTALATBEINRVODOT, 2—H—0NZDREDE
EATOBEIHY T,

8.215.AvFF—ARTOIAVT Y RDET

AT Y RAEDVTF—ICEBIMLT. 41 X—YO ENTRYPOINT 251 FLCaAV T+ —ORHFELALT R
TEHIENTEET, ThiE. BELLEYSAMIVITTTOAMA Y NTEIWIKIRIERTTEDESA 794
IINTv I EIRERYET,

FIR

1. command /X5 X —4% —% . DeploymentConfig # 7> =¥ h® spec 7 1 —JL R&ZEML Z
¥, command IX > REZZET % args 7 1 —J)L NEBINTEX 9 (F721& command B E1E
LARWEEICIE. ENTRYPOINT),

spec:
containers:
- name: <container_name>
image: 'image’
command:
- '<command>"'
args:
- '<argument_1>'
- '<argument_2>'
- '<argument_3>'

&z £, -jar & U /opt/app-root/springboots2idemo.jar 51 % EE L T, javaa~< > K
HRITTDITIE. UTERTLET,

spec:
containers:
- name: example-spring-boot
image: 'image’
command:
- java
args:
- -jar'
- /opt/app-root/springboots2idemo.jar
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8.216. 7704 XY bOJDERR

FIR

1. 8 ® DeploymentConfig # 7> =/ MIET &MV ETa OOV %X N) —LT BIC
. UTFEEITLET,

I $ oc logs -f dc/<name>

BHON)EY avHAERTHRFLIFIKBLAZBEICIEK,. OV KD, PoddF 704 %475 70O
L2007 %BLET, RBLAEBEICIEK., 7X)5—Yary®OPodhs0O7aERLET,

2. LRNICKRB L =T 704 A Y N 7O A 600 2R RT2ZEHEAETT, L L. Th
5070 (MEIOL ) r—yaryay bO—>—L07 7094 ¥—0D Pod) BFFE L.
FETTIN—=V T FITHEBRINTVWARWESICRY £9,

I $ oc logs --version=1 dc/<name>

8217.F7A4 AV MM H—

DeploymentConfig # 7Y =7 MliE, 73R —HADA Ry MIRIGT2FHRT 7044 POk
ADERMZFENT D N H—%2EHBIENTEET,

Digk

==
[=]

N 1) #—7° DeploymentConfig # 7Y =/ MICEZEINTWVWRWEEIE, REZL

BrN)A-DTI72INITEMEINEY, NIA-DEDT 4 —ILFELTEES
NTVWBRFHEICE, T7OAMXY NIFHTEHT I2HVENHY T,

XEEETFOAM AN NY H—

BRELEN) H—ICL Y, DeploymentConfig 7 7Y x4 hD Pod 7V 7L — N TREDEEHIRE
INZEGIC, FROLT) r—avay bO—5—MERINE T,

Pz

BREZE N HH—2' DeploymentConfig # 7Y 7 MCEZINTWBIGE

i&. DeploymentConfig # 7> =7 NBAMNMERINCERIC. RODDL U T— 3
A YAy hO—Z—"EENICERIN,. —RELIhFEEA,

XEEET O AN NY H—

X

triggers:
- type: "ConfigChange"

AX=JEBETFTOA AV M MY H—
AX=VEBERN)T—ICEY, AA=DRAMN) LI TORBDERINS WIS, (1 XA =2 DFHR
N=23 YR Ty L aINBI9MIVIT)FRL TV r—raryary ha—>—»MERIhET,
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AAXA—VEBRTFOM AV MNMNY H—

triggers:
- type: "ImageChange”
imageChangeParams:
automatic: true
from:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest"
namespace: "myproject”
containerNames:
- "helloworld"

Q imageChangeParams.automatic 7 1 —JL RK/' false ICEREIN D &, MY H—AEMITAY £
ER

L DHITIE, origin-ruby-sample 1 X —Y X MY —LD latest ¥ FDENEEIN, FHLWLWA X —
¥ MfEH DeploymentConfig 7 7> =2 h® helloworld > 7 F—ICIEEINTWBIREDA X —Y
ERRBZHBEIT, helloworld IV T F—DFRA X —VAFERLT, LWL FYr—>a3vav b
A—Z—dMERIhIET,

pa )

A4 X—YZHE M) H—71" DeploymentConfig TEZEIN BREZE M) A—H LV
automatic=false "'#§E XN % A, automatic=true NIEEIND), 1 X—IZEEN)
HA—TSRINTWVWBAM A=A N) =LY ITNFEFELTVWRWGE, EILRICEK
YA A= PNA A=V RN =LY TITAVR= P FELIE Ty Va2 IhcBERICHEOD
FTOAAY N O AN EEMICEIBINE T,

821717704 XY b M) H—DKE

FIR

1. oc set triggers I~ > K% {EM L CT. DeploymentConfig 4 7>/ MIF7OA1 XV KK
H—%BETDIENTEEY, LExIE, A A—CEREN)H—%EEBETSITIE. LD
v REFERLET,

$ oc set triggers dc/<dc_name> \
--from-image=<project>/<image>:<tag> -c¢ <container_name>

8218.F7O4 AV MY Y —ZADE

TTOAAAYME /—RTYDY =R (A BN —BLV—BEIAMNL—I)%5HEET S Pod 2FH L Tk
TLET, 774 KT, Podld/NfI Y RIhTWiAEW/ —RDYY—&H&LZFT, =7ZL. 7O
IV MITIANLMNOOYTFF—HIRMEEINTWVWBIESICIE. PodIZZDERFTYY —REH
%bi’a—o
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R

FT70O4 XY MORNAEY —HIRIZ12MB TY, Cannot allocate memory Pod 1 X
YhDEDIIAVTF—DEEICKRTDE, XEY—FHIRIFESRYET, XEY—

. FIRZSIE EFEH. ChZzHIBRLE T, FIRZHIRT 5 &, Pod [FHEIRD AW/ — K
A DNVY—REHETEELDICRYET,

TTOMAVRMZRNSTIO—D—8E LTY Y —RGIREIE/EL T, YY—RDFER%EFHIRTZIEE
AEETY ., T /04 X M)V —RI&E, Recreate (BERX). Rolling (B—") > ¥) £7=I& Custom (A R
SLYDTFTAA AV NANSTFY—TCHEATEET,

FIR

1. LFOHITIE. resources. cpu. memory. & & U ephemeral-storage & TN ZTh4 7 3
~TY,

type: "Recreate”
resources:
limits:
cpu: "100m"
memory: "256Mi" 9
ephemeral-storage: "1Gi" 6

@ cruikCPUMI=Y T, 100miE0ICPUI=Y b (100*1e-3) AR LE T,
@ memory /31 MERITT, 256Mi (f 268435456 /31 hERL ET (256 * 2 20),

9 ephemeral-storage (/31 MBI TY, 1Gi (£ 1073741824 /814 K 2730) =X L ¥,

L, 24—=49270Y 20 MIERINTWBRIHAEICIE. UTO2 D0EHOWThHAD
BRETY,

o BAREY7R requests TE&E L 7= resources 2 3 .

type: "Recreate”
resources:
requests: ﬂ
cpu: "100m"
memory: "256Mi"
ephemeral-storage: "1Gi"

Q requests 7 7Y TV ME. U 4—FADY)Y—R)ZAMIHIETEYY—RYR %
%&i’a—o

o JOYVIY MNTEERINDFIRDEHA, LimitRange # 7> ¥ bDF 7 4L MEHN T 7O
AXY NTOERRBICERINS Pod ICERAINET,

FTAAA Y RNYY—REHRET BICIE,. EBOVWTIHIDF T a vAERIRLTLEIY,
ZThUADIFZEIX. 704 Pod DIERKIE. 74— E#EEB L TWRWI EERT XY
t_y%ll:l:ll L/Tgiﬂ&bi—a—o

RS
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o Y —RFHIRL LUVERDFFMIL. Understanding managing application memory 588 L T <
ZE W,
8219. FHDRYy—Y VT
O—JL/Xy LS, FERT—YVJICEY., LT HOHEFHMICEETEET,

R

A Pod [% oc autoscale AY Y FZFRA L THEBRAT—) VT 9252 EELHETT,

FIR

1. DeploymentConfig 7 72 =9 N FEB TR —) 79 3%IC1E. ocscale I~ R&fEAL
F9, &z E, LFDOT Y RiE, frontend DeploymentConfig 7 7> =7 b % 3IZERE L
9,

I $ oc scale dc frontend --replicas=3

L 7)) HDBUEREHIZ, DeploymentConfig 7 7~ =/ KD frontend TRE L7ZHEDT
TOA XY NOREEREDT FO4 XY NOREBITIEEINE T,

8.2.1.10. DeploymentConfig # 7 x J DO SLDTZAR—FMYRI M) —ADT7 V£ R

v —2 L v k% DeploymentConfig # 7> =7 MIEML, T7SAR—RNYRIRNY—DEA X—=

K7V ERATEDELDICLET, ZOFIETIE. OpenShift Container Platform Web 2>V — )L % {8
T5AFEERLET,

FIa
L FRTOY ) MEERLET,

2. Workloads R—I 5, TITAR—R(M A=V YRIN)—IZT IV ERT 27DDRIER%E
BUY—U Ly befFLZET,

3. DeploymentConfig # 7> ¥ M &ERL £,

4. DeploymentConfig T7 1 ¥ —_X— T, PullSecret%#:XE L. EHEARELZET.

821N KEED /) — KAD Pod DEIY HT

INWAHED /) —REEDLET/—FEL V79 —%FERAL, Pod DEIYHTZHET S EATEZE
-a—o

VSR —EBEEF, OV I MIRLTTIAN MDD/ —RELIY—EBRELTHED/ —K

ICPod DECEZFIRTEEX Y, AREEIL. PodREIC/ —FELIIY—ZRELT. /—RZIHIC
HPRIT B ENTEXT,

FIR

1. Pod DERBFICEL V49 —%BINT 5ICIE. Pod 33 E%#mE L. nodeSelector D&% BN L
9., Thid, BE—D Pod REY. Pod T L —MNIEBIMTEET,

I apiVersion: v1
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kind: Pod
spec:
nodeSelector:
disktype: ssd

J—=REL I —DEWNRIGEICERIND Pod FIEEINLINILZER D/ —RICEIYHET
LbNFEY, ZITHEINDEINNLIE, 759 —BEEICL>TEMINDESINILEHFAS
hi-a—o

feEzIE, 702 =7 MIT type=user-node & region=east DT RILH YT T A Y —BEEBHEICL
YEMI ., LEED disktype: ssd T NJL% Pod ICEEBM L /2B EIC. Pod &3 DD I NILFA
THEENE/—RILDFARATV2a—ILEINET,
Pz
SRVIIFEE 1D ULDERETEARWVDT, regionzeast AEBEICLY T T +
IV MEREINT WS Pod 5XEIC region=west D/ — KL V9 —%%ET S
E. Pod DK ATV a—)ILINBRLRYET,
8212 R 2 Y —ERX7H UV FTD Pod DE1T

FTI7AIRNUADY—ERTHD Y N TCPod 2#ETTEET,

FIa
1. DeploymentConfig 7 7>z / b aiREL T,

I $ oc edit dc/<deployment_config>

2. serviceAccount & serviceAccountName /X5 X —% —7% spec 7 4« —JL RIZEML., EAHAT
DH—ERT7HTOVMNEBELEY,

spec:
securityContext: {}
serviceAccount: <service_account>
serviceAccountName: <service_account>

83.TOAM AV INARA NS TFY—DFEH

FTOAA AV MNRARNSTFI—1F, A—HF—DLTRIIFEAETMAIBRWVWEDIC, OV 54 LRLTT
TV —2avaELTRELRE Ty 7L —RT5EDIFERAINET,

A—HF—IFBE. L= —ICE>TUEBINZIL— b ENLTT T Tr—2a VT I ERT 27D,
T 704 AV MNEB&IE DeploymentConfig = 7> =0 MEREF /2 IdIL—T 1« V JHBEICERZEBL Z
EMNTEEY, DeploymentConfig 7 7> =7 MDOMEEICERE LTI, 77V r—>ava(E
AT25IRTDI—MNIREEZSZFT, -9 —HEZFERTIANSTY—IFERDIL— ZY—
Ty RERELET,

T7OA4AAY MR NS TV —D% L L. DeploymentConfig # 7> =¥ hTHR—MIh, BIDXR b
TV —9 —HEETHR—MINZET,

83LTFTTOAMAYRNRANSTFI—DEIR
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FTAAAY RNANSTYU—%RBIRT ZIHBEIC. UTEEELTLEIL,
o RHIFFIEFTINZEHBIELKNEINZINELHY T,

o T—HINR—ZDEHIBMICRDARMENHY., TTVr—va v EHIIEHBL, O—ILN\Y
VT2RENDHYEY,

o PN —=2avhIA /O —EREKROIAVR—RY NaFERTZ/N17Y v NDFZE
IKIE, BITORTRICT O VI A4 LADVBEILRDHEDNHY X T,

o INZRTIB2LODAIVISAINZI I Fv—HRETT,

o FAMREMNMPBMINTULRWGRIK, FIMAN-—Ta v EFIONR-Ua vlmAMRELTL
FOHARMEI’DHY T,

TTOAAY MR NS TV =&, readiness Fx v V% FHEAL T, #L L Pod DERAEHBNTETTVDS
MEHIETL 9, readiness Fx v 7ICKKT 5 &, DeploymentConfig 7 7> U MM, 94 LT Y
FNIBETPod DETEBHAITLET, 774 MDY A LTI ME 10m T, B
dc.spec.strategy.*params @ TimeoutSeconds T:&E L £7,

832 O0—YVIRNSIFTFI—

A=)y I7F704 Ay M, LBION=2 3 VD7 ) r—2avA VR VA%, FiLWwi—U 3
VDT TN = a VA VR VRILKRRICBEERAZZFS, O— )V ITRNSTFI—

I&. DeploymentConfig # 72 =V MIA NS TFY—DEEINTVWARWGEIERINE T 74U
DTFTOAA AV NANSTY—TT,

A=Y V77704 XY MEBE. #38 Pod b readiness F = v 71L& > Tready IC 2 DAL T
DS, HWIAVR—FXY NERT—IULI IV LET, EARBEIELZEHAR. O—) 77704 X
Y MEIREINBIEEDHY £,

O—Y>757a4 XY NOFEROYAIVYT
o YU HALEREIESIC, P7I)r—YavoBRHATIBE
o LEIDO—REHLWI—RORABEETIAT IV Ir—>a v THR—KMNIhTWBIEHE

A=Y v IF7aq4 Ay heid, BRION=2a v EHRLWA—=Ua 00— RAERBICETTSEWL
HSBEKRTY, ThIF@E., 77U r—>a v TN-1EBEMICHIGT 2HRELNHY T,

O—Y>YJZRS57I—EEDH

strategy:

type: Rolling

rollingParams:
updatePeriodSeconds: 1 ﬂ
intervalSeconds: 1 9
timeoutSeconds: 120 6
maxSurge: "20%" ﬂ
maxUnavailable: "10%" 9
pre: (1 @

post: {}

Q ZPod RICEH IN D F CHEKT 2/, IEEINTLVAWES., F74ILMEE1 &AY F
-a—o
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@ EFLTHLTIOAAY RRT—IRER—Y VI T2ETOMBET B0, HEILTLA
WEE., 774 MER1ERYET,

g ARV NDRT—Y V5T % £ TOREIER, CO@EIEA4T>avTT, 774/ Mid 600
T9, 2ZTO it . BEMICUBIORERT 7OM XY MIO—ILRAYy I INBEWVNIE
KT,

Q maxSurge (&4 72 3 VT, BEINTVLWARWEEIZIE, 774 MEIE 25% &Y ET, UTF
DFIEDORICH B ERESBL TLEIL,

9 maxUnavailable [d4 7> 3 VT, EINTVWAWESICIE. T 74/ MBEIE 25% &7V F
T UTOFIEDRICHBIERESEBLTLEIL,

@ pre 5LV postiZEELESA THA VLTV ITT,

O—YYIJRARNSTI—:
LpreZA 7Y 1LV T7 v %RITLET,
2. H=CHUCESWTH LWL Y y—vayay hO—5—%2R 75—V T7v T LET,
3 XAMARAHICEDSWTCLEIOL ) r—yavary hO—5—%2A75—IVW¥ IV LET,

4. LWL T =y avary ba—S—»0"FEZ0L Y AICEEL T, BEIOL ) r—
avIayhO—S—0HPEOILKRZET, TORT—YVTEBEYRLET,

5 post 24 7 ATy 0 ERTLET,

BF

AT—=IVE o VEICIE, O—) VTR NS TV —E Pod DEBHATETZETHEL, R
=0T ETHRMICHENEEZNE DN EZHBLET, Pod xR4T —I)b
Ty T LEICENMDDST, EEIBELAWSEEICIFK., T7O0/4 XY N TORITER
BIICYMLT7IOMLT, 77O XY MIKBRLET,

maxUnavailable /X5 X —4% —(%, BEHEFICFIATET 2L Pod DERKAETY, maxSurge /XT X —4 —
&, TTDO PodBABA TR 2—I)LTESDPod DRABTY, EELDINFTA—=49—%F, N\—t>
N (B:10%) F 7= (FHEXHHE (Bl: 2) DWTHDMICERETETET, IADT 7 #J)L MEIX 25% TT .

UTFONRSA—9—%FALT. T7AMAY NOTAMPRAE—NEFETEET, UTICFlERL
i’a—o

e maxUnavailable*=0 & &£ U* maxSurge*=20% H'IEEINTWE &, BHRFSLUVRELRR
T=IT Y TRILRRRF v AT 4 — NI INDLDICRY FT,

e maxUnavailable*=10% & & U' maxSurge*=0 i*'#EEI N TS &, BMDF+ /NPT 1 —%
FERETICEHFZETLET (1 v TL—2EH),

e maxUnavailable*=10% & & U' maxSurge*=10% DH&E. F v /> T 1 —hKbh B A REMHE
RHYFITH, RBICAT =Ty TELVCRT—=ILIY OV LET,

— B9, RFEICO—ILT Y b ZI5EIE maxSurge A FRALET., VY—RDIV+—9%5EZREL
T, —SICHATRATDORENEE L TEI T HAWESICIE. maxUnavailable #FH L 7,

8321 AFVFTFFOAM AV b
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OpenShift Container Platform ICE 32 I RXRTOO—Y Y IF A4 AV MIAFYFZFTa4 AV b
TY, FRN—=—2ay (AFTVT7)EITRTOHFVWA VRAIVADNBEBRAONZRIICTAMNINE T,
readiness F = v VDB I L7AAWGEE, AT )74 VR4V RIFHIERE . DeploymentConfig & 7
Ty MIEEMICO—INY IINET,

readiness Fx v &7 7V r—>a v a—RO—ETHY., FiRA VY RI VAN FERTE2REICT
ZEOICBBILISCTCEERREEATHIENTEET, (EEOI——7—70—REHFRI VR
FURAIGEETERED) TV r—2a VDL YERRF IV I ARETIMNENHZHBE. HRY
LF7TOA4 XY M blue-green T 7AA AV RANSTFI—DREERF LTI,

8.3.22.0—Y v J/F7OA4 X MDYEBK

O—1) > 77704 X & OpenShift Container Platform @77 # )L k9 4 T3, CLIZFERLT
O—Y> 77704 AV MNa{ERTEET,

. Quayio iXH BT TOAAA Y MM A=VDY Y TIVILEDWTCT Y 5= a v EFERLET,
I $ oc new-app quay.io/openshifttest/deployment-example:latest

W= —BA VRN = LTWBIEEIE, - EFRALTT7 ) r—YavaflETE5L
SICTHEN, H—ERIPEBEEFEBLTLEIL,

I $ oc expose svc/deployment-example

. deployment-example.<project>.<router_domain> T7 7Y —>a v EBRL, vl A X —
UNRRINBIEEHWRLET,

. LT ADERKI DICA S E T, DeploymentConfig 4 7>z &R —) VI LET,

I $ oc scale dc/deployment-example --replicas=3

CHLWA=U 3V 06% latest &Y T LT, FIRTIOAA Y N EEFMICKNY H—L
-a—o

I $ oc tag deployment-example:v2 deployment-example:latest

 TSYYP—T, A A—UNREINBETA—VEEHLET,

.CLIZERALTWSHBAIK. UTOOYY RT, N=YU3 V1 Pod WK DHBH, /N—
Tav2ITEWL 2HBENERTILET, Web VY —ILTIE, Pod BMR%IC V2 ITBINS
. VIDGHIBRINET,

I $ oc describe dc deployment-example

FOAM AN TOERT, FHILWL Y=o aray bhO—5—DEEMICA—ILT7y TLE
¥, (rediness F v 7 &/NRL7MEI0) #1#R Pod IC ready DY — 78t 5N s &, T7O4 XV b
7O IFHHTEINET,

Pod W ERREEICA SR WEE., 7OtRiEFIEL. 7004 A Y MIERID/N—Y 3 vicA—IL/\y
JLFd,
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8323.FAFEN—ARI T4 TR FERALET7O4 AV hORE

Developer \—2RJF 4 JAFEAL T, T7OAMAVYNDTTOAAA Y NAN ST — 41 A=V
. REZH. M4+ 7 aviaRETEETS,

([} =355
e Web JYY—JL® Developer /S\—2RVF 14 T&EFEHLTWS,

o 7T Uh—avEERLTWS,

FIR

1. Topology Ea2—ICBEILEYT., 7Y —>3av% 1) vy LT Details SR ERRLZE

o

2. Actions RO v 74> X = 2 —T Edit Deployment %323k L. Edit Deployment X—> %X
~LET,

3. 77094 XY KDLLF® Advanced options 2 fRETE £ 7,

a. #7723 v:Pauserollouts =7 ') v 7 L T Pause rollouts for this deployment¥ = v &
Ry U RA%ERTZE, O—IULTI7 Ma—RHELETEET,
A—L7J he—BRIEd &, O—WT7U e N A—ETICT TV r—>a v LR
TEEY, O—IT7UMIVWDOTEERATEET,

b. # 7Y 3>:Scaling%%2 'Y v %Y L. Replicas DHXAZEFFTBHIETA A= DAV RY
VAR EEETEZT,

4. Save =V v o LET,

8324 ARBN—ARIT1+ THFEALI-O—) > J/F704 AV DB
A=YV IF7a4 AV NIRRT BZET, 7V 5—>avaea7y T L—RTEET,

AR
o Web JYY—J)LD Developer /X—2_JF 4 T&FEHALTWS,

o 7T Uh—avEERLTWS,

FIR

1. Developer /S—2X Y F 4 7® Topology E2a—T, 7V 5r—>av/—K&aoYv Y
L. Overview ¥ 72 /\RJVAICKRTL E 9, Update Strategy 57 7 4 JL kD Rolling A b 5
TU—ICEREINTVR I EIER LTI,

2. Actions ROy 74> X =21 —7T, StartRollout &R L. O—) Vv /EHEEABLET,

O—YYIF7a4 XY ME ILWNA—=S3 o7 ) r—yavaiReglTrnd, gun
N=2avERTLETY,
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nodejs-ex1

Qverview Resources

nodejs-ex]

€D nodejs-ex Namespace

@ test-project

Labels

app=nodejs-ex]

app.kubernetes.iofcom... =nodejs...

app.kubernetes.ig/inst... =nodejs-...

app.kubernetes.io/name=nodejs

app.openshiftiofruntime=nodejs

app.openshiftio/runtime-.. =10-5..

Pod Selector

Q, app=nodejs-ex],

deploymentconfig=nodejs-ex]

BEEE R

EE T /O A

Actions -

Latest Version

manual change

Update Strategy

Rolling

Min Ready Seconds

Not Configured

Triggers

ImageChange, ConfigChange

A

® Developer /X\—2 %Y 5 4 7 %{FHA L T OpenShift Container Platform T7 ) sr—>a v %

B L. 7701493

® Topology Ea—%FRALTFOY I M7 ) r—>avaRRL, T7O/4AY MDA

T—YAREWREL. TNHENET D

833 . BIFXA N TV—

BERANSTFY—d, EXMNALO—IILTINEMET, TTAAMAY N OVRAICOI—REEAT B

ODZATHAOINT v I EYR—MNLET,

BERA ST —FEHEDH

strategy:
type: Recreate
recreateParams: ﬂ

pre: {} 9
mid: {}
post: {}

Q recreateParams (&4 7> 3 VT,

9 pre. mid. LU postiES1 IH AL Ty I T,
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BERA NS TY—:
LpreZA 7Y 14V T7 v %RITLET,
2. LEIOTF7RA A Y MEERIKRT—ILI IV LET,
3AEBEDOmMd ATV AL T v I %EERTLETS,
4. FRTTOAA VN ERT—LT v TLET,

5 post 24 7AWV Ty 0 ERTLET,

BF

A= Ty THIC, TTAAAYNDOL T ABIERD 258, T4 XAV K
DENDL T ADEBTETVWBDEINDPRIEINTHS, TTAA LAY MHES
ICRAT—=ILT7y TINET, RIDOL T AORIEICKBLABEICIE, 704 XY
MIEKBEARINET,

BERT 04 A Y NOEHDODY LIV
o IMI— RERETBEIIC. BITELIZMBOT—IDEBRAETOINENH DB

o LIBIDN—=VavEHFRLWA=—Vavyp7 ) r—ayad— RKRoREBFEREYR—MLTW
WS

o BHOLTYYABTORENYR—FIhTWARWL, RWORY 2—L%ERAT 258

BEMT7O/4X Y MTIE, BOWHIRRICTZ 7V 5—2a v DAV RI VADNEFTINKRLLBDZDT, ¥
DUIALDRELET, 7L, LEIOI—REHFLVWI—RNEERICIEETINEE A,

833 LHAREBEN—ARI T4 TEFALLETIOM XY bOEE

Developer \—2ZRJF 4 JAFEAL T, T7OAM AV NDTTOAAA Y NANS T — 41 A=V
. REZH. M4+ 7 aviEaRETEET,

AR
o Web JYY—JLD Developer /X—2_JF 4 T&EFEHALTWS,

o 77— avEERLTWS,

FIR

. Topology Ea2—ICBEILET., 7Y —>av% 9 1) vy LT Details SR ERRLZE
-3—0

2. Actions KOy 749 > X =1 —T Edit Deployment %33R L. Edit Deployment R— % 3
~LET,

3. 7704 XY KDLLF® Advanced options 2 fRETE £ 7,

a. #7723 v:Pauserollouts =7 ') v 7 L T Pause rollouts for this deployment¥ = v &
Ry U R%ERTZE, O—ILT7I7 MNa—RELETEET,
A—L7I he—BRIEd &, O—WTU e N AT TV r—>a v EERE
TEFEY, A—ILT7I7MEIVWDOTEBRTEEY,
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wEEFSOM AV K
b. # 7Y 3:Scaling%%7 ' v %Y L. Replicas DHXAZEFFTBHIETAA—IDAVRY
VAR EEETEZY,

4. Save &=V v o LET,

8.332.FARE/N—ARY T4 TaEALLEBERT 704 X 7 b OREK

Web I~V —JL D Developer \—ZRY 74 T&FERAL T, TTAAAVYNZANSTI—%TFTT £
boO—Y) Y TEFHOBERERICNVEZISIENTEXT,

AR
e Web J¥Y—JL® Developer /X\—RRVF 4 TIZWB I & =WRLE T,

e AddEa—%FEALTT7FYr—>avaERL., Ihd Topology Ea—IZF7 704 INT
Wb EaERLET,

FI7

BEREHRANSTO—ICHYEBZ. 77V 5—>ava7y 7L —RT2ICE. UTEERTLE
-a—o

1. Actions KO v 74>~ A =Za21—T, EditDeployment Config#®#IiRL., 7 U —>3>vd
T7O4 XY MREDHMAERREL T,

2. YAML T7 1 4 —T spec.strategy.type % Recreate ICZ&E L., Save 27 ) v I LE T,

3. Topology E2—T/ —RK%&ERL, 41 K/XRJLD Overview ¥ 72RRLET, Th
T. Update Strategy |& Recreate ICEREINZX T,

4. Actions KOy ¥ oo X =—a—%FEHL, StartRollout #:#IR L. BIERA NS TFI—%1F

ALTEHFAEBLET,. BERKANSTY—EET,. 77V 5—2ary0aunwii—o3vo
Pod 87 LTH 5, FIFRN—2 a3 VD Pod #EEILF T,
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B48.2 B{FRCEHT

nodejs-ex]1 Actions

Overview Resources

( , 0
@ _
nodejs-ex]

D

Name Latest Version

nodejs-exl 3

Namespace Message

@ test-project manual change

Labels Update Strategy
app=nodejs-exl Recreate

app.kubernetes.io/com... =nodejs...
Min Ready Seconds

app.kubernetes.ic/inst... =nodejs-...
app.kubernetesio/name=nodejs Not Configured
app.openshiftio/runtime=nodejs

app.openshiftio/runtime-... =10-5... Triggers

ImageChange, ConfigChange

Pod Selector

Q, app=nodejs-ex],

deploymentconfig=nodejs-ex]

BEEE R

® Developer /X\—2 R %Y F 4 7 %{FHA L T OpenShift Container Platform T7 ) s —>a v %
EE L. 701493

® Topology Ea—%FRALTFO I M7 ) r—>avaRRL, 77O/ AY MDA
__&Z%EEDIL\L %nbtﬁnﬁ—d_%)
834. WAWLAKNSTTI—
ARILARNSTI—TIE, MEOT 7O XY NOBFARBETEDELIICRYET,

ARAY LA NSTI—FEEZDH

strategy:
type: Custom
customParams:
image: organization/strategy
command: [ "command"”, "arg1" ]
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environment:
-name: ENV_1
value: VALUE_1

LS DHITIE. organization/strategy I T F—4 X—TIl& Y., T7OA4 XY NOEMEN RIS 1
F9, 7> 3> dD command BEFiE. 1 X— D Dockerfile T EEL/=CMD T« L V54 T5E
ExXLFET, BELAA T a voBELZHII. ANSTY—TOCROERTEEICEBMINET,

X 5(Z, OpenShift Container Platform IEA T DIRIBEH 27T 704 AV N 7O RITRHBLET,

REZH B4

OPENSHIFT_DEPLOYMENT_ #7704 A & (LY r—>avarybio—3—)
NAME

OPENSHIFT_DEPLOYMENT_ #1387 704 X~ k@ namespace
NAMESPACE

HET 7O XY bOL T ARRBEMZEDTT, ANSTIY—DENIE, 1—HF—D=—XILRE
BEATHIET 20V Yy I 2FERLTHRT TOAX VY NETIT4TICT B2 EILHY FT,

F7zl& customParams 7 72z V N EFERAL T, ARV LDTF IO A v OV Y V%, BEDOT S
AAAYRNANSTFI—ICHEALET., ARYLDOY IRV ) OV y ¥ %$EEL T, openshift-
deploy N4 7Y —2MUOHELET, hRASLDFIOAVY—AVTF—AA—C2RETI2HERH

YFEHA, TITIE. RDYITT 7 2L bD OpenShift Container Platform 7 704 ¥ —4A X —I B E
AInZd,

strategy:
type: Rolling
customParams:
command:
- /bin/sh
--C
-
set -e
openshift-deploy --until=50%
echo Halfway there
openshift-deploy
echo Complete

CDHREICLY, UTDEIRFITOA AV MY ET,

on

Started deployment #2
--> Scaling up custom-deployment-2 from 0 to 2, scaling down custom-deployment-1 from 2 to 0
(keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-2 up to 1
--> Reached 50% (currently 50%)
Halfway there
--> Scaling up custom-deployment-2 from 1 to 2, scaling down custom-deployment-1 from 2 to 0
(keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-1 down to 1
Scaling custom-deployment-2 up to 2
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Scaling custom-deployment-1 down to 0
--> Success
Complete

AR LTFTOA XY RA RS TI—DO T O A TIE, OpenShift Container Platform APl F 7z (&
Kubernetes APIAND 7 J AN MEBRIGEICIE., ANSTY—%2FTI5IV7F—& REAOI Y
TFH—TCHRAAMRERY—EXT7AI VMDD NV VEFRATEET,
8341LRAREN—ARI T4 TFALLT 04 AV bDOREE
Developer X —2ZRV 74 FJEFERL T, T7OMA Y MDTTOAA Y RZARNSTI— 4 A =T
. REZH. M4+ 7 avieaRETEET,
AR

e Web JYY—J)LM Developer /X —2_J 54 T&EFEHALTWS,

o 77— avEERLTWS,

FIR

1. Topology Ea2—ICBEILET., 7Y —>3av% 21 vy LT Details IR ERRLZE
-3—0

2. Actions KOy 749> X =1 —T Edit Deployment %3&iR L. Edit Deployment R— % %
~LET,

3. 7704 XY KDLLF® Advanced options 2 fRETE £ 7,
a. #7723 v:Pauserollouts =7 ') v 7 L T Pause rollouts for this deployment¥ = v &
Ry U RA%ERTZE, O—ILT7I7 MNa—RELETEET,
A—I77 hNe—BEET2E, O—WT7IORENYA—BTICT TV Sr—>a v EER
TEEY, O—IT7UMIVWDTEERATEET,

b. # 7Y 3:Scaling%%7 'Y v %2 L. Replicas DHXAZEFFTBHIETA A= DAV RY
VABEEETEZLY,

4. Save &=V v o LET,

835. 747U AT vy

O—Y Y IBLUVBERARNSTY—IE. ANSTFY—TEFICERZLIERA VY NTCTFIOQA4 XV NS
OFRICEMEAERBATEREDICTE SA7YA I Ty FETFT04 X N7y O EHR—K
L/i-a—o

pre 54 781477 v DH

pre:
failurePolicy: Abort
execNewPod: {}

Q execNewPod (& Pod R—Z2DS5 4 7H A4 2T v I TT,
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TV IETART, ZJvVICHEBEIRELILBEICA NS TIV—DPNEIREITIIaAVEERT 5 KK
RYI—HDEFNFET,

Abort Ty Ik TRE, TTOAMAY N TTOEREKBEABRINET,
Retry 7Y IDETIE. RPHTBITHAITINET,
Ignore 7y DRBIEEIN, 7704 XY MEIWITINET,

T OIiE. TV IDERTHEELZRTEY91 TEAED 74 —ILRHPHYET, IBIE. 7v 994 7¢&
LTHR=PFINTWBDIEPodR—ZADTYIDHT, TD7T v 7Yl execNewPod 7 1+ —JL KI5
EINFT,

Pod R—ZADZA YA INVT v Y
Pod R—ZDZ4 7%4 V)L 7 v Ui, DeploymentConfig 7 7o/ DTV TL—hER—2ET
5HLWPod TT7v /01— RERITLETY,

LTFoF704 x> hoflizEREIhTsY, Zoflitciro—Y Y IR ST7V—%FRLET. &
BRICEEDONDE LI, NI A-BLTZDMOFMIIBEBLTWET,

kind: DeploymentConfig
apiVersion: apps.openshift.io/v1
metadata:
name: frontend
spec:
template:
metadata:
labels:
name: frontend
spec:
containers:
- name: helloworld
image: openshift/origin-ruby-sample
replicas: 5
selector:
name: frontend
strategy:
type: Rolling
rollingParams:
pre:
failurePolicy: Abort
execNewPod:
containerName: helloworld ﬂ

command: [ "/usr/bin/command”, "arg1", "arg2" ] 9

env: e

- name: CUSTOM_VAR1
value: custom_value1
volumes:
- data ﬂ

Q helloworld D& 73 spec.template.spec.containers[0].name #&HE L £ 7,

Q Z M command (&. openshift/origin-ruby-sample 1 X — TEZI N % ENTRYPOINT %= L&
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© envik TYUIVFF-OBREEETY (HE)

Q volumes i&. 7v 4/ aAVFF+—DRY) 1 —LBRBTY (EH).

ZDBITIE, pre 7w 71, helloworld I~ 7 F—5 5D openshift/origin-ruby-sample 1 X —< %
FRALTHRPod TETINET, 7Y 7 Pod IKIEUTOTONT 4 —HBREINET,

e 7 v /<Y K lusr/bin/command arg1 arg2 T3,
e T7v/IaVFF—IllE., CUSTOM _VAR1=custom valuel BEZH IS TN E T,

o Ty IDKBRYT—IF Abort T, 7V INKMTZETTOMAY N TOEREERML F
-a—o

e 7 v 7% Podif. DeploymentConfig = 7> % h Pod 5 dataRY 2 —LZ#HEALET,

835154 7Y 1 INT v I DK

CLIZERHALTTZOA XY MBI, SATHA IV Iy 0 F T TOMA VNIV I ARETEE
-a—o

FIR

1. oc set deployment-hook ¥ > RAFRAL T, BRIV VDY A THEZELET (—-pre. -
mid. F72lk —-post), L& XIE, TTAAMX VMDD T v I EBRET BICIE. UTERITLE
ER

$ oc set deployment-hook dc/frontend \
--pre -c helloworld -e CUSTOM_VAR1=custom_value1 \
--volumes data --failure-policy=abort -- /usr/bin/command arg1 arg2

84.IL— MNR—ZADF7OAAM AV NANSTFI—DEHR

FTAAAVIMNARNSTI—E, PV 5= a v aELEIE2FRELTERLET, —HDORLS
7Y —I|d Deployment # 7> = MAFERAL T, 77V 5r—>avIl@BRINZTRTOIL—bDI—
Y—DHRTEZEELETLET, 2O/ aVTHAINZMOBERA NS TI—TlE, IL—
4 —7% Deployment 7 72z hEHAL THEDIL— MIEEESZET,

BE BRI —IMR—ZADRAKINSFFTY—ELTblue-green 7 7OAM AV M AFEALE T, FHFR/N—
vav(green/N\—UaV) &, TAMEFHERICEEL DD, REM (blue N\—Y 3 V) 21— —7»
WL TERALET., EEIPE-/S, green/N=VU 3 VICHIYEZONE T, BENRELLBEIC
X, blue A=Y aVICRT I ENTEET,

—BHRBDRA NSTFI—E LT, A/BNA—Tay PwWTht, BEICTIT 1 TRIRET, AN—
VavaFRITEZI—Y—%, BA=—YaVEFRATZII—H—tWBREVLWIHAELXHYET,
i, A=Y —A V=T 14 APMOEEDLEEATAMN LT, 21— —DT741—RKNNv I EREBTS
THDICERTEET, Fh, —F—ICHT2BEDOEENELNTWVWSRIGEIC. EFEOIVTFR
NTERENPELLITONTWB I EARIETDDIFERITZIEETEET,

AFUTFIAA XY MTE, FIRA—YaVET RN LETH, BEMRBINBE, T CITUED
R=Yavi7s =y 23NET, Thid, LRORNSTY—EELTERFTEET,
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E8E T SOM AV

IW—KMR=ZDTFTAA AV RNARNSTI—TIE, Y—ERXARD Pod IR T—) V7 NFHA,
HFEETDINRN T ATV ADEHAMBE T LI, TTAMAVYINEREERT—) VT E2RELNDH D
BENHYET,

8.4.1.7O0FxY— v —RELVNST1 v I 9E

ERERRT, FEDOY vy —NICEETSE I T7 14 v VDR ZERICFETETY, Z<DM VR
VAEROIBEIE, EY v — FITESHNAI T —IL AL T BEX—ZADIS T4 v I %ZRKETE
F9., N, ROBATETHOBOY—ERPTTY r—y a VICGEEFLR2ET2 FOoxo—
Ty —F EHBEUICHEINE S,

RUBMARETIE., 70X —3ERATEETICEELFTT, JYBEMARETIZ. ZEEXREE
BLT, IOV SARY—FIFTRL, Z7V5r—2aryoO—All4 VY RAIVRICEEELT. BRAE
BT ENTEFET, DRI —2ELTE, DROAI VAN =ILDFry T a%mRZRFELEZY., &
WMEMTRENS T4y TTBIENTEET,

TCP (F7EUDP) D7 OF > —EME AL v— NTERTTEEJ, ocscale AYY REFEALT. 7
OF > =Y+ —RTERIIFIET 24 VAV AOER[BEZBRELTLEIW, JYEHRNS 71w
9 EEEY BIFAICIE. OpenShift Container Platform JL—4 — & LB D BUSERE T H R I A XT3
EHEMETLTLREIL,

8.4.2. N-1 Bt

HIRO—RELUFIOO— RAPEBICETINZ 7TV r—2avoigsaik. ilRa— KT3I hnik
T—AD, LRID/NN—23 VDI — R THRAAAPUE (FLIFEEICESR) TEXEHLOICEETIHVE
rhHYFEd, Thid,. AFxF—vOEILETIEN2EHAREETT,

N, TARVIRBELET =49, T—9R—R, —FWLFryv>a, 2—H—DTZ0H—1tv
vavD—8RE, ZHOMAEMBZIENTEET, Z<OWeb 7V r—vavizo—) v o5
TAOA AV MNAEYR—FNTEXZTN, PTYU5r—2a3avEFTAML, BEfLTZHICHIBIERZZ &N
BEETY,

TTYr—2avilioTE, FHEHDI— RAWTHICEITINTULWSZHEBAEW LD, NTPv1—
F—DRMNSUH I aVICKBLTHHBRERTHZ A HY T, BIOT ) r— a3 v TlEEK
LERY—VAERT, Z7)5—2a v L Rzig8tHY x9,

N-1TE#MEARIET 2 1D20AFE LT, AIBT7OM AV M AFHATEEY, fHINWAT R MNRE
T, UBIOOA—REHFLWI—REZRRFICEITLT, FIRTTOA4 A Y MIENDZ NS 714 v 2 DLLET
DTFTOA A N CTREEREIELRVWHEHEALE T,

8.43. EE#T

OpenShift Container Platform & & Uf Kubernetes I&, BRE28OO—7— 3 VA SHIRYT 281ICT
TVr—2avAVRIVAD Y vy NIO VT RREERELEY, £ZL. 7TV 5—2avT
. RTRIICA—Y—EHEIAEBICHIN TV I LA BRBITI2BNEIHYET,

vy NS UBEIC. OpenShift Container Platform (3 Y57+ —® 7O X TERM & ¥ FIL &%
LEF. SIGTERM2%{ET5&. 77U r—yavd—RiE, FREGEOZUHANAEELELET., &
nIZEY, O—RRNRSUH—ILL>THRDT I T A TRAVRAIVRICN T T4 v ORI —FT 1 VT
nN3ELHIRYEST, 77V =23 va—RiE, ARIN TV IERINTRTIRT 50, RO
ICENEGAEREICKRTINZETHELTHLKRTLET,

EEICRTIBHBENMRDZE, BRTINTUWAWTOERRICKILL Y FFHILNEEIH, 7O
BIEEICHR T XN FE T, Pod D terminationGracePeriodSeconds B £ 7-l& Pod 7~ 7L — NI IEH
IIRTI28B (T 74/ D308 2HEIL., BBEIKLTINSET Y r—23 v TEILARY
RAXTBIENTEET,
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8.4.4.Blue-Green 7704 X b

Blue-green 7 7OA4 AV N TlE, AT IV r—> 3> 22o20N—Y 3 v EERTL. ERER
(blue X\=T a3 NS LUFLWAA=I 3V (green N—=V3aNILNS T v I EBELET, IL—
NTlE, O—YV Y IR TP—FRLEPYEBIA Y —ERZFRATEET,

ZEL DT TN r—2avidkiET—4ILEKETHDT, N-TEEM 29 R— (327 7)5r—vavp
WETY, DFY, —9%=HBELT, T—9B% 22FKL. T—9R—R, RAMNTFLIEFT1RY
DS T4 7L —avaRELET,

FRN—U a3 VDT AMFERATET—YICDOVWTEATHTLEIY, ERET -9 DIFEICIE. #
BN=23vONTICEY,. EHREREBIELTLE D AREESHY £7,

8.4.4.1.Blue-Green 7704 X~ M DFRE

Blue-green 7 704 A~ hTIE 2 DD Deployment #FHLE¥, E55EFTIN,. EFREOT S
A4 XY MII—MMEET B —ERICL>TEDY LY., O & Deployment 4 7Yz 7 ha
BRBZY—ERICABRINET,

pa 3

IW—KME, Web (HTTP 8L U HTTPS) hZ 74 v 7 &R{RELTVWEDT, TOFEEK
Web 77U —2 a3 VIC&RETTY,

BN —Da VIR — M eER L, INZeTAMNTBIEDNTEET, ER/HINTERD, ERE

W= DY —EXDNFRY —EXZSRITDELIICEERELET, #HH (green) X—Ta VIFEMICARY
i_a—o

DHEIGE L TUEION—=Ia VIl —EREZPYEZ T, LEID (blue) N\—Y 3 »IiO—ILbN\v 7 F 3
ZENTEET,

FIE
L2DOWIILAET7 TV r—yayaviR—x Yy MaERLE T,

a. v1 4 X —T% example-blue Y —ERTRITTBH Y TNT ) r—>avpIiE—%1E
BLZET,

I $ oc new-app openshift/deployment-example:v1 --name=example-blue

b. example-green Ht —EXTVv2 4 X —JV % FHT 22 2BOIE—%/FHRLET,
I $ oc new-app openshift/deployment-example:v2 --name=example-green
2. DRIDY —ER%#SRIBIL— b 2ERLE T,
I $ oc expose svc/example-blue --name=bluegreen-example

3. bluegreen-example-<project>.<router_domain> T7 7)) 5 —>a v ASRBL, viA A=Y
NRRIINDIEZMHRLET,

4. b—bMEREL T, Y—E X% % example-green ICEE L X7,

I $ oc patch route/bluegreen-example -p '{"spec":{"to":{"name":"example-green"}}}'
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5. IIL—KDEBEINLIEEZERTZICIE. V24 A—IDPRRINDZET, 773U —%FHL
i’a—o

8.45.A/BF 7O AV k

ABTTOAAAYVMNANSTI—TIR, ILWA=U 307 7)) r—y 3 v aERERETOHRIES
NEAETRTENTEZT T, ERENN—TYaviE, 2 —F—DERORFEICHB L, BERO—ZH
FLWA—U 3V IIBEISNDLDICEEETEEY,

BN=U 3 VUADEKRDEIGEZFETEZDT, TAMEDIION, HILLUNA=Ia VADEREIE
YL, BROICUEION=Y 3 VDFEREEILETZENTEET, EN—Va VEREHREAET S
BRI, BiIFEBYDNR I A —T Vv RAEHEZ LI, B —ERXDPodBERT—) Vv ITTHREN
EL2BENHYET,

YIMNDzTOT7y T —RIZMA. CO#EEFERLTCA— -V I9—TIMADNN—=Va V%
RIETHZENTEET, URION—Y a3 v afERT 21— —&, FilLWwAA—2a v aERT 21—
HF—HAHTLBDT, ERZN=VaVIIRTE21I—F—ORBEFTML T, R LOEBREEHNS
H5ZENTEET,

CDTTAAAY NEBRICT BICIE. LBETON—Va v EHFLWA—=U 3 VIZEBICETTESIFE
FALULTWBRRELHYET, Thid. NTEIEY ) —RCHEENLIBIOBEE TS LAWVWLDIZT
BDIBED—BHRRA Y MIRYET, 2hoDN—23 UAELL EET BICIEN-1EREANET
£

OpenShift Container Platform I&, Web A~ Y —J)L& CLITN-1E#fiEAHR—MLZ T,

8.45.1.A/BT X NHDARFHE

A—F—FEBOY—EXATIL—bERELET, EF—ERE 7TV IT—>a>vD120/1R8=Y 3
VERELIET,

B —ERITIE weight B'E|Y HTHH, EF—EX~NDERDESDICDWTIE service_weight %
sum_of_weights TRRELF 9, T KR41 >~ ~D weights DEETAH—E XD weight 12725 & 5
IZ. Y—ERZED weight " —EZXDIT Y KRS ¥ MIOBINET,

IW—HMEY—ERERKTA4DEHBIENTEET, Y—ERDweight (Z. 015 256 DETHE
ELTLEIVL, weight ' 0 DIFEIE. Y—ERIEO—RKNS UV FIZSNMET. BEOHEKET S
BERAMEICIRELE T, —EXD weight 7' 0 TRWEEIE, TV KRS > D&/ weight (&
1ERYFET, ThICEY, TVRRSA Y IDLBHETN DY —EXTIE, HEBIC weight FER X
NBELYERZCADAREMELHY ET, COLIRBER. FRINZEHIED weight 2155
O Pod DEZRS L X T,

FIE
A/BERIEAZRET DI, UTFEETLET,
L2207 ) r—>avaERLT. BAZ2AF%2BELE Y. ThZEh) Deployment & 7
S MEERLET., TNhSDOT7 TV S—2avidALTOVSLDON=U3 0 THY., &
BIDRIBEOEBREN—Ya VT, £ N1 DRFBREINZFRNN—VaveRrYET,

a. RADT7 TV r—2avaEFERLET. UTOFITIE, ab-example-a &\ HRIOT 7Y
F—avaEERLET,

I $ oc new-app openshift/deployment-example --name=ab-example-a

b. 2B&BDOT7 S ) r—vavaERLEY,
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156

I $ oc new-app openshift/deployment-example:v2 --name=ab-example-b
EEL5QF7 ) r—ravErO4Ih, Y—EXNERINET,

2. W= MBATT7 V=23 Vv ENSHILFATESLIICLET, ZOBATYH—ERER
ATEXEd, BEOEHRBNN—VavalBALTHL, BTIL—MERBELTHFHREN—Ya Y
HEBINT % EEMNTY,

I $ oc expose svc/ab-example-a

ab-example-a.<project>.<router_domain> T7 7 ) r—>avaSRBRL T, FEINZN—
TAVHARRINTWBR I EEMIALET,

3I—RETFTTOM4FBHFEICIE. L—F— Y —ERITIBE L7 weights ICE>T RS 71 v
VEDBLET, CORBRTIE. 7740 b0 weight=1 EIEEINLY—EXDN1DEET S
DT, IRTOERNZOY—ERIZESLNE T, DY —E X% alternateBackends & L T
EMML. weights 2892 &. A/BERENHEET 2L DICAY £F9, Thik. oc set route-
backends <YV R%AZET9 %M. I— M EREELTETTEET,

pa

¥ /. alternateBackends =9 %15 & (L. roundrobin O— RNV >
BRAEFEALT, EHCETVWTYIIRMRBEESYICH—ERIIOEIN
5&£5ICLET, roundrobin i, L— 7/ F—> 3> AFERLTIL— MR
ETEET,

oc set route-backend % 0 ICERET B 2 &lE, Y—EXHNO—RKRNZ UV FIZ&mMLAEW
N, BEOERT2EREZIEBELKETSR2IEEZEKLET,

R

W—NMIEEEZMADE, IFEIFR/Y—EXANDINS T4 v I DERLEITHE
BEINEY, T77OMAVNERT—) VT LT, BELRARENETES LD
ICPod BZHET DRENHDIGENHY XT,

I—RERETBICE. UTEEITLET,

I $ oc edit route <route_name>

H A B

metadata:
name: route-alternate-service
annotations:
haproxy.router.openshift.io/balance: roundrobin
spec:
host: ab-example.my-project.my-domain
to:
kind: Service
name: ab-example-a
weight: 10
alternateBackends:


https://docs.openshift.com/container-platform/4.13/networking/routes/route-configuration.html#nw-route-specific-annotations_route-configuration

E8E T SOM AV

- kind: Service
name: ab-example-b
weight: 15

8.4511. Web AV —ILEFEALLEFINI— NOEHDER

FIR

1. Networking » Routes R— I ICBEIL £ 7,

2. RETZIL—MDOEILH D Actions X —a—%% 'Y v L. EditRoute Z3ZR L 7,

3. YAML 7 7M1 IV A#RE L E 9, weight = 0 05 256 DREIDBIUICARD LD ICEHLET., &
niz, oS —45y NBRATV I MIRTZ9—45y NOERHLREAEZBELE T, B
0RIDNYIITY RADEREZMEILET, 774 MI100TT, 2723 VIiIl20TOD
F£#llZ. oc explain routes.spec.alternateBackends = =17 L £,

4. Save&xV Yw o LET,

8.4512. Web AV V—IL &2 EALEFHI—MOEADER

1. Networking » Routes R— I ICBEIL 7,
2. CreateRoute 27 v 7 LEY,

3. Jb— D NameZ ABNLFT,

4. Service Z:ER L X7,

5. Add Alternate Servicex 7 ') v 7 LE Y,

6. Weight & & ' Alternate Service Weight DEZ AL E 9, DY —4 v b & DEFHRE
HERT 0D D 255 DEIDEFEEANLET, 774/ ME100TY,

7. TargetPort 3 ERL £ 7,

8. Create27 1w LZET,
8.4513.CLI#FHAL/AEEHDER

FIR

L. Y—EXBLUVCHIETIEAFADIL—MILE2BREDHZ=EIEY 5IC1E. oc set route-backends
AV REEFERALEY,

$ oc set route-backends ROUTENAME \
[--zero|--equal] [--adjust] SERVICE=WEIGHT[%] [...] [options]

feEzIE, LF@a <~ Ri ab-example-a IC weight=198 215 L CEELRY—ER &
L. ab-example-b IC weight=2 2§ L C1 HEEHORAY—ERX & LTEELZE T,

I $ oc set route-backends ab-example ab-example-a=198 ab-example-b=2
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DFEY, 99% D Z 74w UIEH—EX ab-example-a IC. 1% (& —E X ab-example-b 23X
BEInzxd,

ZOARVRTI, TTOAAYMNEIRT—) Vv TINFERA,. BROAFTENIET ZDICT
DR Pod BHBIRETINERITTEINELNHY XY,

2. 727R”LDARY FERTLT, BREDREZHEL I,

I $ oc set route-backends ab-example

H A B

NAME KIND TO WEIGHT
routes/ab-example Service ab-example-a 198 (99%)
routes/ab-example Service ab-example-b2 (1%)

3. -adjust 75 7 A FERATEE. BEROY—ERDEH%., ThEEIIFT LT, FLEEEAR
H—ERICH L THEEMNICERETEET, Bl82EET D&, FET—ERFLIFT1HEBONR
A —EX (FEY—EREZRELTWVWEHE) ICH L THERNICH —EXEZFETEET, i
WK VIV RO HBIHEITIE. BEAIERICHAILZREICRY T,

LR DB TIE. ab-example-a & & U ab-example-b H—EXDEAEZZLEL XY,

I $ oc set route-backends ab-example --adjust ab-example-a=200 ab-example-b=10
Flhld. N—trVF—YVZHEELTH—EXDEHZZLELIY,
I $ oc set route-backends ab-example --adjust ab-example-b=5%

N—EVT7—VESORIIC+ZHEET &, REDREICH L TEAM I ZHETEET, U
TEHlERLET,

I $ oc set route-backends ab-example --adjust ab-example-b=+15%
—equal 7 3/ Tld, £ —E XD weight #* 100 1722 LD ICRELE T,
I $ oc set route-backends ab-example --equal

—-zero 7 7 J7E, £ —EX®D weight Z 0 ICBRELF T, IRTOEKRICHLTS503 T5—
PRINET,
Pz
W—RMIZE>TE, BRONY VIV RFLEEEADEREINNNY VIV K%
HR—MLABVWEDHHY £,
8.4.5.14.1—E R, EH® Deployment4 7>/ b

FIR

1L §RTDY v — NITHBED ab-example=true SRV EEMLTHFRT7 TV r—>a v &ERL
i’a—o
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$ oc new-app openshift/deployment-example --name=ab-example-a --as-deployment-
config=true --labels=ab-example=true --env=SUBTITLE\=shardA
$ oc delete svc/ab-example-a

TIVG—=ravhFIOoq4Ih, Y—EXADBMERINET, ThIERMNOY v—RKTY,

W= hEFERLTT7 ) r—2a v EARATESZEIICLTLKEIVW (FLEFE. Y—EXIP%E
BEMFALTEIWV),

$ oc expose deployment ab-example-a --name=ab-example --selector=ab-example\=true
$ oc expose service ab-example

. ab-example-<project_names.<router_ domain> T7 7Y —> 3V EBSRL, vi4 X—=IH
RRINBIEEBRBLET,

NDBEDY vy —REBLY—RAX=IBIUINIVIEDLCD, BIONR=T 3 08 TiHIFS
NIN=U a3V E—RBORBEEBZEELT2O20BDOY y— F2FEKRL T,

$ oc new-app openshift/deployment-example:v2 \
--name=ab-example-b --labels=ab-example=true \

SUBTITLE="shard B" COLOR="red" --as-deployment-config=true
$ oc delete svc/ab-example-b

. ZORFRT, WFhDPod DY hEIL—MTRH#EINFT, LHL. BTZ0H— &z
) &I—%— (T 7 #J)L b Tld cookie ZEA) T, Ny I TV R —N—~DEREHRFL
£DETBDT, Yy — KA BEARINDVWITREELHY XT,

1D2DF/FMBOY +— RIIRLTT S0 —%2@EMNICEITS 2101, UTFEEITLET,

a. ocscale ¥ K& L T, ab-example-a®L 7)) h%& 0ICES LET,

I $ oc scale dc/ab-example-a --replicas=0

TS50 —%EFH LT, v2B8 LU shard B (i) aR~IEE T,

b. ab-example-a %= 1 L 7'1) #iC, ab-example-b % 0 ICX 45— VT LE T,
I $ oc scale dc/ab-example-a --replicas=1; oc scale dc/ab-example-b --replicas=0

T2 —%28H LT vibsdLUshardA(B) Xk~ LFT,

CWTRADY Y —RTTFFTOAM XY NE MN) H—F 258, TOY v — KD Pod DHHNEEE
FIFET, E55HD Deployment + 72 7 T SUBTITLE REZHAZZELTCTF7O1
XV NEN)H—TEET,

I $ oc edit dc/ab-example-a

EJ A7

I $ oc edit dc/ab-example-b
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/N T
FIOE V4 —4

01. 7OV NTEDYY—RY +—4

ResourceQuota # 7V ¥ N CEZIND VY —RVF+—H 3. AP/ NTEIL) YV —HES
DT EFIRT 2HWERELE T, Chid. 94 77OV TV MTHERTES24 7927 hO#
B55IRTZEHIC. 20OV MDY —ADEETIARRMEOHZ IV E2I—N)Y—E L
VRANL—YDEREEEFIRTDIENTEET,

AETIE, YVY—RI =9 DEEAP. VR —BEEN) Y-V =53 TOYzI hTEIC
EDLIICHREL., BEETEZD. BIURARECPI SR —EEENETNLZEDLIICKRTTESD
MIDWTERBAL 7,

90.11. 74 —49 TEEINZ)YV—X

LUFTIE, 74— 49 TCEBTEZ2—EDAVE2—RN)Y—REFTIT VML TIZOVWTEHBALE
—g_o

p= =)
status.phase in (Failed. Succeeded) 7* true M54, Pod X TREICHY 7,
KONV A—49TCERINhDIAVEa— N)Y—2R
VY —24% BTl

cpu R TIREDTRTD Pod TO CPUEBRDAFHEZDEEBAL D ENTE
Ft A, cpu B LU requests.cpu (ERILETHY. HEICE X AIRER
HEDELTHEATEIY,

memory FRTHREDITRTDPod TOXE) —BBKRKODEFHIZDEZBAD I ENT
Xt A, memory & & Urequests.memory IFECETHY., HEICEX
Bz AR EDE LTHERATEEY,

requests.cpu R TIREDITRTD Pod TO CPUERDAEHIZDEZBAZ I EHNTE
Tt A, cpu B LU requests.cpu (ERILETHY. HEICE XX AIREMA
HEDELTHEATEIY,

requests.memory R TIREED T RTD Pod TOAEY —ERDEEHLICDEAEBAILDZENT
Xt A, memory & & U'requests.memory IEECETHY., HEICEX
Bz AR EDE LTHERATEEY,

limits.cpu IR TIRIED T R TD Pod TO CPU BIRDEFHEZ DEAEBA S Z &N TS
A

limits.memory HERTREDITANTDPod TOAXAE) —HIRDEEHIZDIEZBAZ I ENT
SEHA,

F9.27x—49TCEBINBAML—TY Y-
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VY—2%4 B4

requests.storage EBRDOREDITANTDKKER) 1 —ALEK (PVC) TDRX ML —YVERDAEF
id, COEEZBABIENTEEEA,

persistentvolumeclaim 7OV MIBEHETESKERY 2 —LEK (PVC) DAEHHTT.
s

<storage-class- —HITBAMN—VIIREHD. EEDOREDTNTOKKERY 1 —LEK
names>.storageclass.st (PVC) TORML—YERODAFIIDEEBAZIENTETEHA,
orage.k8s.io/requests.

storage

<storage-class- 7OV MIFEETES, —HIDRAMNL—TY V5 R%&HFD Persistent
names.storageclass.st  Volume Claim (kiR 1) 2 —ALERK, PVC) DEEHETY,
orage.k8s.io/persistent

volumeclaims

ephemeral-storage R TIREDTRTD Pod ICHIFTZO0—HILDO—BER L —VERDEEHL.
ZDEZBZSIENTETFEEA, ephemeral-storage & & U
requests.ephemeral-storage (IR LETH Y., HEICEI LA FAERED
ELTHATEZEY,

requests.ephemeral- R TREDTRTDPod ICHITE—BERA N —YVBRDEEHE. ZDEER
storage ABZENTEZEHA, ephemeral-storage & & U requests.ephemeral-

storage ZECETHY ., HEIKESBATREAEDE LTERATEET,

limits.ephemeral- FRTREDTRTD Pod ILHIFZ—BFR ML —TVHIRROEGEHE. ZDEEE
storage ABIENTEEHA,

RIIVA—ITEEIND ATV MK

VY —2%4 B4

pods 7OV MIFETE SR TIRED Pod DEFHETY.
replicationcontrollers 7AY Y MIFEETE S ReplicationController DEFH T,
resourcequotas TRV MIGETEDR Y Y —R I+ — 9 DEEHTT,
services TRV MIBEETES Y —ERDEFHTT,

services.loadbalancers JOY x4 MIFEETE %41 7 LoadBalancer DHr—EZXDEEETY,
services.nodeports 70V ) MIBEHETE 54941 7 NodePort D —EZDEEHETY,

secrets 7OV MIBHETESRY—J Ly NOBEETT,
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Ny —24 tEA
configmaps 7OY Y MIEHETE S ConfigMap + 7Y =7 hDAEHTY,

persistentvolumeclaim 7OY ¥V MIBETEZKERY 2 —LEXK (PVC) DAFHETY,
s

openshift.io/imagestre TOVIY MIBEETEZM A=Y RN —LDEFETT,
ams

912. 9 4#—49DARI1—7

BV =8I A= Oty MEEMITONET., V4 —FF. NEINERDI-TOREERS
IK—HT2HBAICDA )Y —ZADFERRRZREL XTI,

AA=T% 9 3—9ICBMT B E. V+—9DBRIND )Y —ADEY MEFIRTEXET, FTIh
2y NUADY Y —R%ZEBRETDE RAETST—HIRELIT,

23— SRR

BestEffort cpu F/zidmemory DW\WIFhMIDWTOH—E
A M QoS (Quality of Service) #' Best Effort D Pod
‘: _ﬁ lJ i 3‘0

NotBestEffort cpu BLUmemory ILDWTOH—ERD QoS
(Quality of Service) A° Best Effort Tl&72 LN Pod IZ—
BLZEY,
BestEffort 21— &, LAFD) YV —RICHIRT 2L DI+ —9 &HIRLET,
® pods
NotBestEffort R 1— 71, ATFDV YV —R%BHTEDELIICI+A—9%FHIRLET,
® pods
® memory
® requests.memory
® [imits.memory
e cpu

e requests.cpu

limits.cpu

9.13. 7 #—% DEHk
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AV MDY =R A=IDEMIHERIND &, T7AT T ME, BRINIERRRDME
HNEtEINZETIA—IFINDERZSISEITARBEDH ) Y —ADIFRMHEZHIR L X
-a—o

A= PMERI N, ERKROMEAEFINZ L, 7OV NIFKRIV T VY OERETFA L
FY, VY—RZERIIIEET 50, 74— 9DFEAER) Y —ADERTLEIEEERLH S
EFCIBALET,

)Y —Z2%HBIRYT 2358, 74— 9 DFERZEE. 7OV I DY+ — YR OREDTL LB ER
WA INFE Y, REATRLKEZEEL T, 74— Y EREORFHEZRERBAIND VAT LERX
TR DICRELRERZERELIT.

7OV ) NEENY # —SFERBIREBAZHE. —N—RBEDTI/avEERL. 74 —5H
HeERLTWEIE, BLIUVYRATATHRARRAINSEAEOMEHELZ RT BRI —X v E—
IUNI—HF—IRINZET,

9.1.4. Z3K vs HlR

AVEa—bMYY—RDEYHTEIC, FIVTFT—IECPU, XEY—. —BHRAML—YDZTITH
ICEREECHREZEETEET, 74— FIEINODEOVWTREFIRTEIT,

7 #—% IC requests.cpu % 7213 requests.memory DENEEINTWBHE, IXTOERFIVT
F=BETNEDY Y —REBATRHICERTZZENROLNET, 7 4—4IC limits.cpu /1
limits.memory DENMEEINTWBRHE, IRXNTOEFEEIVTF—DNENLDY) VY —XDEARIZH
REEBET DI ENKOLNET,

915. )Y —R U #— 9 EFZDH

core-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: core-object-counts
spec:
hard:
configmaps: "10" 0
persistentvolumeclaims: "4" 9
replicationcontrollers: "20" 6
secrets: "10"
services: "10" 9
services.loadbalancers: "2" G

7OV Y MIFEIETE S ConfigMap 7Y =7 hDAEHTY,
7YY MIBETE kiR Y 2 —LEK (PVC) DEEHTT,
TRV MIBFETESL ) y—yavyary ha—>—0O&EHTY,
TOVIY MIBEETER Y=Ly hOEEETT,

7OVIY MIBEETEZHY—ERDEEHTT,

QD000

7OV MIEETE %41 7 LoadBalancer D —EXDEEHTT,
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openshift-object-counts.yaml

apiVersion: v1i
kind: ResourceQuota
metadata:
name: openshift-object-counts
spec:
hard:
openshift.io/imagestreams: "10" ﬂ

Q TOVITY NMIBETEZZ24 A—Y RN —LDAEHTT,

compute-resources.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources
spec:
hard:
pods: "4" ﬂ
requests.cpu: "1" 9
requests.memory: 1Gi 6

limits.cpu: "2"
limits.memory: 2Gi 6

7OV Y MIBFEETE IR TIRED Pod DEEHHTY,

FRTHREDITRTD Pod ICBEWVWT, CPUEKRDEEIZTATEZBADIENTETEEA,
HRTREBOITRTOPod IZBWVWT, X EY—BROEFHI1GIEBAD I ENTEEE A,
HRTREDOITRTDOPod ILHSWT, CPUKIBRDEEIF2 AT EBAZ I ENTEEH A,

FRTHREDITRTD Pod ICEWVWT, XEY —FHIROEGEHI2CI ZBA DI ENTETEHA,

0009

besteffort.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: besteffort
spec:

hard:

pods: "1" ﬂ
scopes:
- BestEffort 9

ﬂ 7OV Y MIBEETESH—EZD QoS (Quality of Service) A° BestEffort DIEIR T IRRED Pod
DEEFEHTY,
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Dr—H%, AEY—FIE CPUDWVWTIHADY—EZ®D QoS (Quality of Service) A
BestEffort D—3 9 % Pod DAICHIR L ¥,

compute-resources-long-running.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-long-running
spec:
hard:

pods: "4" ﬂ
limits.cpu: "4" 9
limits.memory: "2Gi" e
scopes:
- NotTerminating ﬂ
R TIKRED Pod DEEHHTY,
MR TREDITRTD Pod ICBEWVWT, CPURIRDEEHIZDEZBAZ I ENTETIEA,
FRTREDIANTDPod ICBEVWT, XEY —HFIROGFHIZDEZBAS I ENTEIEA,

7 # —4 % spec.activeDeadlineSeconds 7' nil ICEREINTWE—E T % Pod DAHICHIFR L F
9., EJ KR Pod &, RestartNever R') < —A#EA I N7 WRY NotTerminating (72 Y £7,

0009

compute-resources-time-bound.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-time-bound
spec:
hard:

pods: "2" ﬂ

limits.cpu: "1" 9

limits.memory: "1Gi" e
scopes:

- Terminating
& TIRRED Pod DEEHHTY,
RTREDITRTD Pod ICEWVWT. CPURIRDAEHEIDELZBAZ I ENTEIEA,

RTIREBOITRTDPodIZEWT, X EY —HIROEEHEIZDEEBAD I ENTIEHA,

0009

7 # —4 % spec.activeDeadlineSeconds >=0 ICFREINTWE—E T % Pod DHICHIFR L F
T, FLEAIE, DV +—FIFEIKPod £/41E7 704 ¥ —Pod ICEEAE5 X FTH. web
HP—N—FR@BT—IR—RABREDRRKEEITINARV Pod ICIFHEEZS L FH A

storage-consumption.yaml
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O @ 9O O o 6 o 00

apiVersion: vi
kind: ResourceQuota
metadata:

name: storage-consumption

spec:

hard:
persistentvolumeclaims: "10" ﬂ
requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" 6
silver.storageclass.storage.k8s.io/requests.storage: "20Gi"
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 9
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ
requests.ephemeral-storage: 2Gi G
limits.ephemeral-storage: 4Gi

FOY T NADKBERY 2 —LBR (PVC) DAHETT .

7OV PDIRTOKERY 2 —LE R (PVO) IZEWVWT, BRINBZA ML —YDEEHIC
DEEBABDIENTETEHA,

TOV Y hDFRTOKEERY 1 —LER (PVC) ICHBWVT. gold A NL—Y U SRTERI N
5AMNL—VDEEEIDEEZBADIENTETEEA,

TOV Y hDFRTOKEERY 12— LER (PVC) ICBWT, siver A NL—Y 4S5 2TERI N
B5AMNL—YDEEFIDEEZBADIENTETE A,

7OV PDIRTDOKERY 2—LER (PVC) ICEWVWT, siver ANL =Y IS ZADERDE
SHBIECDIERBABD I ENTEEHA,

7OV hOETRTDKGERY) 2 —LEK (PVC) ICEWT, bronze AL —Y U S5 ATEKRI
NB2AML—VDEFIBIDEZBAZIENTETIEA, IND0ICREINDIHE. bronze
AML=—YISREAM -V ZERTERWVWIEZERLET,

TOYIY FOTRTOKEERY 12— LER (PVC) ICBWT. bronze 2 hL—Y 4 5 A TERS
NBEZAMNL—VDEEHIZDEABZIZIEDNTIFEFTA. INDOICEEINDIFEIL.
bronze AL =YV S ATEHEREZFERTERWIEAEKLET,

FRTHREOITRTDPod ICEVWT, —RANL—YVEKRDEEIE2CGI ZBADIENTEEE
Ao

HFRTHREDTRTDPod ICBEWVWT, —FFRAMNL—VHIRDEEIF 4G ZHBAZ I ENTIFEE
Ao

9.1.6. 7 # — % DIEM
BEOTAVY bTYY—RADEREHIRT 27DICI +—FEFRTBIEHNTIET,

FIR

166

L 274WMICO9A—9%FEHELET,

2. V3—9%FERL., Thea7OVzy MOBERTSOICT7 74 AFRALET,



I $ oc create -f <file> [-n <project_name>]
UFICHZERLEYS,

I $ oc create -f core-object-counts.yaml -n demoproject

9161.ATx I IOV NI x—49 DYEBK

BuildConfig & & U DeploymentConfig & 7> = 7 M2 & D, OpenShift Container Platform DIR#ERY
7 namespace ZEALTWR N Y —RI9AL TDITRTCUATI LI NAT Y NI+ — 9 HERTEZE
T ATVTIMNIA—FHATY MNE BEINLI A —F 5 TR TDIZEML namespace ZFA L
TWBNY—2294 FITRELZE T,
V)Y =R =89 %FRTZEIC. 7T MIERREI 2 —FICEDWTFv—IIhEd, LT
DIA=IDIATIE) Y —ZANMEWNTISNB I ENSRETBIDICHKRIEET, V71— Ik. 70O
VI MRICRDBRI) Y —ADTDICHZBEICDOAMERTEET,
Fig
J)Y—Z2DFA TV MNADY NI+ —F%BRETHITIE. UTFERITLET,

L UTFoav Y REERITLET,

$ oc create quota <name> \
--hard=count/<resource>.<group>=<quota>,count/<resource>.<group>=<quota> ﬂ

Q <resource> Z#d ) YV —ADEBITH Y. <groups> & API FIL—TTY (KLT 515
B YUY —RABLVETNSDEEMIT SN API FIL—T D X MIT oc api-resources
aAv Y FEEALEY,

UFICHZERLET,

$ oc create quota test \

hard=count/deployments.extensions=2,count/replicasets.extensions=4,count/pods=3,count/secr
ets=4

H A B

I resourcequota "test" created

ZOBITIE, VRAMRRINEIY—REISR9—ADOETOT Y hD/N— REIBRICHIR
L/i-a—o

2. VA= DMMERINTWB I %A LET,

I $ oc describe quota test

6
Name: test
Namespace: quota
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Resource Used Hard

count/deployments.extensions 0 2

count/pods 0 3
count/replicasets.extensions 0 4
count/secrets 0 4

9.1.6.2. K YV —RADY Y —R Y +—48 DEXE

)Y —ZADFA ==y MIEERY) V—RICEEFRAIINFEA, TDEH, 7+—4% THEULHLERY
Y —ZIZDWT requests & & U limits Z18E T 2MENHY £, RIFS T, HEIEFF requests. DdH
20 #—9HEDHMRR) VY —RICHFRAINE T, LTI, GPU Y Y —X nvidia.com/gpu @ ')
V=R =9 R ETDHEICODVTOY T ) AHITY,

FIa
L V5R9—RAD/—RKTHATEAD GPUDEZHRILET., UTICHZRLET,

# oc describe node ip-172-31-27-209.us-west-2.compute.internal | egrep
'Capacity|Allocatable|gpu!’

H A B

openshift.com/gpu-accelerator=true
Capacity:
nvidia.com/gpu: 2
Allocatable:
nvidia.com/gpu: 2
nvidia.com/gpu 0 0

ZOFEITIE, 220D GPUAPFBABETTY,

2. namespace nvidia IC7 # —%9 ZRELEX T, ZDHITIE. 74—%E1TY,

I # cat gpu-quota.yaml

H A B

apiVersion: v1
kind: ResourceQuota
metadata:
name: gpu-quota
namespace: nvidia
spec:
hard:
requests.nvidia.com/gpu: 1

3. V=9 %5FEHRLET,

I # oc create -f gpu-quota.yaml

H A B
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I resourcequota/gpu-quota created
4. namespace ICIEL WY # — 9 DBEINTWR I MR LE T,

I # oc describe quota gpu-quota -n nvidia

Hh 6
Name: gpu-quota
Namespace: nvidia
Resource Used Hard

requests.nvidia.com/gpu 0 1

5. 85— GPUAERT 3 Pod EEHELFT, UTFOEET 7 1 ILDOY Y FILDEHIIE gpu-
pod.yaml TY,

apiVersion: vi
kind: Pod
metadata:
generateName: gpu-pod-
namespace: nvidia
spec:
restartPolicy: OnFailure
containers:
- name: rhel7-gpu-pod
image: rhel7
env:
- name: NVIDIA_VISIBLE_DEVICES
value: all
- name: NVIDIA_DRIVER_CAPABILITIES
value: "compute,utility"
- name: NVIDIA_REQUIRE_CUDA
value: "cuda>=5.0"
command: ["sleep”]
args: ["infinity"]
resources:
limits:
nvidia.com/gpu: 1

6. Pod 2R L&Y,

I # oc create -f gpu-pod.yam|
7. Pod BRITINTWB I & &MHRLEFT,

I # oc get pods

Al
NAME READY STATUS RESTARTS AGE
gpu-pod-s46h7  1/1 Running 0 im
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8. V#—% Used DAV VI —HNELWI EEZHERLET,

I # oc describe quota gpu-quota -n nvidia

6
Name: gpu-quota
Namespace: nvidia
Resource Used Hard

requests.nvidia.com/gpu 1 1

9. nvidia namespace T2 &FB® GPU Pod D AT LET., 2 DD GPUDHBDT, Th
"/ —RETERITIBIEWEHRETT,

I # oc create -f gpu-pod.yam|

H A B

Error from server (Forbidden): error when creating "gpu-pod.yaml": pods "gpu-pod-f7z2w" is
forbidden: exceeded quota: gpu-quota, requested: requests.nvidia.com/gpu=1, used:
requests.nvidia.com/gpu=1, limited: requests.nvidia.com/gpu=1

DA3—9D1GPUTHY., TDPod DN EDY +#—H9%#BA 222D GPUDEIY HTEHIT
L7/, Forbidden TS —X v E—IHNRRINBDIENFEINZET,

9.17. 7 # —H9 DRT

Web OV —ILTFOYTY FD QuotaR—JICEEL, 7OVII MDY +—9 TEHZINS/\—
REIRRICEAE Y 2 EARROMEARRTEZET,

CLIZERLTI+— 9 DEFMlZERTIEHIEETEEY,

FIR

1. 7OV hTEREINDVA—YDYRMNERMBLET, /=& 21X, demoproject &L\ 7
AYzy bDFZE, UTE2ETLET,

I $ oc get quota -n demoproject

H oAl
NAME AGE
besteffort 11m

compute-resources 2m
core-object-counts 29m

2. BT +—4ICOVWTER L FT., & ZIE. core-object-counts 7 + —% DiFE. LT
ERITLET,

I $ oc describe guota core-object-counts -n demoproject
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H A B

Name: core-object-counts
Namespace: demoproject
Resource Used Hard

configmaps 3 10
persistentvolumeclaims 0 4
replicationcontrollers 3 20
secrets 910

services 2 10

9.1.8. ATRMIZRY) VYV —R U + — 8 DRTE

TRV NBRTYTLU—MNTHARHRY Y —RI+—9%BEL. FIRTOT I MIREDY)
y_zaj_&%ﬁﬁﬁbij—o

AIREH
e cluster-admin A=A FHE D21 —H—ELTDISRY—~DT7 IV LA H B &,

e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

FIE
L 7AYz I b NEBERFVYTIL—MIYVY—RIV+—YEHFEEBMLET,
o JOVIVRNERTVIL—IDBYISRY—ICEFEIELRWVEE:

a. 7= NZANSyFTOVII M TFUTL—REER L. Th%E template.yaml &LV
Z7AIICHALET,

I $ oc adm create-bootstrap-project-template -o yaml > template.yami

b. VY —2R7U #—4%DEH% template.yaml [TEML £9, LLFDAITIE. storage-
consumption EWD ZRIDY Y —R U+ —95E&HLEFT., TVTL—bD
parameters: TV > 3 VORIICERZEBINT 2HENHY £,

- apiVersion: v1
kind: ResourceQuota
metadata:
name: storage-consumption
namespace: ${PROJECT_NAME}
spec:
hard:
persistentvolumeclaims: "10" ﬂ
requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" 6
silver.storageclass.storage.k8s.io/requests.storage: "20Gi"
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 9
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ
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@ ® 0 0 99

FOY T NADKBERY 2 —LBR (PVC) DAHETT.

TOVIY hDFRTOKEERY 1 —LER (PVC) BV T, BRINB Rk
L—YDEFIEIDEEZBADIENTETEEA,

7OV PDIRTOKERY 2—LE KR (PVC) ICEWVWT, gold A hL—T %
FATERINDZAMNL—VDEFHICDIEEBAD I ENTETEHA,

TOV Y hDFRTOKEERY 12— LER (PVC) ICBWT, silver A NL—
PZATERINBAMNL—VDEEHEIDEZBABZ I ENTETEEA,

TOV Y hDFTRTOKEERY 12— LER (PVC) ICBWT, silver A L —
V7 ADEBERDEFHIEIZDEZBA DI ENTETEHA,

7OV POIRTOKGERY 2 —LEK (PVC) IZEWT, bronze A hL—Y
JSATERINDZRAMNL—VDEEIECDEEBAIDIEDNTEEFEA, TD
ENOICEEINDES. bronze ANL—YOSRAERANL—VAERTEZHE
Ao

7OV POIRTOKGERY 2 —LEK (PVC) IZEWT, bronze A hL—Y
JSATERINDZRAMNL—VDEEIECDEEBIDIEDNTEFEFEA, TD
ENROICEEINDIZEE. bronze ANL—Y IS REEREERTIFHA,

c. openshift-config namespace DZE X1 /- template.yaml 7 7 ()L TFOY ) N E
X7y FL—bMEERLET,

I $ oc create -f template.yaml -n openshift-config

R

i%%E % kubectl.kubernetes.io/last-applied-configuration 7 / 57— 3
V& LTEINYT %ICIE. --save-config 4 7'~ 3 >~ % oc create I<
MISEEIL 29,

T 74 Tl T 7L — biE project-request &\ ZRIICAY £T,

o JOVIVRERTVYTL—IDNISRI—RNICTTILHEAET SHEIFE. UTEEITLE

ER

R

BRET7ANEFRLTISRYI—ARADA TV NeEEMFTIXHHEH
ICBIBT2BAE. oD 774 aERLTCEFEO OV Y NERT
\/7"'/_ h%ﬁ‘ﬁ%bi’a—o

a. openshift-config namespace D7~ L —h &Y XA MRKRLET,

I $ oc get templates -n openshift-config

b. B0 7OV I NERFV L —rE2RELZET,

I $ oc edit template <project_request_template> -n openshift-config
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c. EIR®D storage-consumption DR ED) YV —R I + —YEHEEZBREDT > TL—b
ICEBMLEYT, 77— bD parameters: 7> 3 VDRIICERZBINT 2 HEH
HYET,

2. 7RV NERT VT — bR LEBEIR. V5R9—07OY Y MRE) Y —RT
hzsRLET,

a. METZH/OVIIIREIV—RILTIEZALET,
e WebIJvV—JLDEMA
i. Administration - Cluster Settings R—JICBEIL £ 7,
i. ConfigurationZz7 v 7 L. $XRTDEE)Y—RAZ2RTLET,
ii. Project DZ> N —%RDIF, EditYAML%Z2 Y YV LZET,
e CLIDfEM

i. project.config.openshift.io/cluster ')V —X#iREL X7,

I $ oc edit project.config.openshift.io/cluster

b. 7OV Y FEEVY—AD spec 22> 3 v %=FH L. projectRequestTemplate & &£ O
name NS X —4—%BML£T, LLTDHIIE. project-request &> F 7 4L hDT O
VI NERTVIL—bEBRBLET,

apiVersion: config.openshift.io/v1
kind: Project
metadata:
spec:
projectRequestTemplate:
name: project-request

3. 790 FOERBEEICY Y —R I A —9 DN EHINTWSZ EA2BEELET,
a. 7Oy b EFERLET,

I $ oc new-project <project_name>

b. 7OV MDY Y—RV+—9%YRAMNKRRLET,
I $ oc get resourcequotas

c. V=RV A—FFMIERRLET,

I $ oc describe resourcequotas <resource_quota_name>

o2. OO Y MNEIDY Y =R A —%

ClusterResourceQuota # 7 =V N TEEZINZER IO/ DI =41, B TOV /7
BT 4A—9AaHETEZLIICLET, TRFROBIRINWATOS Y NTHEAIWS Y Y —RIUE
EXIN, ZOEFHHBIRLAZTARTOTAV IV MNTYY —R&&IRTHLHDICFERINET,
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LUTFTlE, 75R9—BEEIEHO OV I I MNTYY —RI+—Y5BESLIVBEET ZHEICD
WTERBAL £ 9,

9.21. 7 # — S ERBFDEHRTOT TV b DER

DA —SDEREFIC, 7/ T7—2avDBR, SNIVOER, FLEZOEAICESVWTEHRO O
VIV BRI ZIENTEEY,

=S ]
L 7/75—Yavic&EnwT 7Oy z ) baRBIRTZI1ICIE. UToav Yy REERITLET,

$ oc create clusterquota for-user \
--project-annotation-selector openshift.io/requester=<user_name> \
--hard pods=10\
--hard secrets=20

ZhiZ& Y., LUF® ClusterResourceQuota £ 7o =7 M BMERRINZE T,

apiVersion: quota.openshift.io/v1
kind: ClusterResourceQuota
metadata:
name: for-user
spec:
quota:
hard:
pods: "10"
secrets: "20"
selector:
annotations: g
openshift.io/requester: <user_name>

labels: null e

status:

namespaces: ﬂ
- hamespace: ns-one
status:
hard:
pods: "10"
secrets: "20"
used:
pods: "1"
secrets: "9"
total: 9
hard:
pods: "10"
secrets: "20"
used:
pods: "1"
secrets: "9"

BIRINATOV TV MR L TEREI NS ResourceQuotaSpec + 7V =¥ M TY,

N

®9

JF—vavOBRt—/EOEL V5 —TT,
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© 7oV rEBRBRITZEOIEATESSNLELYS—TT,

Q BIRINAZZETOV I NORED Y +—9 OFERKR ZERT % namespace T& D
<Yy ST,

© ERINETRTOTAYII MBS HEREORETY.

OEH IOV DI +—d DRk, T4 bOTOYV I NERIY KRSV M
A L T <user_ name> ICL > TERINDZITARTOTOVI I MEFIELET., T I T,
MOPod BLUV 20— Ly MMCHIBRINZE T,

2. ARICSRILICEDWTTOY 7 M ERIRT ZICIE, UTOIT Y R&EERITLET,

$ oc create clusterresourcequota for-name \ﬂ
--project-label-selector=name=frontend \9
--hard=pods=10 --hard=secrets=20

Q clusterresourcequota & & U* clusterquota [(FWIFNER LAYV KOITA ) 7R T
¢, for-name (& ClusterResourceQuota = 7> =7 NDARITY,

Q SR)FNCTOY = U M &FEIRT BITIE,. --project-label-selector=key=value = % {&
ALTF—SEORTEEBELET,

ZhiZ& Y., LUFO ClusterResourceQuota # 7o =7 MEEMNMER I N F T,

apiVersion: quota.openshift.io/v1
kind: ClusterResourceQuota
metadata:
creationTimestamp: null
name: for-name
spec:
quota:
hard:
pods: "10"
secrets: "20"
selector:
annotations: null
labels:
matchLabels:
name: frontend

922. YT BV ZRI—=) Y =R+ —=F DERT
7Ovzy bVEEREE. FEOTOVIY MEHIRYZEM IOV bOI s —SEERLEY. &

BLAEYTZIERETETEEAD, ThTho7/OV ) MIERINZEH OV DI +—%

HERARTDHIEWETEZEY, 7OV Y NEEEIL. AppliedClusterResourceQuota ') ¥V — R % A
LTINh%EEITTEZET,

FIE
L 7Yz MIBERAINTWE Y+ —95KRRTDICIE. UWTFTEERITLET,

I $ oc describe AppliedClusterResourceQuota
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H A B

Name: for-user

Namespace: <none>

Created: 19 hours ago

Labels: <none>

Annotations: <none>

Label Selector: <null>

AnnotationSelector: map[openshift.io/requester:<user-name>]
Resource Used Hard

pods 1 10

secrets 9 20

9.23.FERICH T DNE

VA—SDEYETEZERTZBICOVIICEALTERTZLENH DD, EHTOVI I bD
DA—9TRRINDT VT4 7270V NORRBEELERRICRYEY, E—0EHTOV T
OM04—4HTI00%2BAZ7AYII MaBRT D&, ThoD 7OV Ty hDAPI Y —N—DRBE
ICEDZENRATEEDNHY T,
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BOEF7 SV r—>avyCoOXREYY TOMA

FIOE 7 SYHr— 3V TOEHREYTY TOFEH

HREXY TICLY, BET—TA4 77 M4 X—=Ua0F Uy YhoUEEL., OV FF—bIniz7
TV —2a Vv eRBEARBSREICRDIENTEET,

LUFRDtEI>avTiR, BEYY 7L ETNOEERL. FRIZAEE2ERELE T,

BRES Y TOERICET 25MIE. Creating and using config maps #8 8 L T XL,

10182 E~T Y FIZDWT

HELL DT TV r—ravicid, BEZ7 740, AV RS VB, $LUBREZHOBEAEDLES
FELAERENNHETT, OpenShift Container Platform Tl&, TNHDERET7—T 4 777 bE, O
VTFFT—EINET T 5= 3 VERBERREREICRDEZDICA A—TaAV T Y NSYYEESh
£7,

ConfigMap #+ 7~ = ¥ ME., 37+ —% OpenShift Container Platform IZIKBEI HRWEL D IZT S
—AT, AVFTT—KBRET—Y2BATEIANXLERHLES, ZEYY &, BHeo7ON
T AR EDHEDHOWERY., RET 71 IL2EFF721E JSON Blob 72 & DR E DT WER % R IF
THEOICHERATEIXT,

ConfigMap 7 7Y 4 k&, Pod TfEA LAY, IV hO—5—AEDYRFLIVE—RY hDE
ET— Y% RETILOIFERATEIRET —IDF—EEORT7ERFLES., UTICHIZRLZE
-a—o

ConfigMap # 7> =V M E&

kind: ConfigMap
apiVersion: vi
metadata:
creationTimestamp: 2016-02-18T19:14:38Z
name: example-config
namespace: my-namespace
data:
example.property.1: hello
example.property.2: world
example.property.file: |-
property.1=value-1
property.2=value-2
property.3=value-3
binaryData:
bar: L3Jvb3QvMTAw @)

BRET—INEENET,

NAFY)—JavaF—RARNT 774N REDUTFSLANDT— 9 A2EL 774 I ASRBLET,
Base 64 D7 74 IT—9 5 AHNLET,

1]
2]

R

ARX=TIREDNRAFT Y =T 74 IIDBEREY Y TEEKRT 5155 (X, binaryData
74—V REFERATEEY,
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BET—HRIFIFEAFETPodATHEATEEY, REVY TRUTEETIBLDICHERTE
i’a—o

o OAVFFT—ADBELTHEDHRTE

o OVFF+—DIATY RS A VEIHDEE
o RY1—LDERET 71 ILDKRE
A—HY—EVRFLAIAVR—RY NOEADBRET —FEREYY TIRETEET,

BRETY LI —ILy MIUTWETH, BBRBERESFLVXEINOFERE L YHRMITHR—
FTHLDICHETINTWVWET,

FZE~Y Y TOHIE
REXY XK. AVFT VY% Pod CHEAINZHIICERT Z2HELFHY ET,

v bhO—5—F, RET—IDPFRBLTVWTE, TORRZHFBELTERTEET, ¥T—RT &I
EXY TAFEALTEEINDBEAOIVR—F Y MASEBLTLEIL,

ConfigMap A 7>z / bMEx7O> Y MRICHY ET,
FNLIEAEAILTAY I MO PodICL>TOASRBINET,
Kubelet I&. API Y —/S—HD'5H89 % Pod DEREY Y 7OEHAOHAEYR—MLZE T,

IhiCiE, CLIZEALTERINEZ Pod, FELTVr—varyay bO—5—n SBENICER
INPodHEEFNET., THITIE. OpenShift Container Platform / — K ® --manifest-url 7 5 7,
ZD --config 757, F/IFEDRESTAPI ZFERA L TEKRIN/Z Pod IFEFNFEA (TN 5IE Pod
HERRT 52— MR AETIERDY FHA).

10.2. 1— 245 —R:POD CE{E~XY Y TAFRT 3

UFDEY >3 >vTlE. Pod TConfigMap # 7Y x4 MaERT 2OV DHADI—R T —XITD
WTEHREALE Y,

10218~y 7OEHEICLZ IV FF—COBEZTHDETE

configmap ZEAL T, VT F—THENDRIEEHRZRETDLOHICFEMRLLY., BNLRREEHRSL
EERTEI2ITRTOF—2FALTCIAVTF—CRIEEHEABRET 2LHOIFEALLYTEHIENTE
i’a—o

BleE LT, ATFOREY Y FITOWTRTHEL £,

2 DDREBEZH % S ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config ﬂ
namespace: default
data:
special.how: very 6
special.type: charm ﬂ
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@ =Evy oz,

BOEF7 SV r—>avyCoOXREYY TOMA

9 BRERY TIHEFEETZ IOV Vb, REYY TREELTOY 2 FDPod ICE > TOABRE

n i -a_o
ggﬁxa“%ﬁ%i%%&zo

1D DREZH %S ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: env-config 0
namespace: default
data:
log_level: INFO @)

© Ev v ToH.
© FAvaBEEN

FIR

e configMapKeyRef 27> 3 > %{FER L T, Pod ®Z® ConfigMap D¥—%FHATEX%Y,

RHEDREZEHABATEILIDICKEINT WS Pod HEDY > TIL

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container

image: gcr.io/google_containers/busybox

command: [ "/bin/sh", "-c", "env" ]

env: 0

- name: SPECIAL_LEVEL_KEY @

valueFrom:
configMapKeyRef:
name: special-config 6
key: special.how ﬂ
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.type G
optional: true
envFrom: 6
- configMapRef:
name: env-config
restartPolicy: Never
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Q ConfigMap " SIEEINRIEERE TV BHODRY VHTT,
@ F DEEEAT 2 Pod BEEBOLHTY,

OO EOEHEEHD TIVILERT 2 ConfigMap DAFI T,
wConfigMap BPOTINT BBELTHTY,

@ BEHBZEHAEATVavICLES, #T¥a v LT, Pod HIEES Nt ConfigMap & &
UF—DHFEELABVGETHREEILE T,

@ ConfigMap 1'5 $ R TORBEHEZ TN T 5LDDRY VY TT,

© TRTOREEBOTIVICHEMT B ConfigMap DEFITY.

ZDPod BEFTINDE., Pod DAVICIEUTOHANEFNET,

SPECIAL_LEVEL_KEY=very
log_level=INFO

R

SPECIAL_TYPE_KEY=charm |3 AfIIC") R hRmRINFH A, optional: true 2'5%E
INTWBEHTY,

1022.88E~y 7AFERALAIYTF—aAT Y ROOATY RSA VEIHDEE

configmap {9 % &. Kubernetes E##EX $(VAR_NAME) #FHA L CIVY7FF—HDIAT Y KE
TIFBIDEZZRETEET,

Bl LT, UMTFORBRESYY TICDWTRTHFL LD,

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

FIa
o AVFTF—ADIARY RILEZBEATZICIE, REEHE L TERYTS2F—2EATILEDN

HYFEFT, RIC, $(VAR_NAME) EX%#FALCIVYTF—DIAR Y RTENLEZSRT S
ENTEXY,

RHEDREBEZHEZHATEILIOICEHEINTWS Podttiky> 7L

apiVersion: vi
kind: Pod
metadata:
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name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
a command: [ "/bin/sh", "-c", "echo $(SPECIAL_LEVEL_KEY) $(SPECIAL_TYPE_KEY)" ]
env:
- name: SPECIAL_LEVEL_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.how
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.type
restartPolicy: Never

@ ZHZERCLCERTAF—EFALT AVTF DAY RIKEERALET,

Z D Pod "ETINB &, test-container AV T FH—TETINS echoIYY ROHEAIFEL
TOLHITHRY FT,

I very charm

1023.5%E~ Y 7OFRAICL DR a—LADIVFVYDEA
BETYIEFEALT, AVFYVYERY 2 —LAICEATEIENATEET,

ConfigMap h X4 LY Y — 2R (CR) DOHl

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

FI7

BRETY SEFALTCIVTYYERY 2a—LIEATZICIE, 2 DODELZ ATV a VA FHRATEE
-a—o

o REXYITAEMEALTCIAVFUYERY 2 —AILEBATZEOOREEAMAAEIE. F—72°
T77A4INETHY., Z7714ILDODARBIF—DEICE>TWE T 7AI TR 2—LERET S
HETT,

apiVersion: v1

kind: Pod
metadata:
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name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "cat", "/etc/config/special.how" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config ﬂ
restartPolicy: Never

Q F—BEBUT A,
CDPod HNEFTINDE, cat AT Y ROHEAIEUTDOL D ITHRY £9,

I very
o BREXYTF—IDREINDEKRY 2—LAHRDONRREFHTZIEETETET,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "cat", "/etc/config/path/to/special-key" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config
items:
- key: special.how
path: path/to/special-key 0
restartPolicy: Never

Q BRETY THF—ADI/INZ,

CDPod HNEFTINDE, cat AT Y ROHEAIFUTDOL D ITHRY £9,

I very
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ENEREENN—ARI T4 TZFERALALTOY I MNBLVTT
V—2 a3V ANV ORDEZS YV
Developer /X—2 RV 714 7® Observe E 21—k, CPU, XEY—, FEHEREOFHEAKR. *v b7 —
VEEDBERAED IOV I NELE T TV r—>a VDA N VR EERT AT a3 v EREL

i’a—c
1.1, BHR SR
® OpenShift Container Platform IC7 7Y s —>a v KL, 7704 LTW3,

e WebIdvv—jhicOZ4 > LTHY., Developer/ X\—ZRT 74 T IZHYEZTWS,

N2. 709 MARNYIRDEZS ) VT

AV MNTT IV —avEERL. TRHETTOA LRI, Web IV Y —ILT
Developer X—2RV 71 7AFEAL., 7OV MDA NY Y I ERRITEZET,

FIR

1. Developer /X—2ZRVF 4 TDE[MDFES—> 32 /XX)LT Observe 22 v 7 L, 70O
¥ 1% N®D Dashboard. Metrics, Alerts, & U Events #&RRxL X7,

2. 77> av:Dashboard ¥ 7&5HHAL T, ROT7 IV —a3 XN v I ERT TS T7ER
~LET:

e CPU usage (CPU D X)
o XE—(FHZE
o THiGED{FEA

o EZENRTyYyMDL—IPROYTFINENTY NOL—MRE, Xy NT—VFEEDIE
$EO

Dashboard ¥ 7 C. Kubernetes AV Ea2a— )Y =YY a2 R—RICT7TIVEATETET,
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BN14 vy aRk— KROER

a0 © © kube:admin v
You are loggedin as a temporary administrative user. Update the cluster OAuth configuration to allow others ta log in.

Project: openshift-monitoring ¥
Observe

Dashboard ~ Metrics ~ Alerts  Events
Dashboard Time Range Refresh Interval

Kubernetes / Compute Resources / Namespace (Pods) ¥ Last 30 minutes ¥ 30seconds ¥

Q Filter options
ts) Inspect Memory Utilisation (from Memory Utilisation (from limits) ~ Inspect

requests)

Kubernetes / Compute Resources / (Pods)

(Workloads) (i

12577% -

pa !

Dashboard ') 2 b Tl&. 77 #JL b T Kubernetes / Compute Resources /
Namespace (Pods) ¥ v ¥ 27 R— RABRINTWVWET,

FHME. UTFoA FovavaERLEY,

Dashboard ) A kD54 Y Y 2 R—REZFERL, 74008V TINAN) VR ERR
LEd, IRTDHY v aih— Rk, Kubernetes/ Compute Resources/
Namespace(Pod) % <. ZBIREFICEBMOY T XA Za—%%MLET,

TimeRange — BN 6 A4 7 a Vv AREIRL., ¥+ TFv—Ihd7—9OHEEHRIL F
-3_0

Time Range ') 2 M T Custom timerange Z:#IR L T, AR ¥ LDREEEALZRE L F
¥, FromB LV To DA EEBEEADFIRIRLE T, Save &2V wv o LT, AR
Y LOFESHEZRFLET,

RefreshInterval — &1 574 7> a3 V&R L., T—YDEHEOHEBEHRL T,
A=V ETZTDLEIZEE, Pod DFEDFMERRLET,

BUVST7DALBICHS Inspect 22 )y 7 LT, BEDIT S 7DFMAERTILES., 7
> 7 DFMIE Metrics ¥ 7TICRRINZE T,

3. A7V av:Metrics ¥ TEFEELT, BELAIAOV IV MA N v ICDWTY T —LE




ENFERARENN-—ARI T4+ TEFALELTOS I FBETCT7 TV 5—2a VA M)V RDE=ZS YV VT

BN2XA MY 9 RDE=S) VT

Monitoring

Dashboard ~ Metrics  Alerts  Events

Memory Usage

- Show PromaL
120M
100M
80M
60M
40M
20M
0
1750 1755 18:00 18:05 1810 1815
nnnnn pace pod Value
W test-monitoring mongodb-I-frmx6 113814323 2
W test-monitoring ruby-ex-git-5674b9dc5b-52dIB 39239680
B test-monitoring nodejs-ex-6d89¢77bBe-g75rt 29904896

a. SelectQuery Y R hT, 7OV Y MIMHERFMETAINIY—F24 T2 avERRL
F9., TAVII MRDOIRTOT7 TN =23V Pod DT 4L —I XA RN) v IH
T2 7ICRRINET, 7OV MO Pod EUTFICEHINTWET,

b. Pod DY X MDSLBDRWZHADRY VX%0 )T L, FHEDPod DX M v zHIER
LTI/ —DREREILICRYAAET,

c. ShowPromQL %% ') v % L. Prometheus 7T —%2X xR LZFT, 2D/ T —%70O
VIRDANTEFERLTCISICERL, 7T —%5HRAITAALT, &ZHETS
namespace ICRRI DA N Y I H T4 NI —FTBIENTEET,

d ROy 79I V) AMNEFRALT,. RRINEZT—YDERBOEHE%ZZTEL F9, Reset
Zoom#A 2 )w O LT, ThaT 74 NOBEOSEEIC) Y NTEXT,

e. 77> 3T, Select Query —& T Custom Query %#3&IR L. 51 X% L Prometheus ¥ T
)—%FR L. BETDBARMN) VR %ETA NI —LET,

4. F TV av:Alerts ¥ TEFRAL T, ROYRIVERTLET:
e JOVIINADT TN r—2avdDT7S— e M) A—F2IL—ILEBRLET,
o FOVIJIMNTRELTWRT7TS—MaRFELET,
o BEILIGLT, ZDLIRTI— MR LFT,

BN37>—bDE=S)V2Y

Monitoring

Dashboard ~ Metrics ~ Alerts  Events

Y Fiter - Search by name.
Name Severity AlertState Notifications
~ HighErrors © Critical A 1Firing o
HighErrors & Firing
v Ve Alert Warning A IFiring c
Ve Alert A Firing
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FHME. UTFoA FvavaERLEY,
® Filter —E% M L T Alert State 5 & Uf Severity T7>—h &7 4 LY —LFT,

o 7o—hrED)YILT, ZDT7 57— MDFEHR—ICERENL £9, Alerts Details R—
T. ViewMetrics #27)v o L, 72— DAKNY IV RABERRTEET,

o 75— KNIL—ILICB#EET B Notifications M 7L AFREL T, ZDIL—ILDTRTDT T —
NaHA4L>YRICL, Silencefor—EBENST75— aH ALV RICTDHAB%EERLZE
9, Notifications M IV EARRTBICE, 75— NeRETIN—Iv > a VHRET
-a—c

o 7S—HNIL—ILICHEET % Options X —Z 21— ZHEALT. 77— ML—ILOF#%
‘JEEZ‘__\Li—a—o

5. 77 av:Events ¥ 7AFHLTIOY T hDARY NERRLEFT,

BN4A4 RV hDE=SVVYT

Monitoring

Dashboard Metrics  Alerts  Events

Resources Al Al Types w Filter Events by name or message.

Resource | @ w1 © | x

@ Streaming events. Showing 74 events

@D ruby-ex-git-57466¢h9f @ testproj @ 6 minutes
Generated from replicaset-controller

Deleted pod: ruby-ex-git-57466chSf-jsd6f

@ ruby-ex-git-57559b66 dc-1x29b @ testproj D 6 minutes ago
Generated from kubelet on ip-10-0-149-154.ec2.internal

fully pulled image "im: tryopenshift g 5000/testproj/ruby-ex-git@sha256:6afl50a40caedfaec69573c08eeb08604e2705362b85cef92561d3b2c478a041"
@ ruby-ex-git-57559b66de-1xz29b @ testproj @ 6 minutes ago

Generated from kubelet on ip-10-0-149-154.ec2.internal

Created container ruby-ex-git

@ ruby-ex-git-57559b66dc-1xz29b @ testproj @ 6 minutes.
Generated from kubelet on ip-10-0-149-154.ec2 internal

LFOF T avaFERLT, RRINZARVNETAIILY—TEET,
® Resources JRANT, VY—R%EERL., TDYY—ADARV NERRLZET,

o AllTypes JAKNT, ARV NDIATHEERL, TOYA SICEHET 21XV MERTL
i’g—o

e Filter events by names or messages 7 1 —JL RZFRA L THEDIRY N ERELE T,

N3.77V5—=2a v ARN)ORDEZS ) VT
7Oz MNTCT )= avEERL. ThoaT 704 L7cRIC. Developer R—RRIF 4 7
T Topology Ea—%@FHAL, 77U Tr—>3avD75—bBLUANY v I ERRTEES, 77V

=2 avVDERBRBES L VPEEDT7Z— ME, Topology E2a—T7—20—K/—RIZDWTR
IhExFd,

FIE
7—70—RDT7I5—haRFTBICIE UTERITLES,
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. Topology E2—T, 7—20—K%2)v /L, 7—70—ROFMEERD/XRIVICKRT
LET,

2. Observe ¥ 7% YUy LT, 77V r—oavOERBRBES JVEEDT7Z— M, CPU,
AE)— BLUBEBBOEARRAREDAN)VZRDT ST, 8LV T )V r—>3avnd
RTDARY hERRLET,

Pz
Firing REBDEXQBES L UVEEDT7 77— MDHH Topology £ 1 —ICKRRS

n ¥ 3. Silenced. Pending & U NotFiring REED 75— MIRRINFH
Ao

NS 7V —>avAN)9RDE=ZSIV VYT

@ prometheus-example-app Actions =

g Health Checks b4

Container prometheus-example-app does not have health checks to ensure
your application is running correctly. Add Health Checks

Details Resources Monitoring

Alerts a v

0 HighErrors

an nour ago

© promet.le-app VersionAlert
2 hours ago
Metrics v
View manitering dashboard
CPU Usage

5.0e-5 F\/\/_\ AW/V\ J

a. HAIDNRRIVICYRAMNKRRINET7S—b%22 ) v L. 75— bD5EH%Z Alert Details
/{_t/“‘:%z‘__\bijo

b. Fyr—hrDODWTNhHEVY Y Y LT Metrics ¥ TICHBEIL. 7TV r— 3 O X
M)woaERRLET,

c. View monitoringdashboard 27 ) v o2 L, TDQ7 ) r—>avDE=S )V I5 Y
YaR—KRERRLET,

N.4. 1 X — DOl DHER

BREN—ZARIF4TT, 7AVII NI YVAR—RD RAFT—FRA I avIil A A—J DS
) IORRRINET, COY VI AFERETRE, HEAIA YT F—A A=YV EEBEAgERI YT
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F—A X—=JICEAT BFMA ST, Image Vulnerabilities breakdown v 1 ~ KU AR RTEET, 7
1AVOBIFEREZRLIT,

o EBEE., $CIBELTLEI,

o ALYV HELE, BEEOEVHRBUEDRIBETEET,

o FHEEEBLAE., SBAESLVUHEBEEDHBHEDRICBEETEIT,
BERELANVICEDWT, BHEICEBRIEMNZMIT. REITTEBETEEY,
En.6 1 X — st nxR=R

Image Vulnerabilities x

o
breakdown
This propect’s conlalner images Irom Duay
Project Access Vulnerabilities A BN IRD LD RIENLTY 3R S Pl R ey

S DAte Qe ViArEr DI iied. M es
from piher reqistres are nol scannac

Vulnersble Corlaner Images

VW & Status ik 4 High
il 2 Ml i = tadal
& Active & mage Yulrerabiltios & Low

Fizable Coslaner images [P bakal)

Imie Vulrserabilities
lization
Luliza ik Fedmapseraost N ol 33 faasls &
el s e P of & fizabie GF
B schpaa el 1] 2 of & finable B -
A drumsfeperato 17 of 14 Fisalle OF
e Lo
B ik Blpchduch/lcea b of & fimable &
7 e G
ok . 4c ki oper o e ] of & Naable & ak
W Al o
y r TG F‘-III.
FBmiary 178 bR I ﬂ LF
I i

NE. 7TV Tr—2aveA A—VDBBEEA N v I DER
7OV NTCT TV r—vavEERLTT FOA4 LS, Web O Y —ILD Developer /78—~
V74 7TEFERLT, V73R9—2FICBF2T7 ) r—> a3 v OKEEGORBEICETIA N v
DERTRLET, XMy Ild, ROAA—JDOMEHEEEFLL DT EDICERIEET,

o EIRLATOY IV NHODKETAA X — DHE

o FERLATOVII MNHDITRTOMHERA X —Y DERERDE

o MRFMEDE. BIEATRLRBUEDH. ST/ LA A -V DOFELRIT S Pod DHLE, EXE
= RYILE D v LTaF

AR

® Operator Hub A*5 Red Hat Quay Container SecurityOperator #4 Y X b—JL L TW 3,
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pa 3]
Red Hat Quay Container Security Operator I&, quay LY AN —IZH B A A —
DEAFx v L THESEEERELET,

FIR

L A A=Y DIEHEO—KINABEICDWTIE, Developer \—ARJF 4 TOFrESF—>ay
IRZJILT Project #2)v o LT, 7AYVII MYy aR—RERRLET,

2. Status £ 2 3 ~ T Image Vulnerabilites 227 Y v 7 LE¥d, WD 1>V RDIC
l&. Vulnerable Container Images ¥ Fixable Container Images’: & DFFHMINRRINZE T,

3. fESMOFMABMEICOVWTIER., 7OV zY MYy Y 27R— KD Vulnerabilities ¥ 7% 2 1) v
JLTLIEIW,

a. A AXA—=—JDHMAERTTBICIE. ZOLEE V) v oI LET,
b. Details ¥ 7T, §RTDYA TOMBEDT IAI N TS T75RRLET,

c. 7TV aVPYBZIRIVEI) v I LT, BEDYA TORBHEERRLET, &R
&, Appdependency %7 Y v §2&, 7Y r— a3y OKRERFRICEEDHEIED
RRINET,

d. 7> av:Severity 8LV Type ICEDEHEUE—B52 71 ILY YV ITTB
M. Severity. Package. Type. Source. Current Version. FixedinVersion TCY — M T
E

e. Vulnerability 227 Y v -7 LT, B&EJT 2FMEZIEL X,

® Baseimage DifE581E(ICIZ. Red Hat Security Advisory (RHSA) m 5 DIFHRA KRR I I
Y,

e Appdependency DIESEMHEICIE. Snyk EF a2 ) T4 —F TV or— a vhsOERLN
RRINET,

1.6. BEF R
o E-HNVITOBE
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FREANINAF IV IDERICLZT7 TS5 —2 a3 VDIEEHD
BItR

YIRNDITOYRATALATIE, AVER—RY MI—BHNARE (—RNICERIASDNh AR E), |REL
S—, FLEIABOKEEFRICETIMEREICLYERE TR ARZ I ENHY FJ, OpenShift
Container Platform 7 ) 4 —> a3 vilid, EETHAWVWIYTF—2RKREL. ThICHIET 2720 DE
L DA T avhrby Fd,

RAANIVAF TV IIZDOWT

ANILAF v JIE, readiness. liveness, & Wstartup NLAF v IV OAEDLEAEFERAL T, £
THROAVTF— Tl EaEHNICETLET,

ANRAF vV AEEFTTZAVTFHF—DEFNS Pod DERRIC, 12U EOTO—TA5EHBZTENT
xFd,

pa )

BHED Pod TANVRAF Ty I ZBMFLIBIRET 2LENHZHE. Pod D
DeploymentConfig = 7> =V b = #R&E T 5 H. Web 3> Y —JL T Developer /X—2
ROTF4TeERTIZLENHYET, CLIZFERLTEFED Pod DANLVAF Y I %
BmMLAEY., wELELYTZZEETEERA,

[N

readiness 7’0 —7
readiness 7O—7 XV T+ =Y —ERBREZZIFANDIIENTEZHEINEZHFIL F
T, AV TF—Dreadiness 7O—THKRKT % &, kubelet IFFIAARERY—ERXTY RRA Vb
DY AKHS Pod ZHIBRLE T,
KL, 7O0—T1E Pod DMREEA#MIEL £, Pod KFIETEEICA S &, kubelet (& Pod ZFIAA
BERT—ERIVRRA VMDY R MITEMLET,

liveness NIVAF T v Y
liveness 7O—7 &, AV T F+—HDRITHHEIHMNEZHBLET, Ty ROv I REDREDZD
IC liveness 7O—7HKK T 2354, kubelet (VT F—%HKT LET, ZDH%. Pod lXHE
R —ICEDWTIRELET,
7o & 2 &, restartPolicy & L T Always Z 7z (& OnFailure 258 € S 11T\ % Pod T liveness 7
O—7 IvTFF—z@ERTLTHroBEELIT,

RY—bF7yv T ao—7
RY—IFPyFFO—-T . VT F—ADT IV =23 UARBELTWEAEINERLE
T, TOMDTO—TIETRT, BENCKINT Z2ETEMIINETT, RY— Ty 77O-TH
BEDHEMICAKII LR WSS, kubelet (Za Y FF—%8HIKRT L, IVTF—IEPod ®
restartPolicy DR &Y £7,
—BOT T)r—a v TlE. ROODEEEICEMOEBSEEAREICRZBENHY T,
liveness & 7= |3 readiness 7’0 — 7 T startup 7O—7 %{#MA L T. failureThreshold & &£ U
periodSeconds /XS5 X —4 —%FA L. RVEBERBICTICRHBTESLDICTO—THEES
H5ZENTEET,

7= & 2. failureThreshold A* 30 [@ (30 failure) T. periodSeconds %' 10 # D& K 54 (30 *10s

=300s) #38%E L T startup 7O — T % liveness 7AO— T ITEMTE XS, startup 7O— T HHI[E
ICERINE % &, liveness TO—TH %5 EHEET,
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UFDTFAMDY A TOWThh%EFEHRL T, liveness. readiness, & &£ U startup 7A—T %R ET
XE9,

e HTTPGET-HTTP GET T X MR T %1H&. T X MME Webhook ZERLTCaAYTF+—DIE
EMHEHRLET, ZOTFRXME HTTP DIGEI— KA 20055 399 L THEDIZEICERE
ERRINET,
TRIMEIEINTWBIHEIC, HTTPRT—49XOD—RK&EIRT 7Y —> 3 Y THTTP
GET AN ZHEHTEXT,

o OVFF—aAx VK AVFF—aAT UV RFRAMNEFEATSE, YO—JI¥3v5F+—RTIAY
VREEFTLET, TAMDPODRTFT—HRTRTITRE, 7O0—TJIEKHILFT,

e TCPY/4 v MNTCPY Sy NTFRAMNEFERT ZHBAE,. 7O0—7FaVyFFH—Il@LTY Ty b
EFRCHOELET, VT FT— R T7O—TJ CEGEMITIZGAICOAEETHD EHRI
NEY, TCPYT Y hTRAME, WMEENRTIZETYRZV T ABIBLAWT T r—
YavVTHEATEEY,

BHEDT74—ILREZRELT., 7O—JO0FEAHIBETIZT,

e initialDelaySeconds: I~ 7+ —MEEL TH S TO—THRT T 21— I N2 £ TORME (7
BfI), 774 KNEOTT,

e periodSeconds: 7O — 7 DRTEDEE (MEM), T 74/ ME10TY, ZDEIF
timeoutSeconds & Y H KX K RIFNIERY FH A,

e timeoutSeconds: 7O—T7 MY A L7 ML, AVFF—DERBLABEINTHSIET S
T4 TR BETORE (W), 774/ ME1 T, D&l periodSeconds KiFETH
WEIrHY ET,

e successThreshold: IV FF—MDRF—4 X% successful IC) £y NFTB7HIC, 7O—TNH
KMBICHRINARE T I2HNEDH DO, liveness TO—TDIFHIE. EIX1 THHIUELD
YFd, 774 ME1TT,

o failureThreshold: 7O— 7 AR TEZMOH, T 74 ME3TT, IBEINDHTDREIC,
UTFEEIFTLET,

o liveness 7O—7DFZE. AV FH—HrBREEILFT,
o readiness 7O—7DiHE. Pod lidUnready & WH Y — I WFIF5NET,

o startup 7A—T7DIFE. IV TF—IFEEFE T I, Pod D restartPolicy DxFR &7
7,

O—7 oM
LTI, #7910 MERICRRINZ2IZFIEZRTO—TOHFITY,

Pod t#dD 2> 577+ —a<7 Y K readiness 7A— 7% & & readiness 70— 7 Dl

apiVersion: vi
kind: Pod
metadata:
labels:
test: health-check
name: my-application

spec:
containers:
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- name: goproxy-app ﬂ
args:
image: registry.k8s.io/goproxy:0.1 9
readinessProbe:

exec: °

command: 6
- cat
- /tmp/healthy

aAvrr—4%4,
FIOAT2AVTF—4 XA =,
readiness 70— 7

A7 =AY ROT R,

0009

\

AVF+F—TEITdsav VK,

PodftD A5+ —av Y KFAME2EL Y FTFH—aA9 Y KD startup 7O—TH LT
liveness 7’0 — 7 D4

apiVersion: vi
kind: Pod
metadata:
labels:
test: health-check
name: my-application

spec:
containers:
- name: goproxy-app ﬂ
args:
image: registry.k8s.io/goproxy:0.1 g
livenessProbe:
httpGet: @)
scheme: HTTPS @
path: /healthz
port: 8080 @
httpHeaders:
- name: X-Custom-Header
value: Awesome
startupProbe: ﬂ

httpGet: @

path: /healthz

port: 8080 €)
failureThreshold: 30 {[)

periodSeconds: 10 m
@Q i
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TIOA T2V T F—AXA—JEEBELET,

liveness 7’O0—7

HTTP GET 7 R bk,

A9 =%y NAF—L:HTTP £7 & HTTPST 7 # )L MEIZ HTTP TY,
AT =YY RV LTWBR—K,

29—~ N7y TFO—7,

HTTP GET 7 R bk,

AVFHF—DY vy RV LTWBER—h,
KRRICTO—T%EHITT 20

TO—TERITT R

0009099020000

Pod ¥k CH M1 L7 M@l dT 3T F—aAY Y KFRAMA@EHAL K liveness 7O0—7T D
il

apiVersion: v1i
kind: Pod
metadata:
labels:
test: health-check
name: my-application

spec:
containers:
- name: goproxy-app ﬂ
args:
image: registry.k8s.io/goproxy:0.1 g
livenessProbe:

exec: °

command: 6
- /bin/bash
-'-C
- timeout 60 /opt/eap/bin/livenessProbe.sh
periodSeconds: 10 G
successThreshold: 1 ﬂ

failureThreshold: 3 9

aAvF+—%4,
FIAA4$2AVTFF—A A=V &BELET,

liveness 70— 7,

0009

TO—70%4 7, ZOBFFaAVFF—ax >y R7O0—71,
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© vFr-mTEGTZATYRIAY,

@ 7o TERTYBEE BB,

Q KMEDORIN % RT DICHELRERT D RITDEH,
© sBBCTO-—TERTTHEH

FTTOA AV NTCDTCP Y Y T A MEEE readiness 7O—TE L U liveness 7O—7T
DHl

kind: Deployment
apiVersion: apps/v1

spec:

template:
spec:
containers:
- resources: {}
readinessProbe:
tcpSocket:
port: 8080
timeoutSeconds: 1
periodSeconds: 10
successThreshold: 1
failureThreshold: 3
terminationMessagePath: /dev/termination-log
name: ruby-ex
livenessProbe: 9
tcpSocket:
port: 8080
initialDelaySeconds: 15
timeoutSeconds: 1
periodSeconds: 10
successThreshold: 1
failureThreshold: 3

ﬂ readiness 70— 7,

Q liveness 70— 7,

122.CLIZERALEANLAF TV IDETE

readiness. liveness, B & W startup 7O—T%ZET B ICIE. 12U EDOTO—TEALRF TV I %
RIFT2AVTF—HIEFN S Pod DERIEML £,
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R

BFED Pod TANVRAF v I ZBMFLIIRET 2HENHZHE. Pod D
DeploymentConfig = 7> =V b & {R&E T 5 H. Web O Y —JL T Developer /S—2
ROTF4TeERTIZLENHYET, CLIZFERLTEFED Pod DANLVAF Y I %
BmMLAEY., RELELYTZZEETEERA,

FIE
AVTF—DTO—TZEMT 2ICIE. UTF2RTLET.

L. PodA 7Yy hNEERLT, 12UEOTO—T5EBMLET,

apiVersion: vi
kind: Pod
metadata:
labels:
test: health-check
name: my-application
spec:
containers:
- name: my-container 0
args:
image: registry.k8s.io/goproxy:0.1 9
livenessProbe:
tcpSocket:
port: 8080
initialDelaySeconds: 15 ()
periodSeconds: 20 ﬂ
timeoutSeconds: 10 6
readinessProbe: Q
httpGet: )
host: my-host
scheme: HTTPS (B
path: /healthz
port: 8080 (B)
startupProbe: @
exec:
command: @
- cat
- /imp/healthy
failureThreshold: 30
periodSeconds: 20 @
timeoutSeconds: 10 @

AVFF—&%BELET,
FFOAT2AVTFHF—AX—VEBELET,

7> aviliveness 7O—TAERLE T,

- -

ETFTE23TFRAMNEEELET, TOBAIFTCPY Y Y hFRMNTT,

195



OpenShift Container Platform 411 7 ) r—>a Y@ EN K

196

® 9900900 O 900 9 & 00O

AVFF—HMNNyRAVITBR—MEEELET,

AVFF—HARBEBLTHALTO—THRT Va1 —ILINDETORHE FEAM) 2I8EL F
3—0

TO—TJ%5ERTTEIMHERELET., 774 MI10TT, TDE
timeoutSeconds & Y £t XX < AT h LAY FH A,

TO—THRRBULIEEREINTHOSIIET VT 1 TICRZEEE @), 774 ME1T
¥, ZDfEIF periodSeconds K THBMENHY X7,

Z 73 Vireadiness 7O— 7 &H{ERR L E T,
EITE2TANDIYATEIEBELET, COBEIXHTTPTRARNTY,

RARDIP7RLRAEZIBELE Y., host " EEINTULAWEEIL. PodIlP AMERIN
F9,

HTTP 72l HTTPS #3EE L £ 9, scheme A"EHZRINTWARWIEEIZ, HTTP X ¥ —
LNMERAINE T,

AVTHF—NY v RAVTER— M EEELET,

A7 av: 29— Ty FTO-THEKRLET,
ETITE2TRAMNDIATEHIBELEYS, COBARIFIVTF—ETTO0—-TTY,
AVFF—TERITI2IY VY REEBELE T,
RBBICTO—T 5T 2EHEEELE T,

TO—TJ%5ERTTEIMHERELET., 774 MI10TT, TDE
timeoutSeconds & Y £t XX < AT n LAY FH A,

TO—THRRBRULIEEREINTHOSIIET VT 1 TICRZEE @), 774 ME1T
¥, ZDfEIF periodSeconds K THBIMENHY X7,

pa

initialDelaySeconds fE7" periodSeconds & & V) £ &KW\ 5E. &I D readiness
TO—THR9 4 —DBEBICLY 2 DDOHEDEDH 2R TELET,

timeoutSeconds f& (% periodSeconds D{EL Y HLEWMETHEHEHIHY F
ER

2. Pod# 7Yy MaERLET,

I $ oc create -f <file-name>.yaml

3. NVRAF v Pod DIREEEFERR L 9,

I $ oc describe pod health-check

H A B
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Events:
Type Reason Age From Message
Normal Scheduled 9s default-scheduler Successfully assigned openshift-

logging/liveness-exec to ip-10-0-143-40.ec2.internal

Normal Pulling 2s kubelet, ip-10-0-143-40.ec2.internal pulling image
"registry.k8s.io/liveness"

Normal Pulled 1s kubelet, ip-10-0-143-40.ec2.internal Successfully pulled image
"registry.k8s.io/liveness"

Normal Created 1s kubelet, ip-10-0-143-40.ec2.internal Created container

Normal Started 1s kubelet, ip-10-0-143-40.ec2.internal Started container

LT, av7rr—%2BEELEFEOHZ TO—TDEANTY,

EETIKAWIAYTF—ICDOWTO liveness Fx v 7 HHDH

I $ oc describe pod pod1

Al
Events:
Type Reason Age From Message
Normal Scheduled <unknown> Successfully
assigned aaa/liveness-http to ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Normal Addedinterface 47s multus Add eth0
[10.129.2.11/23]
Normal Pulled 46s kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Successfully pulled image "registry.k8s.io/liveness" in 773.406244ms
Normal Pulled 28s kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj

Successfully pulled image "registry.k8s.io/liveness" in 233.328564ms

Normal Created 10s (x3 over 46s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzr;
Created container liveness

Normal Started 10s (x3 over 46s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Started container liveness

Warning Unhealthy 10s (x6 over 34s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-
snzrj Liveness probe failed: HTTP probe failed with statuscode: 500

Normal Killing 10s (x2 over 28s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Container liveness failed liveness probe, will be restarted

Normal Pulling 10s (x3 over 47s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Pulling image "registry.k8s.io/liveness"

Normal Pulled 10s kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Successfully pulled image "registry.k8s.io/liveness" in 244.116568ms

RIFAREBNN—ARITA TEHFRLET7 T ) 5—2a vOEEHDOER

Developer X—2RV 71 7AFEAL T, 3BEDOAINRTO—T%#aVF+H—IEML., 7Y 5r—
VaAVHAEETHD I L ERIRTHIENTEET,

® Readiness 7A—7%#FRAL T, VT T —HIEREZULEBTIHEBEBNTETVWENEIDETE
BELET,
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e Liveness 7O—7JA@FAHALT, AVFTF+—DETHTHEIEEHALET,

e Startup 7O—7AFARAL T, IVFTF+F—ADT7 TN r—2a VL TWEHE D H &R
Lji-g—c

TV —oavERb LT Taq4 ., FE 7TV 5—2avET IO LERBICANILRAF T Y
JEBINTEEY,

RAFHABEB/N—ARI T4 THFERALIEANILZAF v I DB

Topology Ea—%FERAL T, T7AMINAET V5= aVIIANVRAF v V5 BMTEET,

([}i=35
® Web J¥ Y —JLT Developer /X=X 74 FTIHPYEZTWB I &,

e Developer /83—~ %Y F 1 7 %{FM L T OpenShift Container Platform T7 7Y 4 —> 3 v %
fEl L. 7704 LTW3BZ &,

FIR

1. Topology Ea—T, 7 U4sr—>av/—R&a7)v oL, ¥4 KRRV ERRLET, 7
TV —=2a VP RAL—XIIETINTWEIEEBRTELEDDANIIVRAF vy oAV T
FT—ITEMINTWAWES., Health Checks BEINNIVAF v YV %2BINT 576D VD
EHICRRINZET,

2. RARIN/-BAT. AddHealthChecks ) > 2% 1) v o LET,

3. F/zlE. Actions ROy 74OV )R M%&) v % L., AddHealth Checks #EiRL 9, 3
VTF—IINIVRAF Ty IDNTTICH ZI5EIE. add A+ T 3 VDK b Y IC Edit Health
Checks # 7Y a v HREINZE T,

4. Add Health Checks 7 # —ATHEHD IV T F+H—%257 704 L TW3BIHAIX. Container K
Ay 79O VYA MNAFALTEYAI YT F—NBIRINWTWB I EAERALET,

5 MEAANNRTO—TOY 0% )y I LT, ThbaxIVTF—IZEBMLEYS, NIV
FIVvIDTIAINKRT—YREMICREINTVWET, T74IMNTF—49TTO—TEEM
TN EEILICARIIAZILTHLEIMTEEY, L&A, AT F—IEREZLE
TEEBHITETCVWEINE I D AMERT S Readiness 7AO—TABMT B ITIE. UTFEETL
9,

a. Add ReadinessProbe% 7)) v - L, 7O—TDIS XA =4 —DEFFNhTVWET+— L%
®rLET,

b. Type KOY 74O ) ANV ) v L, BINMTZERYIA TEBRLET, &2
Z DIFE L Container Command 38R L. AVFF—HWTEFTINDIOITY RAERL
i-a—o

c. Command 7 41 —JVURT, Bl cat ZEMTHIEHTEET, AKIC, Fxv 7RHICE
OB EEMLAZY., BIDBIEK tmp/healthy ZBIML7EY TEHIENTEET,

d BEIHELT, ORI A—9—DT 7+ MEZFRFTZHN EELET,
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R

Timeout D{E(Z Period DEL Y HE/NI L T hiERY FH A, Timeout @
F7#4I)VMEIX1TY, Period D57 7 # )L ML 10 T,

e. 74A—LDTFHICHBDFzvI~v—0%2"1) v %Y LZEJ, Readiness Probe Added X v
T—INRRIINZET,

CAddEVYY Y I LTANIARF oy 7 %EBIMLET, Topology Ea—IC)¥A LY hEh, O

vrr—hrBEEHLEd.

H#4 R/ARILT, Pods V2 avDOTFICHBTTOMINPod %y ) vy LT, FO—7
MEMIh/AIEZHELET,

Pod Details *—< . Containers /¥ a vVIl—BRRINhTWEZaAVYTF—%22Yv oL
F9,

. Container Details *—<' T, Readiness probe - Exec Command cat /tmp/healthy 73> 7

FTICEMINTWB I 2B LET,

REFEREBN—ARY T A THEFEARALIEANILAF v I ORE

Topology Ea—%@FRAL T, 77U =Y a VICBMINAANLARAF v I 5RELRY., 7T
F—ravaEZBRLEY, AVAFI v I EBIMLEZYTRIENTEET,

AR

FIR

Web O3>~ —JLT Developer /S— 2RIV T 4 TITHYBZTWR I &,

Developer /X—2 R % 7 1 7 %{# A L T OpenShift Container Platform T7 7Y 4 —> 3 v %
fEl L. 7704 LTW3dZ &,

FT)Vr—2avIicAILRAF v I %BMLTWSEZ &,

Topology Ea—T7 /) r—>av%H%2 Y v ¥ L. EditHealthChecks #3ZRL £, £
ok, B4 R/XRJILT Actions KAy ¥ oYX MN%&2 1Y v %o L, EditHealth Checks % &

Edit Health Checks R— T T ATV E 7,

o LIREIICEMULAEANILVRATO—T2HIBRT5ICIE. ZNICHIETEIZIYATRESE VYY)
L/i_a—o

o REDTO—TDNRIA—Y—%FEET I, UTFERTLIET,

a. LRIICEBMLA27O0— 7 0OREICH B EditProbe ) V0% )y o L, 7O—TD/IRS
x_&_%ﬂ%a__\bi_a—o

b. RBICIGLCTNIAXA—F—%ZZEBL, FzvIX—0%20 )y I LTEREZRELZE
-a—o

o BIEDANILRF Y IICMA. FROANILVRATO—T %8BT %ICIE. add probe 1) > ¥

EOVw O LEY, LEZIE AVFFHF—>DERTHIE I N EHEET 5 Liveness TA—T
EEMTBICIEK. UTEETLET,
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a. Add LivenessProbex 27w/ L. 7O—TDNSA -9 —HDEFNTVWB T+ —LA
ERRLET,

b. MEBILHRLTTO—TDNRSA—9—45IRELZET,
Pz -
Timeout D{E(Z Period DEL Y H/NI L RFhiERY FH

Ao Timeout D7 7 # )L MEIX 1 TY, Period DT 7 #JL MEIX 10 T
£

c. 74A—LDTFHICHBDFzvI~X—0%2") vy %Y LZEYJ, Liveness Probe Added & \»
IXYyE—IHNRRINET,

Save 27 v I LTEEAREL., BMO7O—7%3Y7F+—IBML T, Topology
Ea—IilV¥14L I bINhET,

H#4 RARILT, Pods V2 avDFICHBTTOMINPod %y ) vy LT, FO—7
MEMINhAIEZHELET,

Pod Details *—< . Containers E7>aVICYRMNKRRINTWDAVFTFFHF—%0 ) vy
LEYd,

Container Details *—Y T, LBIOEEE 70— 7ICHNA T Liveness probe - HTTP Get
10.129.4.65:8080/ /' IV T F—ICEBMINTWE I & 2R L £ T,

126. ARENN—ARI T4 TEHFRALEANILRAF Y I DKBODELR

TI)r—23avDANLRF Ty JICKBLEBE. Topology Ea—%FRLTINSDAILR
FIvIDEREERTEET,

([}i= 35
® Web JY Y —JLT Developer /X=X 74 FTIHPYEZTWB I &,
e Developer /X—2Z R F 1 7 %{#M L T OpenShift Container Platform T7 7Y 4 —> 3 v %
fER L. 7704 LTWBZ &,
o TTNT—=YavIIAVAFI v I EBMLTVWSZ L,
FIa
. Topology E2—T, 77U —v3av/—R&9)v oL, ¥4 RRARILERRLET,
2. Observe ¥ 7% %Y v - LT, Events(Warning) 22> 3 VIIANILAF v I DK EFES L
F79,
3 ?ents (Warning) ICBEET 2 TREIZ T ) v 7 L. ANVRAF v I DRBOFMZHE L X
BaEEIR
e Web OV —JLT Developer /8N—2RJF 4 FICHIWVIRZ 2 HEICDOVWTOFMIE, About
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Developer perspective ZZHR L T XL,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#about-developer-perspective_web-console-overview

BREANAF Y IDOERICEDZ 7TV r—> a v OEEHDER

o PV —avDERELUTTOMBICANILAF T Y I %BINT 55KICDWTOFEM
I&. Developer R—2ZRVF 4 THFEALELT V-3 v oElRtEI Y aryoaERE T
2avESRLTCEIN,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#odc-creating-applications-using-developer-perspective
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BFRETFTT)r—avDiRE

Topology Ea—%FERAL T, ERT 277U T—2 a3 VOBRESLVY—ROA—RERETEET,

13.1. BIIR SR

e OpenShift Container Platform T7 U4 —>a VAR L., EET S-H0@EATOY T
JMNAD O—ILELPIN=—Iv a3y B’HbI &,

e Developer /N\—ZAR %Y F 14 7% {EM L T OpenShift Container Platform T7 ) r—> 3 v %
fERRL. =704 LTW3,

o WebdvvY—)LiZOZ 4>~ LTHY., Developer/\—2ARIV 574 T ITHPYBZTWS,

B2 RAREN-ARI T4 T2FRBLELT7 TV =230V —X3—R
DimE
Developer /X—2ZR YV F 4 7@ Topology Ea—%FRAL T, 77V r—>arvny—23— R&iFEE
TEEY,
¥
® Topology Ea—T, 77O4INET7 ) r—> 3 vOATICERERINS Edit Source code
FAAVEIY v LT, V=RI—RIZT7V7EAL. ThEZEBELET,
Pz
Z DHEEIX. From Git. From Catalog. & & U From Dockerfiled 7> a > %
FRALTCTZ IV r—2avaElT 256 ICOAFIATEET,
Eclipse Che Operator 87 S 24 —ICA VA M —=I)LEINTWBIHFE, Che 7—7 AR—2Z (
) NERSIN, V—2RO—RERETDLODICT—VAR—ANKRTINET., 1 VR
F—=ILINTWRWEEIE, YV—RO—KHPRAMINTWVWBGit YR MY —( O ) BRR
IhEFd,
BI.RAREN-—ARI T4 T2EALLT T 57— 3 VEREDRSE
Developer /NX—2X U7 14 7® Topology E2—%FALT. 77V r—>avDREERETEZE
_a—o
p= T

IR7E. Developer /S—2 YV F 4 7®dD Add 7—% 70—Il#% % From Git. Container
Image. From Catalog. F 7% From Dockerfile# 7> a3 v FHAL THERINE 7S
V5= aVDBREDHERETEET, CLIFLIFAdAdT7—270—H050D YAML %+
ToavEFERLTERLET T r—2a VORERRETTIEA,

HIiR S

Add 7—% 70— From Git. Container Image. From Catalog. Z7-|& From Dockerfile# 7> 3
VEMBRALTT IV S—avEERLTWS,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/authentication_and_authorization/#default-roles_using-rbac
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#odc-creating-applications-using-developer-perspective
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#web-console
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/web_console/#about-developer-perspective_web-console-overview

BREFIIVy—TavoEE

FIR

L 7T r—=avEERL. 75— 3 Uh Topology E 2 —ICRRINEZIC. 7Y
F—vavaRY )y I L GERAREARES ToavamRlExd,

B13A7 TV r—avomEE

1€ Edit Count

.i"’
“r_' Pause Rollouts
. Add Storage
0 0 Edit Update Strategy

django..-jwspg  Edit Application Grouping

O @ django-exg Editnodejs-ex-git

Edit Labels -
Edit Annotations
Edit Deployment

Delete Deployment

&) nodejs-ex-git

2. Editapplication-name %2 YU v 7 L, 77V 5—>a vOERICERA L Add7—2 70—
HEREANLET, TOTA—LIKE. 7)) r— 3 v OERERICEIN L EASRICEEI N

3TN T—avItnEREERELE T,
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Pz
General Z7 >3V ® Name 7 1 —JL R, CI/CD /XA TS5 4 >, ik

Advanced Options %7 & 3 > @ Create a route to the application” 1 —JL K
. ZiRET B IEETEE A,

4. Save %7 1)v I LTEINREZBREEL, FRAX—Y&EF7O0/4LET,

B1B327 V45— avoEEbs BT 04

@ nodejs-ex-git Actions v

Details Resources Monitoring

Pods
e nodejs-ex-git-57fd9cc6d8- % Running View logs
snzsf
O GED django-ex-git Builds
@ nodejs-ex-git Start Build
@ Build #2 is complete (a few seconds ago) View logs
£ . . e )
| @ Build #1is complete (5 hours ago) View logs
P ) |
- ]
Services
O v )
@ nodejs-ex-git 6 nodejs-ex-git

ce port: 8080-tcp =+ Pod Port: 8080
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BUE Y Y —REONT ZODF T bOTN—= Y

BUA4EZE )Y —R%EOPRTBEODF T NDOTIV—=2
BRI DR & HIZ, OpenShift Container Platform TERI N2 APIA TV o ME, 77V r—> 3
VOEIRBLOT IO REDBREDI—F —DIREEFEICEL>TISRAY—Deted T—F A MNTILE
BINET,

HS2AY—BEEIZ, FREICA>EHEWN—Sa3 DA TV M 29529 —DSEHENICTIL—=
VITEZF, LEZE AAXA=VDTI—=VJIC&Y, FRINBRLK R 250D, T 1 AVEE%
FALTVWRHEWA X—UPELHIRTEET,

14.1. T —=> T OEXRERE

CLIE, HBOFHIAYY RTTIIN—=V B EEDELET,
I $ oc adm prune <object_type> <options>

INICEY, UTFIEEEINZ T,

e groups. builds. deployments. Z7-|d images R&EDT7 V2 a Vv EERTTBHD
<object_type>,

o ATV NIATDTIN—=ZVTDRTFTICEVWTHR—hI N3 <options>,

142. J)NV—TDOTIN—=_24

TIV—TDLaA—RENRTONA T DS TI—=v T T 3H1C, BEEZEFILUTOOTY REET
TXZEY,

$ oc adm prune groups \
--sync-config=path/to/sync/config [<options>]

#14.10c adm prune groups 7 7 %7

*Fvav SHEA
--confirm RSASVERITIBRDYICTIN—=V IRRITINDEZEERLE
ER
--blacklist TIW—=TTZv I )RNT7AILADIRZ,
--whitelist TIW—THRITA RNV ZARNT7AIADIRZ,
--sync-config BHRET 71 ILAD/IRRTY,
FIr

1. prune AX Y RHDHIBRT 27 —TA2RRT2ICIE. UTFOITY REERITLET,
I $ oc adm prune groups --sync-config=Idap-sync-config.yami

2. prune BE%EETT BICIE. —~confirm 75 7 %EBMLET,
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I $ oc adm prune groups --sync-config=ldap-sync-config.yaml --confirm

143. 7704 XY N)Y—RDTIN—=2 Y

FRFEHCPRAT—YRELY VY RTATREE R o7 704 AV MIEERM IO Y —R%& T

W—=VJTTEEY,

UTFoa~v Y K&, DeploymentConfig = 7> =7 MIBEMIFShAL T r—>avyay bo—

S—&ETIN—=vTLZFT,

I $ oc adm prune deployments [<options>]

pa )

Deployment = 7> = ¥ MIBEE[MITShAL T Ay NETIV—ZV T T BT, -
replica-sets 7 5 /& FERAL £, COT73571F. REFT/ /00— L E1—#EET

ER

#14.2 oc adm prune deployments 7 5 ¥

*Fayv

B4

--confirm

--keep-complete=<N>

--keep-failed=<N>

--keep-younger-than=
<duration>

--orphans

--replica-sets=true|false

= s
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RSASVERTTIRDVICTIN =V IHNERITINDZIEERLE
ER

DeploymentConfig # 7> =/ MIEDWT, RT—F N
Complete TL 7)) At 0OHREDONL T r—>3 >3V b
A—S5—%ZH#FLIT, 774 MESTY,

DeploymentConfig # 72 = ¥ MIEDWT, X7—% XA Failed
TL7YARPEODREDON L T r—2a vy bA—5—%#E
LEd, 774 KMEI1TT,

IRIE DB & DXL T <durations KFoHm LWL Y r—> 3Oy
fO—S—RETN—=V T LEHA, BNSBEEMMICIE. /8
(ns). ¥4 7O us). I UM ms). ¥ (s). 2 m). &LUERH (h)
reaFNFT, 774/ ME60m TT,

DeploymentConfig # 7> = 7 b &f=ia\, RT7—4% XN
Complete Z7-(d Failed T. L 7)) A EQDIRTOL T r—
Yavaryhka—->—%7N—=VJLZET,

true BE. L7V Ay NI —=v 7/ 7OoeRICEENET, T
7 #JL Mt false T,

< N\X
[ CDISTIEFH I OY—FLE1—HEETT.
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L TN—=V TBREICE S THIRIN 2 E DR T 2L, UTFOIYY REERTLET,

$ oc adm prune deployments --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m
2. EFEIC prune BIEEEITT B ITIE, —-confirm 75 7 &BMLE T,

$ oc adm prune deployments --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m --confirm

144.EIVROTIN—=2

FREHPRAT—YRICLY VAT ALATCREER>TEEINRE TSI —=V T T 501, BEZEIZLUT
DAY REZERTTEEY,

I $ oc adm prune builds [<options>]

#*14.3 oc adm prune builds 75 ¥

*Fvav SRR

--confirm RSASVERITIBRDYICTIN -V IDRRITINDZEERLE
ER

--orphans EL RBRENBFEELET. RF—4 XD complete (587 ). failed (580).
error (L7 —). F7zld canceled (FLE) DITRTOEN RETIL—=V
JLEY,

--keep-complete=<N> EILREEEDWT, RF—4% 21 complete (58 7) D&ED N EJL K

ERELET, TIA4IMNIBTY,

--keep-failed=<N> EILRBREICEDWT, R7—% A failed (KRB, error (T5—). &
7olE canceled (FIE) DREDONEI R ERFLET, T74)LME1
TY,
--keep-younger-than= MIEDKFE & DXL T <durations KFEOHF L WA TP 2o MET I —
<duration> —vJLFEHA, 774 KE60mMTY,
Fa

L TN—=V TBREICE S THIRINZ2E DR T 2. UTFTOIYY RERTLET,

$ oc adm prune builds --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m

2. EFEIC prune BIEEEITT B ITIE, —-confirm 75 7 &BMLE T,

$ oc adm prune builds --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m --confirm
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Pz
A AREIZ. ELNROEBREEZZERELTCEABELRTIIN— =V I EBMITEET,

RS

® Performing advanced builds = Pruning builds

145. 41 X =088 IIN—=V

BEEEE., RT7—9 R, FLEFIROBRICEY Y AT LTAREICA >/ OpenShift 1 X—IY LY R b
)—DA4 A= F, BEMIC T IL—=Vv T3 hhEd., 752X —EFEEIE. Pruning Custom Resource
HERELLY, TNAERBICLAYTZIENTEET,

=S5
o JSRY—EEWEDN—Ivay,

o ocCLIDMIYAKM—=ILTINTWS,

FIR

e imagepruners.imageregistry.operator.openshift.io/cluster & \\ D ZRIDA 7 7 MILLTF
D spec BL U status 71 —ILRAEEFNZIEEHRELET,

spec:
schedule:00 *** ﬂ
suspend: false 9
keepTagRevisions: 3 6
keepYoungerThanDuration: 60m ﬂ
keepYoungerThan: 3600000000000 6
resources: {}
affinity: {} @)
nodeSelector: {} 6
tolerations: []
successfulJobsHistoryLimit: 3 @
failedJobsHistoryLimit: 3 {§)
status:
observedGeneration: 2 @
conditions: @
- type: Available
status: "True"
lastTransitionTime: 2019-10-09T03:13:45
reason: Ready
message: "Periodic image pruner has been created.”
- type: Scheduled
status: "True"
lastTransitionTime: 2019-10-09T03:13:45
reason: Scheduled
message: "Image pruner job has been scheduled.”
- type: Failed
staus: "False"
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lastTransitionTime: 2019-10-09T03:13:45
reason: Succeeded
message: "Most recent image pruning job succeeded."

schedule: CrondJob FERX DA Y a—)LZhidA T3 vD 74 —IL KT, T7#4I) Md dayly T
FRIOBCICEREINE T,

suspend: true ICSREINTWBIHAE, TI—=VF%ETLTW3 Crondob [ZFTIhF 7,
INEAF>arvD74—ILRT, T74) M false TY, #FIRI 5 X9 —DWEAEIL false T
ER

keepTagRevisions: £ § 249 VR0 EY 3 VHTY, Thig4A >3 >vDI71—ILRT. T
74N KE3TY, MHAEIL3TY,

keepYoungerThanDuration: 5 E DB & Y E RICERINIcA A =P %2 FFLE T, ThidH
T2avdDT7 14—V RTY, BOEBENHRWIEEIE. keepYoungerThan F721d7 7 #+ )L ME
60m (60 %) DLWFNANERAINET,

keepYoungerThan: FE#3Z, keepYoungerThanDuration & [E U T9 A%, HAREIZEE (+/ W&
) TEEINZE T, ChiEFAT>a>vD7 14 —ILRTT, keepYoungerThanDuration %% E ¥
&, D74 =L NIFEEINET,

resources: 1Z# M Pod )V —RADERB L VHIRTYT, ThiEATF>a>vDT74—ILRTY,
affinity: 22D Pod D7 74 =74 —T9, TNiEAF>a>vD74—ILRTY,

nodeSelector: Z# D Pod / — KL V4 —TY, ZhidA 7> avD71—ILKRTT,
tolerations: 1Z#®M Pod DFRTY, Chig4A > a>vdD714—ILRTT,
successfulJobsHistoryLimit: (R&F T 2L AT a TORABTYT., X M) v IALKR—bIH
2L£2ICFBIES>=1ICTBMENHYET, ChiFAFT2avyDT714—IL KT, 774 ME
3TY, #WHEIF3TY,

failedJobsHistoryLimit. (REFT2KH LY a3 TORAHTT, X M) v IR LR—FbINB &L
LTI >=1ICTIRENHYET, ThEAT>avDT4—ILRT, T74IME3T
¥, #HAEIF 3 T,

observedGeneration: Operator IC& > TEHRINBZENK T,

conditions: AT D4 1 TOREZR AT 7 b TT,

e Available: 7 —=V I 3 THERINTUVENE I D ERLET, EBHICIL Ready &
72lE Error DWIFh b EFERATIE T,

e Scheduled: ' XD FIN—=V T a3 THRTIVa1a—ILINTVWENEIDERLET, B
HICI&. Scheduled. Suspended. F 7|3 Error #ffHTEX %9,

e Failed: ZFDTIN—=v T aTHRRLENEIDERLETS,
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BE

TIN—F—%BEBTHHDDA A=Y L IR MY — Operator DEMEIE, 41 A=Y LT R
N 1) — Operator @ ClusterOperator ¥ 72 = ¥ N Ti§%E X 1 5 managementState &
EHIILTWET, 41 X—2 LY R MY — Operator ' Managed SKRETIE A WFE, 1
A —3 7 )b—7F —I& Pruning Custom Resource IC& 2 TEREI N, BETEXET,

2L, 4 X—=Y LY R MY — Operator ® managementState (&, & 704 IShiA
A=V TN—F—YaTOEEELELE T,

e Managed: 1 X — 7 IJL—F—®D --prune-registry 7 5 7'i& true ICEREI N F
ER

e Removed: 1 X —Y 7)L—F—® --prune-registry 7 5 7|4 false IR EINF
T, DFEY. Thidetcd DA X—IXITF—IDHDTIN—=V JEETLZE
ER

146. A A—YDFEF}TIN—=2 D

TIW—Z=ZVThRY L)Y —RIE, OpenShift f A=Y LI AN —DEDA A—JDEEA A =TT
W—Z=ZVT%BMMILEY, L, BEEFE, FREBRCAT—IXTLEFHROBBICEIY V2T
LTRBERSIAA—DEFETTN -V TTRIEDNTEEY, A A—VEFHTTIN—=V T
TEHAEIE2OHYET,

o M X—IDTIN—=VT%9S5RY—LETJob 7=l Crondob & L TEITT %,

e oc adm prune images <~ R%&E{T9 %,

AR

o A AX—SETN—=UTT2ICE, FTT7I/ERAN—IVEFRLTI—H¥—&LTCLIIKO
TAVT2REBENHY S, 1—H—ICIE 7 5 XY —0O—)L system:image-pruner UL ED
O—ILA R NiERY £/ A (Bl: cluster-admin),

o A X—=YLIYRMN)—ZRRALZET,

FI7

FHERMPRT—YREIZEROBBICLY VAT ATREBER SIAX—VAFEBTIIN—=V
T5ICF. UTFTOREOWSThLEFRHLFET,

o LUTODHIDLSIC, pruner f—EXT7HT Y MDD YAML 7 7 A L EFEHR LT, 41 A=Y
W—=2T%U S5 —LETJob £7I& Crondob & L TETLET,

I $ oc create -f <filename>.yaml

H A B

kind: List
apiVersion: vi
items:
- apiVersion: v1
kind: ServiceAccount
metadata:
name: pruner
namespace: openshift-image-registry
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- apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRoleBinding
metadata:
name: openshift-image-registry-pruner
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: system:image-pruner
subjects:
- kind: ServiceAccount
name: pruner
namespace: openshift-image-registry
- apiVersion: batch/v1
kind: CronJob
metadata:
name: image-pruner
namespace: openshift-image-registry
spec:
schedule: "0 0 * * ™"
concurrencyPolicy: Forbid
successfulJobsHistoryLimit: 1
failedJobsHistoryLimit: 3
jobTemplate:
spec:
template:
spec:
restartPolicy: OnFailure
containers:
- image: "quay.io/openshift/origin-cli:4.1"
resources:
requests:
cpu: 1
memory: 1Gi
terminationMessagePolicy: FallbackToLogsOnError
command:
-0C
args:
-adm
- prune
- images
- --certificate-authority=/var/run/secrets/kubernetes.io/serviceaccount/service-ca.crt
- --keep-tag-revisions=5
- --keep-younger-than=96h
- --confirm=true
name: image-pruner
serviceAccountName: pruner

e oc adm prune images [<options>] IY Y RZETLZE T,
I $ oc adm prune images [<options>]

--prune-registry=false BMERAINTULWAWRY, 1 X—YDFI—=V7ICLY, HEL IR
N)—DF—4HHIBRINET,
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212

--namespace 7 5 VD WIA A=V ETI—=ZV T L TEA A —VIFHIBRINT, A X —3
AN)—LDHDEIBRINET, 1 XA —V L namespace ZFHA LAWY Y —RATY, TD:
O, TI—=V J%HFEMD namespace ICHIRT 2 &, REDHEAELFEHTE R AYET,

TI7AIBNT, MELYAPM)—EBlobDAXAYT—F%F v v a L TAMNL—VIIHTIE
T?ﬂl’%/ﬂibb %kaiiﬁf;%mﬁ)iﬁ'o 7°)l/—_/9kJ:o'C%m:| |/“/7\|\U_U)#"\"J
VANBEHRINBIERHY FtHA, TI—ZVITBDOEARELTTIN—=ZVTINEEBES
DAA—VIEBIELET., Fv v Y alA9T—95FODTIN—=VIInEBIE vy aX
NREWEDHTYT, TORD, TI—VJRIF vy vy a0 YT T2EDILYAN) —%
BT 7043 20ELrHY T,

I $ oc rollout restart deployment/image-registry -n openshift-image-registry

BELYAN)—DRedisFv¥ vy aaFEHTZEE. T—IR—REFHTI)—VT7v S
TEIRELNDHY FT,

TI—=VTRBICLIRAN)—EBTTOA T3 ERATavyThRWERIF. Fvvia
ZKIGRICEMICT Z2ELHY £,

oc adm prune images E{ETIEL YA MY —DIL— " DBRETY, LIZAN)—DIL—MET
7N M TRERINEEA,

Prune images CLI configuration options M3k Tld. oc adm prune images <options> 1<~
RCHEATEZA T avIlDVWTHBLTVLET,

RKBAAA—TSDTN—=VTHD CLIDEBEA T ayv

*Fav SR

--all LYZARN)—=IZTy¥adIhTuwRBBWEDD, FILRIL—
(pullthrough) TIS—Y VY ¥INcA A=V % HAAARFET., &
NIET 7AW NTHEVICEREINE YT, TIL—=VTEaHEaLY
AMN)—=IZTyyadxnfia A=VICHIRYT %IC1E, --all=false
“ELET,

--certificate-authority OpenShift Container Platform TEEBIN 2L YR MY —&BfE
THRICHERTZREER 7 7 A INADIRRTE, T7 4 MIE
TA—F—DRET7AIDRARBT —FICREINE Y, Ih
NEE *nfwé%m\t$17aﬁm#¥ IhZET,

--confirm test-run ERTIB2RDYICTIN—ZV IHRITINDZ AR
LET, ChiliE, HEAVTF—AA=IJLIRAN)—ADE
WRI—MDBBBEICRYES, TOAXY KRN ISRIY—Fv b
7— N TRITIINDIHE. )L— & -registry-url #FEH L T
BEINZMENHY £T,

--force-insecure ZDAT avIiFEELTHERLTLLEIW, HTTPBAHATKRRA
NENah, EBWAHTTPSHEAEZA#FE>aA VT F—L YR K
)—~DIEF 1 T7REREFATILET,

--keep-tag-revisions=<N> TNETNDA A=V AR —LIZDVWTIE, 9T TEICRAND
AA=DVNVEY aVEFRFLET (T 740 5:3),
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*Fay i
--keep-younger-than= WIEDORR & DXL T <duration> & Y EDOFLWA XA =TS
<duration> W—=VTLFEtA, £EiE REOEHEEOXLLT

<duration> LY BDOMDA T T NTERBINDZ A X —VIF
FN—=v T LEtA (57 2L~ 60m),

--prune-over-size-limit BL7OYII MIERINIRNOFHREBADZEANA—V %
TN—=vJ L&Y, TD7 77k --keep-tag-revisions 7=
I& --keep-younger-than & HICFERATZ I EETEEE A,

--registry-url LYZAN)—EBETHREICERTZ7NLARATY, 20av Y
RiZ, BEINDZAA—VBLUVA A=V RARMN)—LHSHBIE
N5 —RNDOURL DEAZHATLET., INICKKT 2
(LYRARN) —%BRTERVWD, TNICTIVEATERW) G
B, D75V EFERALTHOBEET 2/ — NaiEET Z2LEN
HYFET, LYZAMY—DFERNEORIICIZ. HFEOEHK SO
JNEEHET 2 https:// /=2 http:// 54322 ENTEET,

--prune-registry DA T a v TREINDIRHEEHIL, TOF TV avid,
OpenShift Container Platform 4 X —Y API 4 7Y = 7 MIHIG
TEHLYAN)=DTF—=9DBTI—=2 T3 NBHhED D EFIE
LET, TTAIDNT, AA=VDTIN—ZV Tk, A A=Y
APIA TV MELIYRARN) —DRET BT —4 DA% LB
LEY,

IDFTavid, A A=SFTVzI NOBERBSTREDH
BT etcd DRBEDAHEHIRT 2 2 EARET L TLWTWB D (1272
LLYZANY—=DRML=YDY ) =Ty FIEHET L TWARL
BE). LYZAMN)—DEPARX YT+ REEFRICLY AN —
DIN—=RTI—=VTICE>TINERREITLLD & T 554
ICRIIBET,

1461 A A=—SDTIN—ZV TORESR MY
FETTIN—=v T INA X —JICEHEEERATEET,

e OpenShift Container Platform &Y 24 X =, FLF7/ 77— 3V
openshift.io/image.managed 2D (4 X —J & HBIRT 2 ICIE. LTFEETLET,

o H7p< &% --keep-younger-than ARIICER I N, MR TIRIVWTHICEI>TESRI N
TWEHA,

m --keep-younger-than 73gi1 & Y R IC/ERM S N7z Pod

m --keep-younger-than 7RI& Y BRI INIA A—IVX M) —L4
m E{THD Pod

n REHD Pod

L7Yy—vavyaryhao—5—
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m F7OMXY R

m FOA4 AV MNERE

m LTV AEY R

" ELREE

m EJLR

m Va7

®  Cronjobs

m 27— hk7IEYH

m  stream.status.tags[].items @ --keep-tag-revisions DRI D7 1 T A

o Zhid, AL7AYIYV MTERINZI®RNDEIRZBATEY., BERATEVWITNICE
SBINTLIEHEA,

m E4THOD Pod
m {REHD Pod
m LYY=y avarvio—5—
m FO4XY R
B F7O4 XY MRE
m LAty b
" ELREE
m ER
m V37
®  Cronjobs
m X7F—hk7IEYH
o NELIANY—=HDWEDTIN—ZV TR R—FINTVLWERA,

o MA=INTIN—ZVIINBE. A A—TDTRTDBIRIL status.tags IT1 X —T DS
ERFDOINRTDAA—I RN —LDSHIRINET,

o AA—JILL>TBRBRINML oA X—YBRHIBKRINET,
P2

--prune-over-size-limit 7 7 7'|&. --keep-tag-revisions 7 5 7 % 7= --keep-
younger-than 7 5 7 & HILFERTEIENTEFZF A, ChERTITDE. ZDBRED
FAINAVWI EZRTERNMRINET,

--prune-registry=false & ZDEICL YA M) —DN—RTFI—=2 J%FE{TT 5 I & T, OpenShift
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Container Platform 4 X =Y APIA TV 20 RDHIBREA A —IT—F DL YA M) =D 5 DHEIREZE S
BT ENTEET, ThITLY, 913V T T4V RIDEIRIN, 1DOAY Y RTHAE T
W—=V T BG5ALYERBIIEITTEDLDIICRVET, EL. 9143V T4V RIERLIC
YR ZEETEE A,

TEZRETIN—=V TORTEICTIN—ZV TRRDA A=V ERHET 2HEE. TOA A -V %5SR
$2Pod 28| EHMEMFRTDIENTEEY, /oo TIV—ZV TOBRIEFEICA X —YESRBLTW
ZHUEMDHBAPIA TV NaBHTEHIEETEET, ChICLY, HIBRIhAZaYFrYDs
RICEAEL TRETZUEEOH2BBEZERRTI2AEEIHY TS,

--prune-registry & 7> 3 VA5 E LWL, --prune-registry=true 35 L TSI —=V V= BEIT
L T%H. --prune-registry=false 3 8E L TURIC TIL—ZV T INFAA—=VD, A A=Y L IR K
)—ARTEEGFOSNEAMNL—UDNTI—ZV TINBRTIEHY FHA. --prune-registry=false
ERELTIN -V IINETRTDAA—TJF, LIYZARN)—DN=RTN—=UJICE>2TDH
HIlRTEE 9,

14.62. A A—SDTIN—=2 JEEDET

FIa
L TN—=V TBREICE S THIRI N2 E DR T 21T, UTFEERTLET,

a. Bm 3209 7)EVaVvERFL, 60 DALY BRICERINIY Y —R (A A=,
AA=FZARN)—=LBLVPod) ZRFEFLET,

I $ oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m
b. EBEBINLHIREBAZITRTDA A=V ETII—=VITLET,
I $ oc adm prune images --prune-over-size-limit

2. BPRDRTFY THOSA T avaEIEELTTIIN—=Vv IOBRIEAERITTSICIE. UTFEETL
ij—o

I $ oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m --confirm

I $ oc adm prune images --prune-over-size-limit --confirm

1463. X a7 F I3 EEFaT7REHRDOER

X217 RBEOERIIEBEIN, HEINDHETY., I, BEDIRERIEE HICHTTPS 2
HTEITINET, prune I7 Y RiE, TEABEEEICEF2T7ABEOEREZHTLEYT, ch%x
FRATERWESICIE., X aT7RBEICTF—INYITEIELHY. TNICIEBRAIEWNE

. TDHE. GFAERIIIIERINS D, BHAHTTP 7O MNJILIMERINE T,

FEFaT7RBEADT +—IL/Ny 7L, --certificate-authority N'IEEINTLAWISEE, LUTD
JT—ATHBEICRY X,

1. prune <~ KA -force-insecure & 7> 3 > E HIIERTIN B,
2. I8E I N 3 registry-url DFEIIC hitp:// RF—LDMFIF5NB,

3. BEI NS registry-url (FO0—HILY > o7 KL XZ X localhost TH %,
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4. BIT1—Y—DORENF X2 T7REREZHFT T 5, hid, 21— —2D -insecure-skip-tls-
verify AL TOJ4 Y950, 7OV MHINBBICHELF 1 T7AEREZERT S
EIKE>TELDAREMEDN DY T,

BF

LYZAMY—DEFal) 74 —5H, OpenShift Container Platform TERIN 2D & 1E
BERZFGIRTREINDHZE. Ih% -certificate-authority 7 5 V% FH L TIEET
ZRHELAHYET, TILARWES, prune XY RATS—%2HLTRELET,

1464 A1 A=Y DT IN—=VJICET 3H&E

AX=IBTN—=rTEhizn
A A=UDNER LT, prune A7 Y RAFRL Y L/MREQHIBRERITT D356, TIV—=2 JiEH
DAA=TJIDVWTHETREA AT T —TFT AV IDEHEIH B E2HRBLET,

EKICHIRT 2REDH B4 A—IUD, TNTNDITERICEWTERLAEY VYV E Y avDLEW
BELYEEWIBICHD I EEMRALET, 72& 2L, sha256:abz &\ ZREIDH < BEEE L1
A=IBHDELET, A A=IDY THIFIN TS namespace TUTDOAYY RERTT B &,
A A—Uh myapp EWDIB—A A—UZ N —ATIEY FRFSNTNBZ EILEIHINBTL &
Do

$ oc get is -n <namespace> -0 go-template="{{range $isi, $is := .items}}{{range $ti, $tag :=
$is.status.tags}}'\

"{{range $ii, $item := $tag.items}}{{if eq Sitem.image "sha256:<hash>"}}{{$is.metadata.name}}:
{{$tag.tag}} at position {{$ii}} out of {{len $tag.items}}\n"\

{{end}{{end}}{{end}}{{end}}’

H A B

myapp:v2 at position 4 out of 5
myapp:v2.1 at position 2 out of 2
myapp:v2.1-may-2016 at position 0 out of 1

TI7ANNFT T arvMERINDIGE. 1 A — L myapp:v2.1-may-2016 ¥ 7 DEFED 0 DALEIC
HEEOTIN—=VTINFHA, AXA—IDBTI—ZVTORREHFBINDZLDIICTBITIE, BB
BIIUTERTI2RELIHYFET,

e oc adm prune images 0¥ ~ KT --keep-tag-revisions=0 #EE L £ 7,

a5 H-
= A
DTV avaERFTTIRE AX—UPEEINALLEWVMELYEHL

W, ZhEUEBFHLWA TV MIEL>TSRINTWARWERY, &
NTDYITNERERD A A —T EHITTRTOD namespace N HHIFRI 1
£,

o JEYaVDLEWMEDTICHZTARTD istags. 2 F Y myapp:v2.1 & &£ U myapp:v2.1-
may-2016 ZHIfR L £ 9,
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BUE Y Y —REONT ZODF T bOTN—= Y

e Alistag ICTy Y 1d 2FREIN RERTT RN, DA AT &I TRHFLTAA—V %
BERNTILICBEIEET, 2L, TnEFHWI )-8 TOBAICITEISEYAREE
RBRTRIDY FHA,

BFEDAXA—YDEIL REBRAGFIO—HICR>TWEY T, TOEAZBEITIVENHY T (A
X —IDRE @HEF'eﬁﬁﬁ“‘héM\%b‘%éi% "&B%*i?’)o IDEDY TIZBERTI DDA X —
TDHEEMTONDAREMEDDHY ., TOBBICINLGETIN—ZV ITTERI QY ET,

FEXaT7RLIAMN)—ICHT 2 X2 7 LEGEOFRA

oc adm prune images <Y ROHEATUTDEL IR Ay — )“bfﬁj_?i‘néiz%é\ LYZANY—D
X271 —IEREINTH ST, ocadm pruneimages 7 51 7V M EF a2 7 AEHKOFER%
AITT2IEERLTVWET,

error: error communicating with registry: Get https://172.30.30.30:5000/healthz: http: server gave
HTTP response to HTTPS client
o HWHRINZMMRELLT, LYAN)—DEXFa)T14—%2RETDHIENTEET, DL
T\ EIE. --force-insecure 2 1Y Y RITEIML T, 75472 MIW L THEF 2748
MOFERZBHEHITEIENATITETH, THIFEEINDIFETREHY FEA,

XAV 71— DPREINLZLIAMN) IR X2 T7REEDOFER

oc adm prune images I Y ROHEAICUTOIS—DWIFNIARFZINDHE, LYAKMN)—D
TF21) T4 —REICEAINTWSEAR TELAINALIMRED . EROREEMAIC oc adm prune
images 7 514 7 N CHERAINDZEDEIIERD I EEEKRLET,

error: error communicating with registry: Get http://172.30.30.30:5000/healthz: malformed HTTP
response "\x15\x03\x01\x00\x02\x02"

error: error communicating with registry: [Get https://172.30.30.30:5000/healthz: x509: certificate
signed by unknown authority, Get http://172.30.30.30:5000/healthz: malformed HTTP response
"\x15\x03\x01\x00\x02\x02"]

TITAILKRTIE, I ——DEHZ 7 7AIVIREINTWSRIERT 9 EEINET, ChiF<vR
4 — APl EDBIEDHZEELEKRTT,

--certificate-authority # 7> 3 VA FERLTCAYTF—A A=Y LIV A M) —H—/—(TBEYAREREE
BEEELET,

IEL K BWEBEERDER

FDITZ -, t:\:ZLUT'f NMREINACOAVTFT—AX=YLIXAN)—DAZEDERICHERA
SNBZEAR/N IS4 T N THEASNBZFEARBEIFELD I EZRTLTVWET,

error: error communicating with registry: Get https://172.30.30.30:5000/: x509: certificate signed by
unknown authority

7 5 7 --certificate-authority % {8 L TEYIREREERZ2HEEL X7,

OESR E LT, --force-insecure 7 5 72D YICEBIMT 2 IEHTEFT, L. Thid#HRIHQ
ZHETIEHY FE A,

B EtE R
o LIYANY—ADT7IER

o LIYAKMN—DNEH
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/registry/#accessing-the-registry
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/registry/#securing-exposing-registry
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o LIYZRMNY—I)b— MDEMRFEICDWNTDFFHMIE. OpenShift Container Platform M4 X —<
LY 2 M) — Operator 8RB LTI,

147.LSZARNYY—DIN—RKRTF)—= 4

OpenShift Container L ¥ X M) —(&, OpenShift Container Platform 2 5 A4 —® etcd TSRI ML
WBlob #ZFE L F T, BEAMRBRA A=V TIL—=V JOFIBEINALICRBLEFRA. T 5D Blob
& 3L L 7= Blob &M ENTWE T,

ML L7z Blob ZLATFDY F ) A THRET Z2HBEMENHY £,

e oc delete image <sha256:image-id> <Y~ REFERAL TA X —V A2 FETHIRRT 5 &, etcd
DA A=V DHMEIRIN, LYZARMN)—DAMNL—UDSIFHEIBRINEHE A,

o FT—EVDEEICLI>TELBLYRN)—ADT vy alldY, —EDBlob lz7y 7O—K
INZEDD, (JZREDPIVR—FXVMELTT7YyFO—RINB) M A=Y ZT AN IE
T7y7O—RIhFEFtA, BEDA A—Y Blob TRTHAMIZL £T,

® OpenShift Container Platform 7 # — 9 OHIRICE Y 1 XA =Y ZEBL XY,

o BEDAA—ITIN—F—DBAA—IT 2T ANEYIRT BH. BEET 2 Blob #HIRT 27
IS E 9,

o WRDBlob ZHIRTIELRWVWEWVWDILIANY =T I—F—DONTICLY, ZNOEBBT B4
A= F T2 MIBIRIN, Blob IEFMIZL £ 9,

BEXWBAR—ITIN—=V T ERFERBLIAN) =D N=KTN—=0 T (12L&, V5R5—F
EILINIL L7z Blob ZHIlRT 2 Z &N TE X9, OpenShift Container LY R M) —DR L —I %8
DERRBLTWBIFAEY., NI L7zBlob hH 2 ERBDONZIGEIIN—RTIN—=V T RTTIHE
rHYET,

CHIRIESTIRETIEMRL, SHOMILL 2 Blob BFICHERINT WS & WD EEHLAY H 2156
ICDAHAERITTIREN DY ET, Fhid. (IFRINBMXA—JDRICLI>TELAY I TN 1B 1ER
EDOEHHRERTREDA A —ITIN—=V T ERTTEHIEETEET,

FIF
ML L7Blob &L YR MY —DON—RTIV—=UTFBITI>. UTFERTLET,

. ag4 >

CLI T kubeadmin & L T. Z7I% openshift-image-registry namespace ~ND7 7 XD #H %
MOFEL——E LTI RS—ICATA1 Y LET,

2. BERMBA AT N—=V T DT
BERMRARXA =TI —=v FICE Y, RBEICASTBIMDA X—IEIBRInEd, N—R
TIW—ZV TIlE>2TAX=IUDBIRINZRTEHY FEA, LIYZAKN)—ZML—=IICE
FEIN/Blob DAHIEIBRINET, LI >T. N—RKRTI—=V TOERTEIICINERITT
IRELAHYET,

3. LYAM)—0DOHmABRYERE—RANDYPYEZ
LYZAKNY) —DHARYBEBRAE—RTEITINTUVAWEES., TI—=v JERABICERTIN
TWB Ty Y aDBERIIUTOWWTRNICAY 9,
o KB T B, MIZL7=Blob AF/AICRELZET,

o BT3B, LEL. (BRING Blob D—MHKIRS NIctedd) 1 A—VE TN TEEYE
/‘JO
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/registry/#configuring-registry-operator

BUE Y Y —REONT ZODF T bOTN—= Y

Tyviald, LYZAN)—DHmAMYEZIAAE-NIIRINZETHRILEEA, Lid'>
T N=—RTN—=VJIEEFBRLTCRT Y2 - ) VT 2REN’HYET,

LPZARNY) —%HmAMYERE—RNICTIYVBEZS121E. UTFTEETLET,

a. configs.imageregistry.operator.openshift.io/cluster T. spec.readOnly % true |Z5&E
LEY,

$ oc patch configs.imageregistry.operator.openshift.io/cluster -p {"spec":
{"readOnly":true}}' --type=merge

. system:image-pruner O —JLD3ENN
—EDY Y —R%EYZAIKRTBICIE. LYZAN)—AVREVZADETICHEATZ2H—ER
TADY MIBMONR—Iy >3 UAREICRY X,

a. ¥Y—EXR7HO Y MRZEBIBLET,

$ service_account=$(oc get -n openshift-image-registry \
-0 jsonpath='{.spec.template.spec.serviceAccountName}' deploy/image-registry)

b. system:image-pruner ¥ S 29 —O— )L H—EXT7HU > MIBMLET,

$ oc adm policy add-cluster-role-to-user \
system:image-pruner -z \
${service_account} -n openshift-image-registry

ATV TN—F—DRFM4 5 VE— RTCOETT

HIR XN 2 Blob DA FERT 5I1C1E. FRSASVYE—RTN—RKTIIN—F—%2FTLFET, =
BROZRIIMAShEFRE A, UTOHITIL image-registry-3-vhndw & W5 4 X —J LI X b
) —Pod 28R LZF T,

$ oc -n openshift-image-registry exec pod/image-registry-3-vhndw -- /bin/sh -c
'Jusr/bin/dockerregistry -prune=check'’

Frld, TW—=V TREOEBEONRREZEET 2101, OF TNV EEIFFT,

$ oc -n openshift-image-registry exec pod/image-registry-3-vhndw -- /bin/sh -c
'REGISTRY_LOG_LEVEL=info /usr/bin/dockerregistry -prune=check'’

H A B

time="2017-06-22T11:50:25.066156047Z" level=info msg="start prune (dry-run mode)"
distribution_version="v2.4.1+unknown" kubernetes_version=v1.6.1+$Format:%h$
openshift_version=unknown

time="2017-06-22T11:50:25.092257421Z" level=info msg="Would delete blob:
sha256:00043a2a5e384f6b59ab17e2c3d3a3d0a7de01b2cabeb606243e468acc663fas”
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:25.092395621Z" level=info msg="Would delete blob:
sha256:0022d49612807cb348cabc562c072ef34d756adfe0100a61952cbcb87ee6578a"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:25.092492183Z" level=info msg="Would delete blob:
sha256:0029dd4228961086707e53b881e25eba0564fa80033fbbb2e27847a28d16a37c"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.673946639Z" level=info msg="Would delete blob:
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sha256:ff7664dfc213d6cc60fd5c5f5bb00a7bf4a687e18e1df12d349a1d07b2cf7663"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.674024531Z" level=info msg="Would delete blob:
sha256:ff7a933178ccd931f4b5f40f9f19a65be5eeeec207e4fad2a5bafd28afbef57e"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.674675469Z" level=info msg="Would delete blob:
sha256:ff9b8956794b426cc80bb49a604a0b24a1553aae96b930c6919a6675db3d5€06"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6

Would delete 13374 blobs
Would free up 2.835 GiB of disk space
Use -prune=delete to actually delete the data

N—=—KTN—=2T%RTLET,

N—RFI—=V T %E{T7 5ITIL. image-registry Pod DEITHD A VR H¥ Y 2DWTFhH
TUTOITY RERITLET., LLTOHITIE. image-registry-3-vhndw & WD 4 X —I LY
AR —PodZBRLZET,

$ oc -n openshift-image-registry exec pod/image-registry-3-vhndw -- /bin/sh -c
'/usr/bin/dockerregistry -prune=delete’

H B

Deleted 13374 blobs
Freed up 2.835 GiB of disk space

. LIZAMNY —mARY /BERASE—FICREY

TIW—=vTD#RTHIZ, LYRAN) —EHmARY/EZIAAE-NIRTIEHTERE
9, configs.imageregistry.operator.openshift.io/cluster T. spec.readOnly % false IC5%
ELET,

$ oc patch configs.imageregistry.operator.openshift.io/cluster -p {"spec":{"readOnly":false}}' -
-type=merge

148.CRONY 37D —=>7

cronVaJREBRIaTOTIN -V TERTTEETHN, KRLAY a TEFUICWE L TLAWL
HREMADHY FT, TDLH, VSRV —BEERI S a TOENRIYY -V Ty TEFFTETTS
MHEIHYET, £/, EETEZ21—HF—D/NRERITIL—TITcron P 3 TADT7 7 2 A% HFIR
L. cron¥ a7 TYa 7P Pod WMERINBELRWEDICEN R+ — 9 5RETHIHREEHY X

ER

BIER R
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/nodes/#nodes-nodes-jobs_nodes-nodes-jobs
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/building_applications/#setting-quotas-across-multiple-projects
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/authentication_and_authorization/#using-rbac

FH=EFIIVy—avDOFARY VT

BBETFTIT)VI—3 > DT7ARYVYT
PSR —EBBEL, 7TV r—oavaT7ARY VY ITREICLTY Y —EEARSTIENTEE
T, T, AR YY—ZHEELEAEMITONDZ/NNTY OIS RIZTFITO4 IR TWBIBEIC
®IBFT,
A= 7)R) Y —ZANMERINTWARWES, OpenShift Container Platform (&) YV —X &#H L
RICENSEZOL Y AICEBRELTCFZARYYILET, RYNT—O NS T4 v oMY —RITE
EINBEE. LTYVAHERT—ILTYyTLTT7A RV IBBREETL, BEOREEBITLET,
TN —oavidEHOY—ERPRT7OM XY NBEREDMMD R —5 TV Y —ATHRES
nNTWEd, 7V 5—2avD74A4 R) U 7ICIE, BETZIRTDYVY—RDT7A R v TEET
THZENERLET,
BALT7 TV r—>a3avo74 Ky T
TINr—2a3vn74 RV JIliE, Y—ERICEERMITONAER =5 TR Y —2(F 704
AVRERE. LTV T—2av3y hO—5—RE)ERETDIENVETYT, 77U Tr—>3vb
TARILYVTICIE., Y —EREREBELTINAETA RV TREELTY—2 L. VY —R%& zero
LTYHICRT =IO ENERLET,

ocidle AV Y REFHLTE—YHY—ERET7A RV JT3H. --resource-names-file 7 7> 3 v %
FRLTEBDY—ERETARY VY ITTBIENTETET,

BILE—H—EXDT7A RKY VT

FIR
L B—DY—EXZT7AR) VT4 UTZ2ETLET,

I $ oc idle <service>

15.12. EHH—ERDT7A RY VT

BEY—EROT7AR) 7 7TV 5—>avpOdz ) NRO—EDHY —ERICE N D156
Y. ALTOYVZI NATEROT ) r—>ava—ELTT7A RV IT 27D, B —ER%
ROV T RNEBHBALTTA RY VI T25RICEIBET,

FIa
L BB —EXDV AR ZBU T 7MLV EZEHRLET (ENTNZBITICHEE).

2. --resource-names-file 7 7> a v AFRELTHY—ERET7A Ry VI LET,

I $ oc idle --resource-names-file <filename>

¥

idlea~v Y RigE—7O0Y ) MIEIRINEFT, VSRY—2ETTF7TYyr—>ay

AETARYYTT2IC1E. 70V ML Tidle A~ Y RERERICETLE T,
B T7TVH5r—3 D74 RY v TEE
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FTI)Vr—yavth—ERIF, XY NIT—OV RS T4v05ZEL. BERIOREICBURY—ILTy S
TEHEBUOTIT4TICRYET, ThiCid, Y—EXRADINS T4 v I EIL—RNEBDBRNSTa4v Y
DAL EEFNET,

Tz, PNV —23VEYY—REZRT—IVT v TTBIEICLY., FEITTARY VBB TE
ERNTEET,

FIg
1. DeploymentConfig # 24 —IL7 v 7§ 3ICIE. UWTFEEITLET,

I $ oc scale --replicas=1 dc <dc_name>

pa

WERT, =9 —ICLZBET7A KLY Y JERIET 7 4 )L D HAProxy JL—4 —®
HATHR—PINTWET,

pa

Kuryr-Kubernetes % SDN & L TERE L TW3HA. Y—ERXEBFHT7A K v TRk
EHR—MLEHA,
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Fle= 7SV r—a ok

LB6ET7 T r—2 a3 vl

TV MNTHERINAET TV 5—2a v EHIBRTEE Y,

161LRAREN—ARI T4 THFRBLE7 ) 5— 3 v OHIR

Developer /X—2ZXRYV 57 4 7@ Topology Ea—%FRAL T, 77V r—>avEznEEIVR—X
YENIRTEHIBRTEET,

L HIRT27 ) 5—>avas Yy oL, 7TV 5—2avn) Y —A0FHMBEELY A KA
TN =HEBLES,

2. RRXILDALICKRIIND Actions ROy ¥ X =a—%%1) v - L. Delete
Application ZZIR L CHRSI 1 7OV Ry VI R2RRLET,

3. 7N —23VDERIEAA LT Delete a2 ) vy L, ThaEHIKRLET,

HIfgg 27T r—>avahR9Y) v L, Delete Application 22 Y v 7 L CHIT 22 EHTEXE
-a—c
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%17= RED HAT MARKETPLACE D {#H

Red Hat Marketplace t&, X7 ) v 0959 RBLVA Y FLIRATEAINDG AV T HF—R—IRE
BIFOREINLZY INIZTORBET VI CREBHILT D, A—FV IS5 RKY—4rvy N FL—2R
T-a—o

17.1. RED HAT MARKETPLACE ##E

9 2 24 —EE#E(T Red Hat Marketplace Z{#F L T OpenShift Container Platform TY 7 kU Tz 7 %
BEL, AREICT TV T—2avAVRIVRETTOAT 2O T —ERT IR %5
L. 770 —>avoERRRE 7+ —9 I L TEAERMITEZZENTEET,

17.1.1. OpenShift Container Platform ¥ 5 2 ¥ —® Marketplace ~ D # 5%

5 R —EEEIL, Marketplace ICH&#t 9 % OpenShift Container Platform 7 5 24 —IZ, #BD7
T)lr—>avtey baA VYA MN—ILTEEY, F/. Marketplace Z#FERAL. Y722 YT avxE
374 =9I LTI SR —DFERKRRZEHRT 2 EETEXY, Marketplace Z{EF L TEM
L7ca—¥—iE ThEZThORBODOERKRZEHL., HEBICH L THERTEIY,

DA —FEHDTOELA T, A XA=IJLIVRAMN)=2—=J Ly NEBFHL, AYOT5EEL, 77
)r— 3 v OFERRREEIRE T % Marketplace Operator B Y A h—ILI N TVWET,
1712.7 ) 5—2a>vDA4 VA M=)

95 249 —EEHE(IE, OpenShift Container Platform M OperatorHub AN 5, F 72 ld Marketplace
Web 7 7)) r—> 3> H5 Marketplace 7 7N r—>ava4 VA M=)V TEET,

Operators > Installed Operators 27 1) v 2 LT, Web AV Y —ILHSA VR M= INLT T I—
aAVILT IV EATELT,
713 ERBZN—ARI T4 ThoDT7 TV r—avn7704

Web O Y —JL® Administrator & & U FARE/X—ZARYI T 1 TH 5 Marketplace 77 r—>av %
TTOATBIENTEET,

RAREN—ZARI T4 T
RAAREIFRAREN—ARIT A T2ERLT, MILKA VAN INBEBICTIERATEET,

TcE AWK, T—HR— ZOperatorO)’f/Z N—ILRIC, BRBREX 7OV MROAYOATD A v
A VAR TEERS, T—IXNR—RADOFEARRIIEES SN, VSR —BEEFIIREINZT,

ZDIN—ARY T 4 TITIE, Operator DA YA M=o 7 7)) r— 3 VERRKRIOBHEEEF N E
A,

Administrator /X\— XY 54 T
5249 —EEBEIL, Administrator /S— 2RI F 4 TH 5 Operator DA Y A M—=ILELVCT Y &r—
avOEARKEDBRICTVEATEZXT,

F 7=, Installed Operators Y A N THRHY LYY —RAEH (CRD) 2BRBLTC7 SV r—>av(4 V2R
AR TEIEETEET,
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