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OpenShift Container Platform TOFEZEFIC, ROLI LRI FTIERBFEEERTLET,

V525 —DEE

7)) r—=>avoElLR 7704, BLUER
T7O4 XY N TOERDOERE

Operator DFAF

Operator 1% O 7 OYERK & R5F

OpenShift Container Platform (Zl&, —EDIY Y RS54 V4 V9 —T x4 X (CLI) VYV —ILAREIRI N
TEY., A—F—DPI—IFIUDSIFIFRBEESLIVCARREEEZETTTZLIICLTINLDY
AV EBRELET, ThHDY—ILTIR, PTV5—2a vOBEEEIFTRL, YRATLDEIY
A=V NEBRET2HELITY REFATEET,

1L.CLIY—ILDY) X k

OpenShift Container Platform Tl&, LAFD CLIY —ILDEY M 2EHATE XY,

OpenShift CLI (oc): Z & OpenShift Container Platform 1 —#'—h'& & —f&MICERT %
CLIV=ILTY, ThiF, 77R5—ERBELRAEEOEAD, §—IFI2FEALT
OpenShift Container Platform 2 TITY RV —IT Y ROBRENTA B LIICLEFT, Web 3
VY=V ERERY, A—H¥—FIT YRRV T EFERLTIOY Y bOY—XO—FK
EEERETEET,

Knative CLI (kn): (kn) CLI 'Y —JLI&. Knative Serving ¥ Eventing 7 & M OpenShift #—/X— L
ZAVR—V NOBREIERATEZ Y Y SIVTERNARY —IFILIATY RERHLET,

Pipelines CLI (tkn):OpenShift Pipelines (&, RIEBT Tekton Z{#EFH Y % OpenShift Container
Platform D1 7/ L —> a v B L tEMT ) N —(Cl/CD) Y Y a—23 VU T
T, tknCLIY —JLICIE, Y FILTERWARITY RPABINTHY, ¥—IFIL&2FERAL
T OpenShift X1 TS5 4 VABRETEET,

opm CLopm CLI'Y =)Lk, XL —9 —RREE ISR —EEENI—IF LD LA R
L—8—Dh907%FRELVRTFTDIDICKRIEET,

Operator SDK: Operator Framework @ 3 > 7/R—3x >~ k T# % Operator SDK &, Operator A%
FEDY—IFILH S Operator DEJL R, TRAMBLTTFIOAIEATES CLIY—IL%IR
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IhET, ThiliF, 77V r—>aVvEEDORWMERMBIVLEICRDIGAENHY T,
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£52Z OPENSHIFT CLI (OC)

2.1. OPENSHIFT CLI O HA 18T %

2.1.1. OpenShift CLI [ICDWT

OpenShift DAY Y RSA VA V¥ —T A X (CLD. oc 5FRTBHE. ¥—IFIUDSTTYI—
>3 v %&/EMR L. OpenShift Container Platform 7OY ¥ N EBTX X9, OpenShift CLI AR
DRRISEL TWET,
o YOV MNY—ROA—REEEFEHALTWVWS,
® OpenShift Container Platform ##f% 22 1) 7 MMEd 3,
o BHIE) YV —RICLBHIELNHY., Web AV YV —LHAFATERAVKRETOTO 7 bOE
i

2.1.2. OpenShift CLID 1 > X k—JL,
OpenShift CLI(oc) &4 Y A h—IL T 2ICIE, N4 FYY—%24FHoO0—RT5HMN, RPMEFHERALET,

2121114 F)—=D¥ o vO—KiZL % OpenShift CLIDA ~ X h—JL

ARV RSA4 449 —T x4 R%FEMA L T OpenShift Container Platform & x4559 %7281 CLI (oc)
ZAVAN=ITBIENTEEXY, ocd Linux. Windows, F7lE macOSICA VA M—J)LTEZ
ER

E:2

PRIDN—=Y3vDocaA VY ARM—ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 4NN DR THDAXY Y REETT B EIETETEFH A, FRNN—T 3
YDocxEHovO—KL, 1YAM=ILLET,

Linux ~® OpenShift CLID A ~ X b—Jb
LIFOEIE% @A LT, OpenShift CLI (oc) /N 1 —% Linux Icf Y X h—ILTEE T,

FIR

1. RedHat 124 ¥ —7R—%4 )LD OpenShift Container Platform ¥ 7 > O— K=< [IBFHL F
E

2. ProductVariant ROy 74O A Za—TCT7—FFI9Fv—5BRLZET,
3. Version ROy 74 A =a—TCEAN—Ua VvaBIRLET,

4. OpenShift v4.11 Linux Client T b ') —D#5IC#% % DownloadNow 27 ) w7 LT, 774
We®kREFELET,

5. 7—h4T7ZREALZEY,

I $ tar xvf <file>

6. oc/ N1 F1)—%, PATHILHZT 4L I N —ICBELET,


https://access.redhat.com/downloads/content/290
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PATH 2529 5IClE, UTFOITY FZRITLES,

I $ echo $PATH

MREE
® OpenShift CLIDA Y X h—JLIC, oc ARV REFEALTCFATEEY,

I $ oc <command>

Windows ~® OpenShift CLID A > X h—JL
LIFOEIE% @A LT, OpenShift CLI (oc) /N1 F 1) —% Windows Ic4 Y 2 h—ILTE £ 7,

FIR

. Red Hat 1A% ¥ —7R—% )LD OpenShift Container Platform ¥ 7 >~ O— KRX— [IBEL F
ER

2. Version ROy 74 A - a—TEAN—Ua vaBIRLET,

3. OpenShift v4.1 Windows Client T h ) —D#5(C 4 % DownloadNow Z2 ') v 2 LT, 77
TIVERELET,

4. 2P 7O S LTT7—HA THRBELET,

5. 0c/NMF)—%, PATHICH B T4 LU N)—ICBELFT,
PATH 28329 % I1Ci1k, O~y R7ary a2V TUTOaOY Y REEFLEFT,

I C:\> path

MREE
® OpenShift CLIDA Y X h—JL1IC, oc ARV REFEALTCFATEEY,

I C:\> oc <command>

macOC ~® OpenShift CLID A > X k—)b
DLTFOFIEAMERL T, OpenShift CLI(oc) /N1 7Y —% macOS ICA VA M—ILTEET,

FIR

. Red Hat 1 A% ¥ —7R—% )LD OpenShift Container Platform ¥ 7 >~ O— KRXR— [IBEL F
ER

2. Version ROy 74 A= a—TEAN—Ya vaBIRLET,

3. OpenShift v4.11 macOS Client T k) —D#&(Z3 % DownloadNow =2 1) v 7 LT, 774
We®kREFELET,

S

JE&C

macOS arm64 Dz & k. OpenShift v4.11 macOS arm64 Client T b —%
BRLET,


https://access.redhat.com/downloads/content/290
https://access.redhat.com/downloads/content/290
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4. T—hAT7=ZRBREL. BELIY,

5. 0c /XM FY—%NRRIHBT4 LI MN)—ICBEILET,
PATH ZHER 9 2ICId. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH

MREE
® OpenShift CLIDA YA h—JLIEIC, oc AX Y REFEHALTFIATE XY,

I $ oc <command>

21.22.Web O YV —JL%{#F L /= OpenShift CLI DA ~ X k—JL

OpenShift CLI(oc) 4 ~ A b—JL LT, Web O Y —JLH 5 OpenShift Container Platform & W55 T
X %9, ocld Linux. Windows, F7zld macOSICA YA M—ILTEZT,

B5Z

RIDN—=Y3vDocxA VY ARM—ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 41NN DI RTHDAVXY Y RERETT B EIETETEFRH A, FRNN—T 3
YDocxEHovO—KL, 1VAM=ILLET,

2.1.2.21.Web OV —)L %A L /2 Linux ~® OpenShift CLID 1 > X k—Jb

WU TFOFIE% A LT, OpenShift CLI (oc) /84 7Y —% Linux o4 YA h—ILTXE T,

FIR

. WebaA>»VY—IbT?2%20)v I LET,

RedHat

OpenShift L] o kube:admin v
Container Platform

Quick Starts

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to
€& Administrator v

Documentation

; . Overview Command Line Tools kstart available X
ome
Report Bug to Red Hat  Z

Overview Cluster

About
Projects
Search . Learning Portal 3
Details View settings Status View alerts View events
Explore Openshift Blog 2]
Cluster API Address @ Cluster @ Control Plane @ Operators

2. A9V KRSAVY—ILEY Yy LET,

RedHat
OpenShift
Container Platform

a1

© e kubezadmin ¥

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

¢ Administrator v

Command Line Tools
Home v

Overvi
verview Copy Login Command @

Projects

Search oc - OpenShift Command Line Interface (CLI)

Expl
9 With the OpenShift command line interface, you can create applications and manage OpenShift projects from a terminal.

B The oc binary offers the same capabilities as the kubect! binary, but it is further extended to natively support OpenShift Container Platform features,
« Download oc for Linux for x86_64 &

Operators « Download o for Mac for x86_64 &

* Download oc for Windows for x86_64 &'

« Download oc for Linux for ARM 64 (unsupported) @

« Download oc for Linux for [BM Power, little endian @

« Download oc for Linux for IBM Z &t

* LICENSE®'

Workloads

Networking
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3. Linux 7”2 v b7 #—A4IT#E L 72 oc binary #3%iR L TH 5. Download oc for Linux% 7 1) v
JLET,

4. 7714V ERELET,

5. 7—h472REALZEY,

I $ tar xvf <file>

6. oc/ N1 F1)—%, PATHICHZT 1L I M) —ICBEILET,
PATH Z2#52 9 5IClE, UTFOITY FZRITLEYS,

I $ echo $PATH
OpenShift CLIDA Y X h—JL1&IZ, oc A Y RAFALTCHATEET,
I $ oc <command>

2.1.2.2.2.Web O~V — L% L /= Windows ~® OpenShift CLID 1 > X k—)L

U TFOFIEAEFR LT, OpenShift CLI(oc) /31 Y —% Windows (L4 Y R h—ILTX £ T,

FIR
1L Webavv—LT2%20Yv I LET,

RedHat e .
OpenShift s A © © kube:admin ~
Container Platform

Quick Starts

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to

¢ Administrator v
Documentation

Overview Command Line Tools kstart available X
Home

Report Bug to Red Hat &

Overview Cluster
About

Projects

Search Learning Portal 3

Details View settings Status View alerts View events

Openshift Blog 2]

Explore
Cluster API Address @ Cluster @ Control Plane @ Operators

2. ARV KRSAVY—ILEY Yy LET,

RedHat -
OpenShift #H oA
Container Platform

© e kubezadmin ¥

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

¢ Administrator v

Command Line Tools

Home

Overvi
verview Copy Login Command @

Projects

EEE oc - OpenShift Command Line Interface (CLI)

Explore ’ ) : ;
With the OpenShift command line interface, you can create applications and manage OpenShift projects from a terminal

s The oc binary offers the same capabilities as the kubect! binary, but it is further extended to natively support OpenShift Container Platform features,

« Download oc for Linux for x86_64 &

Operators « Download o for Mac for x86_64 &

» Download oc for Windows for x86_64 &'

« Download oc for Linux for ARM 64 (unsupported) @

« Download oc for Linux for IBM Power, little endian @

« Download oc for Linux for [BM Z &

* LICENSE®'

Workloads

Networking

3. Windows 75 v M7+ —ALDoc /N1 F+ 1) —%3ZIRL TH 5. Download oc for Windows for
x86 6450wy LET,

4. 7714V ERELET,

5. ZIP 7O SALATT7—hAT5BELET,
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6. oc/N\MF+)—%, PATHICHDTa4 LI MN)—ICHBELET,
PATH 28329 % I1C1k, O~y ROy haEVWTUTOaOY Y REEFTLEFT,

I C:\> path
OpenShift CLIDA Y X h—JL1&IZ, oc XY RAMALTCHATEET,

I C:\> oc <command>

21.223.Web OV YV —JL £ L 7= macOS ~® OpenShift CLID A > X k—JL

LUTFOFIEAMER L T, OpenShift CLI(oc) /X1 F 1) —% macOS IZA Y A M—ILTEET,

FIR

. WebaA>»VY—IbT?2%20)v I LET,

RedHat
= a1 O © kubezadmin v

= OpenShift
Container Platform

Quick Starts

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to
€& Administrator v

Documentation
Overview Command Line Tools kstart available X
Home

Report Bug to Red Hat  Z

Overview Cluster

About
Projects
Search Learning Portal &3
Details View settings Status View alerts View events
Openshift Blog [

Explore
Cluster API Address @ Cluster @ Control Plane @ Operators

2. ARV RSAVY—ILEY Yy LET,

RedHat -
OpenShift #H oA
Container Platform

© e kube:admin ¥

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

&% Administrator v

Command Line Tools
Home

Overvi
verview Copy Login Command &

Projects

Search oc - OpenShift Command Line Interface (CLI)

Expl
SO With the OpenShift command line interface, you can create applications and manage OpenShift projects from a terminal.

s The oc binary offers the same capabilities as the kubectl binary, but it is further extended to natively support OpenShift Container Platform features,

+ Download oc for Linux for x86_64 &
Operators « Download oc for Mac for x86_64

« Download oc for Windows for x86_64 @

« Download oc for Linux for ARM 64 (unsupported) &
« Download oc for Linux for IBM Power,little endian
+ Download oc for Linux for IBM Z &

« LICENSE®

Workloads

Networking

3. macOS 75w M7+ —Ld oc /N1 F1) —%3ZIR L. Download oc for Mac for x86_64% %
Jw o LET,

S

pa ks

macOS arm64 M3FE 3. Download oc for Macfor ARM64% ') w o L &
ERR

4. 774NV ERELET,
5. 7T—hAT7%5BHL., ELET,

6. oc N F ) —%/NRRIZHBTALI M) —ICBHLET,
PATH ZHER 9 2ICId. #—IFIZRAE. UTFOAY Y RZ2ETLET,
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I $ echo $PATH
OpenShift CLIDA Y X h—JL1&IZ, oc XY RAMALTCHATEET,

I $ oc <command>

2.1.2.3.RPM % ffif L 7= OpenShift CLID A ~ X h—JL

Red Hat Enterprise Linux (RHEL) D354, Red Hat 7 717 >~ MMZE#% OpenShift Container Platform
HYIT291) T avhHbiBalE. Openshift CLi(oc) # RPM & LTA YA M—ILTEF T,

X5

OpenShift CLI (o¢) % Red Hat Enterprise Linux (RHELY9O ® RPM & LTA Y A h—JLF
223 TEFHA, NMF)—%FHO—KL. RHEL9 ® OpenShift CLI &4 ~ R
N—ILT2RELHYFT,

AR
e root 7zl sudo DHEREDH %,

FIR

1. Red Hat Subscription Manager IZ&8 L £,
I # subscription-manager register
2. RFIDY TRV T avr—9%5TILLET,
I # subscription-manager refresh
3. FAREEAY TRV Foava—BRRLET,
I # subscription-manager list --available --matches *OpenShift*'

4. BRIOIY Y ROHE AT, OpenShift Container Platform #7245 1) 7> a>dF—I)LID =R
DF. INEBEHRBINLEIDRATLILTYYFLET,

I # subscription-manager attach --pool=<pool_id>
5. OpenShift Container Platform 411 THERYRI MY —ZF/MIILF T,
I # subscription-manager repos --enable="rhocp-4.11-for-rhel-8-x86_64-rpms"
6. openshift-clients /N\v o5 —Y %A VA M—ILLET,
I # yum install openshift-clients
CLIDA YA M—JLi&IE, ocAY Y R&EFERLTCFIATEET,

I $ oc <command>
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2.1.2.4. Homebrew % {#f L 7= OpenShift CLID 1 ~ X k—)L

macOS DIFH I, Homebrew Ny r—I v Rx—Y v —%fEFH L T OpenShift CLI (oc) =4 > X k—Jb
TXXY,

AR

e Homebrew (brew) 2*1 Y XA h—JLINTW3,

FIR

o LTFmavy KRERTLTopenshiftclinNysr—I%4 2 2AM—=LLET,

I $ brew install openshift-cli

2.1.3. OpenShiftCLI~NDO Y A ~

OpenShift CLI(0¢) KO 44 Y LTI SR —ICFP VAL, IhEeBETXET,

AR ERM
® OpenShift Container Platform 7 2 X% —~D7 7 £ X,

e OpenShift CLI (0€) ' Y A h—ILXINT W2 RBEABHY £ T,

y S

HTTP 7O%Y—H—N—LETORTIECATEBISRYI—IITIERATBIC

&, HTTP_PROXY. HTTPS_PROXY & &£ U* NO_ PROXY Z# A2 {ZETXZFJd, Ihbd
DEBREBELEHIE, VSR —EDITRTOBEIHTTP 7OF>—%2RBATELSICoc
CLITERINZEY,

EEEIANY H—iE, HTTPS RS Y RR— N AFHTBESICOAEEINT T,

FIE
1. ocloginaAv>Y FZAHNL, 21— —FZELZXT,

I $ oc login -u usert

2. 7V IRRINAS, BRERBEREAADLET,
7651

Server [hitps://localhost:8443]: https://openshift.example.com:6443 ﬂ

The server uses a certificate signed by an unknown authority.

You can bypass the certificate check, but any data you send to the server could be
intercepted by others.

Use insecure connections? (y/n): y g

Authentication required for https://openshift.example.com:6443 (openshift)

Username: useri
Password: 6

10


https://brew.sh
https://formulae.brew.sh/formula/openshift-cli
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Login successful.
You don't have any projects. You can try to create a new project, by running
oc new-project <projectname>
Welcome! See 'oc help' to get started.
ﬂ OpenShift Container Platform #t—/X— URL Z# AL £ 9,
@ FEFITHREREEMATINEINEASILET,
9 A—H—DNRRAT—REAALFT,

= -To)

Web Oy —icOJ4 Y LTWBHBEICIE. N—0 8L —N"—1FHEZET oc
login Y Y REERTEEY, COAXVYRAEFALT, /MEFOVTRRLIC
OpenShift Container Platform CLI ICO Y4 Y TE X9, IV RZERT B ICIE. Web
AVY—IOELEILHZI—F—ZOROY TH I A =a2—H5 Copylogin
command ZZER L 7,

INT, 7OV FaETE, VSR —%BETZLHOOMDIATY RERITTEHIENTEE
-a—o

2.1.4. OpenShift CLI OfE
UTFDto>avT, CLUZFERALT—HBNRIR IV EZETTI2HEZHRLET,

2141 70Y 9 hDER
FR IO MEERT BITIE. oc new-project I Y RAFAHAL T,

I $ oc new-project my-project
Akl

I Now using project "my-project” on server "https://openshift.example.com:6443".

21425 LWT T r—2 3 v DERKR
FIRT7 TV r—>a v EERT 5ICIE. ocnew-app AV Y R&EFEALE T,

I $ oc new-app https://github.com/sclorg/cakephp-ex

7651

--> Found image 40de956 (9 days old) in imagestream "openshift/php" under tag "7.2" for "php"

1
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I Run 'oc status' to view your app.

2.1.4.3. Pod DXKR
WEDNTOY Y D Pod 2K~ 9 5ICIL. ocgetpods AX Y REFHALET,

E5C

Pod AT oc Z#3X1T L. namespace Z1E7E L @\ 5EIE. Pod M namespace B’ 7 7 #
IWETHEASINET,

I $ oc get pods -0 wide
Akl

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE
cakephp-ex-1-build 0/1  Completed 0 5m45s 10.131.0.10 ip-10-0-141-74.ec2.internal

<none>
cakephp-ex-1-deploy 0/1  Completed 0 3m44s 10.129.2.9 ip-10-0-147-65.ec2.internal
<none>
cakephp-ex-1-ktz97 1/1  Running 0 3m33s 10.128.2.11 ip-10-0-168-105.ec2.internal
<none>

2.1.4.4.Pod O DX

BWEDPod DOV %AKRRT SICIE, oclogs AY Y REFEALET,
I $ oc logs cakephp-ex-1-deploy

7651

--> Scaling cakephp-ex-1to 1
--> Success

2145 BEDTOV TV MORTR
WEDTOYV Y MERTT SICIE. ocproject I¥ Y REFBRALET,

I $ oc project

i 51

I Using project "my-project" on server "https://openshift.example.com:6443".
2146.BEDTOV I NDRAT—9 ADKRR

H—ER, TFO4X VM, BLVENNREREREDRIED IO Y MIDWTDIERERTT BIC
. ocstatus A~v Y RAFHLZEY,

12
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I $ oc status
H 1

In project my-project on server https://openshift.example.com:6443

svc/cakephp-ex - 172.30.236.80 ports 8080, 8443
dc/cakephp-ex deploys istag/cakephp-ex:latest <-
bc/cakephp-ex source builds https://github.com/sclorg/cakephp-ex on openshift/php:7.2
deployment #1 deployed 2 minutes ago - 1 pod

3 infos identified, use 'oc status --suggest' to see details.

21.47. Y R—FNINBAPIDY) Y —2AD—EXRR

HP—N—ETHR—IINBAPIY) Y —ZAD—E%KRT SICIE. oc api-resources 1< > K% fFfH
LE9.

I $ oc api-resources

saLtll
NAME SHORTNAMES  APIGROUP NAMESPACED KIND
bindings true Binding
componentstatuses cs false ComponentStatus
configmaps cm true ConfigMap

215. NV TDORER

CLI O~ ¥ K& & U OpenShift Container Platform U VYV —ZICBET 2NN TELUTDHETRERT ST
ENTEET,

o FIAFEEATARTOCLIOYTY RO—ESLUVHAERTT 5ICIE. ochelp #FERAL X,

fBll: CLIICDWTD—BBARANIL TDORE
I $ oc help
H 451

OpenShift Client

This client helps you develop, build, deploy, and run your applications on any OpenShift or
Kubernetes compatible

platform. It also includes the administrative commands for managing a cluster under the 'adm'’
subcommand.

Usage:
oc [flags]

Basic Commands:

13
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login Log in to a server
new-project Request a new project
new-app Create a new application

o BEMDCLIAXY RIZDWTDANILTAERERT BICIE, ~help 7575 FRALET,

f5l: oc create A< Y RICDWTDANILTDRE
I $ oc create --help

7651

Create a resource by filename or stdin
JSON and YAML formats are accepted.

Usage:
oc create -f FILENAME [flags]

e FEYYV—RICETBIHAELUV 714 —ILNEKRRT SICIE. ocexplain IYv Y Ra2fERAL X
-a—o

Bl:Pod )V —RD KF 1 XV MDKRR
I $ oc explain pods
i 51

KIND: Pod
VERSION: v1

DESCRIPTION:
Pod is a collection of containers that can run on a host. This resource is
created by clients and scheduled onto hosts.

FIELDS:
apiVersion <string>
APIVersion defines the versioned schema of this representation of an
object. Servers should convert recognized schemas to the latest internal
value, and may reject unrecognized values. More info:
https://git.k8s.io/community/contributors/devel/api-conventions.md#resources

2.1.6. OpenShift CLINS50 O 7 b
OpenShift CLINSAY 7O ML, MEDEY Y aVERTTZIENTEET,

e oclogoutd~v > RAEMALZET,

14
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I $ oc logout
Akl

I Logged "user1" out on "https://openshift.example.com”

ZNIZEY, b—N—DSREINERIEN—T VUDHIBRIN, BET77AMILDLBREINET,
2.2. OPENSHIFT CLI D& E

22149 TRE=OAEME
Bash 27zl Zsh Y TIL D% TREAEMICTEZE T,

2.2.1.1.Bash ¥ JHZ=A=EMICT 3

OpenShift CLI(oe) Y —IL&E A Y A M—=)L L72&IC. ¥ TRZEBEMICLCoc AXY Y ROBEEEHT%
RITT2H Tab F—EHIRICA T a VORENRIRIND L DICTEET, ROFIETIE. Bash
YINDYI THEEEBMILET,

AR R

e OpenShift CLI (oc) B4 Y X h—ILIhTW3,

e bash-completion /Xy r—I A4 VA M—)ILINTW5,
FI&

. BashfisEA— K27 71 ILICRTFLE T,

I $ oc completion bash > oc_bash_completion

2. 7 741 L% /etc/bash_completion.d/ ICOE—L £ 7,
I $ sudo cp oc_bash_completion /etc/bash_completion.d/

ILICT774N0EO—AILT4 LY N —ICRELEERIL. Ih% bashre 7 7 1 LD L EUS
TEXSLIICTBIENTEET,

Y TRTIE. FRS—IFILERCEBICINET,

2.21.2.Zsh D% THT=EBWICT S

OpenShift CLI(oe) Y —IL&E A Y A M—=)L L72#&IC. ¥ THZEEMICLCoc AXY Y ROBEEEHT%
RITT2M TabF—E2HIEICA T2 a VORENRRIINDLDICTEEY, ROFIETIE. Zsh
YINDY THEEEBAMILET,

AR

e OpenShift CLI (oc) 4 Y 2 h—JILI N T W3,

FIR

15
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e oc DY JT#5% .zshrc 7 7 A JLICEBINT %ICIE, RODAT Y REERITLET,

$ cat >>~/.zshrc<<EOF

if [ $commands[oc] ]; then
source <(oc completion zsh)
compdef _oc oc

fi

EOF

Y TRTEI. RS —IFILERCEBICINET,

2.3. MANAGING CLI PROFILES

CLIREZ7 74Tk, CLIV—ILOWHE CHEEATIIZFIFAIOT77MILFLEIVTFFAMNEE
ETEET, AVTFTFAME, 22— —FEE B LV = v I x— L EFEEMIF 5N OpenShift
Container Platform —/N\—IEHMN SR EINF T,

231LCLIZ7O7 74 ILEDRA v FIZTDWT

CLIRFZ2ERAT3H%BAIC. AVTHFAMNEFERAT 2 &, HED OpenShift Container Platform H—
N—FFVZ A —ICELA>T, BRI —RHOUYBII’BREICAVET, ZvIR—L%E(E
Ad2&, AVTFHFRRAMN, I—F—0ORIABERB L VIV SR —DFEMBROEBINLSRERHET
52&T, CLIREDEENABRZICRYET, CLIZFEHALTHMHTAY 1 >~ Lz, OpenShift
Container Platform (& ~/.kube/config 7 7 1 L Z{ER L £9 (§ TICHFELAWEER), oc login #&{EH
ICBEIMIC, FRECLI 7O 7ML EFEHTRET DI EICEY.. LYUS DR & HEROFMD
CLIKIR#HINZ &, EFRSNABRIRE7 71 VITREINE T,

CLIREZ 71 )L

apiVersion: vi
clusters: ﬂ
- cluster:
insecure-skip-tls-verify: true
server: https://openshift1.example.com:8443
name: openshift1.example.com:8443
- cluster:
insecure-skip-tls-verify: true
server: https://openshift2.example.com:8443
name: openshift2.example.com:8443
contexts:
- context:
cluster: openshift1.example.com:8443
namespace: alice-project
user: alice/openshift1.example.com:8443
name: alice-project/openshift1.example.com:8443/alice
- context:
cluster: openshift1.example.com:8443
namespace: joe-project
user: alice/openshift1.example.com:8443
name: joe-project/openshifti/alice
current-context: joe-project/openshift1.example.com:8443/alice 6
kind: Config
preferences: {}
users:

16
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- name: alice/openshift1.example.com:8443

user:
token: xZHd2piv5_9vQrg-SKXRJ2DsI9SceNJAhNTIEKTb8k

clusters o> avid, TRY—H—/R—D7 KL X% &L OpenShift Container Platform 2 5
A —DEHRDFMEERELIT T, TDFTIE, 12DIFRI—DZy I F—LiF
openshift1.example.com:8443 T, £ 12DV SR —D=v J X—LAld
openshift2.example.com:8443 & 72> TWX T,

ZDcontexts T/ a VT, 220AVFFRAMNEEZFLET, 120 alice-
project/openshift1l.example.com:8443/alice & \\ > = v ¥ *— AT, alice-project 7O~ = ¥
h. openshiftl.example.com:8443 7 S X% —, L Walicea——%FALET, £512F
joe-project/openshift1.example.com:8443/alice & \\ 5 = v ¥ *— LT, joe-project 7O ¥
h. openshiftl.example.com:8443 7 S X4 —, HLWalice 1 —H—%FHLET,

current-context /3> X —% —(d, joe-project/openshift1.example.com:8443/alice 1> 5 ¥ X k
PREFRAPATHZIEEZRLTVWET, ChiZLY, alice 1—H—I&
openshift1.example.com:8443 7 5 X ¥ — M joe-project 7O U N TE(T % Z EAFHEIC
wYFET,

users /¥ aviE, 21— -DOREABHREZERELT T, ZOHITRE, 21— —=vIXR—L
alice/openshifti.example.com:8443 [, 7V A =0 V% FERALZ T,

CLIZE, EFFICO—RNIN, IV RFIAUDSIEBEINLT—NRN—F4 FF T aveediiv—
VINDIBEBDOERET7 7MIVETR—KNTEET, O 1 1%IC. oc status F 714 oc project I~
FEERAL T, RECFRREZMIETEIIT,

REDFRRE DR

I $ oc status

=Pl

oc status
In project Joe's Project (joe-project)

service database (172.30.43.12:5434 -> 3306)
database deploys docker.io/openshift/mysql-55-centos7:latest
#1 deployed 25 minutes ago - 1 pod

service frontend (172.30.159.137:5432 -> 8080)
frontend deploys origin-ruby-sample:latest <-
builds https://github.com/openshift/ruby-hello-world with joe-project/ruby-20-centos7:latest
#1 deployed 22 minutes ago - 2 pods

To see more information about a service or deployment, use 'oc describe service <name>' or 'oc

describe dc <name>'.
You can use 'oc get all' to see lists of each of the types described in this example.

BEO7OY Y hO—E&XRR

I $ oc project
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=Pl

Using project "joe-project” from context named "joe-project/openshift1.example.com:8443/alice" on
server "https://openshift1.example.com:8443".

oclogin v Y RABERTL. WEXA7OCRAPICHERBEREZIEEL C. 1 —F—RABERS LV
VS 2 —DFMOMOEAEDbEEFERLTOVA Y TEET, AVTFIAMBEELAVSEEI,

AVTFHRAMBEINZBRICEDVWTHERINE T, 9 TIKAYTM Y LTWSRIHET, RiTa—

H—DT I ERAERFOTOY T MILIYE X 2HBEICIE. ocproject I > KaFERALTFO

) MDERIEANLET,

I $ oc project alice-project
i 51

I Now using project "alice-project” on server "https://openshift1.example.com:8443".

HAIKTRINE LSIC, WO TH occonfigview Y RAFHAL T, WEDCLIZREARRTEZE
¥, mERFERAAEATCHRATES CLIZEIYY RAMBICEHY £,
F5S
BEREDORMBERICT IV ERTEZD, 774 MDY AT Ld—H —system:admin&
LTAaETA Y LTWRWGEEIE, SREEERD CLIREZ 71 LICFE2TWBRY., WD

TEHEIDAI—HY—E L TEBEOQJA Y TEET, UTFoavr NEos4 v #=E1T0.,
F7AINTOT I MY EZF T,

I $ oc login -u system:admin -n default

232.CLIZO7 7 M4 ILDOFEEERTE

E5C

IDEIYarTR, CLIREDSERMERTECOVWTHMLET, BEALDS
&, oclogin ¥ KB L Wocproject I REFRALTOYA L, AvTHFR S
Me7RNozy MNEDYPYEXEZERITTEET,

CLIZEZ7 7AINEFHTHRET DUENHDHBEIF. 771V E2ERZEEETIC occonfig AT K
EEATEZIENTEZET, occonfig a< Y RIZIE, COEMTERIIDW DAY TaT Y RH'E
FhTWET,

FR2ICLIFREY7av v K

#71 fERE

<V K

18
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set- CLIBREZ7 7ANICVSRI—T VN —%BELEFT, SBRINBITRAI—DZv I R—L4A
cluster NI TILEREY 25E. BEBRIIY—YINET,

$ oc config set-cluster <cluster_nickname> [--server=<master_ip_or_fqdn>]
[--certificate-authority=<path/to/certificate/authority>]
[--api-version=<apiversion>] [--insecure-skip-tls-verify=true]

set- CLIREZ 7A4NMICAVYTHFRAMIVMN)—%BZRELEY., SRINZIVFTFAMDZV Y
context X—LANTTICEETZHE. EEBREIV—IYINZET,

$ oc config set-context <context_nickname> [--cluster=<cluster_nickname>]
[--user=<user_nickname>] [--namespace=<namespace>]

use- BESNAIVTHFRAMDZ v I RX—LZEALT REDPIAVFTFAMZRELIT,
context
I $ oc config use-context <context_nickname>

set CLIREZ 7 IICERDEEZRELF T,

I $ oc config set <property_names <property_value>

<property_names (& Ky h TRYILGNEFITYT, IIT. TRhETRDM—V VIFEBHERFL
<y 7¥—onwFhhazRL £9. <property_values [FEREINZHLWMETT,

unset CLIREZ 7M1 I TODEBDIEDRE =R L 9,

I $ oc config unset <property_name>

<property_names (& K h TRYILNEFITYT, IIT. TRhETRDM—I VIFEHERFL
By 7¥—onwdnhraskRkL Y,

view RAEFERAFOY—YINACLIZEERRTLET,
I $ oc config view
BEINLCLIREZ 7M1 IVOBERERRLET,

I $ oc config view --config=<specific_filename>

s F 51

o 7O tEAN—VVAERFRTZI—HY-—LTOV1>vLET, 2D M= i alice 1——
KL > THEAINZET,

19
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$ oc login https://openshift1.example.com --
token=ns7yVhuRNpDM9cgzfhhxQ7bM5s7N2ZVrkZepSRf4LCO

o BEIMICENINLZIZRAY—IVIN)—%EKRRLET,
I $ oc config view

=l

apiVersion: v1
clusters:
- cluster:
insecure-skip-tls-verify: true
server: https://openshift1.example.com
name: openshift1-example-com
contexts:
- context:
cluster: openshift1-example-com
namespace: default
user: alice/openshift1-example-com
name: default/openshift1-example-com/alice
current-context: default/openshift1-example-com/alice
kind: Config
preferences: {}
users:
- name: alice/openshift1.example.com
user:
token: ns7yVhuRNpDM9cgzfthhxQ7bM5s7N22VrkZepSRf4LCO

o MEDIVFFAMNEEHL T, 2—H—H»WEX namespace ICOY A Y TEBLDICLE
_a—o

I $ oc config set-context “oc config current-context --namespace=<project_name>
o BADIVTFAMZHENRT, EENERINTVWSLIEZHALET,
I $ oc whoami -c

BEDIRTOCLIBIEIFZ, A—NN—SA RFTBCLATYavVICLYBIIEEINRTUVWAWERY, F
IEAVTFANDYPYEDLZET, FILLWIAVFTFIAMNEFALET,

233 =L DmEHIAIAB LVT—Y
CLIREOO—RBLUVYT—VIEFD CLI#REAEITT BEEIC. UTDIL—ILEZETTEET,

o CLIREZ 7MLk, UTORBEE~Y—Y I —ILEFERLT7—JZXAT7—YavAhLREIN
i’a—o

o -—config#4 7> avhABREINTWVWRHE, TOT7MILDADTHAENES, 757
F—EREIN, v—YRETINITHA,

o $KUBECONFIG i—iﬁﬁiﬁm‘nx{m"ﬂ'cv%%éti\ INAERINTT, BRIENNZID—

BETHBHAREMEDLDH FOHBAE., NRRAF1DICT—IUINZET, ENTEINBIFESIT.
Z&VW%E%T67 AINTEREINEY, ENERINZIFEIE. BETIRATD

20
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T7AINTERINET, 774D F—VRICEELAWVWESIZ. —EDREDT 7
AILDMERINZE T,

o F7l&. ~lkube/config 7 7 1 ILIMERAI N, T—VIEEITINE A,

o FATZAVFFRAMNI, UTO70—-DRMO—BIEIVWTREINET,
o -context#4 7> 3 v D&,
o CLIFRE 7 7 1 )LD current-context {&.
o ZDERETIIEDENFTINET,
o FATZA—HY—BLPISRI—DPREINET, COFRRTIE., IVTFRAINHIHE

ERWHEELPHYET, AVFTFAMI, UTO70—DOKRFD—BUCEDWVWTERINE
¥, ZD70—F, 2—H—HAIC1E, VS5SRY—RBICIAETINFT,

o 1—H#—Z®D--user DE. LUV TRI—ZD -cluster F 7> a >,
o —contextd 7Y avAHBHERF. IVTFRAMNDOEEFERALET,
o ZDEETIHEDENFTINET,
o FHTBZIERDIZIRAI—BBRNIAREINE T, CORKRTI, V5R9—BHRIHDHE

BWEERHYET, FVIRI—BRIE. UTO70-DRMNO—BICEIVWTHEEINE
_a—o

o UTDIAXYYRIAVvF T avonwFhhhiE,

= --server

m --api-version

m  --certificate-authority

m --insecure-skip-tls-verify
o VIR —BERELVEHDENHZHZEIE. ThEFERALIT,
o H—N—Os—arvhinWwgalE. I ELFT,

e FATIEFEDI-—F—FERMREINET, 21— —1F. V75RF—ERALIL—ILZFEAL
THERINET, LEL. EROFENHRET DI EICL>TRENKRBR T2 END, 21—
F—ZEDIDDEAFEDHAEFEATEEY, AVY RIAYDF T avid, RET 74
VDELYEEBEINET., LT BWLATY RSAYDFTLavTY,

o --auth-path
o --client-certificate
o --client-key

o --token

o RELTWBIEMIHDIZEICIE. T 74 MENERIN, BMEREKRDZ 7OV T D
HINET,

2.4. 7574 ~IZ& % OPENSHIFT CLI D¥i5R

21
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T2 RDoc ARV REMRT B7=DICTZ VA VEERBLI VA VA M—ILL, ThEFEALT
OpenShift Container Platform CLI THRB L CEBMDEMR Y RV EERITTEET,

241.CLI 7S5 4 v DR

ARV RSA VDAY REERTEREEO OV SIVIEEFIERA YY) 7 KT OpenShift
Container Platform CLID S 74 VA ERTEX T, BEFED oc AV VY KA EEXTEZ TS T4V %
FHTBZZEIEETERVEICERLTLIEI L,

FIgE

LTFDOFIETIE, ocfoo A7 Y RORTEICHY —IFILICA Y E—Y A BN 5 &M% Bash TS5 74
VEFERLET,

1. ocfoo EWD 77 A ILEERLZE T,
TS5T40 774 IVDERI AT BEEICIE, UTORICBELTLEIW,

o JOJAVELTRBINDLDIC. 7714 ILDEHRIIF oc- F 71 kubectl- THIAT % i
ELhHY FT,

o JrAINRIF. TSTAVERETAZOAT Y REHRTEIEDERY FT, =& 2,
771 ILED oc-foo-bar DTS5 1 ik, ocfoobarDA~Y Y RTEHLET, F/z. O
RYURICH Y Y16 EDBRELNIHBIEAICE. PV —RAT7A2FETEIEETEE
T 7z&EZIE. 7 714ILED oc-foo_bar DTS 51 L, ocfoo-bar DAY KTEEIL
9,

2. UFTORB=774ILICEMLEY,
#!/bin/bash

# optional argument handling
if [ "$1" == "version"]]
then
echo "1.0.0"
exit 0
fi

# optional argument handling
if [ "$1" == "config" 1]
then
echo $SKUBECONFIG
exit 0
fi

echo "l am a plugin named kubectl-foo"

OpenShift Container Platform CLIO Z D FZ 74 V&4 VA h—JL L7<#&IC. ocfoo I< ¥ K&
LTIhzEHTEXT,

BEFR

o Go THERINETSTA VDB DODWTIE, TV TILDTS T4V )RIMN)—A2BBLT
CIEEIW,

e GoTDTSHAVDIEREZIETZ—EDI—FT 14T 4 —ICDWTIE. CLISYAY A LYK
R)—=EBSRBLTLEITY,

22
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242.CLI 7S04 YDA VA MN—=ILBLOFEHR

OpenShift Container Platform CLI DA R Y LTS T4 Y DYERZRIC. ThHRET 24 FERATE
2E2M VAT ZRENDHYET,

AR

FIR

ocCLIV—ILzA VA M=ILLTWBZ &,

oc- ¥7/-1F kubectl- THEE D CLI 7STA4 Vv T7 74D HBT &,

BEIHLT, 737140774V 2BHLTETHBEICLETS,

I $ chmod +x <plugin_file>

774 )% PATH DEEDIFFTICE X 9 (fI: /usr/local/bin/),

I $ sudo mv <plugin_file> /usr/local/bin/.

oc pluginlist #£17 L. 7574 VH—EBERRINDZ I E2HRAELET,
I $ oc plugin list

i 51

The following compatible plugins are available:

/ust/local/bin/<plugin_file>

TSTA VNI IN—ERRIINTWARWEE, 774D oc- 7213 kubectl- THHIBAI N 3
LEDOTHY., BITHRERIRETPATH LICHZ T EAELET,

TSTAVICE>TEAINZFRAT Y RFALE A TVavaE8LET,
7=& ZI1E. kubectl-ns 7S A V& 4 TIVDTSTA4 V) RIMN)—HBEIRL, 41V
AM=ILLTWBHBE, LTOIaYY R%&FEH L TIRAED namespace 2R RTCE XY,

I $ocns

TSTAVERVPHETIATY R, TSTA VDT 7ANEIKET B EIERELTLES
W, &EZIX, 774IL%ED oc-foo-bar DTS4 1 it ocfoobar I~ RiCk > THEENL
x99,

2.5.OPENSHIFTCLIFEFE &I~ K77 L VR

ZD) 77 L YRIE, OpenShift CLI (oc) BIFEEI~Y Y KDALY Y RflERLTWE Y, BEE
XY RIZDWTIE, OpenShift CLIBEEIOY YR 77 L VR B8R LTIV,

ochelp ZETLT. IXTHIT Y RZKRTT SH. oc<commands> --help =317 L T. FEDJ
v RICEYT 2EMERZRELET,
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2.5.1. OpenShift CLI (oc) &I~V K

2.5.1.1. oc annotate

)Y —ZAADT7 ) F—aveEBEHFLET,

{52 35

# Update pod 'foo’ with the annotation 'description’ and the value 'my frontend’
# If the same annotation is set multiple times, only the last value will be applied
oc annotate pods foo description="my frontend'

# Update a pod identified by type and name in "pod.json”
oc annotate -f pod.json description="my frontend'
# Update pod 'foo' with the annotation ‘description’ and the value ‘my frontend running nginx’,
overwriting any existing value
oc annotate --overwrite pods foo description="my frontend running nginx'

# Update all pods in the namespace
oc annotate pods --all description="my frontend running nginx'

# Update pod 'foo’ only if the resource is unchanged from version 1
oc annotate pods foo description="my frontend running nginx' --resource-version=1

# Update pod 'foo’ by removing an annotation named 'description’ if it exists
# Does not require the --overwrite flag
oc annotate pods foo description-

2.5.1.2. oc api-resources

P—N—EDHR—FINTVWBAPI)Y—REHALET,

152 F3 51

# Print the supported API resources
oc api-resources

# Print the supported API resources with more information
ocC api-resources -0 wide

# Print the supported API resources sorted by a column
ocC api-resources --sort-by=name

# Print the supported namespaced resources
oc api-resources --namespaced=true

# Print the supported non-namespaced resources
oc api-resources --namespaced=false

# Print the supported APl resources with a specific APIGroup
0C api-resources --api-group=extensions

2.5.1.3. oc api-versions

24
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group/version EWDI KT, H—N"—LETHR—IMINDAPIN—Ya Vv EHALET,

152 F3 51

# Print the supported APl versions
ocC api-versions

2.5.1.4. oc apply
BREZ 7 7AIVRATIIFEEAA (stdin) IO V—RITBEALET,

152 F3 51

# Apply the configuration in pod.json to a pod
oc apply -f ./pod.json

# Apply resources from a directory containing kustomization.yaml - e.g. dir/kustomization.yaml|
oc apply -k dir/

# Apply the JSON passed into stdin to a pod
cat pod.json | oc apply -f -

# Apply the configuration from all files that end with 'json' - i.e. expand wildcard characters in file
names
oc apply -f ™.json’

# Note: --prune is still in Alpha

# Apply the configuration in manifest.yaml that matches label app=nginx and delete all other
resources that are not in the file and match label app=nginx

oc apply --prune -f manifest.yaml -I app=nginx

# Apply the configuration in manifest.yaml and delete all the other config maps that are not in the file

oc apply --prune -f manifest.yaml --all --prune-whitelist=core/v1/ConfigMap

2.5.1.5. oc apply edit-last-applied

)Y —R/F TV Y bDRFD last-applied-configuration 7 / 7—> a V= iREL X T,

152 F3 51

# Edit the last-applied-configuration annotations by type/name in YAML
oc apply edit-last-applied deployment/nginx

# Edit the last-applied-configuration annotations by file in JSON
oc apply edit-last-applied -f deploy.yaml -0 json

2.5.1.6. oc apply set-last-applied

\'l
w

\
N

774 IVORBIC—RTBELIIC. T4 TF T ¥ KM last-applied-configuration 7 / 7 —
BRELET,

152 F3 51

25
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# Set the last-applied-configuration of a resource to match the contents of a file
oc apply set-last-applied -f deploy.yaml

# Execute set-last-applied against each configuration file in a directory
oc apply set-last-applied -f path/

# Set the last-applied-configuration of a resource to match the contents of a file; will create the

annotation if it does not already exist

oc apply set-last-applied -f deploy.yaml --create-annotation=true

2.5.1.7. oc apply view-last-applied

)Y —R/F T Y MDRFD last-applied-configuration 7 / 77— a v E#RRLZE T,

{52 F3 51

# View the last-applied-configuration annotations by type/name in YAML
oc apply view-last-applied deployment/nginx

# View the last-applied-configuration annotations by file in JSON
oc apply view-last-applied -f deploy.yaml -0 json

2.5.1.8. oc attach

EITHROIAVTFT—ICEIVHETET,

{52 F3 51

# Get output from running pod mypod; use the ‘oc.kubernetes.io/default-container' annotation
# for selecting the container to be attached or the first container in the pod will be chosen
oc attach mypod

# Get output from ruby-container from pod mypod
oc attach mypod -c ruby-container

# Switch to raw terminal mode; sends stdin to 'bash’ in ruby-container from pod mypod
# and sends stdout/stderr from ‘bash’ back to the client
oc attach mypod -c ruby-container -i -t

# Get output from the first pod of a replica set named nginx
oc attach rs/nginx

2.5.1.9. oc auth can-i

TOavhARNE DD ERRLET,

152 F3 51

26

# Check to see if | can create pods in any namespace
oc auth can-i create pods --all-namespaces

# Check to see if | can list deployments in my current namespace
oc auth can-i list deployments.apps
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nEn

# Check to see if | can do everything in my current namespace (
oc auth can-i ™™

means all)

# Check to see if | can get the job named "bar" in namespace "foo"
oc auth can-i list jobs.batch/bar -n foo

# Check to see if | can read pod logs
oc auth can-i get pods --subresource=log

# Check to see if | can access the URL /logs/
oc auth can-i get /logs/

# List all allowed actions in namespace "foo"

oc auth can-i --list --namespace=foo

2.5.1.10. oc auth reconcile

RBACO—JL, O—ILINA VT4 VP, VSR —0—), BLVPVSRY—O—IN\AVFTa 2 TF
T MNDI—IVERELET,

152 F3 51

# Reconcile RBAC resources from a file
oc auth reconcile -f my-rbac-rules.yaml

2.5.1.11. oc autoscale

FTAAAVIEBE. 7044 YN LT AEY M, RTF=F7)EY b, FEELTYr—2 3
vavha—>—%88R5—J) 7 LET,

{52 F3 51

# Auto scale a deployment "foo", with the number of pods between 2 and 10, no target CPU
utilization specified so a default autoscaling policy will be used
oc autoscale deployment foo --min=2 --max=10

# Auto scale a replication controller "foo", with the number of pods between 1 and 5, target CPU

utilization at 80%
oc autoscale rc foo --max=5 --cpu-percent=80

2.5.1.12. oc cancel-build
RiT7H, FEH, FLEEFROEILRZRYBELET,

152 F3 51

# Cancel the build with the given name
oc cancel-build ruby-build-2

# Cancel the named build and print the build logs
oc cancel-build ruby-build-2 --dump-logs
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# Cancel the named build and create a new one with the same parameters
oc cancel-build ruby-build-2 --restart

# Cancel multiple builds
oc cancel-build ruby-build-1 ruby-build-2 ruby-build-3

# Cancel all builds created from the 'ruby-build’ build config that are in the 'new’ state
oc cancel-build bc/ruby-build --state=new

2.5.1.13. oc cluster-info

V529 —lgHRERTLET,
= R Bl

# Print the address of the control plane and cluster services
oc cluster-info

2.5.1.14. oc cluster-info dump

TRy TELUBMICET 2BEEREZY  TLET,

152 F3 51

# Dump current cluster state to stdout
oc cluster-info dump

# Dump current cluster state to /path/to/cluster-state
oc cluster-info dump --output-directory=/path/to/cluster-state

# Dump all namespaces to stdout
oc cluster-info dump --all-namespaces

# Dump a set of namespaces to /path/to/cluster-state
oc cluster-info dump --namespaces default,kube-system --output-directory=/path/to/cluster-state

2.5.1.15. oc completion

BEEIN/Y )b (bash, zsh, F&ld fishy DY o) EEI—REZHAOLET,

152 F3 51

# Installing bash completion on macOS using homebrew

## If running Bash 3.2 included with macOS

brew install bash-completion

## or, if running Bash 4.1+

brew install bash-completion@2

## If oc is installed via homebrew, this should start working immediately

## If you've installed via other means, you may need add the completion to your completion directory
oc completion bash > $(brew --prefix)/etc/bash_completion.d/oc

# Installing bash completion on Linux
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## If bash-completion is not installed on Linux, install the 'bash-completion’ package
## via your distribution’s package manager.

## Load the oc completion code for bash into the current shell

source <(oc completion bash)

## Write bash completion code to a file and source it from .bash_profile
oc completion bash > ~/.kube/completion.bash.inc

printf "

# Kubectl shell completion

source '$HOME/.kube/completion.bash.inc'

" >> $HOME/.bash_profile

source $HOME/.bash_profile

# Load the oc completion code for zsh[1] into the current shell
source <(oc completion zsh)

# Set the oc completion code for zsh[1] to autoload on startup
oc completion zsh > "${fpath[1]}/_oc"

# Load the oc completion code for fish[2] into the current shell
oc completion fish | source

# To load completions for each session, execute once:

oc completion fish > ~/.config/fish/completions/oc.fish

# Load the oc completion code for powershell into the current shell
oc completion powershell | Out-String | Invoke-Expression

# Set oc completion code for powershell to run on startup

## Save completion code to a script and execute in the profile

oc completion powershell > $HOME\.kube\completion.ps1
Add-Content $PROFILE "$HOME\.kube\completion.ps1”

## Execute completion code in the profile

Add-Content $PROFILE "if (Get-Command oc -ErrorAction SilentlyContinue) {
oc completion powershell | Out-String | Invoke-Expression

yr

## Add completion code directly to the $PROFILE script

oc completion powershell >> $PROFILE

2.5.1.16. oc config current-context

current-context #x R~ L F 9,

152 F3 51

# Display the current-context
oc config current-context

2.5.1.17. oc config delete-cluster
kubeconfig NSIEEINL I TRV —%HIFRLE T,

152 F3 51

# Delete the minikube cluster
oc config delete-cluster minikube
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2.5.1.18. oc config delete-context

kubeconfig A SIEEINAIVTHFRAMNEHIKRLET,

152 F3 51

# Delete the context for the minikube cluster
oc config delete-context minikube

2.5.1.19. oc config delete-user
kubeconfig M HIFEI NI —HF—%HIFRL 7,

152 F3 51

# Delete the minikube user
oc config delete-user minikube

2.5.1.20. oc config get-clusters

kubeconfig ICEHEIND VS RAY—42KTRLET,

{52 F3 51

# List the clusters that oc knows about
oc config get-clusters

2.5.1.21. oc config get-contexts

AVFFRAMNEIDFLIFERGERLET,

152 F3 51

# List all the contexts in your kubeconfig file
oc config get-contexts

# Describe one context in your kubeconfig file
oc config get-contexts my-context

2.5.1.22. oc config get-users

kubeconfig TEZHEINZ1—H—%KRLET,

152 F3 51

# List the users that oc knows about
oc config get-users

2.5.1.23. oc config rename-context

kubeconfig Z 7 A LDSDAVFTHFRA MDA EZELE T,
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152 F3 51

# Rename the context 'old-name’ to 'new-name’' in your kubeconfig file
oc config rename-context old-name new-name

2.5.1.24. oc config set

kubeconfig 7 7 1 JLICEARIDEZERE L £T,

{52 35

# Set the server field on the my-cluster cluster to https://1.2.3.4
oc config set clusters.my-cluster.server https://1.2.3.4

# Set the certificate-authority-data field on the my-cluster cluster
oc config set clusters.my-cluster.certificate-authority-data $(echo "cert_data_here" | base64 -i -)

# Set the cluster field in the my-context context to my-cluster
oc config set contexts.my-context.cluster my-cluster

# Set the client-key-data field in the cluster-admin user using --set-raw-bytes option
oc config set users.cluster-admin.client-key-data cert_data_here --set-raw-bytes=true

2.5.1.25. oc config set-cluster
kubeconfig TV S AH—ITV M) —%BRELZF T,

{52 F3 51

# Set only the server field on the e2e cluster entry without touching other values
oc config set-cluster e2e --server=https://1.2.3.4

# Embed certificate authority data for the e2e cluster entry
oc config set-cluster e2e --embed-certs --certificate-authority=~/.kube/e2e/kubernetes.ca.crt

# Disable cert checking for the e2e cluster entry
oc config set-cluster e2e --insecure-skip-tls-verify=true

# Set custom TLS server name to use for validation for the e2e cluster entry
oc config set-cluster e2e --tls-server-name=my-cluster-name

# Set proxy url for the e2e cluster entry
oc config set-cluster e2e --proxy-url=https://1.2.3.4

2.5.1.26. oc config set-context

kubeconfig DAV FHFRAMIV N —%ZELZXT,

152 F3 51

# Set the user field on the gce context entry without touching other values
oc config set-context gce --user=cluster-admin
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2.5.1.27. oc config set-credentials

kubeconfig D1 —H—T Y MY —%BZELET,

152 F3 51

# Set only the "client-key" field on the "cluster-admin”
# entry, without touching other values
oc config set-credentials cluster-admin --client-key=~/.kube/admin.key

# Set basic auth for the "cluster-admin” entry
oc config set-credentials cluster-admin --username=admin --password=uXFGweU9I35qcif

# Embed client certificate data in the "cluster-admin” entry
oc config set-credentials cluster-admin --client-certificate=~/.kube/admin.crt --embed-certs=true

# Enable the Google Compute Platform auth provider for the "cluster-admin” entry
oc config set-credentials cluster-admin --auth-provider=gcp

# Enable the OpenlD Connect auth provider for the "cluster-admin" entry with additional args
oc config set-credentials cluster-admin --auth-provider=oidc --auth-provider-arg=client-id=foo --auth-

provider-arg=client-secret=bar

# Remove the "client-secret" config value for the OpenlD Connect auth provider for the "cluster-

admin" entry

oc config set-credentials cluster-admin --auth-provider=oidc --auth-provider-arg=client-secret-

# Enable new exec auth plugin for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-command=/path/to/the/executable --exec-api-

version=client.authentication.k8s.io/vibeta1

# Define new exec auth plugin args for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-arg=arg1 --exec-arg=arg2

# Create or update exec auth plugin environment variables for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-env=keyi=vall --exec-env=key2=val2

# Remove exec auth plugin environment variables for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-env=var-to-remove-

2.5.1.28. oc config unset

kubeconfig 7 7 1 JLDERIDIEDERE %= fFFFR L £,

152 F3 51

# Unset the current-context
oc config unset current-context

# Unset namespace in foo context
oc config unset contexts.foo.namespace

2.5.1.29. oc config use-context
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kubeconfig 7 7 4 JL T current-context 3% E L £ 7,

152 F3 51

# Use the context for the minikube cluster
oc config use-context minikube

2.5.1.30. oc config view

<Y — Y XN e kubeconfig f%E £ 7= I$IEE I 7z kubeconfig 7 7 1 ILERRLEF T,

152 F3 51

# Show merged kubeconfig settings
oc config view

# Show merged kubeconfig settings and raw certificate data
oc config view --raw

# Get the password for the e2e user
oc config view -0 jsonpath='{.users[?(@.name == "e2e")].user.password}'

2.5.1.31. occp
774NN EBELCTALYI N) =DV T F—~D/H5DAEE—EETLET,

{52 F3 51

# lllmportant Note!!!

# Requires that the 'tar' binary is present in your container

# image. If 'tar'is not present, 'oc cp' will fail.

#

# For advanced use cases, such as symlinks, wildcard expansion or
# file mode preservation, consider using 'oc exec'.

# Copy /tmp/foo local file to /tmp/bar in a remote pod in namespace <some-namespace>
tar cf - /tmp/foo | oc exec -i -n <some-namespace> <some-pod> -- tar xf - -C /tmp/bar

# Copy /tmp/foo from a remote pod to /tmp/bar locally
0C exec -n <some-namespace> <some-pods> -- tar cf - /tmp/foo | tar xf - -C /tmp/bar

# Copy /tmp/foo_dir local directory to /tmp/bar_dir in a remote pod in the default namespace
oc cp /tmp/foo_dir <some-pods>:/tmp/bar_dir

# Copy /tmp/foo local file to /tmp/bar in a remote pod in a specific container
oc cp /tmp/foo <some-pod>:/tmp/bar -c <specific-container>

# Copy /tmp/foo local file to /tmp/bar in a remote pod in namespace <some-namespace>
oc cp /tmp/foo <some-namespace>/<some-pod>:/tmp/bar

# Copy /tmp/foo from a remote pod to /tmp/bar locally
0C Cp <some-namespace>/<some-pod>:/tmp/foo /tmp/bar
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2.5.1.32. oc create

T 7 A ILE RIS (stdin) DD Y Y —REERLE T,

152 F3 51

# Create a pod using the data in pod.json
oc create -f ./pod.json

# Create a pod based on the JSON passed into stdin
cat pod.json | oc create -f -

# Edit the data in registry.yaml in JSON then create the resource using the edited data
oc create -f registry.yaml --edit -0 json

2.5.1.33. oc create build

MREIL R ZFERLET,

152 F3 51

# Create a new build
oc create build myapp

2.5.1.34. oc create clusterresourcequota

VSR —) Y=+ —FEERLET,
=R B

# Create a cluster resource quota limited to 10 pods
oc create clusterresourcequota limit-bob --project-annotation-selector=openshift.io/requester=user-
bob --hard=pods=10

2.5.1.35. oc create clusterrole

529 —0O—I)LEERLET,
ERHAI

"mon

# Create a cluster role named "pod-reader” that allows user to perform "get", "watch" and "list" on
pods
oc create clusterrole pod-reader --verb=get,list,watch --resource=pods

# Create a cluster role named "pod-reader” with ResourceName specified
oc create clusterrole pod-reader --verb=get --resource=pods --resource-name=readablepod --

resource-name=anotherpod

# Create a cluster role named "foo" with APl Group specified
oc create clusterrole foo --verb=get,list,watch --resource=rs.extensions

# Create a cluster role named "foo" with SubResource specified
oc create clusterrole foo --verb=get,list,watch --resource=pods,pods/status
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# Create a cluster role name "foo" with NonResourceURL specified
oc create clusterrole "foo" --verb=get --non-resource-url=/logs/*

# Create a cluster role name "monitoring” with AggregationRule specified

oc create clusterrole monitoring --aggregation-rule="rbac.example.com/aggregate-to-
monitoring=true"

2.5.1.36. oc create clusterrolebinding

BEDISRAY—O—ILDISRAI—A—ILIA VT4 VT EEMRLET,

152 F3 51

# Create a cluster role binding for user1, user2, and group1 using the cluster-admin cluster role
oc create clusterrolebinding cluster-admin --clusterrole=cluster-admin --user=useri --user=user2 --
group=group1

2.5.1.37. oc create configmap

A—ALT7 74, Ta4L P M)— FEiF)FTZILEDS configmap ZERR L £,

152 F3 51

# Create a new config map named my-config based on folder bar
oc create configmap my-config --from-file=path/to/bar

# Create a new config map named my-config with specified keys instead of file basenames on disk
oc create configmap my-config --from-file=key1=/path/to/bar/file1.txt --from-
file=key2=/path/to/bar/file2.txt

# Create a new config map named my-config with key1=config1 and key2=config2
oc create configmap my-config --from-literal=key1=config1 --from-literal=key2=config2

# Create a new config map named my-config from the key=value pairs in the file
oc create configmap my-config --from-file=path/to/bar

# Create a new config map named my-config from an env file
oc create configmap my-config --from-env-file=path/to/foo.env --from-env-file=path/to/bar.env

2.5.1.38. oc create cronjob

IEEDZBIT cronjob ZER L £,

152 F3 51

# Create a cron job
oc create cronjob my-job --image=busybox --schedule="*/1 * * * *"

# Create a cron job with a command
oc create cronjob my-job --image=busybox --schedule="*/1 * * * *" -- date

2.5.1.39. oc create deployment
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BEDEZAMOT 7OA4 XY M aERLET,

152 F3 51

# Create a deployment named my-dep that runs the busybox image
oc create deployment my-dep --image=busybox

# Create a deployment with a command
oc create deployment my-dep --image=busybox -- date

# Create a deployment named my-dep that runs the nginx image with 3 replicas
oc create deployment my-dep --image=nginx --replicas=3

# Create a deployment named my-dep that runs the busybox image and expose port 5701
oc create deployment my-dep --image=busybox --port=5701

2.5.1.40. oc create deploymentconfig
TI7AINDFA T aVvERELTREDA A —VAFERATZ2T 70N AV MEEEFERLE T,

152 F3 51

# Create an nginx deployment config named my-nginx
oc create deploymentconfig my-nginx --image=nginx

2.5.1.41. oc create identity
FATUVTATA—ZFHTHERLETT (BEFERDEDICR > TULWEHBEDHIBE),

152 F3 51

# Create an identity with identity provider "acme_Idap" and the identity provider username
"adamjones”
oc create identity acme_ldap:adamjones

2.5.1.42. oc create imagestream

ZDAA—=TVZAN) =L LET,

152 F3 51

# Create a new image stream
oc create imagestream mysq|

2.5.1.43. oc create imagestreamtag

HBAAXA—TIZAN) =LY TEEHRLET,
=Bl

# Create a new image stream tag based on an image in a remote registry
oc create imagestreamtag mysql:latest --from-image=myregistry.local/mysgl/mysql:5.0
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2.5.1.44. oc create ingress

IEEDZBIT Ingress ZER L 7,

152 F3 51

# Create a single ingress called 'simple’ that directs requests to foo.com/bar to svc
# svc1:8080 with a tls secret "my-cert”
oc create ingress simple --rule="foo.com/bar=svc1:8080,tls=my-cert"

# Create a catch all ingress of "/path” pointing to service svc:port and Ingress Class as
"otheringress”
oc create ingress catch-all --class=otheringress --rule="/path=svc:port"

# Create an ingress with two annotations: ingress.annotation1 and ingress.annotations2
oc create ingress annotated --class=default --rule="foo.com/bar=svc:port" \

--annotation ingress.annotation1=foo \

--annotation ingress.annotation2=bla

# Create an ingress with the same host and multiple paths
oc create ingress multipath --class=default \
--rule="foo.com/=svc:port" \
--rule="foo.com/admin/=svcadmin:portadmin”

# Create an ingress with multiple hosts and the pathType as Prefix
oc create ingress ingress1 --class=default \
--rule="foo.com/path*=svc:8080" \
--rule="bar.com/admin*=svc2:http"

# Create an ingress with TLS enabled using the default ingress certificate and different path types
oc create ingress ingtls --class=default \

--rule="foo.com/=svc:https,tls" \

--rule="foo.com/path/subpath*=othersvc:8080"

# Create an ingress with TLS enabled using a specific secret and pathType as Prefix
oc create ingress ingsecret --class=default \
--rule="foo.com/*=svc:8080,tls=secret1"

# Create an ingress with a default backend
oc create ingress ingdefault --class=default \

--default-backend=defaultsvc:http \
--rule="foo.com/*=svc:8080,tls=secret1"

2.5.1.45. oc create job
BEDZAMTY a THEKRLET,

152 F3 51

# Create a job
oc create job my-job --image=busybox

# Create a job with a command
oc create job my-job --image=busybox -- date

37



OpenShift Container Platform 4.11 CLI Y —JL

# Create a job from a cron job named "a-cronjob”
oc create job test-job --from=cronjob/a-cronjob

2.5.1.46. oc create namespace

IEEDZBIT namespace Z{ERR L £ 7,

152 F3 51

# Create a new namespace named my-namespace
oc create namespace my-namespace

2.5.1.47. oc create poddisruptionbudget

IEE DRI T Pod Disruption Budget (PDB) % 4ER L £ 9,

{52 F3 51

# Create a pod disruption budget named my-pdb that will select all pods with the app=rails label
# and require at least one of them being available at any point in time
oc create poddisruptionbudget my-pdb --selector=app=rails --min-available=1

# Create a pod disruption budget named my-pdb that will select all pods with the app=nginx label

# and require at least half of the pods selected to be available at any point in time
oc create pdb my-pdb --selector=app=nginx --min-available=50%

2.5.1.48. oc create priorityclass

IEED KRBT priorityclass ZE L £ 9,

152 F3 51

# Create a priority class named high-priority
oc create priorityclass high-priority --value=1000 --description="high priority"

# Create a priority class named default-priority that is considered as the global default priority

oc create priorityclass default-priority --value=1000 --global-default=true --description="default
priority"

# Create a priority class named high-priority that cannot preempt pods with lower priority

oc create priorityclass high-priority --value=1000 --description="high priority" --preemption-
policy="Never"

2.5.1.49. oc create quota
EBEDHZR T #— 89 %= ER L X7,

152 F3 51

# Create a new resource quota named my-quota
oc create quota my-quota --
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hard=cpu=1,memory=1G,pods=2,services=3,replicationcontrollers=2,resourcequotas=1,secrets=5,persi:
tentvolumeclaims=10

# Create a new resource quota named best-effort

oc create quota best-effort --hard=pods=100 --scopes=BestEffort

2.5.1.50. oc create role

B—)—)TcO—ILEERLET,
ERHI

# Create a role named "pod-reader” that allows user to perform "get", "watch" and "list" on pods
oc create role pod-reader --verb=get --verb=list --verb=watch --resource=pods

# Create a role named "pod-reader” with ResourceName specified
oc create role pod-reader --verb=get --resource=pods --resource-name=readablepod --resource-
name=anotherpod

# Create a role named "foo" with APl Group specified
oc create role foo --verb=get,list,watch --resource=rs.extensions

# Create a role named "foo" with SubResource specified

oc create role foo --verb=get,list,watch --resource=pods,pods/status

2.5.1.51. oc create rolebinding

BEOO—IFLIEFEI27S24—0—)ILoa—INNA VT4 v T5ERLET,

152 F3 51

# Create a role binding for user1, user2, and group1 using the admin cluster role
oc create rolebinding admin --clusterrole=admin --user=useri --user=user2 --group=group1

2.5.1.52. oc create route edge

edge TLS termination Z{#A 9 5)L— b Z{ERR L £,
fEAG

# Create an edge route named "my-route” that exposes the frontend service
oc create route edge my-route --service=frontend

# Create an edge route that exposes the frontend service and specify a path

# If the route name is omitted, the service name will be used
oc create route edge --service=frontend --path /assets

2.5.1.53. oc create route passthrough

passthrough TLS #im% A d 5)L— b Z R L ¥,
fERAG
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# Create a passthrough route named "my-route” that exposes the frontend service
oc create route passthrough my-route --service=frontend

# Create a passthrough route that exposes the frontend service and specify
# a host name. If the route name is omitted, the service name will be used
oc create route passthrough --service=frontend --hostname=www.example.com

2.5.1.54. oc create route reencrypt

re-encrypt TLS #in %R $ 2/L— b Z L X T,

152 F3 51

# Create a route named "my-route” that exposes the frontend service
oc create route reencrypt my-route --service=frontend --dest-ca-cert cert.cert

# Create a reencrypt route that exposes the frontend service, letting the

# route name default to the service name and the destination CA certificate
# default to the service CA

oc create route reencrypt --service=frontend

2.5.1.55. oc create secret docker-registry

Docker LY AN —TERATBY—2 Ly MEERMRLET,

152 F3 51

# If you don't already have a .dockercfg file, you can create a dockercfg secret directly by using:

oc create secret docker-registry my-secret --docker-server=DOCKER_REGISTRY_SERVER --
docker-username=DOCKER_USER --docker-password=DOCKER_PASSWORD --docker-
email=DOCKER_EMAIL

# Create a new secret named my-secret from ~/.docker/config.json
oc create secret docker-registry my-secret --from-file=.dockerconfigjson=path/to/.docker/config.json

2.5.1.56. oc create secret generic

O—AlLT77A4I)b, TaLZMN)—, FIEFVFTSIEILOY—I LY NEFERLET,

{52 F3 51

# Create a new secret named my-secret with keys for each file in folder bar
oc create secret generic my-secret --from-file=path/to/bar

# Create a new secret named my-secret with specified keys instead of names on disk
oc create secret generic my-secret --from-file=ssh-privatekey=path/to/id_rsa --from-file=ssh-
publickey=path/to/id_rsa.pub

# Create a new secret named my-secret with key1=supersecret and key2=topsecret
oc create secret generic my-secret --from-literal=key1=supersecret --from-literal=key2=topsecret

# Create a new secret named my-secret using a combination of a file and a literal
oc create secret generic my-secret --from-file=ssh-privatekey=path/to/id_rsa --from-
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literal=passphrase=topsecret

# Create a new secret named my-secret from env files
oc create secret generic my-secret --from-env-file=path/to/foo.env --from-env-file=path/to/bar.env

2.5.1.57. oc create secret tls

TLSY—2 Ly bEERLET,
ERHI

# Create a new TLS secret named tls-secret with the given key pair
oc create secret tls tls-secret --cert=path/to/tls.cert --key=path/to/tls.key

2.5.1.58. oc create service clusterip

ClusterlP Y —E X & {ER L £ 7,
ERHAI

# Create a new ClusterlP service named my-cs
oc create service clusterip my-cs --tcp=5678:8080

# Create a new ClusterlP service named my-cs (in headless mode)
oc create service clusterip my-cs --clusterip="None"

2.5.1.59. oc create service externalname

ExternalName Y —E X&KL 9,
ERHI

# Create a new ExternalName service named my-ns
oc create service externalname my-ns --external-name bar.com

2.5.1.60. oc create service loadbalancer

Pod IC LoadBalancer Y —E X &{ERK L £ 9,
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# Create a new LoadBalancer service named my-Ibs
oc create service loadbalancer my-lbs --tcp=5678:8080

2.5.1.61. oc create service nodeport

NodePort —E X & ERR L X T,
ERHI

# Create a new NodePort service named my-ns
oc create service nodeport my-ns --tcp=5678:8080
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2.5.1.62. oc create serviceaccount

BEDEAMICYH—ERT7HU Y MR LZET,
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# Create a new service account named my-service-account
oc create serviceaccount my-service-account

2.5.1.63.0ccreate h—2
Y—EXT7ATI U NN—=OVEYIDITRAMNLET,
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# Request a token to authenticate to the kube-apiserver as the service account "myapp" in the
current namespace
oc create token myapp

# Request a token for a service account in a custom namespace
oc create token myapp --namespace myns

# Request a token with a custom expiration
oc create token myapp --duration 10m

# Request a token with a custom audience
oc create token myapp --audience https://example.com

# Request a token bound to an instance of a Secret object
oc create token myapp --bound-object-kind Secret --bound-object-name mysecret

# Request a token bound to an instance of a Secret object with a specific uid

oc create token myapp --bound-object-kind Secret --bound-object-name mysecret --bound-object-
uid 0d4691ed-659b-4935-a832-355f77ee47cc

2.5.1.64. oc create user
A—H—AFHTERLEZT (BEERIEDICR > TVWBRIHGEDOABE),
ERHAI

# Create a user with the username "ajones" and the display name "Adam Jones
oc create user ajones --full-name="Adam Jones"

2.5.1.65. oc create useridentitymapping
FATYTAT4A—21—F—ICFHTIYY TLET,
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# Map the identity "acme_Ildap:adamjones” to the user "ajones”
oc create useridentitymapping acme_ldap:adamjones ajones
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2.5.1.66. oc debug
TNy JRIC Pod DFIRA VR VA AEEILE T,
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# Start a shell session into a pod using the OpenShift tools image
oc debug

# Debug a currently running deployment by creating a new pod
oc debug deploy/test

# Debug a node as an administrator
oc debug node/master-1

# Launch a shell in a pod using the provided image stream tag
oc debug istag/mysql:latest -n openshift

# Test running a job as a non-root user
oc debug job/test --as-user=1000000

# Debug a specific failing container by running the env command in the 'second’ container
oc debug daemonset/test -c second -- /bin/env

# See the pod that would be created to debug
oc debug mypod-9xbc -0 yaml

# Debug a resource but launch the debug pod in another namespace

# Note: Not all resources can be debugged using --to-namespace without modification. For
example,

# volumes and service accounts are namespace-dependent. Add "-o yaml' to output the debug pod
definition

# to disk. If necessary, edit the definition then run 'oc debug -f -' or run without --to-namespace

oc debug mypod-9xbc --to-namespace testns

2.5.1.67. oc delete

TZ7A4I4&, stding VY —RABLTEFL FLBF)Y—REBELVINILELIS—RIICY VY —X ZHIFR
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# Delete a pod using the type and name specified in pod.json
oc delete -f ./pod.json

# Delete resources from a directory containing kustomization.yaml - e.g. dir/kustomization.yam|
oc delete -k dir

# Delete resources from all files that end with 'json' - i.e. expand wildcard characters in file names
oc apply -f ™.json’

# Delete a pod based on the type and name in the JSON passed into stdin
cat pod.json | oc delete -f -
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# Delete pods and services with same names "baz" and "foo"
oc delete pod,service baz foo

# Delete pods and services with label name=myLabel
oc delete pods,services -| name=myLabel

# Delete a pod with minimal delay
oc delete pod foo --now

# Force delete a pod on a dead node
oc delete pod foo --force

# Delete all pods
oc delete pods --all

2.5.1.68. oc describe

BHED)Y—RFLIFVY—RDTIV—TDFMERRLE T,
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# Describe a node
oc describe nodes kubernetes-node-emt8.c.myproject.internal

# Describe a pod
oc describe pods/nginx

# Describe a pod identified by type and name in "pod.json”
oc describe -f pod.json

# Describe all pods
oc describe pods

# Describe pods by label name=mylLabel
oc describe po -l name=myLabel

# Describe all pods managed by the 'frontend’ replication controller
# (rc-created pods get the name of the rc as a prefix in the pod name)
oc describe pods frontend

2.5.1.69. oc diff

SATN=VaVEBERAN—YavEDERAHIRELET,

152 F3 51
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# Diff resources included in pod.json
oc diff -f pod.json

# Diff file read from stdin
cat service.yaml | oc diff -f -
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2.5.1.70. oc edit
H—N—DYY—RERELZT,
ERHI

# Edit the service named 'registry’
oc edit svc/registry

# Use an alternative editor
KUBE_EDITOR="nano" oc edit svc/registry

# Edit the job 'myjob’ in JSON using the v1 APl format
oc edit job.v1.batch/myjob -o json

# Edit the deployment ‘'mydeployment' in YAML and save the modified config in its annotation
oc edit deployment/mydeployment -0 yaml --save-config

# Edit the deployment/mydeployment's status subresource
oc edit deployment mydeployment --subresource="status'

2.5.1.71. oc exec
AVvFF—Tav Y REaERFLET,
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# Get output from running the ‘date’ command from pod mypod, using the first container by default
oc exec mypod -- date

# Get output from running the ‘date' command in ruby-container from pod mypod
oc exec mypod -c ruby-container -- date

# Switch to raw terminal mode; sends stdin to 'bash’ in ruby-container from pod mypod
# and sends stdout/stderr from ‘bash’ back to the client
oc exec mypod -c ruby-container -i -t -- bash -il

# List contents of /usr from the first container of pod mypod and sort by modification time
# If the command you want to execute in the pod has any flags in common (e.g. -i),

# you must use two dashes (--) to separate your command'’s flags/arguments

# Also note, do not surround your command and its flags/arguments with quotes

# unless that is how you would execute it normally (i.e., do Is -t /usr, not "ls -t /usr”)

oc exec mypod -i -t -- Is -t /usr

# Get output from running ‘date’ command from the first pod of the deployment mydeployment,
using the first container by default

oc exec deploy/mydeployment -- date

# Get output from running 'date’ command from the first pod of the service myservice, using the first

container by default
oc exec svc/myservice -- date

2.5.1.72. oc explain
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# Get the documentation of the resource and its fields
oc explain pods

# Get the documentation of a specific field of a resource
oc explain pods.spec.containers

2.5.1.73. oc expose

BRINLT SV r—oavad—ERFLEI—ME LTREALET,

{52 F3 51

# Create a route based on service nginx. The new route will reuse nginx's labels
OC expose service nginx

# Create a route and specify your own label and route name
0C expose service nginx - name=myroute --name=fromdowntown

# Create a route and specify a host name
0C expose service nginx --hosthname=www.example.com

# Create a route with a wildcard
0C expose service nginx --hostname=x.example.com --wildcard-policy=Subdomain
# This would be equivalent to *.example.com. NOTE: only hosts are matched by the wildcard;

subdomains would not be included

# Expose a deployment configuration as a service and use the specified port
oc expose dc ruby-hello-world --port=8080

# Expose a service as a route in the specified path
oC expose service nginx --path=/nginx

2.5.1.74. oc extract
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# Extract the secret "test" to the current directory
oc extract secret/test

# Extract the config map "nginx" to the /tmp directory
oc extract configmap/nginx --to=/tmp

# Extract the config map "nginx" to STDOUT
oc extract configmap/nginx --to=-

# Extract only the key "nginx.conf" from config map "nginx" to the /tmp directory
oc extract configmap/nginx --to=/tmp --keys=nginx.conf
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2.5.1.75. oc get
12ED) Y —RERRLET,
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# List all pods in ps output format
oc get pods

# List all pods in ps output format with more information (such as node name)
oc get pods -0 wide

# List a single replication controller with specified NAME in ps output format
oc get replicationcontroller web

# List deployments in JSON output format, in the "v1" version of the "apps” API group
oc get deployments.v1.apps -0 json

# List a single pod in JSON output format
oc get -0 json pod web-pod-13je7

# List a pod identified by type and name specified in "pod.yaml" in JSON output format
oc get -f pod.yaml -0 json

# List resources from a directory with kustomization.yaml - e.g. dir/kustomization.yam|
oc get -k dir/

# Return only the phase value of the specified pod
oc get -o template pod/web-pod-13je7 --template={{.status.phase}}

# List resource information in custom columns
oc get pod test-pod -0 custom-
columns=CONTAINER:.spec.containers[0].name,IMAGE:.spec.containers[0].image

# List all replication controllers and services together in ps output format
oc get rc,services

# List one or more resources by their type and names
oc get rc/web service/frontend pods/web-pod-13je7

# List status subresource for a single pod.
oc get pod web-pod-13je7 --subresource status

2.5.1.76. ocidle
A= TIVHR)YY—RETAR) VT LET,
==Lt

# Idle the scalable controllers associated with the services listed in to-idle.txt
$ oc idle --resource-names-file to-idle.txt

2.5.1.77. ocimage append
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# Remove the entrypoint on the mysql:latest image
oc image append --from mysql:latest --to myregistry.com/myimage:latest --image '{"Entrypoint":null}'

# Add a new layer to the image
oc image append --from mysql:latest --to myregistry.com/myimage:latest layer.tar.gz

# Add a new layer to the image and store the result on disk
# This results in $(pwd)/v2/mysql/blobs,manifests
oc image append --from mysql:latest --to file://mysql:local layer.tar.gz

# Add a new layer to the image and store the result on disk in a designated directory
# This will result in $(pwd)/mysql-local/v2/mysql/blobs, manifests
oc image append --from mysql:latest --to file://mysql:local --dir mysql-local layer.tar.gz

# Add a new layer to an image that is stored on disk (~/mysql-local/v2/image exists)
oc image append --from-dir ~/mysgl-local --to myregistry.com/myimage:latest layer.tar.gz

# Add a new layer to an image that was mirrored to the current directory on disk ($(pwd)/v2/image
exists)
oc image append --from-dir v2 --to myregistry.com/myimage:latest layer.tar.gz

# Add a new layer to a multi-architecture image for an os/arch that is different from the system's
os/arch

# Note: Wildcard filter is not supported with append. Pass a single os/arch to append

oc image append --from docker.io/library/busybox:latest --filter-by-os=linux/s390x --to
myregistry.com/myimage:latest layer.tar.gz

2.5.1.78. oc image extract
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# Extract the busybox image into the current directory
oc image extract docker.io/library/busybox:latest

# Extract the busybox image into a designated directory (must exist)
oc image extract docker.io/library/busybox:latest --path /:/tmp/busybox

# Extract the busybox image into the current directory for linux/s390x platform
# Note: Wildcard filter is not supported with extract. Pass a single os/arch to extract

oc image extract docker.io/library/busybox:latest --filter-by-os=linux/s390x

# Extract a single file from the image into the current directory
oc image extract docker.io/library/centos:7 --path /bin/bash:.

# Extract all .repo files from the image's /etc/yum.repos.d/ folder into the current directory
oc image extract docker.io/library/centos:7 --path /etc/yum.repos.d/*.repo:.

# Extract all .repo files from the image's /etc/yum.repos.d/ folder into a designated directory (must
exist)
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# This results in /tmp/yum.repos.d/*.repo on local system
oc image extract docker.io/library/centos:7 --path /etc/yum.repos.d/*.repo:/tmp/yum.repos.d

# Extract an image stored on disk into the current directory ($(pwd)/v2/busybox/blobs, manifests
exists)

# --confirm is required because the current directory is not empty

oc image extract file://busybox:local --confirm

# Extract an image stored on disk in a directory other than $(pwd)/v2 into the current directory

# --confirm is required because the current directory is not empty ($(owd)/busybox-mirror-
dir/v2/busybox exists)

oc image extract file://busybox:local --dir busybox-mirror-dir --confirm

# Extract an image stored on disk in a directory other than $(pwd)/v2 into a designated directory
(must exist)

oc image extract file://busybox:local --dir busybox-mirror-dir --path /:/tmp/busybox

# Extract the last layer in the image
oc image extract docker.io/library/centos:7[-1]

# Extract the first three layers of the image
oc image extract docker.io/library/centos:7[:3]

# Extract the last three layers of the image
oc image extract docker.io/library/centos:7[-3:]

2.5.1.79. oc image info
AXA=VICEAY BERERTLET,
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# Show information about an image
oc image info quay.io/openshift/cli:latest

# Show information about images matching a wildcard
oc image info quay.io/openshift/cli:4.*

# Show information about a file mirrored to disk under DIR
oc image info --dir=DIR file://library/busybox:latest

# Select which image from a multi-OS image to show
oc image info library/busybox:latest --filter-by-os=linux/arm64

2.5.1.80. oc image mirror
BMDYRIN)—ICAA=TEIZ—) VI LET,
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# Copy image to another tag
oc image mirror myregistry.com/myimage:latest myregistry.com/myimage:stable

# Copy image to another registry
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oc image mirror myregistry.com/myimage:latest docker.io/myrepository/myimage:stable

# Copy all tags starting with mysql to the destination repository
oc image mirror myregistry.com/myimage:mysql* docker.io/myrepository/myimage

# Copy image to disk, creating a directory structure that can be served as a registry
oc image mirror myregistry.com/myimage:latest file://myrepository/myimage:latest

# Copy image to S3 (pull from <bucket>.s3.amazonaws.com/image:latest)
oc image mirror myregistry.com/myimage:latest
s3://s3.amazonaws.com/<region>/<bucket>/image:latest

# Copy image to S3 without setting a tag (pull via @<digest>)
oc image mirror myregistry.com/myimage:latest s3://s3.amazonaws.com/<region>/<bucket>/image

# Copy image to multiple locations
oc image mirror myregistry.com/myimage:latest docker.io/myrepository/myimage:stable \
docker.io/myrepository/myimage:dev

# Copy multiple images
oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \
myregistry.com/myimage:new=myregistry.com/other:target

# Copy manifest list of a multi-architecture image, even if only a single image is found
oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \
--keep-manifest-list=true

# Copy specific os/arch manifest of a multi-architecture image

# Run 'oc image info myregistry.com/myimage:latest’ to see available os/arch for multi-arch images
# Note that with multi-arch images, this results in a new manifest list digest that includes only

# the filtered manifests

oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \

--filter-by-os=0s/arch

# Copy all os/arch manifests of a multi-architecture image

# Run 'oc image info myregistry.com/myimage:latest’ to see list of os/arch manifests that will be
mirrored

oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \

--keep-manifest-list=true

# Note the above command is equivalent to
oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \
--filter-by-0s=.*

2.5.1.81. oc import-image
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# Import tag latest into a new image stream
oc import-image mystream --from=registry.io/repo/image:latest --confirm

# Update imported data for tag latest in an already existing image stream
oc import-image mystream
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# Update imported data for tag stable in an already existing image stream
oc import-image mystream:stable

# Update imported data for all tags in an existing image stream
oc import-image mystream --all

# Import all tags into a new image stream
oc import-image mystream --from=registry.io/repo/image --all --confirm

# Import all tags into a new image stream using a custom timeout

oc --request-timeout=5m import-image mystream --from=registry.io/repo/image --all --confirm

2.5.1.82. oc kustomize
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# Build the current working directory
oc kustomize

# Build some shared configuration directory
oc kustomize /home/config/production

# Build from github

oc kustomize https://github.com/kubernetes-sigs/kustomize.git/examples/helloWorld?ref=v1.0.6

2.5.1.83. oc label
)Y —2DSR)IEEHFLET,
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# Update pod 'foo’ with the label 'unhealthy' and the value 'true’
oc label pods foo unhealthy=true

# Update pod 'foo' with the label 'status’ and the value ‘unhealthy’, overwriting any existing value
oc label --overwrite pods foo status=unhealthy

# Update all pods in the namespace
oc label pods --all status=unhealthy

# Update a pod identified by the type and name in "pod.json”
oc label -f pod.json status=unhealthy

# Update pod 'foo’ only if the resource is unchanged from version 1
oc label pods foo status=unhealthy --resource-version=1

# Update pod 'foo’ by removing a label named 'bar’ if it exists

# Does not require the --overwrite flag
oc label pods foo bar-
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2.5.1.84. oclogin
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# Log in interactively
oc login --username=myuser

# Log in to the given server with the given certificate authority file
oc login localhost:8443 --certificate-authority=/path/to/cert.crt

# Log in to the given server with the given credentials (will not prompt interactively)
oc login localhost:8443 --username=myuser --password=mypass

2.5.1.85. oc logout
REDY—N—ty>arvialRTLET,

=R
# Log out
oc logout

2.5.1.86. oclogs
Pod AV FF+—oOJ=HALET,
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# Start streaming the logs of the most recent build of the openldap build config
oc logs -f bc/openldap

# Start streaming the logs of the latest deployment of the mysql deployment config

oc logs -f de/mysql

# Get the logs of the first deployment for the mysql deployment config. Note that logs

# from older deployments may not exist either because the deployment was successful
# or due to deployment pruning or manual deletion of the deployment

oc logs --version=1 dc/mysql

# Return a snapshot of ruby-container logs from pod backend
oc logs backend -c ruby-container

# Start streaming of ruby-container logs from pod backend
oc logs -f pod/backend -c ruby-container

2.5.1.87. oc new-app
M7V r—>avEFERLET,

152 F3 51
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# List all local templates and image streams that can be used to create an app
oc new-app --list

# Create an application based on the source code in the current git repository (with a public remote)
and a container image
oc new-app . --image=registry/repo/langimage

# Create an application myapp with Docker based build strategy expecting binary input
oc new-app --strategy=docker --binary --name myapp

# Create a Ruby application based on the provided [image]~[source code] combination
oc new-app centos/ruby-25-centos7~https://github.com/sclorg/ruby-ex.git

# Use the public container registry MySQL image to create an app. Generated artifacts will be
labeled with db=mysql

oc new-app mysqgl MYSQL_USER=user MYSQL_PASSWORD=pass MYSQL_DATABASE=testdb -
| db=mysq|l

# Use a MySQL image in a private registry to create an app and override application artifacts’
names

oC new-app --image=myregistry.com/mycompany/mysql --name=private

# Create an application from a remote repository using its beta4 branch
oc new-app https://github.com/openshift/ruby-hello-world#beta4

# Create an application based on a stored template, explicitly setting a parameter value
oc new-app --template=ruby-helloworld-sample --param=MYSQL_USER=admin

# Create an application from a remote repository and specify a context directory
oc new-app https://github.com/youruser/yourgitrepo --context-dir=src/build

# Create an application from a remote private repository and specify which existing secret to use
oc new-app https://github.com/youruser/yourgitrepo --source-secret=yoursecret

# Create an application based on a template file, explicitly setting a parameter value
oc new-app --file=./example/myapp/template.json --param=MYSQL_USER=admin

# Search all templates, image streams, and container images for the ones that match "ruby”
oc new-app --search ruby

# Search for "ruby", but only in stored templates (--template, --image-stream and --image
# can be used to filter search results)

oc new-app --search --template=ruby

# Search for "ruby" in stored templates and print the output as YAML
oc new-app --search --template=ruby --output=yaml|

2.5.1.88. oc new-build
HIREI REREEXERLET,
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# Create a build config based on the source code in the current git repository (with a public
# remote) and a container image
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oc new-build . --image=repo/langimage

# Create a NodeJS build config based on the provided [image]~[source code] combination
oc new-build centos/nodejs-8-centos7~https://github.com/sclorg/nodejs-ex.git

# Create a build config from a remote repository using its beta2 branch
oc new-build https://github.com/openshift/ruby-hello-world#beta2

# Create a build config using a Dockerfile specified as an argument
oc new-build -D $'FROM centos:7\nRUN yum install -y httpd'

# Create a build config from a remote repository and add custom environment variables
oc new-build https://github.com/openshift/ruby-hello-world -e RACK_ENV=development

# Create a build config from a remote private repository and specify which existing secret to use
oc new-build https://github.com/youruser/yourgitrepo --source-secret=yoursecret

# Create a build config from a remote repository and inject the npmrc into a build
oc new-build https://github.com/openshift/ruby-hello-world --build-secret npmrc:.npmrc

# Create a build config from a remote repository and inject environment data into a build
oc new-build https://github.com/openshift/ruby-hello-world --build-config-map env:config

# Create a build config that gets its input from a remote repository and another container image

oc new-build https://github.com/openshift/ruby-hello-world --source-image=openshift/jenkins-1-
centos? --source-image-path=/var/lib/jenkins:tmp

2.5.1.89. oc new-project
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# Create a new project with minimal information
oc new-project web-team-dev

# Create a new project with a display name and description

oc new-project web-team-dev --display-name="Web Team Development" --
description="Development project for the web team."

2.5.1.90. oc observe
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# Observe changes to services
oc observe services

# Observe changes to services, including the clusterlP and invoke a script for each
oc observe services --template '{ .spec.clusterlP }' -- register_dns.sh

# Observe changes to services filtered by a label selector
oc observe namespaces -l regist-dns=true --template '{ .spec.clusterlP }' -- register_dns.sh
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2.5.1.91. oc patch
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# Partially update a node using a strategic merge patch, specifying the patch as JSON
oc patch node k8s-node-1 -p '{"spec":{"unschedulable":true}}'

# Partially update a node using a strategic merge patch, specifying the patch as YAML
oc patch node k8s-node-1 -p $'spec:\n unschedulable: true'

# Partially update a node identified by the type and name specified in "node.json" using strategic
merge patch
oc patch -f node.json -p '{"spec":{"unschedulable":true}}'

# Update a container's image; spec.containers[*].name is required because it's a merge key

oc patch pod valid-pod -p '{"spec":{"containers":[{"name":"kubernetes-serve-
hostname","image":"new image"}]}}'

# Update a container's image using a JSON patch with positional arrays

oc patch pod valid-pod --type='json' -p="[{"op": "replace", "path": "/spec/containers/0/image",
"value":"new image"}]'

# Update a deployment's replicas through the scale subresource using a merge patch.

oc patch deployment nginx-deployment --subresource='scale’ --type='"merge' -p '{"spec":
{"replicas":2}}'

25192.0c 75714 v—&

A—H—DPATHICH B TR TDORRAER TS TA VETARRI 7MLV Ea—BRRLET,

152 F3 51

# List all available plugins
oc plugin list

2.5.1.93. oc policy add-role-to-user
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# Add the 'view' role to user1 for the current project
oc policy add-role-to-user view user

# Add the 'edit’ role to serviceaccount1 for the current project
oc policy add-role-to-user edit -z serviceaccount1

2.5.1.94. oc policy scc-review
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# Check whether service accounts sal and sa2 can admit a pod with a template pod spec specified
in my_resource.yaml|

# Service Account specified in myresource.yaml file is ignored

oc policy scc-review -z sal,sa2 -f my_resource.yaml

# Check whether service accounts system:serviceaccount:bob:default can admit a pod with a
template pod spec specified in my_resource.yam!
oc policy scc-review -z system:serviceaccount:bob:default -f my_resource.yaml

# Check whether the service account specified in my_resource_with_sa.yaml can admit the pod
oc policy scc-review -f my_resource_with_sa.yaml

# Check whether the default service account can admit the pod; default is taken since no service
account is defined in myresource_with_no_sa.yam!
oc policy scc-review -f myresource_with_no_sa.yaml

2.5.1.95. oc policy scc-subject-review
A—H—FL@F Y —EXT AV D Pod ZERTE SN E DD EHRLET,
=R

# Check whether user bob can create a pod specified in myresource.yam!
oc policy scc-subject-review -u bob -f myresource.yaml

# Check whether user bob who belongs to projectAdmin group can create a pod specified in
myresource.yaml
oc policy scc-subject-review -u bob -g projectAdmin -f myresource.yaml

# Check whether a service account specified in the pod template spec in myresourcewithsa.yam|
can create the pod
oc policy scc-subject-review -f myresourcewithsa.yaml

2.5.1.96. oc port-forward
12U EDO—AIVR—b% Pod ICERIEL £ 7,

152 F3 51

# Listen on ports 5000 and 6000 locally, forwarding data to/from ports 5000 and 6000 in the pod
oc port-forward pod/mypod 5000 6000

# Listen on ports 5000 and 6000 locally, forwarding data to/from ports 5000 and 6000 in a pod
selected by the deployment
oc port-forward deployment/mydeployment 5000 6000

# Listen on port 8443 locally, forwarding to the targetPort of the service's port named "https” in a pod
selected by the service

oc port-forward service/myservice 8443:https

# Listen on port 8888 locally, forwarding to 5000 in the pod
oc port-forward pod/mypod 8888:5000
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# Listen on port 8888 on all addresses, forwarding to 5000 in the pod
oc port-forward --address 0.0.0.0 pod/mypod 8888:5000

# Listen on port 8888 on localhost and selected IP, forwarding to 5000 in the pod
oc port-forward --address localhost,10.19.21.23 pod/mypod 8888:5000

# Listen on a random port locally, forwarding to 5000 in the pod
oc port-forward pod/mypod :5000

2.5.1.97. oc process
VY —Z2D—BICHLTTFY FL—hEREBLET,

152 F3 51

# Convert the template.json file into a resource list and pass to create
oc process -f template.json | oc create -f -

# Process a file locally instead of contacting the server
oc process -f template.json --local -o yaml

# Process template while passing a user-defined label
oc process -f template.json -l name=mytemplate

# Convert a stored template into a resource list
oc process foo

# Convert a stored template info a resource list by setting/overriding parameter values
oc process foo PARM1=VALUE1 PARM2=VALUE2

# Convert a template stored in different namespace into a resource list
oc process openshift/foo

# Convert template.json into a resource list
cat template.json | oc process -f -

2.5.1.98. oc project
ooz ) MITYEZEY,

152 F3 51

# Switch to the 'myapp’ project
oc project myapp

# Display the project currently in use

oc project

2.5.1.99. oc projects
BE7O I MeRRLET,

152 F3 51
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# List all projects
oc projects

2.5.1.100. oc proxy

Kubernetes APl r—/N—iCxLTc7AF>—%FTLET,

152 F3 51

# To proxy all of the Kubernetes API and nothing else
oc proxy --api-prefix=/

# To proxy only part of the Kubernetes APl and also some static files
# You can get pods info with ‘curl localhost:8001/api/v1/pods’
oc proxy --www=/my/files --www-prefix=/static/ --api-prefix=/api/

# To proxy the entire Kubernetes API at a different root
# You can get pods info with ‘curl localhost:8001/custom/api/v1/pods’
oc proxy --api-prefix=/custom/

# Run a proxy to the Kubernetes API server on port 8011, serving static content from ./local/www/
oc proxy --port=8011 --www=./local/www/

# Run a proxy to the Kubernetes APl server on an arbitrary local port

# The chosen port for the server will be output to stdout

oc proxy --port=0

# Run a proxy to the Kubernetes API server, changing the API prefix to k8s-api

# This makes e.g. the pods API available at localhost:8001/k8s-api/v1/pods/
oc proxy --api-prefix=/k8s-api

2.5.1.101. oc registry info

BELIAN)—IIDVWTOERARTLET,

152

# Display information about the integrated registry
oc registry info

2.5.1.102. oc registry login
MELYANY—=ICOTA VY LET,
{52 F3 51

# Log in to the integrated registry
oc registry login

# Log in to different registry using BASIC auth credentials
oc registry login --registry quay.io/myregistry --auth-basic=USER:PASS
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2.5.1.103. oc replace

YY—R%ET 74 ILEBELIGEEAN (stdin) KEXHRAET,

152 F3 51

# Replace a pod using the data in pod.json
oc replace -f ./pod.json

# Replace a pod based on the JSON passed into stdin
cat pod.json | oc replace -f -

# Update a single-container pod's image version (tag) to v4
oc get pod mypod -o yaml | sed 's/\(image: myimage\):.*$/\1:v4/' | oc replace -f -

# Force replace, delete and then re-create the resource
oc replace --force -f ./pod.json

2.5.1.104. oc rollback

TN r—2avp—8%URIOTF 704 A Y MIRLET,

152 F3 51

# Perform a rollback to the last successfully completed deployment for a deployment config
oc rollback frontend

# See what a rollback to version 3 will look like, but do not perform the rollback
oc rollback frontend --to-version=3 --dry-run

# Perform a rollback to a specific deployment
oc rollback frontend-2

# Perform the rollback manually by piping the JSON of the new config back to oc
oc rollback frontend -0 json | oc replace dc/frontend -f -

# Print the updated deployment configuration in JSON format instead of performing the rollback
oc rollback frontend -o json

2.5.1.105. oc rollout cancel

ETHROTTOM AV M eF v EILLET,

152 F3 51

’

# Cancel the in-progress deployment based on 'nginx
oc rollout cancel dc/nginx

2.5.1.106. oc rollout history

A—L770 NEEZRRLET,
ESEELT]
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# View the rollout history of a deployment
oc rollout history dc/nginx
# View the details of deployment revision 3

oc rollout history dc/nginx --revision=3

2.5.1.107. oc rollout latest
N)H—DOLDEHREAFALT, T7OMX Y MREDOHFEO—ILT7I NERABLET,
ERHAI

# Start a new rollout based on the latest images defined in the image change triggers
oc rollout latest dc/nginx

# Print the rolled out deployment config

oc rollout latest dc/nginx -0 json

2.5.1.108. oc rollout pause
RHEINL) Y —RZ2—BFELE LTY—ILET,

152 F3 51

# Mark the nginx deployment as paused. Any current state of

# the deployment will continue its function, new updates to the deployment will not
# have an effect as long as the deployment is paused

oc rollout pause dc/nginx

2.5.1.109. oc rollout restart
)y —25BEFHLET,

152 F3 51

# Restart a deployment
oc rollout restart deployment/nginx

# Restart a daemon set
oc rollout restart daemonset/abc

# Restart deployments with the app=nginx label
oc rollout restart deployment --selector=app=nginx

2.5.1.110. oc rollout resume

—RELELE) V- R=BRLEY,
ESEELCT]

# Resume an already paused deployment
oc rollout resume dc/nginx
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2.5.1.11. oc rollout retry
KBELAO—L7I b eBRITLES,

152 F3 51

# Retry the latest failed deployment based on 'frontend’
# The deployer pod and any hook pods are deleted for the latest failed deployment
oc rollout retry dc/frontend

2.5.1.112. oc rollout status

AT MDRT—F R %=RTLET,

152 F3 51

# Watch the status of the latest rollout
oc rollout status dc/nginx

2.5.1.113. oc rollout undo

Peioa—IL7o haTICELET,

152 F3 51

# Roll back to the previous deployment
oc rollout undo dc/nginx

# Roll back to deployment revision 3. The replication controller for that version must exist
oc rollout undo dc/nginx --to-revision=3

2.5.1.114. oc rsh
AVFF—TyzIty ava@EBLET,

152 F3 51

# Open a shell session on the first container in pod 'foo’
oc rsh foo

# Open a shell session on the first container in pod 'foo' and namespace 'bar’
# (Note that oc client specific arguments must come before the resource name and its arguments)

oc rsh -n bar foo

# Run the command 'cat /etc/resolv.conf’ inside pod 'foo’
oc rsh foo cat /etc/resolv.conf

# See the configuration of your internal registry
oc rsh dc/docker-registry cat config.yml

# Open a shell session on the container named 'index' inside a pod of your job
oc rsh -c index job/sheduled

61



OpenShift Container Platform 4.11 CLI Y —JL

2.5.1.15. oc rsync

O—AILT77AI VAT LEPodB T 74 ) E2E—LZET,

152 F3 51

# Synchronize a local directory with a pod directory
oc rsync ./local/dir/ POD:/remote/dir

# Synchronize a pod directory with a local directory
oc rsync POD:/remote/dir/ ./local/dir

2.5.1.116. oc run
DoAY —THRHEDAA—VHRITLET,

152 F3 51

# Start a nginx pod
OcC run nginx --image=nginx

# Start a hazelcast pod and let the container expose port 5701
oc run hazelcast --image=hazelcast/hazelcast --port=5701

# Start a hazelcast pod and set environment variables "DNS_DOMAIN=cluster" and
"POD_NAMESPACE=default" in the container

oc run hazelcast --image=hazelcast/hazelcast --env="DNS_DOMAIN=cluster" --
env="POD_NAMESPACE=default"

# Start a hazelcast pod and set labels "app=hazelcast” and "env=prod" in the container
oc run hazelcast --image=hazelcast/hazelcast --labels="app=hazelcast,env=prod"

# Dry run; print the corresponding API objects without creating them
oc run nginx --image=nginx --dry-run=client

# Start a nginx pod, but overload the spec with a partial set of values parsed from JSON
oc run nginx --image=nginx --overrides='{ "apiVersion": "v1", "spec": { ... } }'

# Start a busybox pod and keep it in the foreground, don't restart it if it exits
oc run -i -t busybox --image=busybox --restart=Never

# Start the nginx pod using the default command, but use custom arguments (arg1 .. argN) for that
command

ocC run nginx --image=nginx -- <arg1> <arg2> ... <argN>

# Start the nginx pod using a different command and custom arguments
OcC run nginx --image=nginx --command -- <cmd> <arg1> ... <argN>

2.5.1.117. oc scale

FTTOAAYN L)ALy M FRE LIV S—2aray hO—F—ICHBRYA ZEHELF
-a_Q

152 F3 51
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# Scale a replica set named 'foo' to 3
oc scale --replicas=3 rs/foo

# Scale a resource identified by type and name specified in "foo.yaml" to 3
oc scale --replicas=3 -f foo.yaml

# If the deployment named mysql's current size is 2, scale mysql to 3
oc scale --current-replicas=2 --replicas=3 deployment/mysq|

# Scale multiple replication controllers
oc scale --replicas=5 rc/foo rc/bar rc/baz

# Scale stateful set named 'web' to 3

oc scale --replicas=3 statefulset/web

2.5.1.118. oc secrets link
Y—EXT7AT M=y YV LET,
ERHI

# Add an image pull secret to a service account to automatically use it for pulling pod images
oc secrets link serviceaccount-name pull-secret --for=pull

# Add an image pull secret to a service account to automatically use it for both pulling and pushing

build images
oc secrets link builder builder-image-secret --for=pull,mount

2.5.1.119. oc secrets unlink
Y—ERXRT7HO VDS —I Ly hETFHYYFLET,
ERHAI

# Unlink a secret currently associated with a service account
oc secrets unlink serviceaccount-name secret-name another-secret-name ...

2.5.1.120. oc set build-hook
EIREREDODEIN Ry 0 5BHLET,

152 F3 51

# Clear post-commit hook on a build config
oc set build-hook bc/mybuild --post-commit --remove

# Set the post-commit hook to execute a test suite using a new entrypoint
oc set build-hook bc/mybuild --post-commit --command -- /bin/bash -c /var/lib/test-image.sh

# Set the post-commit hook to execute a shell script

oc set build-hook bc/mybuild --post-commit --script="/var/lib/test-image.sh param1 param2 &&
/var/lib/done.sh"
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2.5.1.121. oc set build-secret

EILREBEDEIRY—I Ly NEBEHLET,

152 F3 51

# Clear the push secret on a build config
oc set build-secret --push --remove bc/mybuild

# Set the pull secret on a build config
oc set build-secret --pull bc/mybuild mysecret

# Set the push and pull secret on a build config
oc set build-secret --push --pull be/mybuild mysecret

# Set the source secret on a set of build configs matching a selector
oc set build-secret --source -I app=myapp gitsecret

2.5.1.122. oc set data

BRENY TERLEY—VL Yy NAOT—92FHLET,

152 F3 51

# Set the password’ key of a secret
oc set data secret/foo password=this_is_secret

# Remove the ‘password' key from a secret
oc set data secret/foo password-

# Update the 'haproxy.conf' key of a config map from a file on disk
oc set data configmap/bar --from-file=../haproxy.conf

# Update a secret with the contents of a directory, one key per file
oc set data secret/foo --from-file=secret-dir

2.5.1.123. oc set deployment-hook

TIOA AV MEREDTTOAA VY NIV O EBHLET,

152 F3 51
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# Clear pre and post hooks on a deployment config
oc set deployment-hook dc/myapp --remove --pre --post

# Set the pre deployment hook to execute a db migration command for an application
# using the data volume from the application
oc set deployment-hook dc/myapp --pre --volumes=data -- /var/lib/migrate-db.sh

# Set a mid deployment hook along with additional environment variables
oc set deployment-hook dc/myapp --mid --volumes=data -e VAR1=value1 -e VAR2=value2 --
/var/lib/prepare-deploy.sh
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2.5.1.124. oc set env
Pod 7V 7L — MNOEREBEEHRAEEHFLET,

152 351

# Update deployment config 'myapp’ with a new environment variable
oc set env dc/myapp STORAGE_DIR=/local

# List the environment variables defined on a build config 'sample-build’
oc set env bc/sample-build --list

# List the environment variables defined on all pods
oc set env pods --all --list

# Output modified build config in YAML
oc set env bc/sample-build STORAGE_DIR=/data -o yaml

# Update all containers in all replication controllers in the project to have ENV=prod
oc set env rc --all ENV=prod

# Import environment from a secret
oc set env --from=secret/mysecret dc/myapp

# Import environment from a config map with a prefix
oc set env --from=configmap/myconfigmap --prefix=MYSQL_ dc/myapp

# Remove the environment variable ENV from container 'c1'in all deployment configs
oc set env dc --all --containers="c1" ENV-

# Remove the environment variable ENV from a deployment config definition on disk and
# update the deployment config on the server

oc set env -f dc.json ENV-

# Set some of the local shell environment into a deployment config on the server

oc set env | grep RAILS_ | oc env -e - dc/myapp

2.5.1.125. oc set image
Pod 7V 7L —hDAXA—V%EHLET,

152 F3 51

# Set a deployment configs's nginx container image to 'nginx:1.9.1', and its busybox container image
to 'busybox’.
oc set image dc/nginx busybox=busybox nginx=nginx:1.9.1

# Set a deployment configs's app container image to the image referenced by the imagestream tag
‘openshift/ruby:2.3".
oc set image dc/myapp app=openshift/ruby:2.3 --source=imagestreamtag

# Update all deployments’ and rc's nginx container's image to 'nginx:1.9.1'
oc set image deployments,rc nginx=nginx:1.9.1 --all

# Update image of all containers of daemonset abc to ‘nginx:1.9.1'
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oc set image daemonset abc *=nginx:1.9.1
# Print result (in yaml format) of updating nginx container image from local file, without hitting the

server
oc set image -f path/to/file.yaml nginx=nginx:1.9.1 --local -o yaml|

2.5.1.126. oc set image-lookup
TV r—23avDFTOMBICA A=V A BRTDAEEERELET,

152 F3 51

# Print all of the image streams and whether they resolve local names
oc set image-lookup

# Use local name lookup on image stream mysql
oc set image-lookup mysq|

# Force a deployment to use local name lookup
oc set image-lookup deploy/mysq|

# Show the current status of the deployment lookup
oc set image-lookup deploy/mysq| --list

# Disable local name lookup on image stream mysql
oc set image-lookup mysql --enabled=false

# Set local name lookup on all image streams

oc set image-lookup --all

2.5.1.127. oc set probe
Pod 7Y 7L—hTT7O—T5EHLET,

152 F3 51

# Clear both readiness and liveness probes off all containers
oc set probe dc/myapp --remove --readiness --liveness

# Set an exec action as a liveness probe to run 'echo ok’
oc set probe dc/myapp --liveness -- echo ok

# Set a readiness probe to try to open a TCP socket on 3306
oc set probe rc/mysql --readiness --open-tcp=3306

# Set an HTTP startup probe for port 8080 and path /healthz over HTTP on the pod IP
oc set probe dc/webapp --startup --get-url=http://:8080/healthz

# Set an HTTP readiness probe for port 8080 and path /healthz over HTTP on the pod IP
oc set probe dc/webapp --readiness --get-url=http://:8080/healthz

# Set an HTTP readiness probe over HTTPS on 127.0.0.1 for a hostNetwork pod
oc set probe dc/router --readiness --get-url=https://127.0.0.1:1936/stats
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# Set only the initial-delay-seconds field on all deployments
oc set probe dc --all --readiness --initial-delay-seconds=30

2.5.1.128. oc set resources

TV DIV —RER/FIRZ Pod TV TL—FTEHLET,
ESEELCT]

# Set a deployments nginx container CPU limits to "200m and memory to 512Mi"
oc set resources deployment nginx -c=nginx --limits=cpu=200m,memory=512Mi

# Set the resource request and limits for all containers in nginx
oc set resources deployment nginx --limits=cpu=200m,memory=512Mi --
requests=cpu=100m,memory=256Mi

# Remove the resource requests for resources on containers in nginx
oc set resources deployment nginx --limits=cpu=0,memory=0 --requests=cpu=0,memory=0

# Print the result (in YAML format) of updating nginx container limits locally, without hitting the server
oc set resources -f path/to/file.yaml --limits=cpu=200m,memory=512Mi --local -0 yaml

2.5.1.129. oc set route-backends

M—bDRNy I Ty REBEHLET,
=Bl

# Print the backends on the route 'web'
oc set route-backends web

# Set two backend services on route 'web' with 2/3rds of traffic going to ‘a’
oc set route-backends web a=2 b=1

# Increase the traffic percentage going to b by 10%% relative to a
oc set route-backends web --adjust b=+10%%

# Set traffic percentage going to b to 10%% of the traffic going to a
oc set route-backends web --adjust b=10%%

# Set weight of b to 10
oc set route-backends web --adjust b=10

# Set the weight to all backends to zero
oc set route-backends web --zero

2.5.1.130. oc set selector
Y =LV —%KRELET,

152 F3 51
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# Set the labels and selector before creating a deployment/service pair.

oc create service clusterip my-svc --clusterip="None" -0 yaml --dry-run | oc set selector --local -f -
'environment=ga' -o yaml | oc create -f -

oc create deployment my-dep -0 yaml --dry-run | oc label --local -f - environment=qga -0 yaml | oc
create -f -

2.5.1.131. oc set serviceaccount

)Y —2DY—ER7HOV NEEFHFLET,
ERHI

# Set deployment nginx-deployment's service account to serviceaccounti
oc set serviceaccount deployment nginx-deployment serviceaccount1

# Print the result (in YAML format) of updated nginx deployment with service account from a local
file, without hitting the API server
oc set sa -f nginx-deployment.yaml serviceaccounti --local --dry-run -o yaml

2.5.1.132. oc set subject

O—INA YTV TFERLIEISRAY—O—INAVTFavTTca—HY— JIL—7, FLigH—ER
THO Y NEEHLET,

152 F3 51

# Update a cluster role binding for serviceaccount1
oc set subject clusterrolebinding admin --serviceaccount=namespace:serviceaccountt

# Update a role binding for user1, user2, and group1
oc set subject rolebinding admin --user=user1 --user=user2 --group=group1

# Print the result (in YAML format) of updating role binding subjects locally, without hitting the server
oc create rolebinding admin --role=admin --user=admin -o yaml --dry-run | oc set subject --local -f -
--user=foo -o yaml

2.5.1.133. oc set triggers

1DUEDA TV hTRYH—%EHLET,
=Bl

68

# Print the triggers on the deployment config 'myapp’
oc set triggers dc/myapp

# Set all triggers to manual
oc set triggers dc/myapp --manual

# Enable all automatic triggers
oc set triggers dc/myapp --auto

# Reset the GitHub webhook on a build to a new, generated secret
oc set triggers bc/webapp --from-github
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oc set triggers bc/webapp --from-webhook

# Remove all triggers
oc set triggers bc/webapp --remove-all

# Stop triggering on config change
oc set triggers dc/myapp --from-config --remove

# Add an image trigger to a build config
oc set triggers bc/webapp --from-image=namespace1/image:latest

# Add an image trigger to a stateful set on the main container
oc set triggers statefulset/db --from-image=namespace1/image:latest -c main

2.5.1.134. oc set volumes

Pod5T Y7L —h TR 2—LEEHFRLFT,
ERHAI

# List volumes defined on all deployment configs in the current project
oc set volume dc --all

# Add a new empty dir volume to deployment config (dc) 'myapp’ mounted under
# /var/lib/myapp
oc set volume dc/myapp --add --mount-path=/var/lib/myapp

# Use an existing persistent volume claim (pvc) to overwrite an existing volume 'v1’
oc set volume dc/myapp --add --name=v1 -t pvc --claim-name=pvc1 --overwrite

# Remove volume 'v1' from deployment config ‘myapp’
oc set volume dc/myapp --remove --name=v1

# Create a new persistent volume claim that overwrites an existing volume 'v1'
oc set volume dc/myapp --add --name=v1 -t pvc --claim-size=1G --overwrite

# Change the mount point for volume 'v1' to /data
oc set volume dc/myapp --add --name=v1 -m /data --overwrite

# Modify the deployment config by removing volume mount "v1" from container "c1"
# (and by removing the volume "v1" if no other containers have volume mounts that reference it)
oc set volume dc/myapp --remove --name=v1 --containers=c1

# Add new volume based on a more complex volume source (AWS EBS, GCE PD,
# Ceph, Gluster, NFS, ISCSI, ...)
oc set volume dc/myapp --add -m /data --source=<json-string>

2.5.1.135. oc start-build

MLWEILREZRBLET.
=Bl

I # Starts build from build config "hello-world"
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oc start-build hello-world

# Starts build from a previous build "hello-world-1"
oc start-build --from-build=hello-world-1

# Use the contents of a directory as build input
oc start-build hello-world --from-dir=src/

# Send the contents of a Git repository to the server from tag 'v2'
oc start-build hello-world --from-repo=../hello-world --commit=v2

# Start a new build for build config "hello-world" and watch the logs until the build
# completes or fails
oc start-build hello-world --follow

# Start a new build for build config "hello-world" and wait until the build completes. It
# exits with a non-zero return code if the build fails
oc start-build hello-world --wait

2.5.1.136. oc status

REQTOV I FNOBEEZRRLET,
=Bl

# See an overview of the current project
oc status

# Export the overview of the current project in an svg file
oc status -o dot | dot -T svg -0 project.svg

# See an overview of the current project including details for any identified issues
oc status --suggest

2.5.1137. oc tag

BEDA A=V A—VR N =LY TRIFLET,
=Bl

70

# Tag the current image for the image stream ‘openshift/ruby’ and tag '2.0" into the image stream
'yourproject/ruby with tag 'tip’
oc tag openshift/ruby:2.0 yourproject/ruby:tip

# Tag a specific image

oc tag
openshift/ruby@sha256:6b646fabbf5e5e4c7fa41056¢c27910e679c03ebe7f93e361e6515a9da7e258¢cc
yourproject/ruby:tip

# Tag an external container image
oc tag --source=docker openshift/origin-control-plane:latest yourproject/ruby:tip

# Tag an external container image and request pullthrough for it
oc tag --source=docker openshift/origin-control-plane:latest yourproject/ruby:tip --reference-
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policy=local
# Remove the specified spec tag from an image stream

oc tag openshift/origin-control-plane:latest -d

2.5.1.138. oc version
DSAT7 2V RNELCY—N—DNN=U 3 VEREEDLET,
ERHI

# Print the OpenShift client, kube-apiserver, and openshift-apiserver version information for the
current context
oc version

# Print the OpenShift client, kube-apiserver, and openshift-apiserver version numbers for the current
context
oc version --short

# Print the OpenShift client version information for the current context

oc version --client

2.5.1.139. oc wait
ERIGIDODUED) Y —ADEBEEDXHAFHLET,
ERHAI

# Wait for the pod "busybox1" to contain the status condition of type "Ready”
oc wait --for=condition=Ready pod/busybox1

# The default value of status condition is true; you can wait for other targets after an equal delimiter
(compared after Unicode simple case folding, which is a more general form of case-insensitivity):
oc wait --for=condition=Ready=false pod/busybox1

# Wait for the pod "busybox1" to contain the status phase to be "Running".
oc wait --for=jsonpath="{.status.phase}'=Running pod/busybox1

# Wait for the pod "busybox1" to be deleted, with a timeout of 60s, after having issued the "delete”
command

oc delete pod/busybox1
oc wait --for=delete pod/busybox1 --timeout=60s

2.5.1.140. oc whoami
BiotyravIiCBAT5EHREERLET,
ERHAI

# Display the currently authenticated user
oc whoami
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2.5.2. EAEIE#R

® OpenShift CLIEEBEIT YR T77L VR

2.6.OPENSHIFTCLI & a<v Y RYT77L V2R

ZDY 77 L YRIE OpenShift CLI (oc) BEEZEIY Y RDFHBAS LAYV KlERLTVWET, &
nonavy Ra@FERAT 3ICIE. cluster-admin £/ ZEAED/NR—I v 3 VIR ETT,

BIFEIY Y Ri&, OpenShift CLIFAFEEZEIAY Y R 77 VA #BRLTLEIY,

ocadm-h ZET7L T, IRTHOEEEITY RE2XRIT SH. oc <commands --help Z=E1T7 L T,
BEDNDIATY NICATHEMBERZNEL T,

2.6.1. OpenShift CLI (oc) EEEIO~Y YV K

2.6.1.1. oc adm build-chain
EIRODABDEKERFREEALET,

152 F3 51

# Build the dependency tree for the ‘latest’ tag in <image-stream>
oc adm build-chain <image-stream>

# Build the dependency tree for the 'v2' tag in dot format and visualize it via the dot utility
oc adm build-chain <image-stream>:v2 -o dot | dot -T svg -0 deps.svg

# Build the dependency tree across all namespaces for the specified image stream tag found in the

test' namespace

oc adm build-chain <image-stream> -n test --all

2.6.1.2. oc adm catalog mirror

operator-registry A% 07 %23X>—) V7 L%,

152 F3 51
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# Mirror an operator-registry image and its contents to a registry
oc adm catalog mirror quay.io/my/image:latest myregistry.com

# Mirror an operator-registry image and its contents to a particular namespace in a registry
oc adm catalog mirror quay.io/my/image:latest myregistry.com/my-namespace

# Mirror to an airgapped registry by first mirroring to files
oc adm catalog mirror quay.io/my/image:latest file:///local/index
oc adm catalog mirror file:///local/index/my/image:latest my-airgapped-registry.com

# Configure a cluster to use a mirrored registry
oc apply -f manifests/imageContentSourcePolicy.yaml

# Edit the mirroring mappings and mirror with "oc image mirror" manually
oc adm catalog mirror --manifests-only quay.io/my/image:latest myregistry.com
oc image mirror -f manifests/mapping.txt


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/cli_tools/#cli-administrator-commands
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/cli_tools/#cli-developer-commands
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# Delete all ImageContentSourcePolicies generated by oc adm catalog mirror
oc delete imagecontentsourcepolicy -l operators.openshift.org/catalog=true

2.6.1.3. oc adm certificate approval
FFEAEERV VT AN EERLET,
ELELT

# Approve CSR ‘csr-sqgzp'
oc adm certificate approve csr-sqgzp

2.6.1.4. oc adm certificate deny

SABELY VIR NEEELET,
=Bl

# Deny CSR 'csr-sqgzp’
oc adm certificate deny csr-sqgzp

2.6.1.5. oc adm cordon

J—RIZRT Y 12— ILHRA (unschedulable) DY — 7 %= {F1F £ 9,
ERHB

# Mark node "foo" as unschedulable
oc adm cordon foo

2.6.1.6. oc adm create-bootstrap-project-template

T—hRMSvTTOYVI TV TL—bEERLETY,
=Bl

# Output a bootstrap project template in YAML format to stdout
oc adm create-bootstrap-project-template -o yaml

2.6.1.7. oc adm create-error-template

IS5—R—IDFVTL—bEEHRLET,
ERHI

# Output a template for the error page to stdout
oc adm create-error-template

2.6.1.8. oc adm create-login-template
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OJAYFYTL—hEfERLET,
=Bl

# Output a template for the login page to stdout
oc adm create-login-template

2.6.1.9. oc adm create-provider-selection-template

TanNA F—BROTY FL—MEERLE T,
e

# Output a template for the provider selection page to stdout
oc adm create-provider-selection-template

2.6.1.10. oc adm drain
J—RERLAY (BB LTAYTHF VY REREFELET,
R

# Drain node "foo", even if there are pods not managed by a replication controller, replica set, job,
daemon set or stateful set on it

oc adm drain foo --force

# As above, but abort if there are pods not managed by a replication controller, replica set, job,

daemon set or stateful set, and use a grace period of 15 minutes
oc adm drain foo --grace-period=900

2.6.1.11. oc adm groups add-users
A—H—%JIN—FIZBMLET,

152 F3 51

# Add useri and user2 to my-group
oc adm groups add-users my-group user1 user2

2.6.1.12. oc adm groups hew

R IIN—TE=ERLET,
e

# Add a group with no users
oc adm groups new my-group

# Add a group with two users
oc adm groups new my-group useri user2
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# Add a group with one user and shorter output
oc adm groups new my-group user1 -0 name

2.6.1.13. oc adm groups prune
AETONAT—DORELTVWELI— RESIRYT 2 LIEIO OpenShift 7IL—F%HBIBRL £ 7,

152 F3 51

# Prune all orphaned groups
oc adm groups prune --sync-config=/path/to/Idap-sync-config.yaml --confirm

# Prune all orphaned groups except the ones from the blacklist file
oc adm groups prune --blacklist=/path/to/blacklist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist file
oc adm groups prune --whitelist=/path/to/whitelist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist
oc adm groups prune groups/group_name groups/other_name --sync-config=/path/to/Idap-sync-
config.yaml --confirm

2.6.1.14. oc adm groups remove-users
TIW—Thoa1—H—%HIRLET,
=R

# Remove useri and user2 from my-group
oc adm groups remove-users my-group useri user2

2.6.1.15. oc adm groups sync
OpenShift ZIL—7EAELTONA S —D5DL I—RNEEHAL T,

152 F3 51

# Sync all groups with an LDAP server
oc adm groups sync --sync-config=/path/to/ldap-sync-config.yaml --confirm

# Sync all groups except the ones from the blacklist file with an LDAP server
oc adm groups sync --blacklist=/path/to/blacklist.txt --sync-config=/path/to/Idap-sync-config.yaml --
confirm

# Sync specific groups specified in a whitelist file with an LDAP server
oc adm groups sync --whitelist=/path/to/whitelist.txt --sync-config=/path/to/sync-config.yaml --

confirm

# Sync all OpenShift groups that have been synced previously with an LDAP server
oc adm groups sync --type=openshift --sync-config=/path/to/ldap-sync-config.yaml --confirm
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# Sync specific OpenShift groups if they have been synced previously with an LDAP server
oc adm groups sync groups/group1 groups/group2 groups/group3d --sync-config=/path/to/sync-
config.yaml --confirm

2.6.1.16. oc adm inspect

BED)Y —ADTNy ITTF—EINELFT,

{52 F3 51

# Collect debugging data for the "openshift-apiserver” clusteroperator
oc adm inspect clusteroperator/openshift-apiserver

# Collect debugging data for the "openshift-apiserver” and "kube-apiserver" clusteroperators
oc adm inspect clusteroperator/openshift-apiserver clusteroperator/kube-apiserver

# Collect debugging data for all clusteroperators
oc adm inspect clusteroperator

# Collect debugging data for all clusteroperators and clusterversions
oc adm inspect clusteroperators,clusterversions

2.6.1.17. oc adm migrate template-instances

TYTL—M Y RIVZAEEHL T, &RHFD group-version-kinds #8845 LD ICLE T,

152 351

# Perform a dry-run of updating all objects
oc adm migrate template-instances

# To actually perform the update, the confirm flag must be appended
oc adm migrate template-instances --confirm

2.6.1.18. oc adm must-gather

Pod DFRA VR VR ERELTT NNy JIEREIRELZE T,
ERHAI

76

# Gather information using the default plug-in image and command, writing into ./must-gather.local.
<rand>
oc adm must-gather

# Gather information with a specific local folder to copy to
oc adm must-gather --dest-dir=/local/directory

# Gather audit information
oc adm must-gather -- /usr/bin/gather_audit_logs

# Gather information using multiple plug-in images
oc adm must-gather --image=quay.io/kubevirt/must-gather --image=quay.io/openshift/origin-must-
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gather

# Gather information using a specific image stream plug-in
oc adm must-gather --image-stream=openshift/must-gather:latest

# Gather information using a specific image, command, and pod-dir
oc adm must-gather --image=my/image:tag --source-dir=/pod/directory -- myspecial-command.sh

2.6.1.19. oc adm new-project

FR7OV O MR LET,
e

# Create a new project using a node selector
oc adm new-project myproject --node-selector="type=user-node,region=east’

2.6.1.20. oc adm node-logs
J—kooJ%zxRrL. 7405 —LZET,

152 F3 51

# Show kubelet logs from all masters
oc adm node-logs --role master -u kubelet

# See what logs are available in masters in /var/logs
oc adm node-logs --role master --path=/

# Display cron log file from all masters
oc adm node-logs --role master --path=cron

2.6.1.21. oc adm pod-network isolate-projects
7O MRy NI—VEDBELET,
=R

# Provide isolation for project p1
oc adm pod-network isolate-projects <p1>

# Allow all projects with label name=top-secret to have their own isolated project network
oc adm pod-network isolate-projects --selector="name=top-secret’

2.6.1.22. oc adm pod-network join-projects

oYz by hT—=2IXBMLET,

152 F3 51

# Allow project p2 to use project p1 network
oc adm pod-network join-projects --to=<p1> <p2>
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# Allow all projects with label name=top-secret to use project p1 network
oc adm pod-network join-projects --to=<p1> --selector="name=top-secret'

2.6.1.23. oc adm pod-network make-projects-global
oYz bRy b= 7O0-NLICLET,
ELELT

# Allow project p1 to access all pods in the cluster and vice versa
oc adm pod-network make-projects-global <p1>

# Allow all projects with label name=share to access all pods in the cluster and vice versa
oc adm pod-network make-projects-global --selector="name=share'

2.6.1.24. oc adm policy add-role-to-user
REOCTO I MDA—HF—FEY—ERTHV Y M&2O—LICEMLET,

152 F3 51

# Add the 'view' role to useri for the current project
oc adm policy add-role-to-user view user1i

# Add the 'edit’ role to serviceaccount1 for the current project
oc adm policy add-role-to-user edit -z serviceaccounti

2.6.1.25. oc adm policy add-scc-to-group

SCC (Security Context Constraints) 7 73 =¥ & 7 I)L—FITEBML £,

152 F3 51

# Add the 'restricted’ security context constraint to group1 and group2
oc adm policy add-scc-to-group restricted group1 group2

2.6.1.26. oc adm policy add-scc-to-user

SCC (security context constraint) Z 1 —H—F &I —EX7 AV Y MIEML FT,

152 F3 51

# Add the 'restricted’ security context constraint to user1 and user2
oc adm policy add-scc-to-user restricted user1 user2

# Add the ‘privileged' security context constraint to serviceaccounti in the current namespace
oc adm policy add-scc-to-user privileged -z serviceaccount1

2.6.1.27. oc adm policy scc-review

Pod #ElCE 2 H—ERT7HOV MNAERLET,
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152 F3 51

# Check whether service accounts sal and sa2 can admit a pod with a template pod spec specified
in my_resource.yaml|

# Service Account specified in myresource.yaml file is ignored

oc adm policy scc-review -z sal,sa2 -f my_resource.yaml

# Check whether service accounts system:serviceaccount:bob:default can admit a pod with a
template pod spec specified in my_resource.yam!
oc adm policy scc-review -z system:serviceaccount:bob:default -f my_resource.yaml

# Check whether the service account specified in my_resource_with_sa.yaml can admit the pod
oc adm policy scc-review -f my_resource_with_sa.yaml

# Check whether the default service account can admit the pod; default is taken since no service

account is defined in myresource_with_no_sa.yam!
oc adm policy scc-review -f myresource_with_no_sa.yaml

2.6.1.28. oc adm policy scc-subject-review
A—H—FRBFT—ERXRTAD Y b Pod ZFXTEBNEINZHERBL X T,
ELELT

# Check whether user bob can create a pod specified in myresource.yam!
oc adm policy scc-subject-review -u bob -f myresource.yaml

# Check whether user bob who belongs to projectAdmin group can create a pod specified in
myresource.yaml

oc adm policy scc-subject-review -u bob -g projectAdmin -f myresource.yaml

# Check whether a service account specified in the pod template spec in myresourcewithsa.yam|

can create the pod
oc adm policy scc-subject-review -f myresourcewithsa.yaml

2.6.1.29. oc adm prune builds
DRIDTZTHEABELUVCRBRLILEIL RZHIBRLE T,

152 F3 51

# Dry run deleting older completed and failed builds and also including

# all builds whose associated build config no longer exists

oc adm prune builds --orphans

# To actually perform the prune operation, the confirm flag must be appended
oc adm prune builds --orphans --confirm

2.6.1.30. oc adm prune deployments
LRIDETEABLIOCKRL T IO XY MEELZHIBRLET,

152 F3 51
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# Dry run deleting all but the last complete deployment for every deployment config
oc adm prune deployments --keep-complete=1

# To actually perform the prune operation, the confirm flag must be appended
oc adm prune deployments --keep-complete=1 --confirm

2.6.1.31. oc adm prune groups

AETONAT—DORELTVWELI— RESIRY 2 LIEIO OpenShift 7IL—F%HBIRL £ 7,

152 F3 51

# Prune all orphaned groups
oc adm prune groups --sync-config=/path/to/ldap-sync-config.yaml --confirm

# Prune all orphaned groups except the ones from the blacklist file
oc adm prune groups --blacklist=/path/to/blacklist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist file
oc adm prune groups --whitelist=/path/to/whitelist.txt --sync-config=/path/to/|dap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist

oc adm prune groups groups/group_name groups/other_name --sync-config=/path/to/Idap-sync-
config.yaml --confirm

2.6.1.32. oc adm prune images

SRINTUVWAWA X =V ZHRLE T,

152 F3 51

O

# See what the prune command would delete if only images and their referrers were more than an
hour old

# and obsoleted by 3 newer revisions under the same tag were considered

oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m

# To actually perform the prune operation, the confirm flag must be appended
oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m --confirm

# See what the prune command would delete if we are interested in removing images
# exceeding currently set limit ranges (‘openshift.io/Image’)
oc adm prune images --prune-over-size-limit

# To actually perform the prune operation, the confirm flag must be appended
oc adm prune images --prune-over-size-limit --confirm

# Force the insecure http protocol with the particular registry host name
oc adm prune images --registry-url=http://registry.example.org --confirm

# Force a secure connection with a custom certificate authority to the particular registry host name

oc adm prune images --registry-url=registry.example.org --certificate-
authority=/path/to/custom/ca.crt --confirm
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2.6.1.33. oc adm release extract

BEHRAO—RFORBET 1 A7ICHELET,

152 351

# Use git to check out the source code for the current cluster release to DIR
oc adm release extract --git=DIR

# Extract cloud credential requests for AWS
oc adm release extract --credentials-requests --cloud=aws

# Use git to check out the source code for the current cluster release to DIR from linux/s390x image

# Note: Wildcard filter is not supported. Pass a single os/arch to extract

oc adm release extract --git=DIR quay.io/openshift-release-dev/ocp-release:4.2.2 --filter-by-
0s=linux/s390x

2.6.1.34. oc adm release info

U —RICHAY BERERTLET,
=Bl

# Show information about the cluster's current release
oc adm release info

# Show the source code that comprises a release
oc adm release info 4.2.2 --commit-urls

# Show the source code difference between two releases
oc adm release info 4.2.0 4.2.2 --commits

# Show where the images referenced by the release are located
oc adm release info quay.io/openshift-release-dev/ocp-release:4.2.2 --pullspecs

# Show information about linux/s390x image

# Note: Wildcard filter is not supported. Pass a single os/arch to extract
oc adm release info quay.io/openshift-release-dev/ocp-release:4.2.2 --filter-by-os=Ilinux/s390x

2.6.1.35. oc adm release mirror
D) —REFDA A=Y LI AN)—DGARICIS—Y) VI LET,

152 F3 51

# Perform a dry run showing what would be mirrored, including the mirror objects
oc adm release mirror 4.3.0 --to myregistry.local/openshift/release \
--release-image-signature-to-dir /tmp/releases --dry-run

# Mirror a release into the current directory
oc adm release mirror 4.3.0 --to file://openshift/release \
--release-image-signature-to-dir /tmp/releases

# Mirror a release to another directory in the default location
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oc adm release mirror 4.3.0 --to-dir /imp/releases

# Upload a release from the current directory to another server
oc adm release mirror --from file://openshift/release --to myregistry.com/openshift/release \
--release-image-signature-to-dir /tmp/releases

# Mirror the 4.3.0 release to repository registry.example.com and apply signatures to connected
cluster

oc adm release mirror --from=quay.io/openshift-release-dev/ocp-release:4.3.0-x86_64 \

--to=registry.example.com/your/repository --apply-release-image-signature

2.6.1.36. oc adm release new

#FL UL OpenShift ) —XZEKLZET,
=R

# Create a release from the latest origin images and push to a DockerHub repo
oc adm release new --from-image-stream=4.1 -n origin --to-image
docker.io/mycompany/myrepo:latest

# Create a new release with updated metadata from a previous release
oc adm release new --from-release registry.svc.ci.openshift.org/origin/release:v4.1 --name 4.1.1 \
--previous 4.1.0 --metadata ... --to-image docker.io/mycompany/myrepo:latest

# Create a new release and override a single image
oc adm release new --from-release registry.svc.ci.openshift.org/origin/release:v4.1 \
cli=docker.io/mycompany/cli:latest --to-image docker.io/mycompany/myrepo:latest

# Run a verification pass to ensure the release can be reproduced
oc adm release new --from-release registry.svc.ci.openshift.org/origin/release:v4.1

2.6.1.37. oc adm taint

12LED/—RTTFA4V NEBHFLEY,
Ed==L0]

[

# Update node 'foo' with a taint with key 'dedicated’ and value 'special-user' and effect 'NoSchedule
# If a taint with that key and effect already exists, its value is replaced as specified
oc adm taint nodes foo dedicated=special-user:NoSchedule

# Remove from node 'foo’ the taint with key 'dedicated’ and effect 'NoSchedule' if one exists
oc adm taint nodes foo dedicated:NoSchedule-

# Remove from node 'foo’ all the taints with key 'dedicated’
oc adm taint nodes foo dedicated-

# Add a taint with key 'dedicated’ on nodes having label mylabel=X
oc adm taint node -I myLabel=X dedicated=foo:PreferNoSchedule

# Add to node 'foo' a taint with key 'bar’ and no value
oc adm taint nodes foo bar:NoSchedule
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2.6.1.38. oc adm top images
A A=Y DFERRROMEZRRLET,
ELEELT

# Show usage statistics for images
oc adm top images

2.6.1.39. oc adm top imagestreams
AA=VZARN) —LDERREOREZRRLET,
ELELT

# Show usage statistics for image streams
oc adm top imagestreams

2.6.1.40. oc adm top node
J—RDYY—R (CPU/XEY—)DFERARRERTLET,
=R

# Show metrics for all nodes
oc adm top node

# Show metrics for a given node
oc adm top node NODE_NAME

2.6.1.41. oc adm top pod
Pod DY Y —X (CPU/XEY—) DERKREERTILET,
=R

# Show metrics for all pods in the default namespace
oc adm top pod

# Show metrics for all pods in the given namespace
oc adm top pod --namespace=NAMESPACE

# Show metrics for a given pod and its containers
oc adm top pod POD_NAME --containers

# Show metrics for the pods defined by label name=mylLabel

oc adm top pod -l name=myLabel

2.6.1.42. oc adm uncordon

J—RIZRT Y 12— LR (schedulable) DY —V % {FIF £ T,

152 351

8823 OPENSHIFT CLI (OC)

83



OpenShift Container Platform 4.11 CLI Y —JL

# Mark node "foo" as schedulable
oc adm uncordon foo

2.6.1.43. oc adm upgrade
DSR9—%TyvTIL—RT2D. FYvTITL—RFvRILERAET S

152 F3 51

# Review the available cluster updates
oc adm upgrade

# Update to the latest version
oc adm upgrade --to-latest=true

2.6.1.44. oc adm verify-image-signature

AA—VEBLZIIEETFNDM A -V IDZHELIT,

152 F3 51

# Verify the image signature and identity using the local GPG keychain

oc adm verify-image-signature
sha256:c841e9b64e4579bd56¢794bdd7c36e1c257110fd2404bebbb8b613€4935228¢c4 \

--expected-identity=registry.local:5000/foo/bar:v1

# Verify the image signature and identity using the local GPG keychain and save the status

oc adm verify-image-signature
sha256:c841e9b64e4579bd56¢c794bdd7c36e1c257110fd2404bebbb8b613€4935228¢c4 \

--expected-identity=registry.local:5000/foo/bar:v1 --save

# Verify the image signature and identity via exposed registry route

oc adm verify-image-signature
sha256:c841e9b64e4579bd56¢794bdd7c36e1c257110fd2404bebbb8b613€4935228¢c4 \

--expected-identity=registry.local:5000/foo/bar:vi \

--registry-url=docker-registry.foo.com

# Remove all signature verifications from the image

oc adm verify-image-signature
sha256:c841e9b64e4579bd56c794bdd7c36e1c257110fd2404bebbb8b613e4935228¢4 --remove-all

2.6.2. EAEIER

® OpenShift CLIFAFEZEI~Y Y N T77L VR

2.7.0C BLUV'KUBECTL O~ RDfEF

Kubernetes DY~ K54 4 4 —7 x4 X (CLI) kubectl I&. Kubernetes 7 3 24 —Ix L T2
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XY@c 77147V Hh) X.Y+N footnote:versionpolicyn[N
FTULEOHIETT ] (0C V54T
)

XY ($—/8—) o o

X.Y+N footnote:versionpolicyn[] o o
(F—/8=)

o STEICEBELDH B,

oocﬁi'f VME TN EBRICT I ERATELQWGEDHY T,
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o oc VATV ME POERINZY—N—HERMEQRVA T a v B I VOHELRET 27
BEMLHY FT,

2.7.2. kubectl /X1 F+1) —

kubectl /X1 1) — (&, EHED Kubernetes IRIE % A 9 % ## OpenShift Container Platform 21—
H'—. F7zld kubectl CLI #BEMICFERAT 21— —DHE7—/70—-8L VPRI ) T rEHR—
NI 2FERE LTREINZE T, kubectl DEIFI—H—I3/N1 F 1) —%5|Z#HEEFEA L. OpenShift
Container Platform 7 5 24 —~DZEEX: L IC Kubernetes DY) S 574 JEREFETEF T,

OpenShift CLID A > 2 k=)L FIRICH> T, 7 R—MINTW3S Kubectl /X1 FY—%4A4 VA M=)l
TEXZET, kubectl N1 F ) —lF, N4 FY)—%F O VO—RITBIBEICT—HATICEFNET, F
7ZIERPM ZFERHLTCLIOA YA M=ILEICA VA M—ILEINE T,

ML, kubectt D RFa AV KN BZSRBLTLIEIL,
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$3%= ODOCHEELEL

E3Z b0 COEELREH

Red Hat I&. OpenShift Container Platform RKF a1 XY~ 44 N Todo ICAAT 2 EHRARBELTVWEE
Ao 0do ICEAET 2 RF 2 XY MERICDWTIE, RedHat 8L V7Y TR MY —L33I2=F 11—
FOTBEINTWS RFa AV M EZSRBLTLEIL,

BE

Ty TZAMN)—LTIa=F74—ICE > THRINZERICDWLWTIE, RedHat (&
Cooperative Community Support D R THR— M ZRHELE T,
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55 4% OPENSHIFT SERVERLESS T{#EHd % KNATIVE CLI

Knative (kn) CLI l&. OpenShift Container Platform @ Knative Y R—% > b & OB LT EFEBIMIC
LEd.

41. FTLBER

Knative (kn) CLI l&, —N—LRAVE1—F 1 VIRV EBEHHIODERICT DL ICKRETINT
W& T, Knative CLI DELRBEEEIZRDEEY TT,

o OAYYRFIAUDLY—N—=LRAT7FI)r—ava77O04LET,
e H—EX, VEYVarv, BLUTINZTT 14 v 38R ED Knative Serving DEREZEIE L X7,

o ARYNY—=ZABLV MY H—RED Knative Eventing AV R—% > M E/ER L. BELE
-a—o

o BEFE®D Kubernetes 7 ) r—> 3 VB & U Knative ' —E R i 572851, sink binding
“ERLET,

e kubectlCLI EE#RIC, FRMDH D TST4(4 Vv T7—FFT 9 F ¥ —T Knative CLI 53R L F
-a—o

o Knative Y—ERDBERAT—) VI NRSA—49—%FZELET,

o BRIFDHERAZRFHLALY., hRHYLO—-LTIMBLVPO—INRNY IR NSTI—DFT7OA
BREDRY ) T MEXIhER,

42. KNATIVECLIDA Y XA h—Jb

Knative CLIDA Y A M—JL ICDWTHBBLTL I,
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5. TKN®DA VX b—Jb

CLIY—IL%EERL T, ¥—3IFIH5 Red Hat OpenShift Pipeline 2B L9, UTFTDOEI 3V
Tld. BEODERBZ TS Y N I4—LICCLIY—IL AA VRN =T EHEEHBLIET,

¥ 7=. OpenShift Container Platform Web 2>V — LS &FTD/NA F 1) —~D URL ZRDIF 3 I
&, BLBO? 743> %%2 Y v~ L. CommandLine Tools &R L £7,

2

ARM /\— K7 £ 77 T® Red Hat OpenShift Pipelines DE{Ti&. 72 /0y —7 L
Ea—#EEDnHTY, 77 /00—7FL E1—#EEld, RedHat @D —EZ LN
TV —=XAY N (SLA) ORRATHY ., HENICEETIRABWI EAHY £9, Red
Hat XEHRBBRETINOAFEATEIEAHBLTVWERA, T2/0V—-7L
Ea—#EElIE. RFTORBEELXVWERCIREL T, AREBTHEEDT X M ETWL
TA—RKNRNYIERHFEEL TV AL EEBRNELTWVWET,

RedHat D54 /Oy —7 L Ea1—#eEDyR— NEICRET 23FMIE. 77/ 00—
T E1—#EDYR— MNEFE 2S8R L TLEIWN,

SoXo ER
4
CNKX, 7—Hh4 T ERPMOFEAHIC, ROEFTAET 74 LHEERTVET,
f i
\ L ® tkn
cfﬂ o *-'._j:-
¢ | ® tkn-pac
4
]
S ® opc
B5Z

opc CLI'Y —JL % {E M L 7= Red Hat OpenShift Pipelines DE{Ti&. 72 ./0Y—7L
Ea—#8ETd, 77 /00—FLE1—#EEld. RedHat BEDHY—EZXLRILT Y
)—X Y K (SLA) DRRATHY., HEMICEE2TIKAWI EAHY £, RedHat I
EHRBARECINOAFERATZIIEAMBELTCVWERA, 77/0V—FL Ea—#EE
d. RFOERMELWERIRHBL T, AREETHEDT A N ETWT 1 — Ry
JERELTWALELZEZBWELTVWET,

RedHat D574 /Oy —7 L Eax—#eEDyR— NaEICRET 23FMIE. 77/ 00—
T Ex—#EDYR— MNEFE 2S8R L TLEI W,

5.1.1. Linux ~® Red Hat OpenShift Pipelines CLID 1 >~ X b—JL

Linux 741 AN E2—>3VDBE, ClLixtar.gz7—H47&LTHY I YO—RTEXT,

FIig
. AETBCLIY—ILESY D vO—RKLET,

® |inux (x86_64, amd64)
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https://mirror.openshift.com/pub/openshift-v4/clients/pipeline/1.10.0/tkn-linux-amd64.tar.gz

OpenShift Container Platform 4.11 CLI Y —JU

® LinuxonIBMZ & &£ U IBM® LinuxONE (s390x)
® Linux on IBM Power (ppc64le)
® ARM E® Linux (aarch64., arm64)

L. 7—A4T7RALET,

I $ tar xvzf <file>
2. tkn, tkn-pac. LU opc 7 71 ILDIGFF% PATHIRIEZEHICEBMLE T,
3. PATH Z#& 9 % I1liE. LTFOIY Y RERITLET,

I $ echo $PATH

5.1.2. RPM % {@F L 7= Linux ~® Red Hat OpenShift Pipelines CLI D1 > X b —)b

Red Hat Enterprise Linux (RHEL) /X—< 3 > 8 D& (&, Red Hat OpenShift Pipelines CLI & RPM &
LTAVRAMN=ILTEZET,

AR

o HBFELD RedHat 7H 7Y MIBARA OpenShift Container Platform 4722 ) 7> 3 v h'H
%,

o O—AILYRF AIC root F7=1F sudo HEREHL B 5,

FI&
1. Red Hat Subscription Manager IZ&8 L £,
I # subscription-manager register
2. RFIDY TRV T avr—9%5TILLET,
I # subscription-manager refresh
3. FAREEAY TRV ) FoavaE—BRRLET,
I # subscription-manager list --available --matches "pipelines™

4. BRIOIY Y ROHE AT, OpenShift Container Platform #7245 1) 7> a>dF—I)LID =R
DIF. INEEHFBINLEIRATLILTYYFLET,

I # subscription-manager attach --pool=<pool_id>

5. Red Hat OpenShift Pipelines THER) R M) —2BMICLE T,

® Linux (x86_64, amd64)

I # subscription-manager repos --enable="pipelines-1.10-for-rhel-8-x86_64-rpms"
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® LinuxonIBMZ & &£ U IBM® LinuxONE (s390x)
I # subscription-manager repos --enable="pipelines-1.10-for-rhel-8-s390x-rpms"

® Linux on IBM Power (ppc64le)
I # subscription-manager repos --enable="pipelines-1.10-for-rhel-8-ppc64le-rpms"

e ARM LE® Linux (aarch64, arm64)
I # subscription-manager repos --enable="pipelines-1.10-for-rhel-8-arm64-rpms"
6. openshift-pipelines-client /Xy 57— %4V k=)L L E T,
I # yum install openshift-pipelines-client
CLIOA YR M—)LtgiE, tknIT Y REFEALTIATEEY,

I $ tkn version

5.1.3. Windows ~® Red Hat OpenShift Pipelines CLI D1 > X k—JU

Windows D&, CLIZ zip 7—hAA4 7&LTH¥ o vO—RTEET,

FIIg
1L CLIY—IL &S ovO—RLET,
2. 2P FATSLTT—HA4AT5BEALEY,
3. tkn. tkn-pac. LUV opc 7 7 1L DIFF%E PATH REZHICEML XY,

4. PATH #5889 5IClE. UTFDIYY RZEITLET,

I C:\> path

5.1.4. macOS ~® Red Hat OpenShift Pipelines CLID 1 > X b —Jb

macOS DIGFH. CLiZ tar.gz7—h4 7&LTH¥ o vO0—RTEET,

FIig
. BETBCLIY—ILESY D vO—RLET,

® macOS
e ARM E® macOS
2. T—HAT5BELTHRELET,
3. tkn. tkn-pac. BL UV opc 7 7 1L DIFFF%E PATH REZHIEML XY,

4. PATH #5889 5. UTFDIYY RZEITLET,

o1


https://mirror.openshift.com/pub/openshift-v4/clients/pipeline/1.10.0/tkn-windows-amd64.zip
https://mirror.openshift.com/pub/openshift-v4/clients/pipeline/1.10.0/tkn-macos-amd64.tar.gz
https://mirror.openshift.com/pub/openshift-v4/clients/pipeline/1.10.0/tkn-macos-arm64.tar.gz
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I $ echo $PATH

5.2. OPENSHIFT PIPELINES TKN CLI D%

& TS EABICT %71 Red Hat OpenShift Pipelines tkn CLI 23 E L £ 9,

5219 7REDAEMEL

tknCLIY — L&A VA M=)LLERIC, Y 7@E2AMICLTtkn OY Y ROBEEHETAETT S
M Tab F—AHIEICA T a VORENARRIIND LDICTEET,

RIS
® tknCLIV—IL%EA YA M—JLLTWB I &,

e O—HJ P RT AIC bash-completion A1 Y A h—JLINTWB I &,

FIE
UTFOFIETIE, Bash DY THEEAMCLES,

1. Bashf#EI—RZ27 71 ILICRTFLE T,
I $ tkn completion bash > tkn_bash_completion
2. 7 71 L% /etc/bash_completion.d/ ICOE—L £ 7,
I $ sudo cp tkn_bash_completion /etc/bash_completion.d/

FlE, 7740 EO—AILTa LI M) —ICRELZIC, Ih% .bashre 7 7 1 LA S EL
BTEDLIHIKTDHIENTEET,

Y TRTI. FRS—IFILERCEBDCINET,

5.3. OPENSHIFT PIPELINESTKN ') 7 7 L~ X

ZDEIavTld, EAMNAQtknCLI O Y RO—EBEA#BNTLET,

5.3.1. EAXRBLEX

tkn [command or options] [arguments...]

532.70—N\)LA T3y

--help, -h
533.1—F14YFr4—3av<% R

5.3.3.1. tkn

tkn CLI D# < > K,
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fBl: TRTOA T avDRE

I $ tkn

5.3.3.2. completion [shell]

AV SI)T 4 TRETERETZ2-DITEMTZ2MENH DY LTI —REHALET, YR—
NEn3d>z)lid bash 8L zsh T,

f5: bash &~ T )L DFEZI— K

I $ tkn completion bash

5.3.3.3. version

tknCLIONN—Y 3 ViIEsRAEHADLE T,

f5ll: tkn /N—<0 3 >~ DFEER

I $ tkn version

5.3.4.Pipelines 2OV K

5341/ 54 v
Pipeline ZEE L 7,

Bl: N T DRR
I $ tkn pipeline --help

5.3.4.2. pipeline delete
Pipeline ZHIPR L £ 7,

f5: namespace 5 mypipeline Pipeline ZBIf& L £ 9,
I $ tkn pipeline delete mypipeline -n myspace
5.3.4.3. pipeline describe

Pipeline Z&g L £ 9,

f5: mypipeline Pipeline 52t L £ 9,

I $ tkn pipeline describe mypipeline

5.3.4.4. pipeline list

Pipeline D—&%ZXRL XY,
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f5l: Pipeline D—&%Z XK~ L XY,
I $ tkn pipeline list

5.3.4.5. pipeline logs

HEED Pipeline DOV %#KRRLE T,

f5l: mypipeline Pipeline D> 4 7OV DA KN) =XV 5
I $ tkn pipeline logs -f mypipeline

5.3.4.6. pipeline start
Pipeline Z&E& L £ 7,

f5: mypipeline Pipeline ##&& L £ 7,

I $ tkn pipeline start mypipeline

5.3.5.Pipeline E2{Ta< Y K

5.3.5.1. pipelinerun

Pipeline RITZEE L X7,

Bl: N T DRR
I $ tkn pipelinerun -h

5.3.5.2. pipelinerun cancel

Pipeline 21T ¥+ I L ZF T,

f5: namespace 5 @ mypipelinerun Pipeline 7% YUE LT,
I $ tkn pipelinerun cancel mypipelinerun -n myspace

5.3.5.3. pipelinerun delete
Pipeline 1T ZHIFR L £ 7,

f5: namespace H 5 ® Pipeline R1T#BIFR L £ 9,
I $ tkn pipelinerun delete mypipelinerun1 mypipelinerun2 -n myspace

fl: RIAEITI N7/ 5 DD Pipeline 1T %R E. namespace N 5§ R T D Pipeline £1T % Hl
BRLET,

I $ tkn pipelinerun delete -n myspace --keep 5 ﬂ
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| |
ﬂ 5%, RETIRERTINK Pipeline RITORICEZHZIET,
f5l: 3 RT D Pipeline # ¥ L 9,

I $ tkn pipelinerun delete --all

EEC

Red Hat OpenShift Pipelines 1.6 LAF& T, tkn pipelinerun delete --all 2 < > K3,
running JREED ) vV — X ZHIBR L & A,

5.3.5.4. pipelinerun describe
Pipeline £1T7%8ik L £ 7,

f5l: namespace T® mypipelinerun Pipeline 217 % & L £,
I $ tkn pipelinerun describe mypipelinerun -n myspace
5.3.5.5. pipelinerun list

Pipeline 172 —&XRL X7,

f5: namespace T® Pipeline £TO—&4%#XRL 7,
I $ tkn pipelinerun list -n myspace

5.3.5.6. pipelinerun logs

Pipeline 27O/ %K RL £,

f5: namespace DI R TDHY RV & & CFIE% &L mypipelinerun Pipeline 2170 0O V' % Xk~
LET,

I $ tkn pipelinerun logs mypipelinerun -a -n myspace
536. Y AVEHOT VR

5.3.6.1. task
WAV EEBLEY,

fBl: NV T DORR

I $ tkn task -h

5.3.6.2. task delete
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YAV EHIBRLET,
f5l: namespace 7 5 M mytask1 & £ U mytask2 ¥ 2V ZHIBR L £ 9,
I $ tkn task delete mytask1 mytask2 -n myspace
5.3.6.3. task describe

SRy LEY,

f5l: namespace M mytask ¥ XV &5k L £,

I $ tkn task describe mytask -n myspace

5.3.6.4. task list
YAV E—BRRLET,

f5: namespace DI RTDHY RV =—EBERRLET,

I $ tkn task list -n myspace

5.3.6.5. task logs
2007 %RRLET,

f5: mytask ¥ 2 2 D mytaskrun ¥ A 7 R{TOO7 %K R~LE T,

I $ tkn task logs mytask mytaskrun -n myspace

5.3.6.6. task start
YAV =RBLET,

f5: namespace ® mytask ¥ A 7 BB L X T,

I $ tkn task start mytask -s <ServiceAccountName> -n myspace

537. % AV%FT7av VR

5.3.7.1. taskrun

HRVERITEEELIY,

fBll: N T DRET

I $ tkn taskrun -h

5.3.7.2. taskrun cancel
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HRAVRTEXFvy EILLET,

f5: namespace H 5D mytaskrun ¥ 2 7 2T EERYBE L 9,

I $ tkn taskrun cancel mytaskrun -n myspace

5.3.7.3. taskrun delete
TaskRun ZHIBR L £,

f5l: namespace 7 5 M mytaskrun1 3 & U mytaskrun2 ¥ X 7 2T %#HIBRL £ 9,

I $ tkn taskrun delete mytaskrun1 mytaskrun2 -n myspace

f5: namespace N LFRIERTINIZE DDI R IUADTRTDI RV EHIKRLE T,
I $ tkn taskrun delete -n myspace --keep 5 ﬂ

‘) 5%, RETAISEETLAYRIVETORICBEHRAZET,

5.3.7.4. taskrun describe
YAV E[TERBLET,

f5: namespace T mytaskrun ¥ R 7 R1T7%55Eh LE T,

I $ tkn taskrun describe mytaskrun -n myspace

5.3.7.5. taskrun list
YAV ETE—ERRLET,

f5: namespace DI RTDHY RV RT%=—EXRRLET,

I $ tkn taskrun list -n myspace

5.3.7.6. taskrun logs
FRAVETOTERTLET,

f5: namespace T mytaskrun ¥ R Y R1TDS4 7O RRLET,

I $ tkn taskrun logs -f mytaskrun -n myspace

538. &EEIT VR

5.3.8.1. condition
XEEEELET,
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Bl: NV T DFRIR
I $ tkn condition --help

5.3.8.2. condition delete
FHEEHIRLEY,

f5: namespace 5 @D mycondition1 &4 D H iR
I $ tkn condition delete mycondition1 -n myspace
5.3.8.3. condition describe

Kz LET,

f5): namespace T® mycondition1 &4 D2t
I $ tkn condition describe mycondition1 -n myspace
5.3.8.4. condition list

FEe—BRTLIT,

f5l: namespace TOFRED—ERT

I $ tkn condition list -n myspace

5.3.9.Pipeline YV —XEEIOT VR

5.3.9.1. resource
Pipeline ) V—X&#EEB L XY,

fBl: NIV T DORR
I $ tkn resource -h

5.3.9.2. resource create

Pipeline ) YV —X&{ER LT,

f5l: namespace T® Pipeline |) ¥ — X DERK
I $ tkn resource create -n myspace

Zhix, VY—RDERL. VY—RADYA T, BLPN Y —RADIA FICEIDKIEODANEERT B A
VST 4 TRAT Y KT,

5.3.9.3. resource delete
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Pipeline Y YV —X ZHIBR L7,
f5: namespace 5 myresource Pipeline ) V — X % HIf& L £ 9,
I $ tkn resource delete myresource -n myspace
5.3.9.4. resource describe
Pipeline Y Y —XX %R LE T,

f5): myresource Pipeline ') ¥ — 2 M2k

I $ tkn resource describe myresource -n myspace

5.3.9.5. resource list
Pipeline ) YV —2&—EBERRLZF T,

f5l: namespace D § RT D Pipeline ) YV —ZAND—E&XK=

I $ tkn resource list -n myspace

5.3.10. ClusterTask EIEa~v > K

BE

Red Hat OpenShift Pipelines 1.10 Tl&, tkn A K54 > 1—714 )74 —D
ClusterTask BEREASFEHERZ IC Y . [FRDY ) — X THIRINZFETT,

5.3.10.1. clustertask

ClusterTask # BB L 9,

fBl: NIV T DORER

I $ tkn clustertask --help

5.3.10.2. clustertask delete

7S5 R8—® ClusterTask ) YV — X & HIfR L E 9,

f51: mytask1 & & U mytask2 ClusterTask DR

I $ tkn clustertask delete mytask1 mytask2

5.3.10.3. clustertask describe

ClusterTask Z&gik L 9,

f5: mytask ClusterTask Mgt
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I $ tkn clustertask describe mytaski

5.3.10.4. clustertask list

ClusterTask #a—EXRRLZF Y,

f5: ClusterTask D—E& R

I $ tkn clustertask list

5.3.10.5. clustertask start
ClusterTask BB L £ 9,

f5: mytask ClusterTask D FH#A

I $ tkn clustertask start mytask

531N BEBIY VRO NY H—

5.3.11.1. eventlistener

EventListener BB L ¢,

fBll: N T DRET

I $ tkn eventlistener -h

5.3.11.2. eventlistener delete

EventListener Z#HIBR L £ 9,

f5l: namespace @ mylistener1 & & U mylistener2 EventListener M HfR

I $ tkn eventlistener delete mylistener1 mylistener2 -n myspace

5.3.11.3. eventlistener describe

EventListener #&2 L £ 9,

f5l: namespace @ mylistener EventListener M2 it

I $ tkn eventlistener describe mylistener -n myspace

5.3.11.4. eventlistener list

EventListener #a—&xXR~L ¥ 7,

f5l: namespace M § R T®D EventListener D—E X'~
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I $ tkn eventlistener list -n myspace

5.3.11.5. eventlistener O %

EventlListener O 2R KL F 7,

f5l: namespace @ mylistener EventListener ® O J'&X R~
I $ tkn eventlistener logs mylistener -n myspace
5.3.11.6. triggerbinding

TriggerBinding # E¥E L %9,

f5: TriggerBindings ~NJL 7D &R

I $ tkn triggerbinding -h

5.3.11.7. triggerbinding delete
TriggerBinding ZHIBR L £ 9,
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f5l: namespace @ mybinding1 & & U mybinding2 TriggerBinding D HlfR

I $ tkn triggerbinding delete mybinding1 mybinding2 -n myspace

5.3.11.8. triggerbinding describe
TriggerBinding #5821t L £ 97,

f5l: namespace @ mybinding TriggerBinding D2 ikt
I $ tkn triggerbinding describe mybinding -n myspace
5.3.11.9. triggerbinding list

TriggerBinding #—&3&xRn~L £,

f5l: namespace M X T D TriggerBinding D—& X
I $ tkn triggerbinding list -n myspace

5.3.11.10. triggertemplate

TriggerTemplate ZEE L 7,

f5: TriggerTemplate ~NJL 7D FRR

I $ tkn triggertemplate -h
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5.3.11.11. triggertemplate delete

TriggerTemplate ZHIFR L £,

f5l: namespace M mytemplate1 3 & U' mytemplate2 TriggerTemplate D IR
I $ tkn triggertemplate delete mytemplate1 mytemplate2 -n “myspace’
5.3.11.12. triggertemplate describe

TriggerTemplate Z&E L £,

f5l: namespace M mytemplate TriggerTemplate Dk
I $ tkn triggertemplate describe mytemplate -n “myspace’

5.3.11.13. triggertemplate list

TriggerTemplate #—&&XnR L £ 7,

f5l: namespace D § RT D TriggerTemplate D—&XK R
I $ tkn triggertemplate list -n myspace

5.3.11.14. clustertriggerbinding

ClusterTriggerBinding #E2 L £ 9,

f5l: ClusterTriggerBinding D~ JL 7 DFRR

I $ tkn clustertriggerbinding -h

5.3.11.15. clustertriggerbinding delete

ClusterTriggerBinding Bl L £ 9,

f5: myclusterbinding1 & & U' myclusterbinding2 ClusterTriggerBinding M Hlf&

I $ tkn clustertriggerbinding delete myclusterbinding1 myclusterbinding?2

5.3.11.16. clustertriggerbinding describe

ClusterTriggerBinding Z&23ik L £ 9,

f5l: myclusterbinding ClusterTriggerBinding (D2 ikt

I $ tkn clustertriggerbinding describe myclusterbinding

5.3.11.17. clustertriggerbinding list
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ClusterTriggerBinding D—& %X x~ L £ 7,
fl: 9 _RT D ClusterTriggerBinding D—& X~
I $ tkn clustertriggerbinding list
53.12.hub Xz <7 >V K
BRIRNRATSA4VIRE, )V —RD Tekton Hub EXFEL £ 7

5.3.12.1. hub
NTEMNFELET,

Bl: N T DRE

I $ tkn hub -h

Bl: /NT APl H — /X — & DXIEE

I $ tkn hub --api-server https://api.hub.tekton.dev

E5C

ZTNZTIhOFIT, [WiKdTdHT7av Y RETSTERET 51C1E. tkn hub <command>
—-help ZE1TLX 7,

5.3.12.2. hub downgrade
AVARN=IEHD)Y—RETITL—RLET,
f5: mynamespace namespace M mytask ¥ A 7 A WA= 3 V¥ IV L —RKLET,

I $ tkn hub downgrade task mytask --to version -n mynamespace

5.3.12.3. hub get
%Rl fEE, Ahv07 BLUON=2a VIl VYA Z Tz AMNZREBLET,

f5l: tekton 1% O T H 5 DIFE/N—T 3 ~ D myresource Pipeline £/ Z9 AV D=7 A b
NS

I $ tkn hub get [pipeline | task] myresource --from tekton --version version

5.3.12.4. hub info
Zui. EHE, Ahv07, BLUON=Ua U, VY —RICEATBERERTLET,

f5l: tekton B O T DS DIFE/N—T 3 VD mytask ¥ 2 7 ICDWTDBIRERT
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I $ tkn hub info task mytask --from tekton --version version

5.3.12.5. hub install
B, g, N—YarvIlEiIlAvarshrsn)Y—R AV AN—=ILLET,

f5: mynamespace namespace @ tekton 14 O 55 mytask ¥ R 7 DEFED/N— 3 VDA
VA N=)

I $ tkn hub install task mytask --from tekton --version version -n mynamespace
5.3.12.6. hub reinstall

BESILIVERIZCEICY Y —RZBA VA M—ILLET,

f5: mynamespace namespace @ tekton 14 O D5 mytask ¥ R 7 DEFEED/N— 3 VDH
A 2AMN=JL

I $ tkn hub reinstall task mytask --from tekton --version version -n mynamespace

5.3.12.7. hub search
Zal. EHE, LY ITOHEAEDLETY Y —R%ZRELET,

Bl: 47 cli TD) Y —RADZE

I $ tkn hub search --tags cli

5.3.12.8. hub upgrade
AVARN=IEHD)Y—R%ET Y TITL—RKLET,

f5l: mynamespace namespace D1 > X h— )L E N 7c mytask ¥ R I DFMN—T 3 oADT v
TITL—R

I $ tkn hub upgrade task mytask --to version -n mynamespace
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% 6= OPM CLI

6.1.OPMCLI D1 VX b—JL

6.1.1.opm CLI IZDWT

opm CLI Y —JL &, Operator Bundle Format TR Y %7 &Il Operator Framework I & > TRt
nEd, TOYV—IEFHALT, YVZhozT7URI M) —IZHET B Operator XY RILD—EHN S
Operator DA% OV %ERM L, #MFITHIENTEEY, BRELT, IV TFF—AXA=2%aV T
FT—LIZARM)—ICREL. TORICISRAI—ICA VA M—ILTEET,

ALOJIE, AVTFT—A A=V DETEHICREINZHAAENAPIZFERLTI ) —TE
%, Operator RZ 7z ANAVFTFUIYANDRA VI —DT—IR=—ANEZTNZE T, OpenShift
Container Platform Tld. Operator Lifecycle Manager (OLM) I&. CatalogSource # 7 =¥ MH'E
ELAIOTY—RAADAA—TVBRTEXT, ThiIZLY, JF5RI—EICA VA M—ILE N
Operator ~NDIEEDEWEH A WREICT 2LDICA A —V 5 —EDBRTR—Y VI TEET,

ESPEAES

e Bundle Format ICDWT DML, Operator Framework /8w 7 — U 28R LT EX
LY,

e Operator SDK Z AL TNV FILA X =D ZERT B ICIE. NV FILA X =2 DfEA 258K
LTI,

6.1.2.opmCLID1 VX h—)b

opm CLI'Y —JLi&, Linux. macOS. F7zldE Windows 7—J A7 —>3aVICA VA M=)V TEZXT,

AR &R
o Linux DIFHEIKX. UTONRY T =V ABETEZHENHY 9, RHEL8 X, UTOEHKAET
TELIIKLET,

o podman /N—3 193 LR (/N—2 3 > 2.0 LARE % #27)

o glibc /N\—Y 3> 228 LI

FIR

1. OpenShift mirror site ICBEIL. BHEVDARL —T 4 VI AT ALIL—RT 2HH/N\—Y 3y
® tarball #4o>O—KLZET,

2. T—hATzRALET,

e Linux F7= & macOS DiFAE:

I $ tar xvf <file>

e Windows DIFHE. ZIP 7OV S LT —hA TBELET,
3. 774 )% PATH ODEEDIBFAICEZ F T,

e Linux F7= & macOS DiFAE:
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a. PATH z#E22 L ¥ 7,
I $ echo $PATH

b. 774 EBBLET., UTICHAZRLES,
I $ sudo mv ./opm /ust/local/bin/

e Windows D&

a. PATH Z#2 L X9,
I C:\> path
b. 771V EBELFT,
I C:\> move opm.exe <directory>
MREE
o opmCLI DA YR KM—JLIRIC, ThHFBEITETHD I E%ZERELET,

I $ opm version

6.1.3. FE B

o HYOVDEMK. BH. TIN—=VI%E5T opm DFEIX, HRYLAYOTDERE #5R
LTI,

6.2.0PMCLIY) 7 7L VXA

opm XY R4V A VH—T x4 R (CLI) &, Operator 1% OT & ERHR L TIRTFT 572DV —Ib
—G-g_o

opm CLI #XX
I $ opm <command> [<subcommand>] [<argument>] [<flags>]
#*6.1global 75 ¥

239 B4

--skip-tls NYRIVERBAVTYIRETIVE BRI, AVTF—AX—ILIZRMNY—
D TLS FEPAZE DRI Z &I L X T
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E:2

BEd 5 CLIavYY REED. SQLite R—2AD A4 OJHAIGIEHEOMEETT, FEH
EOHEEILHRIR & L T OpenShift Container Platform IC&EFNTH Y., Bl EfH{mI HKR—

FEIhFETH AEHBODSHEDY ) —ZATHBRINZ O, FIRT 704 XY N TOE

BIEHREINEEA,

OpenShift Container Platform TH#E E Lo 7e b HIBRI N ELRHEBEDORHO—EIC
DWTIE, OpenShift Container Platform 1) 1) —X / — ~ D JEHERES L BRI /ot
Bt YavESRBLTIREIW,

6

.2.1. generate

[l

EUREA VT YIADIEZIERT— T4 77 MaERLET,
a7 Y REX
I $ opm generate <subcommand> [<flags>]
%6.2generate H 71TV K
Y7avUFk B4

dockerfile SERRTES VT v U AD Dockerfile 4R L F T,

#6.3generate 7 5 7

237 B4

-h. --help generate DIV,

6.2.1.1. dockerfile

SERRTEA VT v Y AD Dockerfile ML X T,

E:2

DAV NIE, 41 VT v I ADBEIFER I NS Dockerfile % <dcRootDir> & [F U
T4 LI M) —IZfERR L &9 (<dcDirNames>.Dockerfile & L\ &#0), B LC&FID
Dockerfile NI TICHFERET 2HE. O Y RIFKBRLET,

EBIMDSRIVERBET S EIILEEF—DEETZHE. SEEF—DREDEDHH
£ I N7z Dockerfile ICEBIMINZE T,

vy REX
I $ opm generate dockerfile <dcRootDir> [<flags>]

36.4 generate dockerfile 7 5 7'
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237

B4

-i, --binary-image (2 AIQTEERT 24 A—Y, T 7 4)L MEIE quay.io/operator-

F51)

framework/opm:latest T9,

-I. --extra-labels (X H I 7z Dockerfile ICE®H ZBIMD ZNIb, ZRILOFERIE key=value T

F51)

-h. --help

6.2.2. index

ER
Dockerfile DIV T,

X5

A RedHat 4 X —Y % {FEA L TEJL K9 3ICIE. registry.redhat.io/openshift4/ose-
operator-registry:v4.11 {E& -i 75 7%= FERAL XY,

BEF D Operator /A RILH'S SQLite 7—9R—RAHADA VT F—4A A —T I Operator 4 V7 v 7
RAEERLET,

vy R

2

OpenShift Container Platform 4.11 DB T, 7 7 #JU b D Red Hat B2t 9 %
Operator A% A&, 774 IR—ZDAHOTHATY ) —ZAINFJ, OpenShift
Container Platform 4.6 5 4.10 £ TD 7 7 #JL b D Red Hat M2 9 % Operator 1%
O70&, FEHEBED SQLite T—IR—RAFEA TN Y —RINF L1,

opm B T7IT YR, 757, BLUSQLite T—I X=X ICEEET 2HEE S FEHEEE
ERY, SO ) —RATHIRINE T, MEBESISHRIYR—PFINTEY, FHEE
@ SQLite T—RXR—AHRAFERT 2L O JIERTIHELNHY £,

opm index prune % & @ SQLite T— ¥ RX—AHX A2 FERAT 2 opm B 7IATY RBE LV
73TDELE, F7AMNR—ZADAYATHATRIEELIEA, 77MIR—ZAD
HyOTDREOFMIZ. BEBRZSHBLTILEIN,

I $ opm index <subcommand> [<flags>]

#x6.5index H7a<v v K

$J7avvFk

B4

add Operator /N> KL &EA YTy 2 ZITEBMLE T,

prune BEINERyT—IJLADENRy5—S DAV Ty I RETIV—=V T LFE
£

prune-stranded REDA A —VICEEMTONTUVWRWMEENRY RLDA YTy IR ETI—=
vILEY,
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HY7avvk S48
rm Operator 2% 44 VT v 7 AN SHIBKRLE T,
6.2.2.1. add

Operator /XY R)L&EA VT v 7 ZITEBMLE T,

av Y KiEX
I $ opm index add [<flags>]

&K6.6indexadd 75 %

7239 B

-i,--binary-image on-imageopm IX Y ROV FFH—A XA =

-u~-build-tool (xx= AVTHF—A4 A=Y %EJ RT3V —)b:podman (77 # )L ME) £/l
F1) docker--container-tool 75 7/ D—&% LEZX L 7,

-b--bundles (3z=751) BT 2V RILOaVIRYD—E,

-c--container-tool (X RESLVEIIRARE, AVFF—A X =V EHWET B0DY —IL:.docker Z
=) 7=1% podman

-f--from-index (3¢= EBMTZLUTDA VT Y IR,
1))

--generate BMI5EICIE. Dockerfile DAHZER L TA—HILT 4 RVICHEEFELET,

--mode(X=F7l) FYRIVISTDORMALEERT 577 78 E— Nreplaces (77 # /L b+
{&). semver % 7z |% semver-skippatch,

-d--out-dockerfile (X = # 7> 3 v:Dockerfile #EK T 2H5EIE. 771 ILEERBELET,
F31)

--permissive LYRNY) —DFmHAHB LTS —%HTLET,

-p.—-pull-tool (xX=F71) AVTFFH—A XA—=T% F)F %Y —)bnone (77 #+ )L ME). docker, F7iE
podman--container-tool 7 > /7 D—# %z LEX L X7,

-t--tag(xxF75) EIWRTZAVTF—AX—VDARY LYY,

6.2.2.2. prune

BEINZNRNY =LAy —I DA VT I RETIV—=V T LET,
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vy R

I $ opm index prune [<flags>]

56.7index prune 7 5

237

B4

6.2.2.3. prune-stranded

-i,--binary-image

-c,-container-tool (X
=F5)

-f--from-index (3x=
7))

--generate

-d--out-dockerfile (2
F51)

-p—-packages(XF75!)
--permissive

-t--tag(3C=F5)

on-imageopm IX Y RDIAVFFH—A XA =

BRESLVEINRAEE, QVFF—A X—JEWET2HDDY —IL:.docker
7= & podman

TWN—=2 TG4 VTVIZR,

BMRIGEITIE, Dockerfile D& =/ER L TO—AILT 1 AVIERELET,

F 7> 3 viDockerfile #4K T 2HEIE. 7 71ILEERELET,

RETZNYTF—YDIVIRYY YR K,
LYZXAN) —DHFHRAHBITS—%HTLET,

EIWRTZAVTF—ARX=SDHRILY Y,

BEDA A —JICBAEMIFTONTVWAWVEENRY RILDA VTY I RETI—=V T LET,
vy KX

I $ opm index prune-stranded [<flags>]

$6.8 index prune-stranded 7 5 7

110
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-i,--binary-image

-c,~-container-tool (X
=)

-f--from-index (2=
7))

--generate

B
on-imageopm IX Y RDIAVFF—A XA =

BRESLVEINREE, QVFF—A X = EWET2HDDY —IL.docker &
7=1& podman

TWN—=2 TG4 VT VIR,

BMRIGEITIE, Dockerfile D& EER L TO—AILT 4 AVIEELET,



237

-d--out-dockerfile (2
F51)

-p.—-packages(XF73!)
--permissive

-t--tag(3Z=F A1)

%563 OPMCLI

B4

7> 3 v:Dockerfile #4EK T 2HEIE. 7 71ILEBEEELET,

RETZNYTF—YDIVIRYY YR K,

LYZXAN) —DHFHRAHBIS—%HTLET,

EIWRTZAVTF—ARX=SDHRILY Y,

6.2.2.4.rm
Operator (k%1 V7 v 7 A LHEIKRL £,

%Y REX
I $ opm index rm [<flags>]
*6.9indexrm 757

237 B4

-i,--binary-image

-u--build-tool (xx=
1))

-c --container-tool (X
1)

-f--from-index (3¢=
7))

--generate

-0,--operators(XF7!)

-d--out-dockerfile (X
F51)

-p—-packages(xZ=+%!)

--permissive

-p.~-pull-tool (xZ=751)

on-imageopm IY Y RDIAVFFH—A XA =2

AVFF—A A=Y R EINRT ZY—ILbpodman (77 )L ME) /i
docker--container-tool 7> 7/ 0—&% tEZX L £ 9,

BRESLVEINREE, QVFF—A X—JE[ET2HDDY —IL:.docker F
7=1& podman

HIRRT ZUEIDA VT v U R,

BRIBEITIE. Dockerfile DAEEM L TO—AIT 4 AVILERELET,
HIFfd % Operator DAY Y XY D—E,

ZF 7> 3 v:Dockerfile #4EK T 2HEIE. 771 ILEBERELET,

BEFET 2Ry yr—S0aV<REY Y R K,
LYARN)—DFEHAATT—EHFALET,

AVTFFH—A XA=I% F)F %Y —)bnone (77 + )L MME). docker, F7iE
podman--container-tool 7 > /7 0—# %z LEX L X7,
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7239 A
-t--tag(x2F71) EWRSTZAVTFTF—ARXA—IDARY LY T,
FEEIEHR

® Operator Framework /X or — =R
o HRALAHYOTDER

o oc-mirror 7574 Vv EFER LAFEERAI VA MN—ILDAX—=VDIZ—) VT

6.2.3.init
olm.package EEEELE blob #EM L F T,
Oy REX

I $ opm init <package_name> [<flags>]

#+6.10init 7> 7

259 B
-c, --default-channel BEINTWLWRWEEIC, Y TR ToavhTFI4ILMNTREINEF v X
(X=F3) o

-d--description (X Operator ® README.md 7/ Z DD KF a2 X hAD/RZ,
)

-i ~-icon(xX=£%1) Ny =S DTAAVNDINZ,
-0, --output (XF%1) HAFR json (77 + )L MME) 7= yaml
6.2.4. migrate

SQLite T—IR—AFBRDA VTV I RAARA=JFWET—IR—RT 74NN ET 74 IR—ADAH
AO07ICBITLEY,

BE

BEY 2 CLIOYY REST., SQLite R—2ADH Y OJHAILIEHEOMEETT, FEH
EOHEBE ISR & L T OpenShift Container Platform IC&EFNTH Y., Bl EfH{mI HKR—

FEIhFETH AEHBDSHEDY ) —ZATHBRINZ O, FIRT 704 XY N TOE

BIEHREINEHA,

OpenShift Container Platform TH#E o 7ah, BIRI N EREEDOHEHDO—EIC
DWW T I, OpenShift Container Platform 1) ) — 2 / — kD FE#EE S L CHIBR I /-1
BRI aVvESRLTILEIV,
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#63= OPMCLI

vy R

I $ opm migrate <index_ref> <output_dir> [<flags>]

#*6.11migrate 7 5 7

7239 A
-0, --output (XF%1) HAFR json (77 + )L MME) /=i yaml
6.2.5. render

BEINBZAVTYIRAA=I, NURIAX—=Y, BLVSQLite T—IR—X T 74 ILHSLES
BIDEEE Blob 4R L ET,

a7 Y KX
I $ opm render <index_image | bundle_image | sqlite_file> [<flags>]

+&6.12render 754

7239 A
-0, --output (XF7%1) HAFR json (77 + )L MME) 7= yaml
6.2.6. serve

GRPCH—N—ZN L TEEHDREZRKLET,

= =T
BEEMNAR configT 1 L2 MY —IL, BEIFICserve AXY Y RTHAAEFNET, 2D

TV RHABRICESEREICMAONAZZRIE, I#HINZ VT UYVILERBINE
A,

vy R

I $ opm serve <source_path> [<flags>]

#*6.13serving 7 5 7

237 B4
--debug TNy TOXV T EBMILES,
-p,~-port(XF75l) Rty 2 R—bES, 774U b:50051

13
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7239 BTL]
-t--termination- AVF =707 7 714 I~D/RXR, T 7+l ~/dev/termination-log
log(x=F731)

6.2.7. validate

BEINETALI M) —DEFTRERE JSON 7 7ML EREEL X T

v Y KX

I $ opm validate <directory> [<flags>]

14



%73 OPERATOR SDK

572 OPERATOR SDK

7.1. OPERATORSDKCLI D1 Y A b—JL

Operator SDK (&, Operator BiF&E D Operator DEJL K, FRA B LPFFOSIFERATE a7V
RIAVA V=T AR CLY)Y—ILEZRHTHELET, 7—29 XF— 3 VI Operator SDK CLI % A
YARN=ILLT, MBE®D Operator DA —HY V%A T 2 EBEEZI DI ENTEET,
Kubernetes XR— 22 MY 5 X 4 — (OpenShift Container Platform 72 E) AD VS 249 —EBEDT /&
2D #H % Operator DIEMKZE I&. Operator SDK CLI & {#F L T Go. Ansible, F7z& Helm &Z~X—2Z
B ®D Operator Z#FAFETE 9, Kubebuilder I Go XR—Z M Operator DA ¥+ 7+ —ILT 1TV
1)2—2 3> & LT Operator SDK ILHE&AEFNE T, DF Y., BEED Kubebuilder 7OV T 7 &
Operator SDK TZD X XFEATE, BISMmMIMELET,

Operator SDK ICD W T DML, Operator DEFE ICDWTSR LTI,

v EET
OpenShift Container Platform 4.11 & Operator SDKv1.222 #H#R— KM L X9,

7.1.1. Operator SDKCLI D1 ~ A h—JL

OpenShift SDK CLI Y —JUI& Linux IC4 Y A =)L TE XY,

BIRSH
e Govli8 LIf&

e docker v17.03+, podman v1.9.3+, F 7| buildah v1.7+

Fig
1. OpenShift 2 5 —H4 M IZBBILZX T,
2. BRFDANT 4L MY —D5, Linux BORF/NN—TavdDtarball #497>O0—RKLET,

3 T7—HNATERALEY,

I $ tar xvf operator-sdk-v1.22.2-ocp-linux-x86_64.tar.gz

4. T7 AN ERTARICLET,
I $ chmod +x operator-sdk

5. BRX N7 operator-sdk /X1 7! —% PATHILH BT 4 LI N —ICBEILE T,
D7
PATH Z#&829 21T, UTFZEITLET,

I $ echo $PATH
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I $ sudo mv ./operator-sdk /usr/local/bin/operator-sdk
MREE
® OperatorSDKCLIDA Y X b—JLRIC, INHDFIBEABETHZ AR LET,
I $ operator-sdk version
i 451

I operator-sdk version: "v1.22.2-ocp", ...

7.2. OPERATORSDKCLI ) 77 L >V &

OperatorSDK AX Y RS54 1 V& —7 4 X (CLI) I&. Operator DYEREBHICT B 72DICERETX
h-H%E+*v bTT,

Operator SDK CLI #3
I $ operator-sdk <command> [<subcommand>] [<argument>] [<flags>]

Operator SDK ICD W T DML, Operator DEFE ICDW TSR LTI,

7.2.1. bundle

operator-sdk bundle < > K& Operator /XY RIL A S T—49 %= EBLET,

7.2.1.1. validate

bundle validate ¥ 7 1< > K& Operator /XY RILAMREEL £,

%7.1bundle validate 7 5 7'
237 B4
-h. --help bundle validate #+ 73~ > RO~ THA,

--index-builder (X=F NYRIVAA=DETIVELVBRT 270DV —Ib, /XY RILA X — %REE
1)) TEBEICOAMEAINE T, FHATES4 7> 3vid. docker (77 # )L
M. podman. Z7(Znone TY,

--list-optional FAATRERIRNTOAF T avonN) F—9—%—EBERRLET, ThHIRES
nTwaiga, N)TFT—9—RJETIhIFHEA,

--select-optional (X RITT2FTavonN)T—H—%BRTDZINILEL I —, -list-
=) optional 7>/ %#i8E L TEIT Y 2HBAR. FETERA Toarvony7F—
Y—m—BRRLET,

7.2.2. cleanup

16
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#5723 OPERATOR SDK

operator-sdk cleanup O~ > Kid&, run ¥ > RTF7O4 I/ Operator BICERI N YV —2R
ZIRFEL, HIFRLF T,

*7.2cleanup 75 7
239 B4
-h. --help run bundle #+ 737> KONV THEA,
--kubeconfig (x=F%I)  CLIZEXICFEMY % kubeconfig 7 7 1 ILAD/IZ,

-n,--namespace (XF  CLIEXRH»H 2B ED CLI B3Rk %ZEITY % namespace,
1))

--timeout <duration> A Y RHPKRBETICET T2 F TOEMEERB, 774/ MElZ2m0s T,

7.2.3. completion

operator-sdk completion ¥ > Ki&, CLIAY Y RELYRZFEIL, SUBRBICEITTED LDV
IWHETEERLET,

7.3 completion 4+ 71< > K

HJ7avv Kk sBA
bash bash =2 4EM L £,
zsh zshEEEERLET,

3<7.4 completion 7 5 7
7229 B

-h, --help FERAEICOVWTOANILTDHEA,

UTFICHZERLEYS,
I $ operator-sdk completion bash
i 451

# bash completion for operator-sdk -*- shell-script -*-

# ex: ts=4 sw=4 et filetype=sh

7.2.4. create

operator-sdk create 1< > K&, Kubernetes API DIERFE7zld RF¥+ 74 —ILT 4 V7 IERAIH
F9,

17
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7.2.4.1. api

create api # 7O < ¥ Ni& Kubernetes API 22 F v 7+ —)ILT74 v JLEd, 77> K& initd
RYRTHHEINATOD ) FTEITTIHENHY FT,

3k7.5 create api 7 5 7

237 B4

-h. --help run bundle 73> KON THA,

7.2.5. generate

operator-sdk generate A< >~ RIZHEDY XL —49—%RBEL T, HEIXIGLCTI—REERLE
ER

7.2.5.1. bundle

generate bundle % 7<% Y K&, Operator 7AY TV MDNY RILIZT T AR, A9T—4. &
& U bundle.Dockerfile 7 7 1 LDty b EERMR L X T,

= T8

BE L. &=#IC generate kustomize manifests ¥ 7 1< > K& 324T L T. generate
bundle t 7a< Y RTHEAINSZANINKL Kustomize R—RE=EKLFT, 72720,
MEbtIhA7OY Y bTmakebundle IY Y REFEALT, ThosDav Y RODIE
RDOERTZBEHELTEET,

$7.6 generate bundle 7 5 /'

7239 A
--channels (X=71) NYRILEBTZ2F v IOV REYY )R b, T74) MélLalpha TY,
--crds-dir (;2=%1) CustomBResoureDefinition ~x =7z 2 kD)= F 1L 2 MY —,

--default-channel (32 WY RIVDF T AILNF v R,
1)

--deploy-dir (32F71) 7704 X2 M RBAC 2 E®D Operator ¥ =7 T A hDIL—FF1a L J K
J)—s ZDT4 LY M)—E =input-dir 75 7ICEINZTA LI N)—¢&
FRBYFT,

-h. --help generate bundle O~ JL 7

--input-dir (32F51) BEONY RIVERARETA LI M) —, ZOT4L I M) —id RV R
manifests 71 L2 M) —DFHTH Y. --deploy-dir 7« L U ) —& 1T EL
YET,
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7237 B4

--kustomize-dir (35 Ny RV =7 £ X bD Kustomize X— 2R $ & U kustomization.yaml 7 7 1

) VWEEGT1 LI MN)—, 772 hD/RR I config/manifests T3,
--manifests NYRIVWNZTTAMNEERLET,
--metadata NV RV AHF—4 & Dockerfile #HER L F T,

--output-dir (32F71) NYRIVEEZALTALI M) —,

--overwrite NV R XY T—HE LV Dockerfile # EEZXLET (H2HBE). T 74/ ME
| true TY,

--package (XF7%!) N RILDRY r—S 4,

-q. --quiet quiet E— RTEITLET,

--stdout NYRIT=ZT T AN EREHRNDICEESRAAZET,

--version (3XF7l) ERINT/NY RILD Operator DEI VT 1 v I NRN—=Tay, RNV RILE

YER S 2 h. Operator &7 v 77 L — KT BBEICOHEELE T,

BEFR

e generate bundle 4t 71 < » RZIFUH T /2HD make bundle I~ > KOFERA%Z ST FMATF
I DWW Tk, Operator M/ RJL & & U Operator Lifecycle Manager 2R L7277 04
HSRBLTLREIW,

7.2.5.2. kustomize

generate kustomize %+ 7 1< > RIZI&, Operator D Kustomize 7—4 24EWMT Y 7TV KAEFE
nxd,

7.2.5.2.1. manifests

generate kustomize manifests & Kustomize R— X Z &M F 7= IZH4EM L. kustomization.yaml 7 7
1 )L % config/manifests 71 L 7 M) —ICERFLITEBERLE T, Zhik, fhd Operator SDK I
YRTNAYRILRZT A M2 E) R ZHOICHERINEYT, OIATY RiE, R=ANTTICHFRE
L & W5E % —interactive=false 7 5 /A BEINTVWRWEEIL, TI74IRNTYZT TR IMR—2
DEERIAVR—IX VM THBUI AT ERENICERLE T,

#<7.7 generate kustomize manifests 7 > 7'

7237 B
--apis-dir (3XZF71) APl 94 TEEDI— T4 LI M) —,
-h. --help generate kustomize manifests O~ JL 7,
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259 B
--input-dir (32F751) BEED Kustomize 7 7 A W EESLT1 LI M) —,
--interactive false ICERFET % &. Kustomize R—ZAAEFEE LAWESIE., WEXIYY KT

AY TP ARI LAY T—H2ZIFANDLIICRTIINET,

--output-dir (32F71) Kustomize 7 7 1 ILEEZRAL T4 LI M) —,
--package (32F71) Ny lr—I4,
-q. --quiet quiet E— RTEITLET,

7.2.6. init

operator-sdk init 1< > Ki& Operator 7O ¥ b&#HEL L. BEINLETS T4 DTT7 4L b
OFAVIMTALIN)—LAT I MNEEREIE AFYT7+—ILR LET,

DAY RE UFO7 71 EFERLET,
o RAS—FL—b 354V T 71
o NAAYBIUVIRYN)—%EL PROJECT 771
o FOYIV MaEI KT % Makefile
o OV MKEREKRDHS go.mod 77 1L
e YZJITARAMNEHRYITA XY %78 D kustomization.yaml 7 7 1 JL
¢ YRXR—VVY—NZTIARNDAA=TZARIIARXTBDDINYFIT 74

® Prometheus X N w0 BT BLODNNYFT74I

e {792 maingo 771l

K78t 7357
7237 L]
--help, -h inita~> RoANILTHA,
--plugins (3XF51) 7OV NEMET B TS UM VDBRIE LA T arvDnR—Ta vy, F

FHrBER TS 714 Vi
ansible.sdk.operatorframework.io/v1, go.kubebuilder.io/v2. go.kube
builder.io/v3. & & ' helm.sdk.operatorframework.io/vl T3,

--project-version 7Oz bON=Yay, FRATEZEIEF2ELU3alpha(Z 7 4L M) T
ERS

7.2.7.run
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operator-sdk run I< ¥ Ri&, I EFXFRIRIET Operator AN TEX 24 S a v aERHELET,

7.2.7.1. bundle

run bundle ¥ 73~ > Ki&, Operator Lifecycle Manager (OLM) &M L T/Y> RILFR T Operator
7704 LET,

Z&79runbundle 73> %

7239 Bl

--index-image (X% WY RIWVEBATEA VTV IRAA=Y, TTAILMDA A =D

F1) quay.io/operator-framework/upstream-opm-builder:latest T3,
--install-mode Operator DU 529 —H—EZRN—=U 3V (CSV) ICE>THR—bINBA Y

<install_mode_value @ X b—JLE— K (f5l: AlINamespaces 7z 1% SingleNamespace),
>

--timeout <duration> AVAN=IDIA LTI N, TT74IMMEIZ2MOS TT,
--kubeconfig (32F71) CLI ZXICfER 9 % kubeconfig 7 7 1 JLAD/XZ,

-n,--namespace (XF  CLIEXRHIH 2B ED CLI B3R %EZEITY % namespace,
)

-h. --help run bundle 73> KON THA,
FEIEHR
o fHRTHEEAA YA M—JILE— NIZEAY B5MIL. Operator JI—T AV NN—=2w T #HBLT
(X,

7.2.7.2. bundle-upgrade

run bundle-upgrade # 71~ >~ Ki&, LLRIIC Operator Lifecycle Manager (OLM) AR L T/X> KL
B TA YA N—=ILE N/ Operator 57 v T L—RLFT,

%7.10 run bundle-upgrade 7 5 7'
7229 Bl
--timeout <duration> 7Yy 7L —RDYA LTI b, TT7 4 MEIFZ2mO0S TY,

--kubeconfig (32F71) CLI ZXICfER Y % kubeconfig 7 7 1 JLAD/XZ,

-n,--namespace (XF  CLIEXRHIH 2B ED CLI B3Rk %ZETTY % namespace,
1))

-h. --help run bundle 73> KON THA,
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7.2.8. scorecard

operator-sdk scorecard A< > Rid, R 7H— K'Y —JL%ZEFTL T Operator /N> NILZRFEL. X
EICATEREEZRBLET, COATYRIE, NYRIAM A=V FLRFIIZTIRAMBLTA Y T—
BEBLTALI M) —DVWTIDODEIHERY X9, 5IMDM A -V TEREFT2HEIF. 1 X —
VRV E-MIFEETIVENDHY XY,

#7.11scorecard 754

237

-¢, --config (XF%1)

-h. --help

--kubeconfig (32F71)

-L, --list

-n, --namespace (XF

)

-0, --output (XF7%1)

-1, --selector (3x2=F%1)

-s, --service-account
(X=F5)

-X, --skip-cleanup

-w, --wait-time
<duration>

ESPERoE

o RAT7H—RKRY—IILOERTICETZEMIT. R2T7H— KAEFER L7z Operator DIREE %S08

LTI,
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RAAT7A—REET7ANADIRR, T7 I bDRZIE
bundle/tests/scorecard/config.yaml T3,

scorecard O~ Y ROANJILTH A,

kubeconfig 7 7 1 LADIRZ,

TRAKN A=Y %ZEITT B namespace,

BROBAER, FHTEZERT 74 bDtext. 8L Vjson T,

ERITINBTAMNERETEINILELIY—,

FRANIMFERTZ Y —ERT7HT Y N, 772 MNEIZ default T,

FAMNDEFTERICYUY—RVY—V Ty THEEMLET,

TAMNDYET T BD%/FOHWE (51:35s)., T7 2L MMEIZ30S TY,
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