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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-view_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-api-specifications_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-without-loki_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-dns-overview_nw-observe-network-traffic
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-dns-tracking_nw-observe-network-traffic
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-SR-IOV-config_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-enriched-flows_network_observability
https://issues.redhat.com/browse/NETOBSERV-1131
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-SR-IOV-config_network_observability
https://issues.redhat.com/browse/NETOBSERV-1283
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https://issues.redhat.com/browse/NETOBSERV-1224
https://issues.redhat.com/browse/NETOBSERV-975
https://issues.redhat.com/browse/NETOBSERV-1087
https://issues.redhat.com/browse/NETOBSERV-980
https://issues.redhat.com/browse/NETOBSERV-1304
https://issues.redhat.com/browse/NETOBSERV-1245
https://issues.redhat.com/browse/NETOBSERV-926
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I OBEREICFHTIAREOEMZER T HIHNENHY F L, ]EIE. FlowCollector
1)V — ZITEEBAZE D namespace 74 —JL RZEBMT 2 & T, *v N7 —JRAI&AMEDOEY b
7y IHAERIEINTVWET, TOBR. 21— —Exy b7 — 7 TERIM namespace IZFEEA
EAFHTIE—F B &%, Loki ¥/l Kafka % BID namespace IZ1 Y A M—ILTX 3
EIICRY F Lz, TOIERAEZEFERINTUVWS D, REICH L TIE—2BBMNICEHI
nEd, (NETOBSERV-773)

e LIFNIE, SCTP. ICMPv4, 8L ICMPv6 7O MJLERy T —JTHHMET -z D
ANRL Yy JIZEFNTWEN LD, Xy M7= 70-0ANL Yy HHFY SIFENTIE
HYFEATLE, ThoO7OMINEFERATZIET, 7A—ANLYyIHAELTE L
NHEFEINTWEY, (NETOBSERV-934)

1.4.5. R DREE

e FlowCollector T processor.metrics.tls * PROVIDED ICEEEI N TLW 554, flowlogs-
pipelineservicemonitor (& TLS R ¥ —AITERAIN FH A, (NETOBSERV-1087)

® Network Observability Operator1.2.0 'J ') — X LABETI, Loki Operator5.6 AR % &.
Loki SEBAZ DZEFE A EHHHIIC flowlogs-pipeline Pod ICHE % RIF T 726, 70—7h Loki IZE
XAFENY, FOvTFInZEd, COMBIRLIESKTH2EEHNIEBEINE T, Lokl
BAEDORTHRIC—IMR 7 O0—T— S DIBRENIRELFT., ZOMEIFR. 200LD/—F%
NET2ARERETOHREEL £, (NETOBSERV-980)

1.5. NETWORK OBSERVABILITY OPERATOR1.2.0

Network Observability Operator 1.2.0 Tl&., JRD7 RNAH ) —%ZFABETE T,

® RHSA-2023:1817 Network Observability Operator 1.2.0

1.5.1L. RDOBHFH D#EE

4 YR KN—=)LENT Operator DY TRV Y T 3 iE, Operator DEHFH % BHS L URIETZEH

F v RIEEELET, Network Observability Operator @ 12 1) ) — X £ TlE., FIETEEATF ¥ RILIL
v1.0.x 7217 T L7z, Network Observability Operator @ 1.2 ) ) —X Tl&, BFHDBIHE L UZERIC
stable EFHF v RILHABAINZE L7z, 5D Operator BFAZET 2ITIE. Fr RIL%E vi.0x D5
stable ICYIU B X Z2MEAHY £9, v1.0.x Fv RILIEFEHEERY, RO ) —XTHIBRINSFE
T9,

1.5.2. FitkBe & £ UHBEHLER

1.5.2.1. TrafficFlow E2—DE R N TS A


https://issues.redhat.com/browse/NETOBSERV-765
https://issues.redhat.com/browse/NETOBSERV-1070
https://issues.redhat.com/browse/NETOBSERV-773
https://issues.redhat.com/browse/NETOBSERV-934
https://issues.redhat.com/browse/NETOBSERV-1087
https://issues.redhat.com/browse/NETOBSERV-980
https://access.redhat.com/errata/RHSA-2023:1817
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1.5.2.2.

1.5.2.3.

BENAR7O—DERA NI SLAN=TSTA5RRTDEIIIGBIRTEZLDICARYELE, &
ANTSLEFERTDE, LokiZ T —4IRICET R 2 &AL 7O0—BREEZARILTEE T,
ML, ERXANT S LDER EZSRLTLEIL,

SEEDIEBHR

OJ%4 7 T70—%9T)—TX3LDIRYFELE, ThiTLY, ALCELEICEEFNS
XY NT— 70— —TITEBLIICKRYF LR, FHMIZ. 2F0FAA2SBLTKL
XV,

Fy M7= AERMEDANILRAT S — b

Network Observability Operator (&, & ZAHE&ETD I 5 —H[RE T flowlogs-pipeline #* 7
O—% ROy 79258, £/ld LokiBWiAH L — MHIRRICEL2BE. BEI7 5 — M &K
THEIICRY FE L, FMIE. NVRBRORT Z#SRBLTLEI W,

1.5.3. N JEE

INFETIE, FlowCollector f£#k® namespace DEZZXE Y % &, LIAID namespace TE{T
I N T3 eBPF agent Pod DEHIICHIRI NEFEATL, Sid. LLAID namespace TE1T
INTW3B Pod HEUICHIBRINZ LS IZAY F L7, (NETOBSERV-774)

INFE TIE. FlowCollector {14k (Loki 22 ¥ 3 VA &) @ caCert.name [EXZHE L TH.
FlowLogs-Pipeline Pod & & T Console 75 71 ~ Pod "BiEEFH I MR W, REDEEH
RESNFHFATLE, SId. Pod BEBMIND O, BREOEENMBEAIND LD ICRY
¥ L7, (NETOBSERV-772)

INFETIE, BRZ/—RTEAINTWS PodlEORY hT—270—F, ERZRY K
D—JA VI —TIARTHF Y TFv—3INdid, ERFPELLRBEINABRVW ELHY £
Lice TORER, AV Y —ILTSTAVIZRRINDAN) VZADBRICEBE O TWEL
oo BWE, 7O0—DEBEELTELLERNIN, AVY—ILTSTAVTERRBRANIIR
HARIRIINZE T, (NETOBSERV-755)

AVY—=NTZTAYDLR=9 =T avid, #ET/—RELEFEELE/ —ROonFhs
DEASICEOWTI7O0—%2 749 ) VT $5-OIERINET, LI, 204 T3
i/ —ROBASICERRSC 7O0—%2RBELTWE L, 2hiE, xRy bo—270-7%

J—RLUANJVTIngress £fld Egress & L TR THREINBD I ENFERATLE, INT,
R2YMNTI—=U7—ABEDLR—MPELLRYFE L, LR—4Y—FTF>avik HEES
Y, V—REBEFIEBERU=ET7 1LY —LFEFT, (NETOBSERV-696)

LgTl&, 70—% gRPC+protobuf ) 7 TR & LTFO Yy H—ICEEEET DL D ICKRES
NI—YzV bDBE, EEINLRMO—-—RPAKRESTE2REEIHY. 7Oy H—0D
GRPC H—N—|l&>THEEINFELE, Thid, FEEICEEFDIFTYAT, IT—2 Vb
D—EHDHRETDARELFE LI, T—Yz YV ME RDEIBRIS—AvE—V%0OTICE
SKLE L grpemax F W REWA Y E—VAZFELE LA, TORBR. Thono7O0—ICE
THERMIBELFE L, BE. gRPCRAO— Rk, 4 XHALEWVEEBABDE, WD
DDAYE—VICREINFET, TOHBR, F—N"—3EHmz#FLE T, (NETOBSERV-
617)

1.5.4. R X1 D52
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Loki Operator 5.6 % {9 % Network Observability Operator M 1.2.0 1) |) — X Tl&. Loki ZEBA
EDRBITNERMIC flowlogs-pipeline Pod ICHE%Z RIFL. TO/RKER. Loki ICEZAFZFND
70—l 70ROy FINFET, COBBEELIESTHEHFMIEBEINET


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-histogram-trafficflow_nw-observe-network-traffic
https://issues.redhat.com/browse/NETOBSERV-774
https://issues.redhat.com/browse/NETOBSERV-772
https://issues.redhat.com/browse/NETOBSERV-755
https://issues.redhat.com/browse/NETOBSERV-696
https://issues.redhat.com/browse/NETOBSERV-617
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M. KARE LT Loki sEFAZE DORITHIC—BEMNAR 7 O—T—9 DEENIREL T,
(NETOBSERV-980)

155 F L FM EOEER

o LIENik. X% L namespace Z{E L T Network Observability Operator #4 ~ A h—)LTZ
FLl7k, TDY'Y—RTIL ClusterServiceVersion #Z & ¢ % conversion webhook 1" E A
INTVWET, TOEBICLY., FERATEERTRTD namespace ') A hIhia<ay xL
fco X BHIT, Operator X M) 7 UK % BRIZT 5 12I1E. openshift-operators namespace 7
E. fthd Operator & HBF XN % namespace IFFEATETEHA, T I T, Operator &
openshift-netobserv-operator namespace ICA{ Y A K—IL T Z2URENHY FT, LEICHARY
/s namespace ’éﬁﬁﬁ L T Network Observability Operator 24 ' X b—JL L =1Z&. LW
Operator N\—Y a3 VICHEMICT v 7L — RT3 &IETEEHA, LEIICARY A
namespace & L T Operator 4 Y A h—JL L23FEIE. 1 X =)L I N/ Operator D
4V R8> X %HIER L. openshift-netobserv-operator namespace IC Operator Z B4 ~ R
=T 2RELHY T, —MREICHER I3 netobserv namespace R ED AR 4 L
namespace . FlowCollector, Loki. Kafka, 8L UVZDMD TS 74 v THEBIEHEEFERT
XL EIEFRTDIENEETY, (NETOBSERV-907)(NETOBSERV-956)

1.6. NETWORK OBSERVABILITY OPERATOR1.1.0
Network Observability Operator 11.0 ICDWTIE, JROT7 KN4 H Y —%FETEF T,
® RHSA-2023:0786 Network Observability Operator E¥ 2 1) 74 7 R/NA H1) —DEH

Network Observability Operator IFIRERELTHY. Y —XAF v+ U RILIEVIA0ICTY FIL—R
IhTVWET,

1.6.1. NTIBIE

e LIFTIE. Loki ® authToken % EA* FORWARD £ — RICEREINTWAWRY, R I EAX
g, OpenShift Container Platform ¥ 5 X 4 —P® OpenShift Container Platform 3>~ Y —
WICEHRTESZIRTOI—HY—ARAALT7O0—ZRFTEH L, WEIF. LokiD
authToken E— FICEFRAC. VSR —EBEDOHHD7A-ZMITETEY,

(BZ#2169468)

1


https://issues.redhat.com/browse/NETOBSERV-980
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https://https//issues.redhat.com/browse/NETOBSERV-956
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E2E Ry N7 — U HERRIMEICDWT

Red Hat |&. OpenShift Container Platform 7 2 X9 —Dxy NT—9 K574 v IV ZEHT 2
Network Observability Operator &7 5 X4 —EEEICIRH# L £, Network Observability Operator
iE. eBPF 72/ 0V —%FRAL TRy h7—270—%EHRLET, TDHE, *y hT7—o70—F
OpenShift Container Platform [§#R Tt X 1. Loki ICREINZE T, REINAXy b7—2 70—
5% % OpenShift Container Platform AV Y — )L TRRB L VDL T, ILAZARE NS TIL
VA—TA VT ETOIIENTEEY,

2.1. NETWORK OBSERVABILITY OPERATOR O # 7% 3 v O&kFRE{%

e [oki Operator: Loki l&, INEIN/AZTARTOI7O—%2FRETZLHDIFEFRINENNYy TR
T9, Lokix4A >~ A M—JLLT. Network Observability Operator EHET 2 Z EA#EI
9, Loki #{FEHH T IC Network Observability #FH 425 Z EHBIRTETEIH,. TDHEAIE
)y 0%t IS a v THREAINTVWEW DIDEEEAEETIHNELHY T, Loki DA
VA N—IVEFER LB EIE. RedHat BAYR— b9 % Loki Operator DERAAHREINE
ER

e Grafana Operator: Grafana Operator R EDF—T VYV —2BRAEFERAL T, AR LYY
Y aAaR—ROERPTANREY T4 —DI ) —ILEAT 2 Grafana s 1 VA ML TEFE
9, RedHat & Grafana Operator # 4 R— K LTWEH A,

® AMQ Streams Operator: Kafka l&. K#ELRT 7O4 X > K@AIFIZ OpenShift Container
Platform 7 2 A4 —ICAT—ZE) T4, B, aTAMZRMHL T, Katka ZFERAT S
Z & &EIRT 35 E1E. Red Hat BAH7R— b3 % AMQ Streams Operator 29 2 Z & A
BINET,

2.2. NETWORK OBSERVABILITY OPERATOR

Network Observability Operator I& Flow Collector APl AR & L) Y —AEZERE L F I, Flow
Collector 4 Y R Y RiF, 4 VA M= EIN, Ry hT—2 70— I3 VDEEER
MICLES, 7O—LI9—AVRIVRIE, EZF YV ITNRATS5A4V%HKT S Pod EH—E
2&F7O40L, TZ TRy M7= 70—-HMREIN. Loki ICRTET BA1IC Kubernetes X ¥ 7—4%
TibtIhzxzd, T—FEVvEy M TV hELTTTOAM XY NENBE eBPFIT—Y TV M,
Xy b= 70—-%FHRLET,

2.3. OPENSHIFT CONTAINER PLATFORM O Y —I/LikE&

OpenShift Container Platform 3> YV — L&, &, bROY—Ea1— 8LV NZ 71957
A—7—7IERHLET,

231 Ry M7=V REAMEXA NV RADY Yy ¥ aRk—K

OpenShift Container Platform 3> Y —JL @ Overview ¥ 7 Cld, V75 R4—LDxy hT—U 5
T4y 70—DEMINLEENRARN) IV RAAERRITEET, /— K. namespace. FIEHE.
Podi ¥ —ERZTEICERERTT DI EEBIRTEFET, 74 Y—ERRA T avic&yY, A b
VI ZZ3ILICRYRAL I ENTEET,

Observe — Dashboards ®Netobserv ¥ v > 2 78— K|ZI&, OpenShift Container Platform ¥ 5 24 —
ADxy N7—070—-DEZHRBEIRRIINE T, ROATTV—DRY NT—V 85T 1v D
ANV REHHLTRRITEEXT,

o BXEFET/ —RELVREE/ —RDLEARENM ML —F
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-without-loki_network_observability

F2E Ry N7—aBAMEICDOWT

o KIX{SIT namespace & &£ U'SESE namespace D LRI ZE/N1 ML — b

o ZFXFERXV7—I/O0—FBELUREET—/O0— FOLEARE/NNM ML—H

Infrastructure & & U Application X ') 7 (&, namespace € 7—7 00— RDREE1—THRRIN
¥ 9, FlowCollector spec.processor.metrics z5%7E L. ignoreTags ) A NZZEEHLTA NI VX%
EBMEITHRTEEXY, FRAUERY JOFFMIE. Flow CollectorAPIY) 77 LV A #SBRLTLE

T LY,

F7-. Observe - Dashboards @ Netobserv/Health ¥ & 27/ Rh— KiZI&, RICRTAHTI) —D
Operator DELMICEATEA M) I ZADNRRINE T,

70—

720—DF—/N\—~wy R

BEET/ —RBLVRBE/ —FOEAT7O—L— K

% 1£15 7T namespace & & U385t namespace D LI 7 O0—L — b
BEFT7—/O0—RNBLURE7—/A— RO EZT7A—L—k
I—yxzVhk

JOotyH—

Operator

Infrastructure & & U Application X ') 7 &, namespace £ 7—7 00— ROREE1—THRRIN

i’a—o

2.3.2. Network Observability h7/ROY—E 21—

OpenShift Container Platform >V —JLi&, Xy N7 =0 J0—& NS T4 v IE%RTZ 714 AIVIC
R Y % Topology ¥ 7R LF T, MROY—Ea1—I&. OpenShift Container Platform I > R—
XYINBDORNS 7490 %Xy NT—0T757ELTRLET, 7148 —sRRA TP avaEFERL
T V5 75BYADZENTEZES, /— K. namespace. FiEH. Pod. BLUHY—EZRDBERIC
POEATEZEY,

2.3.3.

N>74voo0—F7—TI)

NS74wvo70—FT—TIEa—E, £O70—, ENINTVWRVWI ALY YV TF T ar, &
SUREARERIIDE 2 —%1R# L £9, OpenShift Container Platform >V —JLiE, *vy kT —2
7O0—D7F—%ERNS T4 v IEARRTIT S Trafficflows ¥ 7% L £ 9,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-api-specifications_network_observability
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53% NETWORK OBSERVABILITY OPERATOR D1 Y X h—)b

Network Observability Operator ZfEFA 9 515G, BIiRFMHE LT Loki DA Y A M—IL DRI N F
¥, Loki ZfEAHE 9 IC Network Observability Zf#HT 2 I EHBIRTEXTE T, ZOHERFY UL
AR E I Y 3 Y THRIAINTVWEIW ONDEIBRAERT I2MELNHY T,

Loki Operator (&, RIVFTF U —ERAERET IS — MM % Loki EMELT, T—9 70—
AML—=U%EEBELET, LokiStack )V — R, RT—F 7N TCadBAMEOYILFT+> bOTERN
VAT LTH S Loki &, OpenShift Container Platform E35E %= X 7= Web 7O+ —%2EE L &

¥, LokiStack 7’0 F > —I&. OpenShift Container Platform 835f = FHA L CYILF T+ V¥ —%EH
L. Loki BT R RTTDT—9DREFEA VT Y IV AEREBHICLET,

X5

Loki Operator (&, LokiStack A7 2 h 7 DRE ICEFERATEE T, Network
Observability Operator (CI&, OF ¥ 7 &R DEED LokiStack AMWETY,

3L LOKI ZFERLAWRY N7 — 2 al&AIMH

Loki DA~ A h—I)LF|IEAEETHE T, EHE [Network Observability Operator D1 ~ X b —JL] %E4T
9% & T, LokiZ L T Network Observability #ATX %9, 70— % Kafka A2 a—v—Fk
FIPFIXAL I8 —DHICTI RAR—MT2HE. FLEI Y 2R—RAN) I ROHVERIGZE
&, LokiZA YA M—=JLLEY, LokiBDRA ML —VHEH LAY TIVNERIHY FHA, Loki ZE
A L7RWI5EEA. Observe D TFIC Network Traffic SRIVIERRINEFHA, DFY. BIEFv—b. 7
O—F—7, hROYV—EHY FHA, ROKRIE, LokiZFALIBAEEFERALAVEADF AL
BHEREZ LR L TWE T,

F3ILoki ZEA L7IGE EER LAWEE OERA TR LAEEED LLER

Loki ¥ 5354 Loki & L AW B&
I RAR—%— v v
ZO—R—ZADAMYHREYY v
Yak—Fk
FS5T74v o 70—OBE, 57— V X

FEa1—, rROY—Ea1—
DAY 0T 4G — v X

OpenShift Container Platform v X
a2V —IL®D Network Traffic ¥
TOHE

BEE 1B ¥R
o BbkINALRYy ND—o70—-—FT—9DIT Y RAKR—}I

3.2. LOKIOPERATOR DA Y X b —JL
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-without-loki_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/logging/#cluster-logging-loki
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-enriched-flows_network_observability

%538 NETWORK OBSERVABILITY OPERATORD A VX h—JL

v N7 —JAEAMETHYR— NI TWS Loki Operator /X—2 3 > (F, Loki Operator /A\—2 3~
57 T4, Ihobm/N\—T 3> TlE, openshift-network 77+~ FEEE— RAFERAL T
LokiStack 1 Y X% Y R EN T 2HENRBINTE Y, Ry M7 - HERANICH T 2TLICEE
IbINV SR —NRABLURADNYR—FINTWET, LokizxA YA M—=)LTBITIEVLDH
DHELHY ET, TDIED1DH, OpenShift Container Platform Web 3>V —JL M Operator Hub
HEAYT2HETT,

AR

o WO A K7 (AWS S3. Google Cloud Storage. Azure. Swift, Minio, OpenShift Data
Foundation)

® OpenShift Container Platform 4.10 LA £

e Linux 1—RJL 418 LA

1. OpenShift Container Platform Web 1> —JL T, Operators » OperatorHub =2 ') v 7 L
xY,

2. {EHTAIBEAR Operator M) 2 b A5 Loki Operator #3&R L., Install #21) v 2 LE T,

3. Installation Mode T. All namespaces on the clusterZZERL 7,

1. Loki Operator B’ Y A h—ILINTWB Z & =R L £, Operators— Installed Operators
R—=IIZT7 XL T, LokiOperator Z#E L £7,

2. LokiOperator g RTDTOY 49 bT Succeeded M Status TY A MINTWB Z & %HE
mLET,

E:2

LokiZ77 VA4 YA M—=ILT BITIE. LokiDA YA M—JLICERLEAEICHIET STV
AYAM=TOEZR%ESR L T LIV, ClusterRole & ClusterRoleBindings. =
TV MZARNTICEIMINTT—4%. BLUVHIRT Z2BEDH BKEEA) 2 —LH
BoTWBHBEMLHY X,

321LLoki A NL—Y DY —9 Ly NDIERK

Loki Operator I£. AWS S3. Google Cloud Storage. Azure. Swift, Minio. OpenShift Data
Foundation 2 &, WL 2HADAOJZA ML =Y F T avaHR—MLTVWET, ROBIEZ. AWSS3 R
NL—2DY—0 Ly batERT 2AE2R"LTVWEY, TOBITERINILZL—2 L v b loki-s3

&, TLokiStack YV —ZDEM] TSRINTWEY, TOP—I Ly M. Web AV YV —ILFEIF
CLI T TEEY,

1. Web OV —JL%ERL T, Project - All Projects KO 74 > IC#%&) L. Create Project
EEIRLET, 7OV Y M netobserv & WD ZRET%FI13 T, Create 22 ) v 2 LET,

2. BEBICHZAVR— 742 +ICBELET, YAML 7 74 )LEITT 49 —ICR—Z ML

Y9,
UTFIE. SSAML—=YDY—0L Yy N YAML 7 74 ILDFITT,
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https://catalog.redhat.com/software/containers/openshift-logging/loki-rhel8-operator/622b46bcae289285d6fcda39
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apiVersion: vi
kind: Secret
metadata:
name: loki-s3
namespace: netobserv ﬂ
stringData:
access_key_id: QUIJQUIPUOZPRE5ONOVYQU1QTEUK
access_key_secret:
dOphbHJYVXRuRkVNSS9LNO1ERU5HL2JQeFJmaUNZRVhBTVBMRUtFWQo=
bucketnames: s3-bucket-name
endpoint: https://s3.eu-central-1.amazonaws.com
region: eu-central-1

CDORFIAYVMIBEHINTWEA VA M—ILBITIK, TRTOIVR—XVFTRHL
namespace T# % netobserv #FH L TWEY, # 7> 3V T, ERLBIAVEKR—FV b
TE7A % namespace #FHTE XY,

MREE
o V— Ly NEEKRTDE, Web 2V —)LD Workloads - Secrets D FIC—ERRINE
-a—o
e E 1B ¥R

e JO—JLYV4—APIVT77L VR
e JO—LU¥—DHYVYTIYY—2R

o lokix7YVzHIVMNAML—Y

3.2.2. LokiStack H R % L) Y — X DYERK

Web OV —JLFE 7L CLI #{FF L T LokiStack #5704 L. namespace ¥R 7OV o M &E
MTEZET,

E:2

cluster-admin 1 —4#'—& L THEHD namespace D7 ) r—oavny%=9 T —¢
&, VS5ARAY—HNDFTRTD namespace DXFEHDEETH 5120 ##B %, Parse
error: input size too long (XXXX > 5120) T —A"F 4 L £ 9, LokiStack DO I AD7
7% L YUBEYICHIET B IIE. cluster-admin 1 —4—% cluster-admin 7 )L — 7
DAV IN—IZLE T, cluster-admin 7 )L—THEELARWVGEIX. R L TRER
aA—H—%EMLET,

cluster-admin 7 /L — 7 DER DML, TEHEERI /> arvaEaSBLTLEIL,

FIR

1. Operators - Installed Operators IC#&J L. Project KO v 74 > H 5 All projects % K~
LE9.

2. Loki Operator ##£ L £ 9, F##l®D Provided APIs T, LokiStack ZEiRL 7,

16


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-api-specifications_network_observability
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3. Create LokiStack%=7 1) v o L%,

4. Form View £721& YAML view TRD 7 4 —JL RBHEEINTWB & &AL E T,

apiVersion: loki.grafana.com/v1
kind: LokiStack
metadata:
name: loki
namespace: netobserv ﬂ
spec:
size: 1x.small
storage:
schemas:
- version: vi2
effectiveDate: '2022-06-01'
secret:
name: loki-s3
type: s3
storageClassName: gp3 g
tenants:
mode: openshift-network

@ COFFIXVMRBBMIMTLEA YR P—PITE, TRTOAVR-—XY FTRL
namespace T# % netobserv 2#{FH L TWE 9., HEICG LT, BID namespace % {#
TEEY,

@ ReadWriteOnce 7/ £ RE— KDY 525 —THEATERR ML —V I 52 L%HAL
¥ 9, ocgetstorageclasses #FALT. V75 RY—THHETEZ2LDZHERTEZE
_a_Q

E:2

PSR —AFVJIFERINSEDERE L LokiStack #BFIA LAWTLK 72
T LY,

5. Create =7 )y LXY,

32217704 AV hDOH A4 X

Loki D14 XlE N<x>.<size> DIERICHEWNE T, <Ns> 14 VY RY V AD %, <sizes /X7 +—< >
ADHEZEELX T,

SEEC
| Ix.extra-small (T ERATHY., Y R—KMIhTLWEEA,

R3.2Loki DY A4 X

1x.extra-small x.small Ix.medium

T— ¥k TEFRADH, 500GB/day 27TB/H
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Ix.extra-small Ix.small Ix.medium
1WHYD/sT) -8 TEREADH, 200 2 Y#T25-50 200 3 YMT25-75
(QPS) QPS QPs
LAV r—>avEHE L 2 3
&5 CPUEK 1R%8 CPU 5 {& 1R%8 CPU 36 & 1R%8 CPU 54 f@&
BEIAEY —EXK 7.5Gi 63Gi 139Gi
T 1 AVERDEF 150Gi 300Gi 450Gi

ESPERoE:H

e cluster-admin Z—H—O—JLOFHR T IL— T DIER

3.2.3. LokiStack DHEXYIAAHFIPR & NIV T 5 — b

LokiStack 1 Y R4 Y RICTIE, BEINLHYA XTIG LT 74 MEENMIBLTVWE T, BYAA
PO —DHIREE, CNODRED—HELEEXTEIENTEEYT, IVY—ILTS T4 VEE
I flowlogs-pipeline O 7'IC Loki TS5 —ARRINDIFEK. TNOEAEHRTHIE&MELES, &
NODEIRICET D&, Web AV Y —ILOBEEFT7S— N TRMINET,

REINLHRDOF ZRICRLES,

spec:
limits:
global:

ingestion:
ingestionBurstSize: 40
ingestionRate: 20
maxGlobalStreamsPerTenant: 25000

queries:
maxChunksPerQuery: 2000000
maxEntriesLimitPerQuery: 10000
maxQuerySeries: 3000

INSDBEDFMIE. LokiStack API ) 7 7L YR ASZBLTLLEIL,

324 BAERILFTF VI —DHRE
ClusterRole & ClusterRoleBinding %= E% L £ 9. netobserv-reader ClusterRole (<)L F 7+~

—EAMICL., Loki IiCREINTWEZ 70— ADI—YHY—FIERFLEEITINV—TT7 IR E@ERIC
HFaLFEd, choDO—ILEEEITBDYAML 7 7ML EERRTEE Y,

FIig
L. Web Y —ILaFEARALT. A VR—M NP4V +ED Yy I LFT,

2. YAML 774 J)LEaITTF449%—ICROvy L., Createa2 ) v o LZET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/logging/#logging-creating-new-group-cluster-admin-user-role_cluster-logging-loki
https://loki-operator.dev/docs/api.md/#loki-grafana-com-v1-IngestionLimitSpec
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ClusterRole ') —% — yaml D

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:

name: netobserv-reader ﬂ
rules:
- apiGroups:

- 'loki.grafana.com’

resources:

- network

resourceNames:

- logs

verbs:

- 'get

Q ZoO—IERIVFFFUI—ICERTEEY,

ClusterRole < 1 ¥ — yaml D

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:

name: netobserv-writer
rules:
- apiGroups:

- 'loki.grafana.com’

resources:

- network

resourceNames:

- logs

verbs:

- 'create’

ClusterRoleBinding yaml M5l

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRoleBinding
metadata:
name: netobserv-writer-flp
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: netobserv-writer
subjects:
- kind: ServiceAccount
name: flowlogs-pipeline 0
namespace: netobserv
- kind: ServiceAccount
name: flowlogs-pipeline-transformer
namespace: netobserv

19
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flowlogs-pipeline (& Loki ICEZAAF T, Kafka ZERAL TW35BE. ZDfEIL flowlogs-
pipeline-transformer T3,

325. %y NV—UHEBAMETOYILFTF Vo —DEMIE
Network Observability Operator DY IV F T+ —IlL Y, Loki ICRFEINATWVWEZ 7O0—ADI1—
=T O CRELBFIN—T7 I ZAMENICEHETS LVRIRINEY, 7Oz ) NEBEDT V&

AHEPITHE>TWET, —EZD namespace NDT7 IV EZAHMFHRINTWEZ OV =7 NEBEIL,
TN 5D namespace D7 O—DHICT IV EATEET,

AR R
® |okiOperator /N\—2 3 V57 BN VA M—=ILEINTW3S,
e FlowCollector spec.loki.authToken #* FORWARD ICERE I N TLW 5,

e JOvz/NEEBELLTAVIVYLTWS,

FIR
L ROATY REETLT, userl ICHEAMYERZNE LT,

I $ oc adm policy add-cluster-role-to-user netobserv-reader user1

WHE. T2 TIN/ca1—H — namespace DAHICHIBRINTWET, L& 2L, BE—0D
namespace IC7 7V ZRXATE321—H—I[&. D namespace RED 70— RT&, D
namespace NOHAY T Z70—42KRRTEEYT, 7OV NEEEIE. OpenShift
Container Platform 3> Y —JL® Administrator /\— 2RV 7 1 FIZTF7 7 A LT, Network
Flows Traffic R=JIC7 IV E2ZATEET,

3.3. NETWORK OBSERVABILITY OPERATOR O 1 ~ X h—Jb

OpenShift Container Platform Web > ¥ —JL Operator Hub % {8 L T Network Observability
Operator 24 Y A M—J)LTEZX Y, Operator 24 ¥ X h—JLF % &. FlowCollector 1R 4 L)Y —
AEH (CRD) MRt XN F 9, FlowCollector Z/EpK T % & XIZ. Web AV Y —IL THERZRETE
x7,

2

Operator DEED X EY —HEEIZ, VT RAIY—DH A XEFTO4IhE) Y —2D
BICK->TERYET, THIRLU T, XE) —HESLARITIVNENHIHBENDH
YFEJ, i, 70—V VY —R[REOEZRERFIE] €7 3D [Network
Observability 3> FO—5—Y R —Y ¥ —Pod DA EY—FRE] 2SRBLTLLEIW,

o |okixERHT %5EIE. LokiOperator N—2 3 V57L& #4VARM—=ILLTW3,
e cluster-admin #RZ&FHF > TV REIHY X T,
o HR—FMINTWBT7—FF7UFv+—TdHhs amd64. ppcédle, arm64, s390x DL\ hhH,

® Red Hat Enterprise Linux (RHEL) 9 THR— M X 2FE®D CPU,

20


https://catalog.redhat.com/software/containers/openshift-logging/loki-rhel8-operator/622b46bcae289285d6fcda39
https://catalog.redhat.com/software/containers/openshift-logging/loki-rhel8-operator/622b46bcae289285d6fcda39
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® OVN-Kubernetes £7zI& OpenShift SDN & X A Y xy NI =0 TS5 4V LTEREL, £
23 VT Multus ® SR-IOV R EDEA VI —A V5 —T x4 R%EFAL TV,

E5C

CDRFa2AY MNTIE, LokiStack 1 VRV RAEN loki THB I & %=RHiferE LTWE

T, BOBAIZFERAT 2ICIE. EBMOBRENBETT,

FIR

1. OpenShift Container Platform Web 1> —JL T, Operators » OperatorHub =2 ') v 7 L

i’a—o

2. OperatorHub T{fE 8% Operator DY) X k5 Network Observability Operator % #iR
L. Install 22y o LZET,

3. Enable Operator recommended cluster monitoring on this Namespace ¥ = v 7Ry ¥ X %
BRLET,

4. Operators — Installed Operators IC#&) L £ 9, Network Observability FICIR#E X hu7z API
T. FlowCollector ') > 7 %&RL X7,

5. Flow Collector ¥ 7IC#&)1L. Create FlowCollector27 ') w7 LE¥¥, 74#—LE1—TXRK
DEREITVET,

a. spec.agent.ebpf.Sampling: 70—DH > 7YV 44 X&BELET, YUV IH4
AMWPNIWNFE, VY —REARAOHENKRECARY T, FMIE.  TFlowCollector
APl 77 LV R] D spec.agent.ebpf SR L TSI,

b. Loki Z#FA L TW3I5EIE. ROLAKEREL XY,

Vi.

spec.loki.enable: Loki ~ND 7 O—DREFZBMICT BICIF. FT Y IRV IR %ZF VIC
LETd,

i. spec.loki.url: ZREEABIRIEEIND/2H. T D URL % https:/loki-gateway-

http.netobserv.svc:8080/api/logs/vi/network ICE#H T 2 HEHLH Y £, URL D
MH B "loki" T k. LokiStack DELRIE —HT H2MELHY X,

spec.loki.authToken: FORWARD &% &R L £ 7,

spec.loki.statusUrl: 21 % https:/loki-query-frontend-http.netobserv.svc:3100/ |
BRELET, URL DFRAICH S "loki" BB id. LokiStack DEFIE —HT 2 wBEHLH Y
x7,

spec.loki.tls.enable: TLS #B%ICT B ITIE. COF v IRy I R%ERIRLET,
spec.loki.statusTls: 7 7 # JL k Tld. enable &l false T,

FFERZE S IRE DRI DERS: loki-gateway-ca-bundle. loki-ca-bundle. # & U loki-
query-frontend-http. loki i&. LokiStack D&r1&—HT2HELNHYET,

c. 77 av: FRALTVWIRENKRERGZESIE. OEEHERT—ZE) T4 —DEWVAE
TT—4 %8k 9 5701, Kafka Z{FH L T FlowCollector 25X ET 5 Z & AMRETL T
KEIW, 70—V V49 —REICATZIEELEERSEIE] £/ 30D IKafka A b
L—Y%ERALA7O0—OL 29— Y—2ADKRE] #5RBLTLEI,

d. 7> 3. R®D FlowCollector {EFFIBICHEDRIIC, kDA T3V aEHRELFT, K&
ZIE, Loki ZERLAWVWI EERBIRLZIBEIK. Kaftka LK IPFIXADZ7O—DI VR
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R—PME2RETEEY, [JO—AL VY —REDEELREERFE] /> avo Mafk
Ihicxy NI —270—F—9 % Katka BEL P IPFIX ICZ YV RKR— T3] R EESER
LTLEIW,

e. Create 27 1)wv 7 LET,

WREE

NI LT & AR T BICIE. Observe ICHENT 5 &. 7+ 7 3 »IC Network Traffic A FRRE
nExd,

OpenShift Container Platform 2 S R4 —RIC T TNV r—>a v K374 v 7 BRBRWESIE. 774
RDZ7 1I)LH%—B"Noresults" ERRIIN, BEMR7O—DEELBRWVWIELGHYET, 7145 —
EIROBEICH D Clear all filters #:#IRL T, 7A—%2KXK-LFT,

E:2

Loki Operator Zfff L T Loki &4 Y X b—JL LIFEIE. LokinDAV Y —ILT It
A EHET S AN H B/, querierUrl ZFERALAWVWI EEHELET, Bl A
TDLlokidf VA M=) EFERALTLokizA YA M—=ILLEBE, TNIFYTEFYEE
AIO

34.70—3L V49 —REICEHTIEELREREIR
FlowCollector 1 VA ¥ VA% EKT 5 &, TNEBRETDIEIETEFETN, Pod MR T L TEEF
KEIND7H, FHPAELCZAREMELHY T, TDRH. #¥HT FlowCollector %= 1ERK 3 5 IR IC 1,
LTFOA T avaERETREIEAERFTLTLLEIL,

o Kafka Z{#FH L 7= Flow Collector ) ¥ — R DR E

o BbINARYy NhT7—-70—FT—4%% Kafka £/IZ IPFIX IZT Y AR— bk

® SRIIOVA VA —TIARARNT T4 v I DERDKRE

o SIREHDER

e DNSEIFDER

ESPERE:H

70—3L 7% —D#P. Network Observability Operator D 7 —FF o/ F v —& )V —RDFERIC
B9 2 2BMRBERICOVTIE, ROYYV—RESRLTIEIW,

e JO—JLYV4—APIVT77L VR
o JO—L Y4 —DHVTILYY—2X
o )Y—2ADBEEFIE

o Xy NIJ—VHEBAMEIY NO—5—TRX—I v —PodDXEY—FRBOIZ TV a1—FT«
7
o Xy NI—VHREHAUET—FTIFv—

35.KAFKADA VA N—=)L(F T a V)
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-kafka-config_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-enriched-flows_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-SR-IOV-config_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-working-with-conversations_nw-observe-network-traffic
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-dns-tracking_nw-observe-network-traffic
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-api-specifications_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-view_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-resources-table_network_observability
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#controller-manager-pod-runs-out-of-memory_network-observability-troubleshooting
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-architecture_nw-network-observability-operator
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Kafka Operator I&. KIBELRBEBETHYR—MINTWET, Kafka ik, BEEERT—5EY) T4 —D
BWHETRY N7 —070—FT—9%5&ETHHIC. BRILV—Ty MO DOEEEDT—9 71 —FK
IR L E T, Loki Operator & & U Network Observability Operator A1 Y 2 h—JLI /=D ER L &
912, Kafka Operator & Operator Hub A5 Red Hat AMQ Streams & LCTA YA M—ILTEZET,
KafkaZZA ML —YF T3V & LTRERET 25E1E.  [Kafka Zf#F L 7= FlowCollector ) Y — XD
BME] ZBRLTEIN,

= T8

Kafka #T7 VA YA M= BITIE. A VR M—IVIFERLEFEICHIET 27 V1Y

ZAh=7OERESRLTLEIY,
FEE R

Kafka Z#{#H L 7= FlowCollector ') ¥ — R D3R E

3.6. NETWORK OBSERVABILITY OPERATORD 7 V14 Y A h—Jb

Network Observability Operator I&. Operators — Installed Operators T ') 7 T{E%9 % OpenShift
Container Platform Web O~ Y —JU OperatorHub 2B L TC7 Y41 Y A M—ILTE XY,
FI&

1. FlowCollector H 2% L")V — X %HIBRL £,

a. Provided APIs 7D Network Observability Operator D1#IC4 % Flow Collector =7 ') v
7LFT,

b. cluster DA 7> a v X=a1— %%21) w2 L. Delete FlowCollector %#3&iR L 7,

2. Network Observability Operator # 74 Y A h—JL L E T,

a. Operators — Installed Operators T!) 7IZRY £ 7,

b. Network Observability Operator DB ICHZ A T3 v A Za1— =0 )vy
L. Uninstall Operator %#:&R L £ 7,

c. Home - Projects %R L. openshift-netobserv-operator = &R L £ 7,
d. Actions IC#E) L. Delete Project #:#IRL £,

3. FlowCollector 1 2% L111) YV — X% (CRD) #HIBR L £,

a. Administration - CustomResourceDefinitions ICFZEI L Z 7,

b. FlowCollector 2L, # 7Y a v X =a1— HOYw o LET,

c. Delete CustomResourceDefinition &R L £ 9,
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https://access.redhat.com/documentation/ja-jp/red_hat_amq_streams/2.2
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-flowcollector-kafka-config_network_observability
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2

Loki Operator & Kafka (&, 41 Y XA b—ILINTWIBE, Bo>TWbKk
&, BERICHIBRT 2RELNHY T, ISIC, ATV MR MNTITRES
NEEERYDT—9. BLVHIRT Z2BERH ZKGARY 2 —LDHBIHFGEMN
HYFET,
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5£4Z OPENSHIFT CONTAINER PLATFORM O NETWORK
OBSERVABILITY OPERATOR
Network Observability (&, Network Observability eBPF agent IC& > TERINZ Ry NT—V b Z

74y 70— 5RESLVRIETDHDICEZY )V IR1TS54 V% FT 04§ % OpenShift
Operator T9,

41 KR DRR

Network Observability Operator & Flow Collector APl =12t L £, Flow Collector ') ¥V — X HMER
hd&, PodEY—EREZTTOMLTRY b7 —270—%EMLTLokiODJ R MT7ICREL.
FwvaR—K, A MN) U, BLUV70O—% OpenShift Container Platform Web 2> Y —JLIZRTR L
7,

FIR

1. ROO~v Y K&EZEF4TL T. FlowCollector DIRFEEARRL X T,

I $ oc get flowcollector/cluster

=Ll

NAME  AGENT SAMPLING (EBPF) DEPLOYMENT MODEL STATUS
cluster EBPF 50 DIRECT Ready

2. RDAX > R%AEFTL T, netobserv namespace TEITLTW% Pod DR 7T—4% XA &R L
x7,

I $ oc get pods -n netobserv

saLtll
NAME READY STATUS RESTARTS AGE
flowlogs-pipeline-56hbp 1/1 Running 0 147m
flowlogs-pipeline-9plvv 1/1 Running 0 147m
flowlogs-pipeline-h5gkb 1/1 Running 0 147m
flowlogs-pipeline-hh6kf 1/1 Running 0 147m
flowlogs-pipeline-w7vv5 1/1 Running 0 147m

netobserv-plugin-cdd7dc6éc-j8ggp 1/1  Running 0 147m

flowlogs-pipeline Pod (70— %X L. NELAZ7O—42REIHTHNS, 7O0—% Loki A bL—
JIZEE L 9. netobserv-plugin Pod 1%, OpenShift Container Platform 3>V —ILADOREL TS
TJAVEERLET,

1. ROOAY Y K% ABL T, namespace netobserv-privileged TE1TL T\ % Pod DA F7—%
AR LET,

I $ oc get pods -n netobserv-privileged
Akl

I NAME READY STATUS RESTARTS AGE

25



OpenShift Container Platform 4.1 % v b7 — % al& At

netobserv-ebpf-agent-4lpp6 1/1  Running 0 151m
netobserv-ebpf-agent-6gbrk 1/1  Running 0 151m
netobserv-ebpf-agent-kipl9 1/1  Running 0 151m
netobserv-ebpf-agent-vrenf 1/1 Running 0 151m
netobserv-ebpf-agent-xf5jh  1/1  Running 0 151m

netobserv-ebpf-agentPod I&. / —RKDxXy NT—9 A V9 —T x4 RZEHRLT7O0—%HEL.
Zh % flowlogs-pipeline Pod ITEE L E T,

1. Loki Operator 2 L TW3iH&IE. JROIT ¥ R%%E1T L T. openshift-operators-redhat
namespace TEITLTWS Pod DAT—49 R &MHEL XY,

I $ oc get pods -n openshift-operators-redhat

i 51
NAME READY STATUS RESTARTS AGE
loki-operator-controller-manager-5f6¢ff4f9d-jg25h 2/2  Running 0 18h
lokistack-compactor-0 1/1 Running 0 18h
lokistack-distributor-654f87c5bc-ghkhv 1/1 Running 0 18h
lokistack-distributor-654f87c5bc-skxgm 1/1 Running 0 18h
lokistack-gateway-796dc6ff7-c54gz 2/2  Running 0 18h
lokistack-index-gateway-0 1/1 Running 0 18h
lokistack-index-gateway-1 1/1 Running 0 18h
lokistack-ingester-0 1/1 Running 0 18h
lokistack-ingester-1 1/1 Running 0 18h
lokistack-ingester-2 1/1 Running 0 18h
lokistack-querier-66747dc666-6vh5x 1/1 Running 0 18h
lokistack-querier-66747dc666-cjr45 1/1 Running 0 18h
lokistack-querier-66747dc666-xh8rq 1/1 Running 0 18h
lokistack-query-frontend-85c6db4fbd-b2xfb 1/1 Running 0 18h
lokistack-query-frontend-85c6db4fbd-jm94f 1/1 Running 0 18h

4.2. NETWORK OBSERVABLITY OPERATOR D7 —F 7V F v —

Network Observability Operator &, FlowCollector API 22 L 9, ik, 41 VA M—JLBFICA ~
24 > Z2{tX . eBPF agent. flowlogs-pipeline. netobserv-plugin Y R—3x > N&FAET 2 LS
ICBREINTWE T, FlowCollector i&, 7R —T&IC1DEFHR—MINET,

eBPF agent (3, &V S R9—LTEITIN, XYy M7= 70—-%RN&ETZLDDWVWL DHDMHER%E
F>TWE 9, flowlogs-pipeline (Y 7 —270—7—4%%%F{E L. T—4% IC Kubernetes 3 5IF
ZBIMULET, LokiZFEA L TW3IHE. flowlogs-pipeline (7 0—04F—4 % Loki IC#EE L T,
RESLVM Ty I RE%EITWVWE T, netobserv-plugin (. FBJ OpenShift Container Platform
Web AV VY —INTZ T4 THY., Lokilil/ T —%RFLTRY M7= 70—-FT—9%RELZE
T, VSR —BEEX, WebA VY —ITT—95RRTEFT,
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Network Kubernetes
Observability Operator objects’
(FlowCollector) metadata
eBPF agent Raw ) Flowlogs- Enriched N - —) netobserv-
(privileged) flow data pipeline flow data ,, plugin
Loki storage
Enriched Kafka
flow data (optional)
Network : .
o Packet listening at i
interfaces / Traffic Control ingress/egress Enriched IPFIX
flow data (optional)
Nodes )
(DaemonSet) [r)ni?}fiig —> \,
Prometheus storage

ROBITRT LT, Kaftka A T a v aFHRALTWSIHA, eBPFagentldxy b7 —o270—F—

L. flowlogs-pipeline (& Loki IZiX{E 9 % RIIC Katka MEY I D SEHEY £,

& % Kaﬂ(a L\. 9::{5
Network Kubernetes
Observability Operator objects’
(FlowCollector) metadata
eBPF agent > > Flowlogs- Enriched ) 7 > netobserv-
(privileged) Kafka pipeline — flowdata . plugin
Loki storage
Enriched Kafka
flow data (optional)
Packet listening at
Network / Traffic Control ingress/egress
interfaces Enriched IPFIX
flow data (optional)
Nodes
Derived
(DaemonSet) mirtlriis . \_/
—
Prometheus storage

4.3. NETWORK OBSERVABILITY OPERATOR D X 57 —4% R L FRE DR

oc describe IY Y KAFEARAL T, A7—

YA %ERAEL.

flowcollector DEFfi=R T £ 9,
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FIR

1. RDOT Y R%EZEFTL T, Network Observability Operator DX T —49 R EREEZRRTLET,

I $ oc describe flowcollector/cluster
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555 NETWORK OBSERVABILITY OPERATOR D&% 7E

Flow Collector API 1) YV — 2 %8B %7 L T. Network Observability Operator &€ ZDY X —Y KOV R—X
VY MNERETEET, FlowCollector l&, 4 Y X M—JLARICEATRBICERINET, D) Y —RIF7

S22 —2ETEET 5720, BE—D FlowCollector DHHFFaI X1, cluster & WD &Ri% T %
ENHY T,

5.. FLOWCOLLECTOR JY —XARTRT S

OpenShift Container Platform Web 2>~V —JL T YAML 2 BEXR RS L PRETE T,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF58I L £ 9,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,

3. cluster Z:ER L. YAML# 7% ZEIRLFY, €I T. FlowCollector )V —X%EZEHEL T
Network Observability Operator 58 ETX X 7,

LR DfIE. OpenShift Container Platform Network Observability Operator @1 > 7' JL FlowCollector
)Y —R%ZRLTWET,

FlowCollector ')V — X DY > )L

apiVersion: flows.netobserv.io/vibetai
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: DIRECT
agent:
type: EBPF
ebpf:
sampling: 50
logLevel: info
privileged: false
resources:
requests:
memory: 50Mi
cpu: 100m
limits:
memory: 800Mi
processor:
logLevel: info
resources:
requests:
memory: 100Mi
cpu: 100m
limits:
memory: 800Mi
conversationEndTimeout: 10s
logTypes: FLOWS 6

© 0
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® o

30

conversationHeartbeatInterval: 30s
loki:
url: 'hitps://loki-gateway-http.netobserv.svc:8080/api/logs/vi/network'’
statusUrl: 'hitps://loki-query-frontend-http.netobserv.svc:3100/
authToken: FORWARD
tls:
enable: true
caCert:
type: configmap
name: loki-gateway-ca-bundle
certFile: service-ca.crt
namespace: loki-namespace # 9
consolePlugin:
register: true
logLevel: info
portNaming:
enable: true
portNames:
"3100": loki
quickFilters: G
- name: Applications
filter:
src_namespace!: 'openshift-,netobserv'
dst_namespace!: 'openshift-,netobserv'
default: true
- name: Infrastructure
filter:
src_namespace: 'openshift-,netobserv'
dst_namespace: 'openshift-,netobserv'
- name: Pods network
filter:
src_kind: 'Pod'
dst_kind: 'Pod'
default: true
- name: Services network
filter:
dst_kind: 'Service'

I— 1V MNMEEk spec.agent.type & EBPF TR FiEARY £H A, eBPF I&. OpenShift
Container Platform THR— N INZM—DF T3> T,

> 7)) ¥ Jt#k spec.agent.ebpf.sampling 5% EL T, VY —REABEETEXFET, 7YV
TJEMEWE, KEDEE., AT —, BLUVARAMN L=V Y Y—AWNBEEINZHTREEIHY F
T hiE, BTV TLEDEAIBET DI ETERTEET, 1001, 100 ZT&IC1D2D7
A=Y TV IEnNdZE2#EBHRLET, O FLIXT1DEIK. TRTOZ7O0—HIHF+ TF+—
INBZEEEKRLET, EMEWVZE, BRIz 70— mML. IREXA M)V XADBENHE L
LET. T7A4IWNBMTIE, eBPFH YT U JIHMESO ICREINTWS LD, 50 T&IC1DD7
A=Y isngZd, dUZBLKDY YA o70—, LYEZELDAMNL—=IUDREICLS
CEIREFRLTLCEIVN, 774 MEDLIRD TRERIICHEL, V5 RY—DEEBTE D%
EERETDHIEEWELET,

I 7Y a Dk

spec.processor.logTypes. spec.processor.conversationHeartbeatinterval, & £ U
spec.processor.conversationEndTimeout Z:E L T, REFEBHZEMCTEIEHNTEET,
BPICTEE Web AVY —ILTRFEANRY M 2IIT)—TEBLDICRYZ

9., spec.processor.logTypes DEILRD & H Y TY: FLOWS
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CONVERSATIONS. ENDED_CONVERSATIONS, F7cid ALL, X b L —YZH(E ALL TR
= <. ENDED_CONVERSATIONS T&Ht{E< &Y X7,

Q Loki 14 T % spec.loki IZ. Loki 754 7> h&EELET, 7 4L MEIE. Loki Operator
DAVAN=ILEID I VICEBEINTWS Loki41 VA RM—ILIXRE—BLZF T, Loki DRIDA
VARN=IAEEFERALEBEIX. A VAN —IVICEYRV AT MEREIEELE T,

9 TTDEEBAZE IX Network Observability 1 ~ 24 > XM namespace ICIE—3h, EFIFERINZE
T, IBE LRWISE. namespace &7 7 # )L M T "spec.namespace” &R LICAY £9, Loki %
BD namespace ICA Y A b —JL Y 2 Z &2 FEIR L 123BE L. spec.loki.tls.caCert.namespace

7 4 =)L RIZED namespace Z18ET 2HENHY £9, FEHKIC. Kafka % BlID namespace I
4 Y2 M=V L1HEIE. spec.exporters.kafka.tls.caCert.namespace 7 1 —JL REZIEETE &
ER

6 spec.quickFilters {f#kid. Web AV YV —JLICRARINZ 71 Y —%EHL XT, Application
7 1 )L% —F—_ src_namespace & & U dst_namespace IZEE () SN TWB

&. Application 7 1 )L ¥ —Id. openshift- & 7= (3 netobserv namespace N HFEEFEINT LW
W, FREBEIEVWIARTOIS 74 v 7%2RTLET, FMlIE. UTFDOIA4 Y0 T74)L5—D
BREZSRLTLLEIW,

ESPERCE:H

SEBEFOEEMIL. Working with conversations ZZHR L T 72X Ly,

5.2. KAFKA %#{#ffH L7~ FLOW COLLECTOR )Y — X DR E
Kaftka #m AN —Tv NHDIEBEDT—H 7 14— KDEHIFERT S L S IC. FlowCollector ') ¥V —
A%ZRETEET, Katka 41 YV RI VR %ZRITTDHENHY. TDA 2~ ZXH > AT OpenShift

Container Platform Network Observability EF® Kafka hEY 7 2 {ERXT 2 EBAH Y £9, FFil
&, AMQ Streams #f#fH L7z Kafka KF¥Fa XV b Z5RLTLKEIW,

AR

o Kafka M Y A h—JLEINTW3, RedHat I&., AMQ Streams Operator % {9 % Kafka %
HR—MLZET,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF$EI L £ 7,

2. Network Observability Operator M Provided APIs &5 R L DT T, Flow Collector % &
RLZET,

3. VA9 —%BRL. YAMLY T% 0y ILET,

4. ROYY TV YAML IZRT & D IC, Kafka ZfEA T % & 5 IZ OpenShift Container Platform
Network Observability Operator @ FlowCollector ') V —X 5% Z&E L £ 7,

FlowCollector ') ¥V — 2 D Kafka 5xEDH >~ 7L

apiVersion: flows.netobserv.io/vibetai
kind: FlowCollector
metadata:

name: cluster
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spec:
deploymentModel: KAFKA (1]
kafka:
address: "kafka-cluster-kafka-bootstrap.netobserv" 9
topic: network-flows
tls:
enable: false ﬂ

Kafka 7704 X~ NETFTILEBMICT %ITIE. spec.deploymentModel % DIRECT Tl&7x <
KAFKA [CEREL F 9,

spec.kafka.address (Z. Katka 7— A NSy TH—NR—DT7 RL 2SR L ZF9., R— bk 9093
TTLS =R %7-%. kafka-cluster-kafka-bootstrap.netobserv:9093 72 &, HEICH LT
R—REZBETEET,

spec.kafka.topic (3. Kafka THERINZ R NEY VDEZFIE—RTIBENHY FT,

oo o o

spec.kafka.tls £ L T. Kafka & DED TR TDEE%Z TLS £/ IE mTLS THESIELTE X

¥, BWICLEIGE. Kafka CASIBAZ (L. flowlogs-pipeline 7Oty H—dYR—%x > MO FT T
A4 XN TW3 namespace (T 7 # )L b: netobserv) & eBPF T—Y v MO T 7O14 IR TV
namespace (7 7 # JU : netobserv-privileged) M5 T ConfigMap F 7z (& Secret & L TEAT
XHZMENHY £, spec.kafka.tls.caCert THSRI Z2MENHY XY, mTLS 2EHT 25

B, VATV RNY—=U Ly MEINSHD namespace THHRATE (lc& A 1K, AMQ Streams
User Operator Zf&f L THEM TEX 7). spec.kafka.tls.userCert TSRINZNELNHY F

ER

5.3.@{tINfRxy ND—0JO0—F—495THVRKR—KrT 5B

*xv N7—270—% Kafka, IPFIX. F7IEZDMEAICARFISEFTEZX T, Splunk. Elasticsearch.
Fluentd E%&IF LHET B, Kafka £ IPFIX ANEYR— T 270y —FL@RAMNL—
iE. BRINxy ND—070—T—9%5FEHTEEY,
AR
o Xxvw NT7—2URERIMED flowlogs-pipeline Pod m 5 Kafka £7/IZ IPFIX AL 74 —T Y KRR
1V h2ERATE S,
FIE

1. Web O~ Y —JL T, Operators - Installed Operators I[CF5EI L £ 7,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster &R L. YAMLY 7%:&RLZET,

4. FlowCollector %##R% L CT. spec.exporters = XD L D IZREL T,

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
exporters:
- type: KAFKA (1]
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kafka:

address: "kafka-cluster-kafka-bootstrap.netobserv"
topic: netobserv-flows-export g

tls:

enable: false
- type: IPFIX

ipfix:
targetHost: "ipfix-collector.ipfix.svc.cluster.local"
targetPort: 4739

transport: tcp or udp 9

9 Network Observability Operator (&, §RXTD7O—%&EI N/ Kafka hEY 2 ICT S
Z/_j_:_ I\ L/ i’a—o

g Kafka & DREID T RTDBIEAR SSL/TLS £/E mTLS THREESILTEXEY, BMIC LIS
A. Kafka CAGEBAZE (L. flowlogs-pipeline 7Ot v #—aYR—x Y MAF7O4 I h
T3 namespace (7 7 # JU b: netobserv) T, ConfigMap F7zId Secret & L TERTE
ZENHY ET, Ihid spec.exporters.tis.caCert TSR ITZMENHY £9, mTLS
HERATRHE. VA7V M= Ly MEIN 5D namespace THFARBETH Y
(7= & 2 1E. AMQ Streams User Operator #{#FH L TERTE X
7). spec.exporters.tis.userCert CSRINZNENHY 7,

wKafka IK70—42ITVRAR—KNTBRDYIC, FHFENEHET. 70—% IPFIXICT
92/_.]_2_ I\T\‘ﬁij—o

@3 FTVaVTRSVRR—MNEEETEEYS, T7A4LMEIZ tep TTH. udp 2HET
2ZEHTEET,

5 BEHR. Xy 77— 70—-FT—4% JSON X CRIAETRELAENICOEETETE T, Fi
iE, xRy b= 20-FADYI77L VA ESBLTLLEIV,

ESPERoE

JO0-FROEBEDFHFMIZ, Ty hT7—2 70KV 77 L VR EHRBLTLEI,

5.4.FLOW COLLECTOR ') YV — XD &E#

OpenShift Container Platform Web O~ Y —JL T YAML %#R&E 9 5K Y IC. flowcollector 1 2 ¥ L
)Y —Z(CR) IRy FEFEHATEHIET, eBPFH YT VI REDEHERETEET,

FE

1. ROV R%EEFTL T, flowcollector CR IC/Vy F% &M L. spec.agent.ebpf.sampling {&
ZEILET,

$ oc patch flowcollector cluster --type=json -p "[{"op": "replace", "path":
"/spec/agent/ebpf/sampling”, "value": <new value>}] -n netobserv"

55. 79499749 —DEFE
FlowCollector ) YV —RXATT7 4V Y¥ —%ZEETEXZEY, B _B5|EAFTCHLE., ZRE2—BHHBEICK

YET, ThUADHE. THFAMEREHE2—BOERINET, F—DORRICHZINV T () XF
3. BEZEKRLEY. YAML OEEICEY 25420V T2 MME. #> 7L O FlowCollector ')
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V—R%

=08

=z nn

E5C

LTI,

TANI—RYFUITHA4 T allof" &fcld "any of" &, 2—HF—DVTY—FT>av
NOZEETEDUIRETYT, hid, ZONY—RBED—ETIEHY FHA,

FREARERITRTDIANIY—F—DY) A MNERIIILET,

RK51T74)IL9—F—

names
pace

name

kind

owner
_name

resour
ce

addre
ss

mac

port

host_a
ddres
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dst n
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dst o
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nam

dst r
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rce

dst a
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dst_
mac
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ort

dst_h
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FEED namespace ICFAETZ NS T4 v 9574 LYYV TLET,

HEDPod, ¥—ER, FLEF/—RFK(FAMRXYNT—=T8FT 19D
A RE FEDV -V V-REZICEETE T4 v 7% 7 1)L5 —U0E
LET,

RED)Y —ADERICEETE NS 71490274008 TLET, Y
Y —ZADFEEITIE, V=T Y Y —RA (Pod. Service. 7 l& Node)., F7IZFR
B# ' Y —2R (Deployment $ & U StatefulSet) A& FNE T,

BEDYY —AFMEBICEETEZINS 7149052748 ) VT LET, DF
Y, 7—20—KFLIEPodDtEY bTY, & XL, Deployment &,
StatefulSet £ E T,

—RBICHT2ERETRINDIR/ED) YV —RICEETEINZ 74 v 0%
TANIN) T LET, EROKLEIE. namespace DIEFEDIFE IE
kind.namespace.name. /— RDHZ&E node.name TY, & X

I¥. Deployment.my-namespace.my-web-server T9,

P7RLRICEETE N 74907408 ) T LET, IPv4 & IPv6 B

YR—FINTVWET, COREBELYR—FINhTLET,

MAC7 RLRICEET B N T74 v 07408 ) VT LET,

HEDR—MIBEAETDI I T4 v %7408 )T LET,

Pod "EITLTWBHRAKNIP7Z RLRICEAETEZ N T4 v 0%2T74IL8 )Y
JLET,



#53 NETWORK OBSERVABILITY OPERATOR @

X5
Ly

proto B B TCP® UDP AED7TONINICEETZ NS 74 v 0 & 749 ) VT LE
col RL 2L ER

o V—RFLEBEDVWITNADI-N—HILF—T IV —, Fz&ZE Z4NE)VV YT
name: 'my-pod’ |&. FHAIN 2 —H4H 1 7 (Match all £7<IE Match any) IR <, my-
pod HS5DFTRTDIT T4 v E my-pod NDITRTDIZ T4 v I 5BKRLET,

5.6.SR-IOVA V9 —T T A ANS T4 v I DEHDETE

Single Root I/O Virtualization (SR-IOV) T/\XA A& FR LTI R =D M7 1 v IV ZINET 3IC
I&. FlowCollector spec.agent.ebpf.privileged 7 1+ —JL K% true ICERET 2 HENH Y £3, JRIC,
eBPF agent l&, 774 hTEHRINSZ KR MR Y MT—7 namespace ICINA. DRy hT—2
namespace H B L X9, IRIEBEEE (VF) 1 V9 —T 24 A% HFD Pod BMEIN D &, FiLLwxRy b
7 —7% namespace M"EK I EF, SRIOVNetwork ;K') > —®D IPAMRE%IEET D&, VF AV
=74 AMNKRA MR Y NT—7% namespace B 5 Pod ¥ kT —7% namespace ICEITINE T,

AR ERM
® SR-IOV 7/31 R %&f#EF L T OpenShift Container Platform 2 S X4 —ILT7 VXA TE %,

e SRIOVNetwork 124 1! Y —2Z (CR) @ spec.ipam ZE(E. 1 V9 —T A ADY RAMIH
ZEEAF IO TS TAUDSDIP7RLAAZFEALTERETI2HLELNHY T,

FI&
1. Web O~ Y —JL T, Operators - Installed Operators I[CF581 L £ 9,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster Z3&R L. YAMLY 7% #8IRLZF T,
4. FlowCollector h X9 L)V —RZHZRELE T, REHIZRDEEY T,

SR-IOV £=4 ') >~ ZFIZ FlowCollector 3% E ¥ %

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: DIRECT
agent:
type: EBPF
ebpf:
privileged: true 0

SR-IOV E=4 ) v 7 %=BMIZT 5ICIL. spec.agent.ebpf.privileged 7 1 —)L KD{E%
true ICERET H2MENHY F T,
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ESPEAES

SriovNetwork 1 X% L") Y —ZADIEMDEEMIZ. CNIVRF 7S 74 v A @EH LB SR-IOV & v b
T2 L TOER #5R LTI,

57. )YV —2BEBLUN T+ —<T Y RICEET BEEEIE

2y NT—VBERICBER) Y —ADEIF. VF7RI—DHYAXE, VR —2AEAT—45 ZEY
RATRES DLDODDEHICE >TERYIEY, YY—RZEEL, V5R9—DNRNT -V AEHE
ZRETBHICIE, ROBEZHRET DI EZMAFA LTIV, TNODREZZXET D&, RBER
Ty N7y FEABAMDO = —X &S RREESHY 7,

ROFBEE. RANOL) Y —RENRT =XV RAEEBTHDITKRIEET,

eBPF > 7)) vy

> 7)) ¥ Jt#k spec.agent.ebpf.sampling %52 EL T, VY —REEEBTEFEY, TV
ENEVNE, KEDEHE, XEY—, BLUVRARNL—VYY—AMHEEINDZAREELHY £,
Ihid, YU v THDEEZBET S ETRBETEEHET, E100(F, 100 Z&IC12070—
DY TV TINBIEEBKRLET, 0 F4E 1 DEIK. TRTO7O0-DF+ FF+r—3h
5ZEHEEBHRLET, ENMNIVEE, BRIz 70-8EmML. IREXA M)V XADBEIELL
F9, 77A4INTIE. eBPFHY ) U JIFMESOICEREINTWS /A, 50 Z&I120 70—
DY TV ITINET, JUZKDHFYTF70—1F, UYSELDRAMNL—IDREIIARDBZE
IKEFBRLTCEIVN, VISR DNEDHKREEAEETE 02T BICIE. 7740 MEDLS
RO TERBMWICTHET B I EERET L TLEI W,

A9 —7 4 ADFHIRF 7 &R
spec.agent.ebpf.interfaces & & U' spec.agent.ebpf.excludelnterfaces DIE%:XE L T, EflIh
285714y 02F%EERLET. T 74 MNTIE, T—Y 7 ME. excludelnterfaces & & O
lo(A—ANA VI —TIAR)ICYRAMNINTWVWES VI —T A RAERL. YRATLADTART
DAVI—TzARAEBLET, 1 V9 —T7 x4 A%IE, FHINS Container Network
Interface (CN) ICL > TERBIFEDH DI EITEFRELTLLEI W,

Network Observability & LI& 5 < BT L72%&. ROBREEFAL TINTA—I VA EMAETEET,

)V —ZAEHS L OHIR
spec.agent.ebpf.resources & & U spec.processor.resources {T=FEAL T, YV —REH# &
HRZ I SAY—TFRINZIEREAET) —FHEICERIEXT, Z<OFREDI X5 —
IZIE, 77 4L MDFHIBRD 8OOMB THARIGEDNHY £,

FrviaDmrKR7O0—F14 LTI

eBPF T—< =~ b M spec.agent.ebpf.cacheMaxFlows & & U
spec.agent.ebpf.cacheActiveTimeout {t#Z2 AL T. T—Yz Y MIL>TT7O0—DHEIN
DPHEEEFRELET, ENPKIWVEE, T—VzV MNTERINE NS T4 v I8P R<ARY, 2
NIECPUBRDETEMRBELET, L, EE2AREILLTEHEATYY SHEEN DT MIEML.
TO0—INETLYEZ DEBENRET DAIEMELHY T,

571 Y)Y —2ANDEEEIE
ROKIE, BEDT—VAO—RYAZXDISAY—D) Y —RIETHZEERBFEOHAERLTVWET,

E:2

RIBEZRLEAIE, HEDT7—/70—FICELETHEINLYF ) A Z2RLTW
F9. BOlF. 7—70—-—RFO=Z—XICEDLETHEZTOILDORN—RF14 &L T
DHERLTLEEI,
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+R5.2 )V —ADHHEEIR

J—h—/—FKD
VCPU &EXEY —

LokiStack Y41 X

Ty b7—oa@
Ay rO—
S—DXAEY—H
FR

eBPF ¥4~ ) >
JL—»

eBPF X E) —4&l
BR

FLP X €Y —H#IRE

FLP Kafka 73—
TA4ay

Kafkad> ¥ a1—
YX—L VA

Kafka 7O—h—

®BNEEE (10 / — INREE (25 /—F)  thifliEi(e5 /—K) K (120 / —
K) [2] K) 2]

4 vCPU| 16GiB 16 vCPU| 64GiB 16 vCPU| 64GiB 16 vCPU| 64GiB
mem [1 mem [1 mem [1 Mem [1]
1x.extra-small 1x.small 1x.small 1x.medium
4OOMi(7_'“77r)l/ 4OOMi(7_'“77r)l/ 4OOMi(7_'“77r)l/ 800 Mi

M)

50 (F7 4L M)

800Mi (77 # /L
b)

80OMi (77 # JL
b)
ZYL

ZEaL

ZEaL

M)

50 (F7 4L M)

800Mi (77 # JL
b)

800Mi (77 # L
b)
48

24

3(F74IHN)

. AWSM6i {4 Y RY YV ATT A NEH

M)

50 (F7 4L M)

2000Mi

800Mi (77 # JL

M)

48

24

3(F74IHN)

50 (F7 4L M)

800Mi (77 # JL
b)

800Mi (77 # L
b)
48

24

3(F74IHN)

2. ZDT—A—EZOAY MA—F—ICMAT, 3204 ¥ 75 /— R (¥4 X M6i.12xlarge) &
1207—20—K/—K (¥4 X M6i.8xlarge) BT A I hZFE L7,
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FE6E XY NT—UR) Y —

admin O—)L % D1 —#%—& LT, netobservnamespace DRy KT7—2VRY O —%ERTEZE
ER

6.1. Xy NT—UAERIMEDIODRY hT—V R > —DIEK
netobserv namespace ~®Dingress N T 7 4 vV EZRET DD, XY NT—OR) O —%ERT 2

MENHZDIGEDDHYET, WebA VY —ITIE, 74—LE21—5FHLTRY NT—IR)>—%
ERTEZEY,

FIR
1. Networking - NetworkPolicies IC#481 L £ 9,
2. Project KOy 74U X =—a1—/»5 netobserv 7O TV M &BIRLE T,
3. RYD—ICERIAE[MITES, ZDFITIE. RY > —4AIld allowed-ingress T,
4. Addingressrule= 3BV ) v 7 LT, 3204 VT LRI —IL%ZERHRLET,
5 74 —ATUTFZEELET,
a. &4ID Ingressrule [CX L TLATOERRZERMR L £7 .

i. Add allowed source KOy 749>~ X Za2—h5, Allow pods from the same
namespace ZER L £ 9,

b. 2#&B® Ingress rule IZx L TROERRZEM L £,

i. Add allowed source KO Y 74> X Za2—H5, Allow pods from inside the
cluster Z: &R L £ 7,

i. +Add namespaceselectorz?7 ') v 7 LET,

ii. )L kubernetes.io/metadata.name &tz L 7 ¥ — openshift-console ZiEfN L %
ER

c. 3HEB D Ingressrule IZx L TROMEFRZER L £,

i. Add allowed source KO Y 74> X Za2—H5, Allow pods from inside the
cluster Z: &R L X7,

i. +Add namespaceselectorz?7 ') v /7 LET,

ii. Z7%JL kubernetes.io/metadata.name & tz L ¥ ¥ — openshift-monitoring % &10 L
x7,

MREE
. Observe - Network Traffic ICFEEIL £,
2. TrafficFlows ¥ 7E7/-I3EFEEDY TERRL T, T—I9DBRRFINTWVWSB I EAEELET,

3. Observe - Dashboards IC# 8 L £ 9, NetObserv/Health DERT, 7O—H1EYRAFEFNT
Loki ICIEfEINTVWAR I EABRLET (RWDITZ7ITRINTUVET),
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6.2. %y NT7—2 R —DHl

LUFI&. netobserv namespace @ NetworkPolicy # 7> = 7 KDBIZT /

-a—o
YO TINRYy NTD—0R) o —

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-ingress
namespace: netobserv
spec:
podSelector: {} ﬂ
ingress:
- from:

- podSelector: {} g
namespaceSelector:
matchLabels:
kubernetes.io/metadata.name: openshift-console
- podSelector: {}
namespaceSelector:
matchLabels:
kubernetes.io/metadata.name: openshift-monitoring
policyTypes:
- Ingress
status: {}

FeERYNI—IRY>—

Ty avaEMIFTWE

@ FUr—PERINDPod EFHMATBEL Y —. K —F TV k& NetworkPolicy 7 7
VIV MERINDZ IOV MDD Pod DHEZBIRTEET, TORFa XY MTIE,
Netobservability Operator 51 Y X h—JL¥hTWB 7OV Y h, DF Y netobserv 7OY =

I MIRRYFET,

9 RV—FTIT IV MDPAARNT T4 vV %HFATSDPod IC—HT2ELIY— TTFIIT
&, L 7% —Id NetworkPolicy & [A U namespace @ Pod & —H L %9,

9 namespaceSelector ATEEINTWBIHE, L 749 —IXIBE I N7 namespace D Pod & —

BLET,

REEE R
CLIAFERALERY NT—2RY) S —DER
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FTERXYNT—U NS T4y DER
EIEH(L. OpenShift Container Platform AV Y —IL TRy N7 =9 NS5 74 v U HBRERL T, A
NS TN a—T4 VT ERHEITOENTEET, COMEIE. P74y 70—-DIFIFR
T574ANKEHISRAREBZIDIIZILEET, RYNT—I NS T4 v VBRI Z-HIFERAT
XA -V DOhHY FT,
J1IBEE2-HIS5DORY NTI—I KNS5 T 14 v I DER
Overview Ea2—I(llE, V75 R9—LEDRY ND—U R NS T74 v 7 70—DEHNINILERNAX KN
JABRRIINE T, BEEIZ, FRAERLARTIA T aveaFRAL TR 2ERTEET,
71 B 1 —DEE
BIPEE(L, Overview Ea1—ICBEL T, 7O0—L—MNDWEAE TS 714 AIICKRRTEET,

FIig
. Observe - Network Traffic ICFEEIL £,
2. XY RNT—=U KNS Taw Y R=IT, Overview ¥ 750 ) v I LET,

AXZA—=TAAV %Y Y v IT2E, BRET—IDHBEZRETCEIT,

7A2. BB 1 —DHMA T 3 VDERE

A T avAEFERALT V3714 0VELI—%5HRIXAATEZEY, #FliAF>avii7o&2
9 %IZld. Show advanced options %% ') v ¥ L&, Display options NOv 74D v X —a—%{&
ALT. 7270 MA2%ECEET, FIATRALT T avIidROEBY T,

® Metric type Bytes X 7zId Packets B CTHRARINZ A M) VR, T 7 #JL MEIL Bytes T
ER

e Scope: Ry NT—U NS T4 v INFENZAVE—V hOFEMERERLEFS, AOA—T%
Node. Namespace. Owner, F7:|& Resource ICERETE XY, Ownerld) VY —RDEERE
T9Y, Resourceld. RAMRY NT—U NZ T4 v IDFEIFPod. Y—ER, /—R, &
Tl EARBARIP 7 RLARATY, 77 +#J)L MEIE Namespace TY,

® Truncatelabels: KOY 740V ) A R OREBERSNRILDEEERLES, 774/ M
M T“—g_o

7121 /SR IIDEE
MHERBEEBIRLTERIL, ERBRAZIENTEET, FEEET %ICIE. Manage panels % 7
Vv o LET,
7.1.2.2. DNS &8
Overview E2—T, Xv b7—% 70— Domain Name System (DNS) :BEfD V'S 7 4 HIL KR %= 5%
ETE XY, Y5k Berkeley Packet Filter (eBPF) L —RRA >~ b7 v U &ERAYT % DNSERfild, <
FXFLEMICFEATEET,

o Xy NT—VEHRDNS /I —¢IBICETZHMREAB/SIET. Ry NTV—VEEHIE
BNY—V BEMNBRRMNLRY Y, FRENIr—TVROBEAEETCEET,
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o TXal)FA—DImTIIITICE>THEAIND RXAVRZERTIVT) XL (DGA) 70 &
DARBRDNS 7I9T14ET4—52BRELEY., X2 )T —452ETS508EHEOHDFER
DNS fBRAHRELRZY LET,

o NSTNYa—T4 VT DNSEAFIRZEHL., BEZEBIFL. REIREZRKET S &IC
&Y, DNSEEEDEEEZT Ny 7 LET,

DNS B EMICHE > TWBIHEE,. Overview DT T T7ITRDA M) VIADBRRINET, COE 21—
DEMEEFRADOFMIZ. OIS avD EEBRASBLTLEIWL,

o {5 DMDFEH DNSIEIE
o FH5DMDDNSLARYyZRO—NR
o U 5DDDNSLARYZRO—RDOREEESRE

ZDOHEBEIE, IPVAB LT IPV6UDP 7O RN THR— IR TWET,

BEFR

e FlowCollector T®D DNS DEREDFFHMIE. DNSEHDER 2SR LTIV,

7.2. 574 v 70—E31—D5DRYNT—I NS T4 v IDER
Traffic flows E 2 —IZi%, R v |\’7 P70—-DT—FERNSTAVIDENT—TIICKREREINE
¥, BEEE, NS T7q4v o 70—FT—TIEFERLT. 7TV r—>a v Ko S 74w I ERE
HTEFEd,

721. 8574 v 70—E1—D#FF

FEIEE(IX, Trafficflows T—7ILICRREIL T, 2y N7 —2 70— 1BHREERTTET,

FIig
1. Observe - Network Traffic ICFEEIL £,

2. Network Traffic R—< T, Trafficflows% 7% vy LF T,

BiTZ27 )y LT, W92 70— BERZEGTEET,

722. 8574 v 70—E1—DEMA TS a v DRE

Show advanced options #fFfAL T, E2a—%HRIIYA XELVITYVAR—KNTEZJ, Display
options KOy ¥ A —a—%FRALT. T4 XE{RETEET., 77 4J)L MEIE Normal T
-a—o

7.2.21. 5 DEE

RRTEDVEDH DI ERIRL, TREZDZIENTEET, JI5EET 5L, Manage columns %
20w LETS,

7222. 8574y 0 70—FT—9DITY AR—h

Trafficflows E2a—HWS5F—9 5TV AR—KTEXET,
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FI&
. Exportdataz/7 ') v o LZET,

2. Ry TT7v 94> RKIT, ExportalldataF v 7Ry V RAERBIRLTIRTDT—F %L
JAR—ML, FzvIRYIREFATICLTITVRR—NTZHEDH S 7 14— K% FER
TEEY,

3. Export =2 ) w7 LET,

7.2.3. KELEHDEH

BEEIL, AILREFEO—HTHE XYy NT7—270—%T)I—FIbTEFT, K5EFEIX. IP7 KL R,
R—h, 7ORINICE>TERNSINZETDOTIN—TELTEREIN, TOHER, —=0D
Conversation D A'@6NEzd, Web AV Y —ILTHRHEFEARVNAE VT —TEET, INLDIRY
M, Web VY —ILTIRDEDICKRRINET,

e Conversationstart: TDA XY ME, BHRILFHIBINTWED, TCP 7SN A V99—t K
INnEZICHRELET,

o RFETA VI IDARY NI, BHENT VT 1« TTHSME. FlowCollector
spec.processor.conversationHeartbeatinterval /X5 X —4 —CEZINAIEEIN BRI
EICHRELET,

® Conversationend: 2D 1 X k&, FlowCollector
spec.processor.conversationEndTimeout /X5 X —4% —(ZET B, TCP 75D (MA v 4F—
TR INFEZITRELET,

® Flow: Chik, EEINLERRICERETZIRY NTI—INZ5T714v 9 70—T9,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF58I L £ 7,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster #3&R L. YAML % 7%&RL XY,

4. spec.processor.logTypes. conversationEndTimeout., & & U
conversationHeartbeatinterval /X5 X —4% —HERO=-_— XIS L TEREINE LD
IC. FlowCollector h A% L)Y —RA%=HJRELF T, REHIIRDEEY TY,

£:EB A IC FlowCollector 458 FE 3 %

apiVersion: flows.netobserv.io/vialphai

kind: FlowCollector

metadata:
name: cluster

spec:

processor:

conversationEndTimeout: 10s ﬂ
logTypes: FLOWS (2]

conversationHeartbeatInterval: 30s 6
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Conversation end 1 X &, conversationEndTimeout IC3ET 5D, TCP 735781
VI —tE T NINEEERLET,

9 logTypes #* FLOWS ICFREINTWBIFE., JH— ARV RDOAD LI AR— M INF
9, A ALLICERET 2 &, REFEARVMNET7O—ARY NOEANITI AR—KX
. Network Traffic R—JVIIRRINFE T, REARV MNDAICEREHTBIC
&, Conversation start, Conversation tick, & & U Conversationend 1 X h%&T 7/
AR— N9 % CONVERSATIONS #3EETZ %9, F7-|& ENDED_CONVERSATIONS
I& Conversationend 1 XY hDHEITHVRAR—KFLEFT, AMNL—VEHIEZ ALL THRED
= <. ENDED_CONVERSATIONS THRHE<QRY XY,

9 Conversation tick 1 XY NI, Xy ND—VEZEL TV T4 T THBME
?. FlowCollector @ conversationHeartbeatinterval /X5 X —4% —CEHINLEEBE
EfEekRLZET,

E5C

logType # 7> avaEHLTE., UEIORRICLZ 70— Fav Y —ILT3J
AVUDLHEEINEIEA, L&A HMICFRTI0 BFE TOHIRE logType %
CONVERSATIONS (Z5&7%E L. £ ®dD1% ENDED_CONVERSATIONS (C#&19 %
ECAVY=IVTSTAVIIFRII0OBETOITRTORFIRY MEKRTL.
FRIIO BRI T LERFEDHERRLET,

5. Traffic flows ¥ 7® Network Traffic R—J % E# L £9, Event/Type & ConversationId
EVWI2DDFH LWL H B EITERLTLKAEIW, T —AT> 3> & LT Flow H%&
RINTWBIHE., TTD Event/Type 7 1 —JL Kid Flow IZ72Y £ 9,

6. Query Options %3ZR L. Log Type & L T Conversation %= #IR L £9, Event/Type . Wi
BRIRTODRFFEAIRY MERTTEELDICRY F L

7. RIC, BEDRFEID T74WY )V TTBh, 44 RK/XXRJLH 5 Conversation & Flow O %
HATDF T avaEYBZZIENTEET,
7.2.4. DNS B D {F
DNS BRI 2 &, XYy NIT—VDER, X274 —2HDEMRK. DNSEZED ST I

aA—FT4 VI EEITTEET, RITKT YAML OFIDHLRRICEHE T FlowCollector 2 iR&ET 5 &
& T. DNS B TEE 9,

BE
CDHREEBEMICT B &, eBPFagent TCPU &EXEY —DFERAEDEMHIBERINE
-a—o

1. Web O~ Y —JL T, Operators - Installed Operators I[CF$EI L £ 9,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster &R L. YAMLY 7%:&RLZET,

4. FlowCollector H R L)Y —R%=H/BELET, REHITRDEHY TY,
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DNS ;:ElFF IC FlowCollector 3% E ¢ %

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: DIRECT
agent:
type: EBPF
ebpf:
features:
- DNSTracking (1]

privileged: true

Q spec.agent.ebpf.features /NS XA —9—U XA N EZEET D&, Web AV Y —ILTERY b
77— 70—DDNSEMERMICTETET,

9 DNS B &2 B#IC T %354&1d. spec.agent.ebpf.privileged DHHEED true TH B NE
nHYFET,
5. Network Traffic R— A 8#H 35 &, Overview Ea1—¢& TrafficFlow E 2 —TRRT 5L
WDNSERREBHAERFLVW I ALY —DRRINET,

a. Manage panels T#Hr L L\ DNS DR %:#IRT 5 &. Overview ICT 57 1 AILERIFE
DNS X R 2 ZADBKRRINET,

b. Manage columns T#7 L \MEIRFR % #IRY 5 &. DNS FUA* Traffic Flows E 2 —IZEMMI
ni -a—o

c. DNSId. DNS Latency. DNS Response Code R EDFEDDNS X M) VXA TT7 1)L %
)7 LT. B4 RARITFHMEBEREZERTIET,

7241 ER NI S LDERA

Show histogram %7 Y v /93¢, JO—DEEEEI/Z7ELTHRELRT B720DY —IJL/N—
Ea—»DNRRINFET, AN FLE. BEOKRBICHESIOJDOBZRLET, EXANT S LD
ZBERLT V=INRN—IIRCKRTRY NT—070—FT—89%2T74)8 )V JTEET,

73. hROY—Ea1a—D6DRY NT—U 5T 14 v DEHE

Topology Ea—IllE, Y NT—0T7O0—ENZTAVIENTZ T4 ANIKRRINET, BEE
l&. Topology Ex—%FRAL T, 7V r—>av2EkD b5 74 v I TF—95BEETEET,
731 b ROY—E21—DiE

BEIEEIL, Topology Ea—IIBEIL T, AVR—XV MOFMEARN) VR EERETEET,

FIR

. Observe - Network Traffic ICFBEIL £,
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2. Network Traffic R— T, Topology ¥ 7% ) vV LE T,

Topology HOE AV R—%Y &4y o LT, AVER—3Y FORMAEX N I RERTTEE
-a—o

7.32. NROY—E 21—+ 7> 3 Vv DEE

Show advanced options #fFFL T, E2—%HhRITA XBLIVITIRR—NTEEY, FHll4 7
YavEaI—ITE ROBENSHY XY,

® Findinview CREALRIAVER—XV MERFBLET,
e Display options: JRDA 7> 3 V& FRET B ITIE:

o Layout V574 v IKRTDLAT U MNaBIRLZET, 77 =4I MBI ColaNoForce T
ER

0 A= XYy RIT—U K ZT74 v IDFNZAVR—RV NORI—-TERBIRLET, T
7 # )L MElE Namespace TY,

o Groups: AVER—RV MNETIL—TITBIEICLY., FMEEDIEREZZRDET, T4
JU NMElE None T9,

o J)J—7% Collapse groups =7 704 XV ME/IFIfYU ey, VI—TEFT 74 b
TTF7O4 XY FINTWET, Groups DIEA None DIFE. TDA T 3 VIFEMIIK
Y ET,

o KRR RTNTIDUENHIFHMEBERLET., 774 NTIE, IRTOAT> 3o
Fryv7INTWETY, FRETRERF T2 3 vIiE. Edges. Edgeslabel. # & U Badges
<9,

o Truncatelabels: KOY 74OV A MDA SRERSNILDIBEZERLET, T 74/ ME
IEMTY,

7321 b RAOY—Ea2—DI YV AKR—FH

Ea—%IJRAR—FF2IE MROYV—E2—DIIRR—M%EI2Yv 2 LFEzT, Ea—IEPNG
ERTHY U rOo—RKInZET,

74. %2 NT—O NS T4vIoDT74IV YT

FI7AILKTIE, RYNT—U NS5 T4 v O R—UTIE, FlowCollector 1 VR Y VY A THREINLT
TAIRNTANI—ICEDWT, V75 R9—ADKINZ 74y 70—FT—9DBRRINET, 71/
H—FToavaEFRALT, TVEY N4V —BEETEIEICLY, RERT—VEBRTEZE
ERS

JgIT)—FFav
LFIZART £ DIC. Query Options 2 L TRFERZHELTEET,
® LogType: #AAAEMRA 7> 3 ~ Conversation & Flows Tld, 70—07%, # L UWAEE.
7 LERiE. BLUVRVREFEOEHA2SOEHMAL I—RTHE/N— E— R EDO

T4 TN O0—% 9T ) —FHENRBEINE T, R5FIF. BLCE7EO7O0—00&
Bk TY,

e Duplicated flows: 7 O— 38D A1 V¥ —T7 x4 A%, EExT/—NEWE/ — ROEA
DOMREINZAREMELHY ., T—HICEBERTINET, COVIT)—FToavERE
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RIBE, BERELAET7TO—2KRTTZDELDICEIRTEET, ERELAL7O0-TIH. R—M%
EHEETERENSRALTHY., Interface 7 1 —JL K& Direction 7 1 —JL REFRE 7’0
FINLERULTY, ERIET 74 MTRIFERRFICRYES, ROy FIIV )R MD
Common %< 3 II#% % Direction 7 1 LY —%FEHAL T, ingress N5 74w o &
egress N 74 v 0 ZIUEBZZET,

e Matchfilters BER7 4 LY —TERINALIFTIZART ALY —/IRFX—45—RORERK
HRETEEY, FIATABERA 7 3 Vi, Matchall & Matchany T9, Matchall (&3
RTCDEIZ—BT HHERERE L. Matchany FADIWAEOWTNINMI—BT IHER%
R LET, T 72/ MEIL Matchall TT,

o Limit AENY VTV RITY—DTF—FHIR, v FUIP T4 —DFREICGL T,
NST74v 0 70—FT—9DHHMIEELLFIRANTERRINET,

DAV T4 —
DAYy 9740 — ROy T I A=Za2—DF 7 #)L MElE. FlowCollector
T, AVY—=IHSA T aVvEZTRETITET,

BERTAILY—
ROy T TVYRAINDNSTAINI YV TTENRSTA—H—%8IRTBZET, FMHT1IIL5—
(Common, Source. Destination) Z8ETEFd, 70—TFT—FILBIRICEDVWTI74)L5 Y Y
JINET, BAIN T4 Y—BMEIEEDICTBICIE. 7409 —F T3 VDTICY
ARNINTWBRERINAEZAILY—50 )y I LET,

Xa
it
A
frit
i
A
5
L

T one way & T ! Backandforth@7 1 Loy v ragiYEz2cehTxEd, T One way 7 1
WY —%FETEE, BIRLAET 49 —ICE DX Source $ & U Destination N5 7 1 v 7 DHHMEK
TINET, Swap 2T 5 &, Source &V Destination N5 74 v IV DABE1—%2FETE
#¢. T Backandforth7 4 L4 —ICiE. Source 7 4 L4 —& Destination 7 4 LY —I & B
YRS T4 v IDEENET, XY RNT—I RS T4 v 70AAEAHZ 70—, bST714v 07
O—7—7)L® Dlrection FiZ, /— KB M5 71 vV DHFEIL Ingress’or 'Egress & LT, V7L
J—RRADKIZ T4 v IDFEE Inner” ELTRRINET,

Resetdefault 22 v 2 LTBEED 7 1 JLY —%HIR L. FlowCollector 53 E CE&Z L7 1LY —
HBETEET,

X xR
TX¥AMEZIEET HHAUNZIEHETHICE, FlZ20) v I LET,
F7-l&. Namespaces. Services. Routes. Nodes. & & U Workloads XR—< D Network Traffic ¥

TTRZ 74w 70-FT—%IC7IEALT, WRISTB2END T4 ILY) v ITENT—9%R#L
i’a—o

ESPERoE

FlowCollector TD VA4 v 7 7 1LY —DFREDEFEMIE. 74 v I 745 —DFKRE HLUV Flow
Collector DY > IV —Z H#HBEBLTLEI W,
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%582 NETWORK OBSERVABILITY OPERATOR DE:15

58E NETWORK OBSERVABILITY OPERATOR DEE#H

Web OV —JL%A{ERA L T. Network Observability Operator D24 ICEEST 275 — M 2R TS
7,

8.1. NV RIFRD KRR

Web O~ —J)L®MD Dashboards R— Hh 5, Network Observability Operator DE2MEE ) VY — A D{FE
ARRICEATZA N VRICTIVERATEZET, v aR—RNICERETEIANILRT T — MNF—,
75— MO MNY) A—IN7/IFEIC Network Traffic 5L U Home R—VILKRRIINE T, 75— MEIR
DHBEICERINZE T,

e NetObservLokiError 7 5 — b id, Loki BRYIAA L — MHIRRICE LB ERE, Loki T —H
[RE T flowlogs-pipeline 7—7 O— KA 70—% KOY T2 EHELET,

o NetObservNoFlows 7 5 — M &, —ERE 7 O0—DERYRAFNALAWVGEICERELE T,

AR SR
e Network Observability Operator "4 Y A h—JILINTWVWET,

e cluster-admin O— /)L E /T RTOTOY T NORRNN—I v avasEo>a—H—&L
TSR —ICTPIVEARATEZ %,
Fg

1. Web 3> Y —JL® Administrator /X— X% 5 4 TH 5, Observe - Dashboards ICFEE) L £
ERR

2. Dashboards KO Y 74> X Za—H5, Netobserv/Health %23k L 9, Operator D
EHICATEIA RN VADNR=VIZRRINZET,
811 ~NILART Z— M DEME
FlowCollector ') V —R%#EEL T. NVATS—haATNT7IMNTEET,
1. Web O~ Y —JL T, Operators - Installed Operators I[CF5EI L £ 9,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster &R L. YAMLY 7% #8IRLZF T,

4. RO YAML B> FILD & S IT, spec.processor.metrics.disableAlerts %3 L TNV T
S—hEEMLET,

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:

name: cluster
spec:

processor:

metrics:
disableAlerts: [NetObservLokiError, NetObservNoFlows] ﬂ
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@ EDITETS-LDIDFRBAHDIA TEECY A NEIRETS T,

8.2.NETOBSERV ¥ v >~ 2/R— KD LOKI L — MHIBR 7 5 — N DIERK

Netobserv 4y ¥ 2 R—RX NY D ZDHRY LIV—ILEER L T, LokidDL — NEIRRICEL 2188
IK75—hEMN)H—TZZEY,

IRk, 72— MIUL—ILEREYAML 7 71 )LOBITT,

apiVersion: monitoring.coreos.com/v1
kind: PrometheusRule
metadata:
name: loki-alerts
namespace: openshift-operators-redhat
spec:
groups:
- name: LokiRateLimitAlerts
rules:
- alert: LokiTenantRateLimit
annotations:
message: |-
{{ $labels.job }} {{ $labels.route }} is experiencing 429 errors.
summary: "At any number of requests are responded with the rate limit error code."
expr: sum(irate(loki_request_duration_seconds_count{status_code="429"}[1m])) by (job,
namespace, route) / sum(irate(loki_request_duration_seconds_count[1m])) by (job, namespace,
route) * 100 > 0
for: 10s
labels:
severity: warning

BEFR

o Hw a1 R—RICRRTEBT75—MEROFEMIZ, 21— —EFEHF OV D75 — b
IL—ILDIER #5RLTLKEI W,
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#5923 FLOWCOLLECTOREE/NS A —4H —

9% FLOWCOLLECTORSEE/NS A —4 —
FlowCollector I&, E#E 277014 XY N2 2B LVBRETE RY N7 —270—-REAPI DR
*—< T,
9.1. FLOWCOLLECTOR API 1%k
B

FlowCollector I3, EB L2327 7O/ XY M BESLUVRET DRy N7 —2 70— API
O)Z$_7TTQ

object

apiVersion string APIVersion &4 77 DI D
RIBON—V 3V AF—TAEEE
LEd, ——l@FRF IR
F—VERNONEBEICERL,
REINARVMEIRIES TR &N
HYFET, FE
(&, https://git.k8s.io/community
/contributors/devel/sig-
architecture/api-
conventions.md#resources %%
BLTLCEI W,

kind string kind i dZ DA 7T MHKRT
REST )V —R%& KT XFIDIE
TY, ¥—NR—iEF 7747 hK
NEREEEFETDIV RRA VK
NoIhEHRTEEZENHY
¥, INZEHITHIEETE
FtHA, FYAILT—REFERAL
Y., F
(&, https://git.k8s.io/community
/contributors/devel/sig-
architecture/api-
conventions.md#types-kinds %%
BLTLCET W,

metadata object BEFTIOLIINDAIT—H,
2
(&, https://git.k8s.io/community
/contributors/devel/sig-
architecture/api-

conventions.md#metadata &%
BLTLEIW,
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spec object FlowCollector ) V —XDEZF L
WREZEZLI T,

*ZDRFaAYMNT"HR—Fb
R 7ol "FEHER" L BES
NTW3IHA. RedHat 37 Dk
gEEARICHR—MLTLEY
ho ToEZIE, JZa=5F14—IC
LoTRHIN, AVFF VR
I3 EXREERLICZITAN
Sni-agEELrHY £, BED
AVTFF—lE, RAMIZ 74—k
ICBRELTINSDHEEICRTT S
YR— N ERHET2HBEDNHY F
ER

9.1.1. .metadata

&R
BEF TV MDAYT—4H, ML, https;//qgit.k8s.io/community/contributors/devel/sig-
architecture/api-conventions.md#metadata #8R L T 23 W,

it
object

9.1.2. .spec

&AA
FlowCollector Y YV —ZADEFE L WREEEHELZF T,
IDRFIAY MT"YR— MWRA" T "FEHE ERBIN TV SIH5E. Red Hat 1 Z DK
BEEARICHR—FMLTWERA, L&A, JIa=71—ICL>TRHEIN, XV TFFURIC
BT EXRERARLICRITANONAARUENHYET, BEDAVTF—IF. RAKNI T +—
MIFRELTINODEEEICH T 2 R— N aiRIHT 2155 HY T,

it

object

agent(T—> x> M) object JO0—%ZREATSLHOI—T T
v hE&TE,
consolePlugin object consolePlugin (&, FIFARRER

% 4. OpenShift Container
Platform A Y —I TS5 45 4 iC
BAEY2HRELEELET,
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deploymentModel string deploymentModel (&, 70—
WIBICHERTTOA4 AV MDY
17%E&LET, FATESE
IERDEBY TY,

-DIRECT (7 #/Lb): 70 —7
OtyvH—pAI—Szv hhbE
BYVy2RAVTB2LOICLET,
-KAFKA (&, 7Ot v#—IC
Lo THEINZFIC7O—%
Kafka /X1 754 VIEET B &
2ICLET,

Kafka l&. FYBNLRAT—FE
V74, OEYE BLUETRHMKE
HIRETEEY (FHA

(&, https://www.redhat.com/en/
topics/integration/what-is-
apache-kafka 8B L T X
W)

exporters array exporters (. HRY LEEF
FANL—HOEMDA T 3
VDIV AR—HEERLET,

kafka object Kafka 5% %E., KafkaZ70O—21L
7oavnNA T34 vD—EEL
T70—h—&¢LTERTEE
¥, spec.deploymentModel
N KAFKA OZEICFIATE X

ER

loki object aO%, 7JO—XAN7. 9547
hERE.

namespace string Network Observability Pod %7 7

04 TN % namespace,

processor object processor (. T—Y v khH
57A—%=%fEL. Thz@ik
Lo XMUYRZEERL, Loki
KiElEL A P —PEAAREATT
Y AR—F—ICEET B2V R—
XV hDREEZEELIT,

9.1.3. .spec.agent
st B

J0—%ZREATZ2LHOOI—T TV MRE,
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ebpf object ebpf (&, spec.agent.type #»*
EBPF [CEEINTWBIZED
eBPF R—2070—LKR—%—
ICBEEY 2R EZHALES,

ipfix object ipfix [FFHELE ()] -
spec.agent.type »' IPFIX [ZE%
EINTVLBHAED IPFIX R—2R
DO70—LR—F—ICEHET D%
BB LET,

type string type . 7O—hrL—RIT—
VIV hEBERLET, FATEE
REIFRODEHY T,
- Network Observability eBPF
agent =¥ %2355 EBPF
(T74IB),
-LAY—IPFIXOL & —%{E
BY 23551 IPFIX [FE#EEE (*)]
T9,
EBPF (&, JYEBNNT+—7
VAERBL. VTRY—ITA Y
A2 R=ILEINTWS CNIIZERA
{EMET 278, HEINZE
9, IPFIX & OVN-Kubernetes
CNITEMELZE Y (IPFIXDI VR
R—KrEHR—-—KLTWBEHE
&, D CNIBEMELFTH. F
ERENDEICAY FT),

9.1.4. .spec.agent.ebpf

tER
ebpf |&. spec.agent.type ' EBPF [CEREINTWBIHFE®D eBPF R—2D7O0—LR—%—ICHE
EYEREEHALET,

object

FO/NRT 1 —
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cacheActiveTimeout string cacheActiveTimeout (&, L
R—4 =D 70—%EH L TEE
THFITORREART
¥, cacheMaxFlows &
cacheActiveTimeout #EX%3
ECRYRNT—=O RN TAavID
F—/N—~w K& CPUARTA R
LYPIENTEEITN, XEY—
SEHEEMEZ, 70—13L oY 3
YOLATVI—HEINT BRI L
NFEINZET,

cacheMaxFlows integer cacheMaxFlows (&. &#RD
70—-DRAHTYT, FETS
s, LR—=4—lFvo—%%EL
9., cacheMaxFlows &
cacheActiveTimeout %159
E XY NT=DO RS TawID
F—X—~w K& CPUAR% R
LT ENTEFTN, AEY—
HEEHNEZ, 70—l 9 ¥ 3
VDLATUI—IEMTEIE
HNFEBINET,

debug object debug Cid. eBPFT—2 >V b
DREBERED W < DO DBIHE % 5%
ETEEY, 20T Yavid,
TNy J &, GOGC®
GOMAXPROCS IRIEZE# R & D
TOHMHINRT =TV ADRE
ftoHEEHELTVWET, TOD
BEAEZETZI—H—IF, HOE
FETIT>TLEIWN,

excludelnterfaces array (string) excludelnterfaces IC(E. 7

A—KL—ZXDSBRATDA
H—T 1A RE%EEHET, /br-/
RE, RSy aTHINEZIY
MNU—IFERKKTE LTRES N
F9., TG, KXFEMX
FEXBTEXFIE LTRES
nExY,
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features

imagePullPolicy

interfaces

array (string)

string

array (string)

BT HEBMEREDY X b, T
NSET 74 N TTRTEMIC
BOTWEY, BMEEZBMIC
TDHE, NTA—IVRITHEN
H2AREENHY £, FHTE
3EIE. ROEBYTY,

- PacketDrop &, /X7 v b KR
Oy 770-0Ox> J5BMIC
LET. COKEZFERAT 358
BA—RIWVTNRY T IT7A4IT R
TLEIDVNTDRENH DB
8. eBPF Pod I$4FHEFZ & LT
HRITTHIRENHY X

¥, spec.agent.eBPF.privileg
ed RS A—H—DEREINTW
BRWEEE IS —IREIN ZE
ER

- DNSTracking (. DNS Bt
BEAMICLET, JOMEEZRE
BY25B8IdA—xILTNNy T
T774IVCRATLEII VNG D
WHENH B7-0. eBPF Pod I+
HNEELTEITIZHEDDHY
E3

¥, spec.agent.eBPF.privileg
ed RS A—H—HDEREINTW
BTWEER, I7—IREINZE
ER

- FlowRTT [# R — M R&RHA ()]
TCP /Y RY x4 U IC eBPF
agent TO7O—LATVY—
(RTHEEZEMIILET, D
HEElZ. sampling % 11X ET
ZELYBUICHBELF T,

imagePullPolicy i3, ETEZ
L7=4 X — ®D Kubernetes 7Jb
’_.ﬁ U 9_—6‘3_0

interfaces ICI1Z. 7 O—DIN&E
TTCHDAI VY —T7 4 ADEH]
AEHFET, BOFAE, I—V T
>~ Mi& Excludelnterfaces (C') &
FEINTVWBREDERWVWT, VR
TLARDIRTDA VY —T A
AzRELET, /br-/ &, R
ZviaTHEhAIY M) —&
ERRRELTREINET, £
nLAE, AXFENMXFEXE
TEXFIE L TREINET,
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kafkaBatchSize integer
logLevel string
privileged boolean
resources object
sampling integer

9.1.5. .spec.agent.ebpf.debug
FtEA

kafkaBatchSize (£, /X—F «
DI VILEREINZEIDY IR
NDBERY A X%&/INA NBERITH
FRL %9, Kafka Z{FEAH LA WIG
SIEFEHAINEY, 774/ b
10MB,

logLevel I&. Network
Observability eBPF Agent 0O %'
LNV EEELET,

eBPF Agent OV 7 F—D451E
E— R, —BBICIE. ZOREE
EIBFT B H, false ICREL &

9. TDHE. Operator IV
T F— ICFEH AR RE (BPF.
PERFMON. NET_ADMIN,
SYS_RESOURCE) %# & L T.
ELWEEZBMICLET,
CAP_BPF # &R LaLdiLWh—
FINR=U 3 VyPMERINTWS
BERE, @ALSHIDEHTIND
DOHEEERETERWVESIE. &
DE—REFICLT, LUZL
DOT7O—N)VIERZRGTE X
ER

resources (&, ZDAVTFF—
MEBEETZIVELI—FTa VT
)Y —ZTY, il

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
KTV,

J0—LR=5—DHTY T
L— bk, 100 & 100 D120 7
A—MEEINDIEZRTKRLE
T, 0FFTE IRTDY
A=Y TV IShdle%
BERLZET,

debug Tld. eBPF T—Y ¥ hOREEREDWL DHODRE AR ETCEES, DIV 3V
&, TNy J&. GOGC ¥ GOMAXPROCS REBAEH AR ED X HNI WA T 4+ —3 Y ADFKRBILD
HEEMELTVWEY, ZTOEEARETZ1I—F—IE. BCEETITo>TLEIL,

55


https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/

OpenShift Container Platform 4.11 X v k7 — 2 al#AltE

object

FONRT 1 —

env object (string)

9.1.6. .spec.agent.ebpf.resources

At

env 2FHT D&, ARV LRE
THEEBERZOAVER—RV b
ICET CENTEET, GOGC

> GOMAXPROCS 72 & DIEHEIC
BEHRN T+ —<YVRAF1—=
VIA T avEETOICERILS
F9, b, TyvIFNy T
FrEHR—b b F VA TORE
HAT#H 375, FlowCollector &€

MFD—EE L TRETARETIE
HYFEthA.

resources |, CDAVFF—HPEETZAVEL—FT1VJ)Y—RTY, 5+l
l&. https;//kubernetes.io/docs/concepts/configuration/manage-resources-containers/ =& L

TLEEW,
pidl
object
TONRT 1 —
limits integer-or-string
requests integer-or-string

9.1.7. .spec.agent.ipfix
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HfRIE. BFRINhdavEa1—b
Y —2ADHmEREZRIBLIT,
B2

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
(A AN

FXKE, BEALIVE1I—NY
V—2ADwmNELERERLIT., 3
VT F—IZDWT Requests h*'&
BEINn3imE. ARNICEEIN
2BEICT 7 # )V N T Limits IC5%
EINFT, BELRWGEIE.
EREEDEICHREINET, )
JIRNMIFREEZDZ&IET
TFEHA, Ml

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
KTV,
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AR
ipfix [FEHERE (*)] - spec.agent.type 2' IPFIX ICEREINTWBIBED IPFIX X—2D 70— L KR—
Y—ICEAETRRELXLEBLFT,

object

cacheActiveTimeout string cacheActiveTimeout (&, L
R—=9—m70—%FHWL TEE
THITORAEABETY,

cacheMaxFlows integer cacheMaxFlows (%. &#R®

JO0—DEARHTY, FET S
s, LR—4—3oo—%%EL
E3C I

clusterNetworkOperator object clusterNetworkOperator (3.
FIFAFRE/RHBE. OpenShift
Container Platform Cluster
Network Operator ICBHE Y %5
EEEHELET,

Rl

forceSampleAll boolean forceSampleAll ZE/H7 % &.
IPFIXRXR—Z2@D70—LKR—%—
TOY YTV JEBRHCTEE
T V7RI —DARREILNRDH
BEMENH BT, IPFIX ZEAL
TIRTCDOINZ 74w 0%V T
Vo742 EIFHELEFEA,
AHICEFILEWEEIE., 207
V% true ICBREL TL X
W, BEEETHEVLCEIL,
true I[CEXET % &. sampling @
BIFEREINET,

ovnKubernetes object ovnKubernetes (&, FIFRREA:
%E&. OVN-Kubernetes CNI D&%
EEeEHELETT, JORER.
OpenShift Container Platform 72
LTOVN®DIPFIX TV AR— b
HEAYT GAICERINET,
OpenShift Container Platform %
FRT2HEE. KDY
clusterNetworkOperator 7O
N7 4 —%BRLTLEI,
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sampling integer sampling i&. L R—%—DH>
TV L—hTY, 100 i,
100D 120 7A—MEEIND
lEEBH®RLEY, 75R9—D
REMZWRT 27HDIC. 2KiE
DEZZRETDIEIFTEEE
ho VIR —DEREMICEHER
5237 MErHdTRTON
Ty NERBITHYT) T LR
Wiz4aik. forceSampleAll =%
BLTLLEIW, FidE IPFIX
DODRDHYICeBPFI—Y Vv b %
FRATXET,

9.1.8. .spec.agent.ipfix.clusterNetworkOperator
atEA

clusterNetworkOperator (&, FIFRIRE/RIZE. OpenShift Container Platform Cluster Network
Operator ICEAE T 2R EAEHZLF T,

it
object
Fanyq4—
namespace string ConfigMap A7 704 ¥h 3
namespace,

9.1.9. .spec.agent.ipfix.ovnKubernetes

Bz
ovnKubernetes (&, FIFATTEEAIZE. OVN-Kubernetes CNI DR EEEHRL T, T DFREI.
OpenShift Container Platform 72 L T OVN @ IPFIX T R R— N &R T 2B5EICERAINE T,

OpenShift Container Platform Z{ER 9 2% &1d. 1 Y IC clusterNetworkOperator 7’'00/X7 1 —
ESRLTCEIY,

object

containerName string containerName (&, IPFIX I
BETHAVT T —DEAIAES
LEY,
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daemonSetName string daemonSetName (&, OVN-
Kubernetes Pod % 9" %
DaemonSet D&RTAEE L &
ERS

namespace string OVN-Kubernetes Pod #*7 70 4
XN % namespace,

9.1.10. .spec.consolePlugin

atEA
consolePlugin (&, FIFAREERIFZ A, OpenShift Container Platform AV Y —IL 7574 VICBEET
PREEEZELEFT,

object

FONRT 1 —

autoscaler object TS740v0F7F7O4 A NAIC
BRETBHKEPodA—MRT—
> —o autoscaler 11k,
HorizontalPodAutoscaler M K
FaxvhNEBRT-YY
TN2) HEBRRLTLKEIL,

enable boolean AVY—=IWTZ 74007704
XY RNEBMILET,
spec.Loki.enable  true IZ9 %1
ENHYET

imagePullPolicy string imagePullPolicy (. L TES
L74 X —< @ Kubernetes 7J
’_.ﬁ U 9_—63—0

logLevel string AVY—=IWTZ T4 Ry oY
Ko logLevel,
port integer port g7 4 vH—ERR—

FTT, X RMYUTZBICFHIN
TW3 9002 IIfERALAWVWTKE

TN,

portNaming object portNaming (&, R—rH5
Y—EXBZANDEBDRE = EHE
LEY.
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quickFilters array quickFilters (&, J>vv—)IL7
STAVDIA YT T4INVE—T
Dty hEBRELET,

register boolean register % true ICERET % &,
REINALIVY LTS T4V
% OpenShift Container Platform
Console Operator ICEEIFYICE
BZRTEET, false ICERE L5
&7T%. oc patch
console.operator.openshift.i
o cluster --type='json’ -p
'[{"op": "add", "path":
"/spec/plugins/-", "value":
"netobserv-plugin”}]' I ~v > K
<
console.operator.openshift.io/clus
ter EMRET D &L Y., FE
TEHEHFTEET,

replicas integer replicas 3. BBT 2L 7Y%
(Pod) D =EZL XY,

resources object resources (1 Ea—F1 v
DY —ZAbREBEICAVT
FT—ICWE), M
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
KTV,

9.1.11. .spec.consolePlugin.autoscaler

&5EH
TST14 07704 42 MAILERET 2K¥E Pod 4 — b 24 — 5 —® autoscaler {t#k,
HorizontalPodAutoscaler D KF¥ a2 X > b (BEBIRT =Y VT /N2) ZZRL TSI,

il

object

9.1.12. .spec.consolePlugin.portNaming

AR
portNaming I, R— M DS —EREADLEBRDEREEEEZLE T,
7

object
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enable boolean AVY—=IWTS T4 VDR— D
LY —ERZADEHEFMICL
£9,

portNames object (string) portNames (. O~V —IL T

AT 2EBMOR—NEEEHELE
¥ (f5l: portNames: {"3100":
"Ioki"})°

9.1.13. .spec.consolePlugin.quickFilters
FtEA

quickFilters (&, AV Y —IWVTS 742D Av I 748 —T)Ey haBELET,
ﬁIIJ

array

9.1.14. .spec.consolePlugin.quickFilters[]
tEA
QuickFilter (&, AV Y —ILDIA v I 749 —DTYty NEEEEELFT,

o filter

® name

default boolean default iz, 20745 —%F
TAINNTEMCTZNEI %
E&ELET,

filter object (string) filter . TD7 1LY —HHER

INESICREINDF—L{E
Dty hTY, HF—F U<
XY OXFI%/EALTED Y
ANCEEMTEZIENTEEY
(f3l: filter: {"'src_namespace™:
"namespacel,namespace2"}
)o

name string AVY—IVICRRIND T 1)
5 — D&
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9.1.15. .spec.consolePlugin.resources
AR
resources (1Y E1—T 1V JYY—ZAMLRAEBEICAYTFTF—IIBE), i

I&. https;//kubernetes.io/docs/concepts/configuration/manage-resources-containers/ =& L
TLEEW,

object

limits integer-or-string FRRIE, FFRINZOVEa—b
Y —2ADHmEREZRIRL XY,
B3
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ =& L T
23X,

requests integer-or-string ZRiF, pERIAVE1I—KY
V—ADRMNEERRLET., O
VT F—IZDWT Requests h'&
BIN2%mE. ARNICEESN
ZBEICT 7 # )V T Limits IC3%
EINXT, BELAWSGEE.
EREEDEICHREINET, )
JIZAMIFREBAD I EEFT
TFEHA, Ml
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ =& L T
KTV,

9.1.16. .spec.exporters

AR
exporters (&, HRY LHEEFIEANL—HOEBMOA 72 a VDIV RAR—9%5EHELET,
7

array

9.1.17. .spec.exporters[]

&R
FlowCollectorExporter i, i@tI /70— %X ETHEBMOITIRAR—Y—42EFHLZET,
il
object
WA
* type
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ipfix object
kafka object
type string

9.1.18. .spec.exporters[].ipfix
FtEA

BIbX N7 IPFIX 7 O—DEES
ERB, IP7RLARR—RINAGE
D IPFIX B E,

mbEIni7O0—0FEELER
5. PRLAPMNEY IRED
Kafka Eglrio

type l&. TORR—49—D¥ A

TEBRLET, BHAARAT S
v 3 vid KAFKA & & O IPFIX

<Y,

BIEIN/ZIPFIX 7O0—DEFEXRERD, IPT7 RLAPR— N2 ED IPFIX 32 7E.

e targetHost

e targetPort

targetHost string
targetPort integer
transport string

9.1.19. .spec.exporters[].kafka

IPFIX AERL > —N—DF7 KL R

IPFIX A& L & —/R—FHDR— K

IPFIX #EfICERINZ FS VR
R—b7O 3L (TCP F71Z
UDP)., 77 # )L MIZTCP T
ER

BIEI N7 0—DEExRERD, 7 RLAP MEY 772 ED Kafka & 7E,

Bz
it
object
Y]
o address

63



OpenShift Container Platform 4.11 X v k7 — 2 al#AltE

e topic

address string
sasl object
tis object
topic string

9.1.20. .spec.exporters[].kafka.sasl

At

SASL mu\nIEo)EQ/'-fo [-'j-/—.]—:_ h*‘j%% (*)]o

pixl}

object

Kafka —/X—DF7 KL R

SASL SREEDERE, [R— hHFR

()

TLS V547 MRE, TLS &fF
BY21%&1E. 7 RLAATLS
ICERAINS Kafka R—h GBS
13 9093) & —H 9 2T & AR
LET,

AT 3 Kafka hEY 7, Thiz
NWIFEFEETIBHEIHY ET,
Ry NT—OAERIMIE I EE
BMLEEA.

clientiDReference object
clientSecretReference object
type string

9.1.21. .spec.exporters[].kafka.sasl.clientiDReference

AR

94T MNIDEELY—Y Ly NFEIE configmap ~NDBSIR
7

object
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9247V NIDEEGY—7
L w b &E72I& configmap ~DS
i}

V24TV R—DLy NEBT
=7 Lw b F7IE configmap
~DSHR

A9 % SASLEREED Y 1 7,
SASL =R L AWGE T
DISABLED.
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file string configmap £7E>¥—2 L v bA
DI77AI%E
name string 7714 %EEE configmap F7c

=Ly DR

namespace string 774 )V &S configmap £7=
lF>—72 L v b®D namespace,
AR L7I5E. 774 M T
v NTD—=JEERELS T T Oq
ENTWBDER L namespace
MEAINZX T, namespace B
ER2BE1R. REICHLTYY
YV NTEBLDIT, configmap
iEy—2oLy MAOE—IhZE
ER

type string T27AIWVBROY AT
"configmap" X 7= I& "secret”

9.1.22. .spec.exporters[].kafka.sasl.clientSecretReference

AR
DAT7 VN —=0Ly NEELY—U Ly hZFTIF configmap ~NDSER

object

file string configmap ¥7lEv¥—2o L v bR
D7 74INE
name string 7714 %EEE configmap F7c

=Ly hD&H]

namespace string 774 )V &S configmap £7=
lF>—72 L v b®D namespace,
AR L7I5E. 774 M T
v NTD—=JEERELS T T Oq
INTWBDER L namespace
MMERAINZX T, namespace B
ER2BE1E. REICHLTYY
YV NTEB&LDIT, configmap
iEy—2oLy M OE—3IhZE
ER
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type string 27AIWVBROS AT
"configmap" X 7= I& "secret”

9.1.23. .spec.exporters[].kafka.tls
atEA

TLS 75472 be&E, TLS ZFAT 25H/IE. 7 RL AN TLS ICERAIN S Kafka R— b~ GBF
13 9093) &E—HIT BT L&A LET,

il
object
Tanrq4—
cacert object caCert (3. FRELRDIIFAZEDS
ReERLET,
enable boolean TLSZBMICLE Y,
insecureSkipVerify boolean insecureSkipVerify =R ¥ %

&, B—N—FBRED Y A4 TV
NAIDIREEE Ry TTEEY,
true ICERXE YT % &, caCert
74— RIFEBEINET,

userCert object userCert |, mTLS ICERAI N
21— —iIAESREERLE
T (—ABTLS 2T 5%E1F
\BETEET),

9.1.24. .spec.exporters[].kafka.tls.caCert

Bl
caCert |&. SREEBDIIFAZEDSRAEHEL X T,

AU

object

certFile string certFile (. config map 7 I&
Y=o Ly NADFREET 71 L
BADNRREEHZLET
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certKey string certKey (&, configmap 7 I&
Y=o Ly NADIIERER R
T7AINE~NDNRREEEZLF
T, F—HTELIZGRRERL X
ERS

name string SIBAZ % ST configmap £ IE
Dtz AVEE N EA-T]

namespace string FEEAE % ST config map 7zl
=% L v kD namespace &
L7zBE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEE. BEICBLTIYD Y b
TX 3 &I, configmap £l
=Ly kDO E—INFET,

type string SEBRE SR D Y 4 7 configmap
F 7= & secret

9.1.25. .spec.exporters[].kafka.tls.userCert
atEA

userCert [&. mTLS ICERAINZ 11— —FIAESREZERZLET T (—AM TLS Z2EAT 2551
W|IETEET),

N

it
object

FONRT 1 —

certFile string certFile (. config map 7I&
Y=o Ly NADFREET 71 L
BADNRREEHZLET

certKey string certKey (&, configmap 7
=0 Ly NADIIERERLE
T7AINE~NDNRREEEZLF
T, F—HITELQIGREERL X
ERS

name string SIEAZ % ST configmap £ IE

Y=Ly NDAR

67



OpenShift Container Platform 4.11 X v k7 — 2 al#AltE

namespace string FEEAE A ST config map 7zl
v—% L v kD namespace &
L7BE. 774 T R
M=o aEAENTTOMSh
TW3® &R L namespace H#
FAINEY, namespace NER
3a1E. BEISCTYI Y b
TE 5L DI, configmap F7 &
Y=o Ly kP aAE—IhFT,

type string SEBRE SR D Y 4 7 configmap
F 7= & secret

9.1.26. .spec.kafka

&R
Kafka %€, Kafkaz7O—L 0> avnRA T4 00— LTTA—A—E LTHEATEE
9, spec.deploymentModel #* KAFKA D &SICFHATE £,

it
object
WA
® address
e topic

address string Kafka H—/X—D77 KL R

sasl object SASL FREEDERE. [PR— bR
(Ml

tls object TLS 254 7~ M&E, TLS % fF

Bd 3581k, ZKLADNTLS
ICERAINS Kafka R—hBE
12 9093) & —B¥ B T & HHER
LEY,

topic string M9 % Kafka FEY I, Thidk
BIHFEETIHENHY., Fv b
D—VABAMIE I N EERL X
‘A
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9.1.27. .spec.kafka.sasl

AR
SASL EI%J\EIEODEQEO [-'j-’—.]_:_ hj“j‘%% (*)]o

pixl}

object

FONRT 1 —

clientIDReference object V947V MNIDESGY—7
L w b &F72I& configmap ~DS
i

clientSecretReference object V24TV R—DLy NEBT
=7 v b F7IE configmap
~DBHR

type string A9 % SASL RALD Y 1 7,
SASL #fA L AWEEI
DISABLED.,

9.1.28. .spec.kafka.sasl.clientIDReference

&R
94TV MNIDEESLY—Y Ly NFEIE configmap ~NDBIR
it
object
FO/NRT 1 —
file string configmap ¥7lEv¥—2o L v bR
D7 74INE
name string 7714 %EEE configmap F7-

=Ly DR

namespace string 774 )V &S configmap £7=
lF>—72 L v b®D namespace,
AR L7cI5E. 774 M T
v NTD—=JEERELS T o4
INTWBDER L namespace
MEAINZX T, namespace B
ER2HBE1E. REICHLTYY
Y NTEBLDIT, configmap
iEy—2oLy MOE—IhZE
ER

type string 27AIWVBROS AT
"configmap" X 7= I& "secret”
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9.1.29. .spec.kafka.sasl.clientSecretReference

&R
DAT7 VN —=0Ly NEELY—U Ly hZFTIF configmap ~NDSER
il
object
FONRT 1 —
file string configmap £7/E>¥—2 L v bA
D7 74INE
name string 7714 %EEE configmap F7

=Ly DR

namespace string 774 )V EEL configmap £7=
lF>—72 L v b®D namespace,
AR L7I5E. 774 M T
v N —=JEERELS T TOq
ENTWBDER L namespace
MEAINZX Y, namespace B
ER2BE1E. REICHLTYY
YV NTEBLDIT, configmap
iEy—2oLy M OE—3IhZE
ER

type string T27AIWVBROS AT
"configmap" X 7= I& "secret”

9.1.30. .spec.kafka.tls

AR
TLS 75472 be&RE, TLS ZFEAT 25H/IE. 7 RL AN TLS ICHERAIN S Kaftka R— b~ GBF
139093) &E—HIT B2 L&A LET.

object

cacert object caCert (3. FRELRDIIFAZE DS
ReEHLET,

enable boolean TLS Z2B#/ICL T,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %

&, B—N—FBRED Y A4 TV
NAIDWREEE Ry TTEEY,
true ICEXEYT % &. caCert
74— RIFEBEINET,
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userCert object userCert |, mTLS ICERAI N
21— —iIAESREERLE
T (—ABTLS 2T 5%E 1
\BETEET),

9.1.31. .spec.kafka.tls.caCert

At
caCert (3. FRELRDAMREDSREZERZL LY,
il

object

certFile string certFile (. config map 7I&
Y=o Ly NADFREET 71 L
BADIRREEHZLET

certKey string certKey (E. configmap 7

— Ly NNDEAEMERE
T7AINE~ADNRRAEEFLE
To F—DTELBEITEELZE
ER

name string SIEAZ % ST configmap £/ 1E
Dtz AVEE N EA-T]

namespace string FEEAE % ST config map 7zl
v—% L v kD namespace &
L7icBE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEl. BEIBLTIYD Y b
TX 3 &I, configmap F£7l&
=Ly MDD E—INFET,

type string SEBRE SR D Y 4 7 configmap
F 7= & secret

9.1.32. .spec.kafka.tls.userCert
tEA

userCert [&. mTLS ICERAINZ 21— —FIAESREZERZLEXT (—AM TLS ZEAT 2551
MIETEET),

N

pixl}
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object
FONRT 1 —
certFile string certFile (. config map 7I&
Y=o Ly NADFRET 71 L
BADNRREEHZLET
certKey string certKey (E. configmap 7

— Ly NNDEFREMERE
T7AINE~ADNRRAEEFLE
To F—DATELBEITEBELE
ER

name string SIEAZ % ST configmap £ IE
Dl AVE N EA-T]

namespace string FEEAE A ST config map 7zl
v—% L v kD namespace &
LiBE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEE. BEIBLTIYD Y b
TX 3 &I, configmap £l
=Ly DA OAE—INFET,

type string SEBRE SR D Y 4 7 configmap

F /=13 secret

9.1.33. .spec.loki

G|
AF, JO—RM7, 75347V FRE,

object
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authToken string authToken (&, Lokilcx L TR
Y BHDMN—0 VERIET S
HiEESERLET,
- DISABLED (&, Z&XKIZR LT
h—oVaZEELEZEA,
- FORWARD (%, FRBAEID7=8IC
A—H—h—UVEEELET,
- HOST - [3EH#2E (*)] - Loki ITxt
$HREICO—AI) Pod —EZR
THhOY N EFERLEY,
Loki Operator Z{#fH Y %15
%&. FORWARD ICE2ET 20 E

NHYET,

batchSize integer batchSize (3. XERIICEET
ZOTDEARNY FHA X (N4
NEfL) TY,

batchWait string batchWait (. /Ny F%EET

I TICHET 2RAKRETY,

enable boolean 70—% Loki ILIRTET BIEE I
enable I[CEEEL £9, Inid.
OpensShift Container Platform 3
VI=IWTSTA VDA VA ~—
WICHETT,

maxBackoff string maxBackoff (3. BETED Y
FAT Y MNEROERRNNY V%7
BETY,

maxRetries integer maxRetries (3. 754 7V ME
mOoRABHATEHTY,

minBackoff string minBackoff (. BEHTEDY >
17V NERODI/N Y 7 T8
BTY,
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querierUrl string querierURL (%, Lokif1 v<x
2% —URL & IZERBHE IR
AT, Loki 2 T)—=7H—ERXD
TRLRAZEELET., ZDi5
A. URLEMMERINF T (Loki
AR —E0TYT7HREL
P—NR—RIZHBERELF
¥). Loki Operator 27 %15
alE, BYRRHET T —IC Loki
T—hO A NMERAINZ-HFK
ELARVWTLLREIL,

staticLabels object (string) staticLabels (&, &7 0—Il5%
ETHHBINILOYY TTY,

statusTlIs object Loki RT—4 A URLD TLS ¥ <
147V NRTE,

statusUrl string statusURL (&, LokiZ TV 7
URL £ £425%B &I A T, Loki
/ready. /metrics. /config T

RRAVNDT7 RLRAERBELE
¥, ZDHA. querierURL EAD
FRINET, chik, 7OV b
IVRTIZS—AyE—UPIV
THFANERTT HDILEFRT
¥, Loki Operator % ¥ %35
&lE, LokiHTTP 27T )—70OY
FITY RY—EX fI:
https://loki-query-frontend-
http.netobserv.svc:3100/) ICEXE
L%9. statusTLS % E

I&. statusUrl B*32EI N TV S
BEICERAINET,

tenantiD string tenantiD i, &YV ITZA DT
+ > M %517 % Loki X-Scope-
OrgID T9, Loki Operator % {#
A3 3ma0R. FilerFrh
E— NIZHIE Y % network (5%
ELFT,

timeout string timeout (&, /) 7 TR MEF
BDOLRTY, 94 LT 7 MDE
ODF&EIE. 4LV MNLEYE
Ao

Rl

tls object LokiURLD TLS 754 7 b&
Eo
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url string url i, 70—%7v> 1928
FODLokih—ERXRDT7 KL AT
¥, Loki Operator % ¥ %35
&ld. /X I network 7+ K
NEREIN Loki =~ 4
P—ERICRELET (B
https://loki-gateway-
http.netobserv.svc:8080/api/logs
/V1/network),

9.1.34. .spec.loki.statusTls

BH
Loki R7F—49 RAURLDTLS V547 NEE,

il
object
Tanrq4—
cacert object caCert (3. FRELRDIIFAEZE DS
ReERLET,
enable boolean TLSZBMICLE Y,
insecureSkipVerify boolean insecureSkipVerify =R ¥ %

&, B—N—FBRED Y A4 TV
NADIREEE Ry TTEEY,
true ICEXE YT % &, caCert
74— RIFEBEINET,

userCert object userCert |, mTLS ICERAI N
21— —iIAESREERLE
T (—ABTLS 2T 5%E 1
\BETEET),

9.1.35. .spec.loki.statusTls.caCert

Bl
caCert |&. SREEBDIIFAEDSRAEHELE T,
7

object
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certFile string certFile (. config map 7 I&
Y=o Ly NADFRET 71 )L
BADNRREEHZLET

certKey string certKey (&, configmap 7

v—o Ly NNDEREMEE
T7AINE~ADNRRAEEFLE
To F—DATELBEITEBLE
ER

name string SIEAZ % ST configmap £ IE
Dl AV N EA-T]

namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
L7BE. T 74 MTlE Ry
N —VaERMATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BElE. BEICBLTIYD Y b
TX 3 &I, configmap £l
=Ly kA OAE—INFET,

type string SEERE SR D Y 4 7 configmap
F 7= & secret

9.1.36. .spec.loki.statusTls.userCert

&R
userCert [&. mTLS ICERAINZ 21— —FIAESREZERZ LIS (—AA TLS ZEAT 2551
MIETEET),

il
object

certFile string certFile (. config map 7 I&
Y=o Ly NADFREET 71 L
BADNRREEHZLET

certKey string certKey (&, config map 7

v— Ly NNDEREMEE
T7AINE~ADNRRAEEFLE
To F—DRELBEITEELF
ER
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name string SIEAZ % ST configmap £ IE
Dtz AVEE N EA-T]

namespace string FEEAE A ST config map 7zl
v—%2 L v kD namespace &
L7BE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEl. BEIBLTIYD Y b
TX 3 & DI, configmap £l
=Ly kO E—INFET,

type string SEBRE SR D Y 4 7 configmap
F 7= |& secret

9.1.37. .spec.loki.tls

Bl
LokiURL D TLS ¥ 54 7~ hE&RE.

object

cacert object caCert (2. FRELRDIIFAEDS
ReERLET,

enable boolean TLSZBMICLE Y,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %

& Y—N—FERED YV Z1 TV
MIDMREEE RSy TTEET,
true ICERE Y % &. caCert
74—V NIFEBBEINET,

userCert object userCert |, mTLS ICERAI N
21— —iIAESREERLE
T (—ABTLS 2T %5%E 1
\BETEET),

9.1.38. .spec.loki.tls.caCert

BH
caCert |&. SREERDIIFAZEDSRAEHELE T,
7
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object
FONRT 1 —
certFile string certFile (. config map 7I&
Y=o Ly NADFRET 71 L
BADNRREEHZLET
certKey string certKey (E. configmap 7

— Ly NNDEFREMERE
T7AINE~ADNRRAEEFLE
To F—DRELBEITEELE
ER

name string SIEAZ % ST configmap £ IE
Dl AVE N EA-T]

namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
LiBE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEE. BEIBLTIYD Y b
TX 3 &I, configmap £7l&
=Ly DA OAE—INFET,

type string SEBRE SR D Y 4 7 configmap
F 7 l& secret

9.1.39. .spec.loki.tls.userCert

&R
userCert [&. mTLS ICERAINZ 21— —FIAESREZERZ LI T (—AA TLS ZEAT 2551
W|IETEET),

il
object

certFile string certFile (. config map 7%
Y=o Ly NADFRET 71 L
BADNRREEHZLET

certKey string certKey (E. configmap 7 &

v— Ly NNDEFAEMEE
T7AINE~ADNRRAEEFLE
To F—DTRELBEITEELF
ER
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name string SIEAZ % ST configmap £ IE
Dtz AVEE N EA-T]

namespace string FEEAE % ST config map 7zl
=% L v kD namespace &
L7eBE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEE. BEIBLTIYD Y b
TX 3 &I, configmap £l
=Ly hHAOAE—INFET,

type string SEBRE SR D Y 4 7 configmap
F 7= |& secret

9.1.40. .spec.processor

anthA
processor i, T—Y Y M5 T70—-%2FFL. ThaimibL. X M) I R%&E%EM L. Loki ki
LAY —HEAFMRERII I RAR—Y—ICEGETEZ2IVR—RV MOREEZEZLEF T,

object

clusterName string clusterName (&, 7O0—7—%
ICRIAIND I TR —DHARIT
¥, hiE. YILFISRY—1
YTFANTRIBET,
OpenShift Container Platform %
FRAT2HEE. BENISRES
N3EDICEDFFHICLET,

conversationEndTimeout string conversationEndTimeout
iF *y h7—270—%FfFL
etk WEMERT LI AT h
2 ETORFKEETY, TCP 7
A—®OFIN/N7y RDBIRESI N3
ma. COBERERINIY
Kby
IZ. conversationTerminating
Timeout #{FA L £9),

conversationHeartbeatinterv string conversationHeartbeatinterv
al al i3, WEED "tick" 1 X NEHOD
HHEETY,
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conversationTerminatingTim  string conversationTerminatingTim

eout eout. FIN 7 3 7 EII N TH
HXEENHR T § % F TORBEEFRE
TY, TCP7O—ICOHEEL F
ERS

debug object debug Tid., 70— oty

H—DREFRED WL DHDEIE
HERETEFEI, Oty ay
&, TNy TE, GOGC %
GOMAXPROCS IRIEZE#2 & D
IO WRT F—I VY ADRE
ftoHEEHHELTWET, ZTD
EEZETZI—Y—IF, HOS
FETITo>TLIEIW,

dropUnusedFields boolean dropUnusedFields % true IZ5%
ETBHE. OVSICH > TKREA
THBIENMDH>TWVWE T 14—
JWRZHIBRL T, R ML —U%ESE
ZEHIHNTEIT,

enableKubeProbes boolean enableKubeProbes (3.
Kubernetes @ liveness & & T
readiness 70— 758G
B|mMITDI7SITY,

healthPort integer healthPort i3, ~JVXFz v/
APl =AY SH Pod DAL V¥ —
HTTP R—hTY,

imagePullPolicy string imagePullPolicy (. L TES
L7=4 X —< @ Kubernetes 7J
’_.ﬁ U 9_—63—0

kafkaConsumerAutoscaler object kafkaConsumerAutoscaler
&, Kafka X v E—Y % HEET S
flowlogs-pipeline-
transformer %% E 9 % KFE
Pod 7 — N7 —5—DE#T
¥, Kafka DMEMICR> TW 315
&, CORTERFERINFT,
HorizontalPodAutoscaler @ K
FaxvhNEBRT-UY
TN2) EBRLTCEI W,
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kafkaConsumerBatchSize

kafkaConsumerQueueCapaci
ty

kafkaConsumerReplicas

logLevel

logTypes

metrics

integer

integer

integer

string

string

object

kafkaConsumerBatchSize

iE. Avya—~v—»r=2FAND
=AY FHA X (N4 MNEAL &
JO—HA—ITRLET, Katka &
FRLAWGEIFERINE T,
T 7 #4J) ;:10MB,

kafkaConsumerQueueCapac
ity (¥, Katka oAV a1 —<—773
17V NTHEAINZREX v
-V F1-DREEZEELZE
¥, Kafka ZEA L72WEZE I3
FBINZET,

kafkaConsumerReplicas (3.
Kafka X v &£ —V % HET
flowlogs-pipeline-
transformer (23t L CRASA T %
L 7)) A (Pod) DE = EZL &
¥, Kafka DMEMICR > TW 3515
&, CORERFERINFT,

PA=R AR Rl D VN )
logLevel

logTypes (&, £md 5L 31— K
H14TEERLET, ATREAMER
RDEBY TY,

-FLOWS (77 #JL h): BED
Fy ho—o70—%ITY AKR—
MNLET,

- CONVERSATIONS: A< h
ToxdEE, 8T LAEE. 8LUE
HAR9 73 "tick" EBHT DA RNV K& 4%
L ET,

- ENDED_CONVERSATIONS:
T LEMGEARY NOHERKL
9,

-ALL %y hT—270—-&F AN
TOREEA XY bOBEAZERL
x9,

Metric &, X KU 2 RICET 3
oty —REEEHELET,
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port integer 70—3L 2% —DR—k (KR
FR—bK), BBICE Y, —ED
BIRZELEINTWET, 1024 £
YREWEE L, 4500, 4789.
6081 IIEATEIEA,

profilePort integer profilePort ZH¥ % &, 2D
R—b%&1) v A9 3B Go pprof
TO7 745 —%BRECEET

resources object resources (&, DAV TF—
MREETZAVEI—FT1 Y
)Y —ZTY, il
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
I,

9.1.41. .spec.processor.debug
atEA

debug Tl&, 7O0—70t€ vy H—ORPEREDWL DHIDAIEABRETCEET, DIV Iy
&, TNy J&. GOGC ¥ GOMAXPROCS REEH A ED X HI WA T 4+ —T Y ADFKRBILD
HEEMELTVWEY, ZTOEEARETZ1I—F—IE. BCEETITo>TLEIL,

object

FO/NRT 1 —

env object (string) env RT3, HRY LRE
THEHEBERDZAVKR—RV b
IETZENTEET, GOGC
> GOMAXPROCS 72 & DIEFEIC
BEHRN I+ —<YVRAF1—=
VOF T avEETDIRILE
F9, IhblE, TyvIFNy T
FrEHR—b b F VA TORE
BAT#H 57, FlowCollector &€
BFD—EE L TREATARETIE
HYFEEA,

9.1.42. .spec.processor.kafkaConsumerAutoscaler
tEA
kafkaConsumerAutoscaler |&. Kafka X v z—I % H&E 9 % flowlogs-pipeline-transformer % 5%

ETDKEPod A —MRAT—5—DHEKRTY, Kafka ANEMICAR > TWBIFA. TOREIFEHX
NE ¥, HorizontalPodAutoscaler D RF a2 X > N (BEIRT—1) VT /v2) 2SR LT EIL,
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object

9.1.43. .spec.processor.metrics

BH
Metric . X MY 2 RICEAT 270ty —RBEA2EHRLETT,

object

disableAlerts array (string) disableAlerts (. #EMICT 5%
EArAHDBTTI—MDYRAKNTT,
ARERMBEIRD EHY T
NetObservNoFlows: — & A
7O0-DEHRINAI >2LBEIC
N)H—INZFT,
NetObservLokiError: Loki T
S—hPRAT7ZO-—N ROy FX
nNa&EMN)H—INZFET,

ighoreTags array (string) ighoreTags (&, #EHT 25X Y
VAEEET DI TD)ANT
To XNV RIFHTDY R K
ICBE[ TSN TWET, il
(&, https://github.com/netobser
v/network-observability-
operator/tree/main/controllers/fl
owlogspipeline/metrics_settings
HHSRLTLLEIW, ERTER
5
I%. egress. ingress. flows,
bytes. packet. nhamespaces
. hode. workloads. nodes-
flows. namespaces-
flows. workloads-flows T
9. namespace R—ZAD X k1)
2 Z1%, workloads ¥ 7' &
namespace ¥ 7 DEA TH/N—
INdH, BlcWFhhr12%
BATDHIENHREINFT
(workloads MDA DRI E AV /X
AR

server object Prometheus X 7 L 4 /X—®D
metricsServer T KR4 » %

—)

&

9.1.44. .spec.processor.metrics.server

At

83


https://github.com/netobserv/network-observability-operator/tree/main/controllers/flowlogspipeline/metrics_definitions

OpenShift Container Platform 4.11 X v k7 — 2 al#AltE

object

port integer Prometheus HTTP .R— b

tls object TLS 8% 7.

9.1.45. .spec.processor.metrics.server.tls
atEA

TLS %7€,
'FIIJ

object

insecureSkipVerify boolean insecureSkipVerify =R ¥ %
& RS NIEREICHT 27
47 MIDKEEE RF Y TT
EET, true IKRET S
&. providedCaFile 7 «+ —JL K
NEFEINET,

provided object type #* PROVIDED (252 E X h
TW3IHBED TLS & E.

providedCaFile object type #* PROVIDED (252 EX 1
TW3BIFEDCAT 74 IADS
iR,

type string TLSHREDY A1 TEZBIRLE T,

-DISABLED (77 #JL ) &,
IV RKRAYMITLS #5%EL
F+H A. - PROVIDED (%, :EBEH
E77ANEXF—T7AINEFH
THELEFY., -AUTO X, 7/
T— a3V %{EMA L T OpenShift
Container Platform o B Eh4 AREE
BEZFEALEXT,

9.1.46. .spec.processor.metrics.server.tls.provided

Bl
type #° PROVIDED IZS2EX N T W BIBAD TLS B E,
-F:.:U
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object
FONRT 1 —
certFile string certFile (. config map 7I&
Y=o Ly NADFRET 71 L
BADNRREEHZLET
certKey string certKey (E. configmap 7

— Ly NNDEFREMERE
T7AINE~ADNRRAEEFLE
To F—DRELBEITEELE
ER

name string SIEAZ % ST configmap £ IE
Dl AVE N EA-T]

namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
LiBE. T74IMTlE Ry
N —VaERMEATTO4 Ih
TW3® &R L namespace H#
FAINEY, namespace NER
3BEE. BEIBLTIYD Y b
TX 3 &I, configmap £7l&
=Ly DA OAE—INFET,

type string SEBRE SR D Y 4 7 configmap
F 7 l& secret

9.1.47. .spec.processor.metrics.server.tls.providedCaFile

Bl
type #* PROVIDED IC2EINTWBHBAD CA 7 71 LADBR,
-F:.:U

object

file string configmap ¥7lEv¥—2oL v bR
D7 74INE
name string 7714 %EED configmap F7c

=Ly DR
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namespace string 774 )V EEL configmap £7=
lF>—72 L v b®D namespace,
AR L7I5E. 774 M T
v NT—=JEERELN T TOq
ENTWBDER L namespace
MEAINZX Y, namespace B
ER2BE1E. REICHLTYY
YV NTEB&LDIT, configmap
iEy—2oLy MAOE—3IhZE
ER

type string 27AIWVBROS AT
"configmap" X 7= I& "secret”

9.1.48. .spec.processor.resources

&R
resources |, CDAVFF—HPEETZAVEL—FT1 VT )Y—RTT, 5+l
l&. https;//kubernetes.io/docs/concepts/configuration/manage-resources-containers/ =& L
TLIEI W,

object

limits integer-or-string HRRIE, FFRINZaVEa—b
Y —2ADmEKREZRIBLIT,
B2
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
KTV,

requests integer-or-string ZRiF, pERIAVE1I—-KY
V—2ADwmNELEREHRLIT., 3
VT F—IZDWT Requests h'&
BIN2%E. ARNICEESN
ZBEICT 7 # )V N T Limits IC5%
EINXT, BELAWSGEE,
EREEDEICHREINET, )
JIRANMNIFREEADZ&IET
TFEHA, Ml
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ =& L T
KTV,
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F10=E Xy h7—70-FEADSR

F10ZE Xy N7—2 70—-FRDSHE
InslExry b= 70—k THY ., RBTHEHAIN, JO0—% Kafka iCTVAR—KhT D
BaIlEERINEY,
101Xy h7—o270-FKXDYT77L VR

Zhigxy b= 70-FHA0EETHY., RBTHEAIN, 70—% Katka LTV AR—NT 535
BICEFERINET,

ZDORFaAY NI, Labels EBED Fields EW) 2 DDFELR AT I —TCTHREINTWVWET, Z
DAL, Loki IV T —%EKTT2GRICDOFEETY, INid, Fields &IFEAY, Labels & 2
N)—LtEzLV4H— CHERTZIZLENHBZHTT,

ZDEHRAE Kafka TV RAR— MEBED ) 77 LY R E LTBHEAICRBZBEIE. TTD Labels &
Fields #E D7 1 —JL K& LTIRW, Loki ICEBEDZENSDXB B BT INELHY FT,

10.1.1. S X)L
SrcK8S_Namespace

® Optional SrcK8S_Namespace: string

1) Y — XM namespace,

DstK8S_Namespace

e Optional DstK8S_Namespace: string

5B 5% namespace

SrcK8S_OwnerName

o Optional SrcK8S_OwnerName: string

Y — AFiE%& (Deployment, StatefulSet 7% &),
DstK8S_OwnerName

o Optional DstK8S_OwnerName: string

F704 XAV Kk, StatefulSet 7 E DB EE.
FlowDirection

e FlowDirection: FlowDirection R® [Enumeration: FlowDirection] 7 > 3 >~ = &R)

J— RBERAIRDNSDRNAR
_RecordType

e Optional _RecordType: RecordType

87
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La— RDEE EFED70—07DGEE flowLog'. REEBHIDIHE L 'allConnections'.
'newConnection'. 'heartbeat'. 'endConnection’

10.1.2. 714 —JL K
SrcAddr

® SrcAddr: string

EETIP 7 KL R (ipvd £71d ipv6)
DstAddr

® DstAddr: string

BH IP 7 KL R (ipv4 7214 ipv6)
SrcMac

® SrcMac: string

EETMAC 7 KL R
DstMac

® DstMac: string

584 MAC 7 KL X

SrcK8S_Name

® Optional SrcK8S_Name: string

Pod &. H—EXZRE, V—RE—T % Kubernetes 7Y =7 hDE&HI,
DstK8S_Name

® Optional DstK8S_Name: string

Pod &. H—EX&ZRE, BhLE—HT % Kubernetes 7Y =7 M DEHI,
SrcK8S_Type

® Optional SrcK8S_Type: string

Pod, 4y—EX#RE, V—RE—HT % Kubernetes # 7Y = U b DFE%E,
DstK8S_Type

® Optional DstK8S_Type: string
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Pod &. H—EX&ZRE, BhLE—HT % Kubernetes 7Y =7 hDFESE,
SrcPort

e Optional SrcPort: number

EETA— b
DstPort

e Optional DstPort: number

EELR— b
SrcK8S_OwnerType

e Optional SrcK8S_OwnerType: string

Y — R Kubernetes FiE & DF&%R (Deployment. StatefulSet 7% &),
DstK8S_OwnerType

e Optional DstK8S_OwnerType: string

Deployment, StatefulSet 7 & M35 Kubernetes ffE & DFELE.
SrcK8S_HostIP

e Optional SrcK8S_HostIP: string

EET/—NKIP
DstK8S_HostIP

® Optional DstK8S_HostIP: string

EEL/—KIP
SrcK8S_HostName

® Optional SrcK8S_HostName: string

®ExT/— K%
DstK8S_HostName

® Optional DstK8S_HostName: string

EEER/ —R4E

Proto
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® Proto: number

L4 B ha
A28 —T 4R

e Optional Interface: string

XY NTD)—DA4 5 —T (4R
IfDirection

e Optional IfDirection: InterfaceDirection (;R® [Enumeration: InterfaceDirection] % < 3
v EBHR)
XY NT—=0AV8 =T 4 ZBRRH LD T7O0—FHA
7237
o Optional Flags: number
TCP 7374
AN

e Optional Packets: number

Ny M
Packets_AB

® Optional Packets_AB: number

LEEWNTIE. SEETEDAtoBXTY NAD U H—
Packets_BA

e Optional Packets_BA: number

£FEBMTIX,. REFETEDBoANNTY NAD VS —

e Optional Bytes: number

N M
Bytes_AB

e Optional Bytes_AB: number
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LEEWNTIE, SEETEDAtoBNNSI AV Y —
Bytes_BA

e Optional Bytes_BA: number

LEEWNTIE, SEETEDBtoANA NAD VY —
lecmpType

e Optional IcmpType: number

ICMP D% 14 7

IcmpCode

o Optional IcmpCode: number

ICMP OJ— K

PktDropLatestState

o Optional PktDropLatestState: string

NOwv 7d Pkt TCP K&
PktDropLatestDropCause

e Optional PktDropLatestDropCause: string

oy 7ORERRED Pkt

PktDropLatestFlags

e Optional PktDropLatestFlags: number

FOwv 7D Pkt TCP 7547

PktDropPackets

o Optional PktDropPackets: number

A—FIIC&>T RAOy FINETy hO
PktDropPackets_AB

o Optional PktDropPackets_AB: number

RELBEF T, RETEOROY TINcAtoBNXTY hAT YV —

PktDropPackets_BA
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o Optional PktDropPackets_BA: number

KEFEBH TR, REIEOROY TINAEBtoANT Y NAD VS —
PktDropBytes

e Optional PktDropBytes: number

A—FNICE>TROY TEINNA MK
PktDropBytes_AB

o Optional PktDropBytes_AB: number

KB TIE. KEIEDOROY TEINIAtoBNNSI MAD VS —
PktDropBytes_BA

o Optional PktDropBytes_BA: number

RELBIFTIH, RETELOROY TINBtoANS ATV H—

Dnsld

e Optional Dnsld: number
DNS L J—FKid
DnsFlags

e Optional DnsFlags: number

DNSLOI—RKR®DDNS 7357

DnsFlagsResponseCode

e Optional DnsFlagsResponseCode: string

BT X N7z DNS N 4 —®D RCODEs %

DnsLatencyMs

® Optional DnsLatencyMs: humber

LRRVZREY VIZZAMDOBETEEIN/EEHE (I ) WEA)
TimeFlowStartMs

e TimeFlowStartMs: number

ZD70—DFRBYA LAY Y T (I )WEA)
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TimeFlowEndMs

e TimeFlowEndMs: number

ZD7O0—D-TIALRY Y T (I )WEA)
TimeReceived

® TimeReceived: number

ZD70-HA70—JLI9—IlL>TREBLVUREBINLEZDY A LRY Y T (FDEAL)

TimeFlowRttNs

e Optional TimeFlowRttNs: number

Flow Round Trip Time (RTT) (F / B {i1)

_Hashid

® Optional _Hashld: string

KRB TIE, SEEHEBIF
_IsFirst

e Optional _IsFirst: string

REFEBMTIE, RMOT7O—%HANT 2757
numFlowLogs

e Optional numFlowLogs: number

£EFEWMTIX, REFETEOTITO—OTDHI VY —

10.1.3. 51/Z5: FlowDirection
Ingress

® |Ingress="0"

J—RERAIRA VDL DRENT T4V Y
Egress

® Egress="1"

J—RERAIRA V EDLDEERNZ T4 v Y

Inner

F10=E Xy h7—70-FEADSR
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® |nner="2"

BUXEET/ —RERE/ —REHFODRMBIS T4 v D
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BENERY NI—JABAMD STV 2 —FTa T

ENE Ry NT—0FGRAED NS TN a—FT4 VY
2y NTD—=V 0 EAMOBBED NS TN a—FT 4 VT aXTETDHREHIT, WIO2DD KRS TILY 21—
FTAVITTOaVERTTEET,
11.1. MUST-GATHER VY — JL D {#

must-gather 'V —JL%{FH$ % &, Pod O%. FlowCollector., Webhook 53772 &M, Network
Observability Operator )V —2B LGV S R4 —2FD ) YV —RAICEAT 3 EREZNETEET,

FIE
1. must-gather T—4% 2 REFT 274 LV N —ICBEILET,

2. ROAT Y REEFTLT, 75 RY—2D must-gather ) V—RZIREL T,

$ oc adm must-gather
--image-stream=openshift/must-gather \
--image=quay.io/netobserv/must-gather

11.2. OPENSHIFT CONTAINER PLATFORM O VY —JILTO XY T —72
NS4 9O A=Za—TVN)—DBE

OpenShift Container Platform A2V —ILDBER X =2 —ICXY N T—J bS53 T74 v DA Za—TV
M) =D 2 MINTVARWESEIZ, OpenShift Container Platform AV Y —I)LTRXY K7 —2 5
T4V IDAZa—IVN)—%5FETHRELET,

AR

® OpenShift Container Platform /S— 3 > 410 LIED 1 Y A =L I TW 3,

FIR

1. ROOAT Y R%EZETTL T, spec.consolePlugin.register 7 1 —JL K2* true IZEREINTW S
NEIDEERLET,

I $ oc -n netobserv get flowcollector cluster -o yaml

7651

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
consolePlugin:
register: false

2. #7< 3 >:Console Operator (% & % FEICT#RE L T. netobserv-plugin 7> 71 ~ % EMNL
9,

I $ oc edit console.operator.openshift.io cluster
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7651

spec:
plugins:
- netobserv-plugin

3. A7V av ROV REEFTL T, spec.consolePlugin.register 7 1+ —JL K% true IZF2E
LET,

I $ oc -n netobserv edit flowcollector cluster -o yaml

=Pl

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
consolePlugin:
register: true

4, ROAXV RAEEFTLT, AVY—ILPod DRAT—4% XM running THZHZ &R L XTI,
I $ oc get pods -n openshift-console -I app=console

5. ROV RAERFTLT, VY —JLPod #BiEEEIL X7,
I $ oc delete pods -n openshift-console - app=console

6. 720 —DF¥xv v atBEREZV)T7LET,

7.RDARY RERFTLT, Xy hT—VABAMETSTM Y Pod DRAT—S REHRBLET,

I $ oc get pods -n netobserv -l app=netobserv-plugin

i 451
NAME READY STATUS RESTARTS AGE
netobserv-plugin-68c7bbb9bb-b69g6 1/1  Running 0 21s

8. RDAT Y RERFTLT, Ry NT—VARAMTS I (Y Pod DOV %R L T,
I $ oc logs -n netobserv -I app=netobserv-plugin
saLtll

time="2022-12-13T12:06:49Z" level=info msg="Starting netobserv-console-plugin [build
version: , build date: 2022-10-21 15:15] at log level info" module=main
time="2022-12-13T12:06:49Z" level=info msg="listening on https://:9001" module=server
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11.3. FLOWLOGS-PIPELINE (&, KAFKADA VA M—JLIgICRY KD —7
JO0—%ZHELIEA
E#IC deploymentModel: KAFKA # L TC70—aL 24 —%5704 L. RiCKafka #5704

L7ziza, 70— 7% —H" Kafka ICIEE L < ERMI N WAL H Y £, Flowlogs-pipeline B
Kafka 5D Ry T —2 70—%BELARWVWIO—/1 54 Y Pod #FEBTHEZEL X,

FIE
1L ROV REEFTL T, flow-pipeline Pod 28Ik L THEEIL X 7.

I $ oc delete pods -n netobserv -I app=flowlogs-pipeline-transformer

N4.BRINTA VI —T T A AEBREXA VI —TTAADEANLDRY b
J—2 J70—DRRINAGW

br-ex™ & br-int &, OSI LA Y —2 CEETBREBTV Y I TNRLRATY, e BPFI—Y v M, IP
LARIVETCP LRI, ENEFNLAY—3 EA4THELEYS, XY NT—I ST 4 v DR
N RE Pod A V¥ —T x4 AR EDMDA v H—T 24 AL > TUEBINSIHE, e BPFI—P
YMNEbr-exBLUV br-int #@BITEZRY NIV RS TA v I %Xy TFvTRIENRETEE
9, eBPFIT—Y IV MDRYKNT—OA V9 —T A A% brex 8LV br-int DAICERFKET DL DI
FRTBDE, Ry D=2 70—-RRRFTINhFHA,

XY NTD—=DA4 29 —T 214 X% br-int 8 & U br-ex ICHIFE 9 % interfaces Z 7= 1% excludelnterfaces
DED =FENTHIRLZE T,

FIR

1. interfaces: ['br-int','br-ex'] 7 1 —JL K, ChiIlLY, I—JzV MNEITRTDA V49 —Tx
AZADSEREMETEET, £/E. LAY —31429—T x4 (fl:eth0) 5IEET 3
EETEFEY, UTFDAT VY RERITLET,

I $ oc edit -n netobserv flowcollector.yaml -o yaml

=Pl

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
agent:
type: EBPF
ebpf:
interfaces: [ 'br-int', "or-ex’ ] ﬂ

‘) XYNT—HOA4 VS —T 4 2EEBELET,

N5 Xy N7—2HF&AMIY NO—5—<TRX—T ¥ —POD TXE!—7
RAELTWET
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Subscription & 72 = 7 b @ spec.config.resources.limits.memory {t# % R%E$ % Z & T.
Network Observability Operator D X E!) —#lIfR %8| & LIFB2 I &N TEET,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF581 L £ 9,
2. Network Observability %2 ') v 7 L. Subscription Z3&iRL £ 7,

3. Actions X Za—M»5, EditSubscription® 2 1) v L%,

a. ¥, CLIZEALTROIT Y K%E3EFTL T, Subscription 7 72 =7 h® YAML 5%
EEECIEEHTEET,

I $ oc edit subscription netobserv-operator -n openshift-netobserv-operator

4. Subscription 7 7Y = 7 % #E&% L T config.resources.limits.memory {t#%EMML. XE
y —%ﬁ:’%%l’& LCEZHRELET. VY —RICATIERFEOFMIE. BEEREZSEL
TLEX

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: netobserv-operator
namespace: openshift-netobserv-operator
spec:
channel: stable
config:
resources:
limits:
memory: 800Mi ﬂ
requests:
cpu: 100m
memory: 100Mi
installPlanApproval: Automatic
name: netobserv-operator
source: redhat-operators
sourceNamespace: openshift-marketplace
startingCSV: <network_observability_operator_latest_version> 9

Q e ziE, XEY—4IPR% 800 Mi ICBI X EIFRZ EATEXET,
‘9 COERFRELARVWTLLEIN, DI Operator DEFY Y —RICL>TERY F
-a—o

ESPERoE:H

o )Y—2XDBEEFIE

1.6. LOKI RESOURCEEXHAUSTED TS —D NS T a—F4 V9
Network Observability IC& > TEEINZRY N7 =0 70—FT—49 P, REINLRAA v E—IH

4 X%#BA 5 &, Lokild ResourceExhausted T 5 — %3R3 Z &H%H Y £F, RedHat Loki Operator
HFEALTWREAR. TORAAYE—IH A4 ZTF100MBICREINTVWET,

98


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.11/html-single/network_observability/#network-observability-resources-table_network_observability

BENERY NI—JABAMD STV 2 —FTa T

FIR

1. Operators — Installed Operators [CFE) L. Project KO Y 74U X =—a—H5 All
projects z R "L F T,

2. Provided APIs ') X kT, Network Observability Operator Z &R L £ 7,

3. FlowCollector®% 1) v 4 L. YAMLview%¥ 7% 1) v LZ%9d,

a. Loki Operator Zfff L TW %15 &1d. spec.loki.batchSize fEA* 98 MiB A X TWLWRW T
EEFERL TSI,

b. Red Hat Loki Operator & (&&E7%: % Loki 4 ~ 2 b—JLJi% (Grafana Loki 72 &) #{FH L T
W3i5E &, Grafana Loki #t—/Y—3%7E D grpc_server_max_recv_msg_size
». FlowCollector ') ¥V — 2 ®D spec.loki.batchSize fEL Y KETWZ & AR L T REX
W, KELLARWGEIX, grpc_server_max_recv_msg_size A BN
H. spec.loki.batchSize fEZFIRIEL Y E NI KRB LD ITHESTREDHY £,

4. FlowCollector #fR&E L /=155 1%, Save =2 v o LZ T,
N7.VY—RAONSTINV>a—Favy

11.8. LOKISTACK L — hHIFRT 5 —

Loki 77~ MIL—MHIRAREINTWD &, T—9H—BEMICKDbN. 429 TS5 — (Per stream
rate limit exceeded (limit:xMB/sec) while attempting to ingest for stream) H"FKE ¥ 2 agEEL H Y
FY, IDIZ— BRI ZLIICTI—F2RETDHIEZMRFA LTI W, FlllE, ZDEs
vavOREFERE L TEEINTWS [NetObserv ¥y & 27 R— KD Loki L— MNIBR7 5 — M D1E
Bl #BRBRLTLEIN,

RICTHT FIE%EZETTL T, perStreamRateLimit & & U perStreamRateLimitBurst {14k T LokiStack
CRD ZEH TEE T,

FIR

1. Operators - Installed Operators IC#&) L. Project KO v 74 >~ H 5 All projects % KRR
LE9.

2. Loki Operator = R D1+ T, LokiStack ¥ 7% ®#IRL £7,

3. YAML view %M L T LokiStack 1 Y 24 Y A& {EWT 21 BEEDE D5 iRE
L. perStreamRateLimit & & U' perStreamRateLimitBurst {T#k% B L £ 7,

apiVersion: loki.grafana.com/v1
kind: LokiStack
metadata:
name: loki
namespace: netobserv
spec:
limits:
global:
ingestion:
perStreamRateLimit: 6 ﬂ
perStreamRateLimitBurst: 30 9
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tenants:
mode: openshift-network
managementState: Managed

Q perStreamRateLimit D5 7 4 JL MElE 3 T,

g perStreamRateLimitBurst D5 7 # )L hMEIE 15 T,

4. Save &=V v o LET,

WREE

perStreamRateLimit & U' perStreamRateLimitBurst (T4 %= EH T2 . 75X 9 —AD Pod H'FE
EEL, 429 L— MHIRRI S —DRELRLLBRYET,
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