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HS—ADTRTD/ — RTHRTIZRENHY FT,

api-int.<cluster_name>. APl O— RN\ Y — % NERMICEHAI T 5 728D DNS

<base_domain>. A/AAAA ETIE CNAME LO— R, LU DNSPTR L O—
Ko INS5DOLI—RIE, V7 RA9—HDITRTD/ —R
THRATIZUENIHY FT,

BF

APl #—/N— &, Kubernetes ICE28&3I N 3
RARNBTIT—h—/—REBRTEZ
EAHYFET, APIH—N—HJ—RE%E
ERTERVWGE, 7OF>—3 N3 AP
MO LAKB L, Pod 5O AET
TR RDAEELNHY 9,

1
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JL—k *.apps.<cluster_name>. 7)) r—>3avingress A— KRN\SUH—%SRT 74
<base_domains. JU R H— K DNS A/AAAA £72IZ CNAME LO— R, 771

r—< 3V iIngress H— R/NZ U5 —I&, Ingress AV b
O—>—Pod #R{T§ 257> V&9 -7y MILET,
Ingress A~ hO—5—Pod T 74/ bTOVEa—~T
VYUTETINET, ThoDLd—RiE, 752494
DIVZATVINELVIZRAI—RNDTRTD/ — KT
RTIDRELNHYFT,

7= & z1E. console-openshift-console.apps.
<cluster_name>.<base_domain> (&, OpenShift
Container Platform > Y —ILADT7 A4 )L KA—RI)L— b
ELTEHERAINZET,

77—k bootstrap.<cluster_name>. T—hMRNSY TV %HBINT B7<5HD DNS A/ AAAA
Ak <base_domain>. F/IECNAME LO—FK, B8LUDNSPTRLO—F, Zh
v/ L5OLIA—RIE. V5R9—AD/ —RTHERTIZHE
S2% rHYET,
avk <control_plane><n>. A hA=IWLTL—Y /) —ROEIVVEREST BHD
ao—Ju <cluster_names>. DNS A/AAAA F71d CNAME L O— KRB LU DNSPTR L
TL— <base_domains>. J—FK, ZhsDLad—NKRiF, 75 R9—KHNOD/— KT
S RTEDRENHYIT,
>
av <compute><n>. T—H—/—RDETIVERET B7<HD DNS A/AAAA
Ea— <cluster_names>. F/IECNAME LO—FK, B8LUTDNSPTRLO—F, Zh
N2 <base_domains. L5DLO—RIF. V75RA9—KHD/ —RTHRRTEZLE
v rHYET,

)z 6

OpenShift Container Platform 4.4 LB Tl&, DNSERE T etcd KA B LUV SRV L
O—RNZEETIHEEIHY FEA

A

digd~vY RZ2fEALT. BRIBLVHBIZZRAIBREZMRTHIENTEET, RIEFIEDOFH
l&. user-provisioned infrastructure @ DNSfRDIRIAE Dt/ > 3 VBB LTI W,

2.3.7.1. user-provisioned 7 5 X 4 —® DNS X E D

ZDt Y>3 TIE. user-provisioned infrastructure I OpenShift Container Platform 7 7’04 ¢ %
7=ODDNS EH BT ABLVPTRLI—RREY Y TILERHELE T, VTILiE. HED
DNSVYa—YaVvaRIRTHLDDT7 RNA R2RHETEIEZBMELTVEEA,

ZDBITIE. 7FRX8—%Id ocpd T. R—RX KX A & example.com T,

12
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user-provisioned 7 5 A4 —® DNS A L O— K DR EHI

BIND V—> 27 74 JLDLLTDHIL, user-provisioned 7 5 A9 —DEZRIFARD AL I— RDFI%ETRL
TWEY,

BI2AIDNS V=V F—IR—2ADY VT

1]
2]
o

$TTLAW
@ IN SOA ns1.example.com. root (

’

’

2019070700 ; serial
3H ; refresh (3 hours)
30M ; retry (30 minutes)
2W ; expiry (2 weeks)
1W) ; minimum (1 week)
IN NS ns1.example.com.
IN MX 10 smtp.example.com.

ns1.example.com. IN A 192.168.1.5
smtp.example.com. IN A 192.168.1.5

helper.example.com. IN A 192.168.1.5
helper.ocp4.example.com. IN A 192.168.1.5

’

api.ocp4.example.com. IN A 192.168.1.5 ﬂ
api-int.ocp4.example.com. IN A 192.168.1.5 g

’

*

.apps.ocp4.example.com. IN A 192.168.1.5 €)

bootstrap.ocp4.example.com. IN A 192.168.1.96 ﬂ

control-plane0.ocp4.example.com. IN A 192.168.1.97
control-planei.ocp4.example.com. IN A 192.168.1.98
control-plane2.ocp4.example.com. IN A 192.168.1.99

’

compute0.ocp4.example.com. IN A 192.168.1.11 @)
compute1.ocp4.example.com. IN A 192.168.1.7 €

’

;EOF

Kubernetes API D ZRIRERHLEF T, LO—RIZAPIO—RNSYH—DIP7 KL A%
SHRLET,

Kubernetes API D ZRIRERHLEF T, LOA—KRIZAPIO—RNSYH—DIP7 KL A%
SRL. AEBI RS —BEIERINET,

TAIRA—RIL—NOAFIBRERBLET, LI—RIE, 77TV —2 3 Ingress O—
RRSUH—DIPT7RLREZSRLEYT, 7Y —> 3 Vingress O— RS U H—(F,
Ingress A~ hA—5—Pod ZET9 572y —7 v MILET, IngressA> hO—F—
Pod iZT 74 R TCAVE21— IV TEITINET,

13
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pa 3

ZOFITIE. BLa— KNS —h Kubernetes API 8LV T7 T r—>a >
DIngress kS 74 v VICERAINE T, EREBOL ) AT, APIBLTT
T)r—>avingress A— KNS UH—%@RICTF7O4 L. ThEThoO—
RIRSUB—AVISZRANSVF v —%RBEL TR =)V J9BHZENTEE
ER

Q T—RNANSY TR VDELRIEERARHEL T T,
m: vhO—IWLTF L=V VDELFRAEIRELET,
w: VA NIV VDELBIBRERELE T,

user-provisioned 7 3 X4 —® DNS PTR L 3— K D& EHI

LTFDBIND V—> 7 74 I)LDEITIL, user-provisioned 7 5 A4 —D#5| X ZHIf#HED PTR L O— K
DHERLTVWET,

FI22¥B8lXLO—KODNS YV —rF5F—4HR—20DHI

$TTLIW
@ IN SOA ns1.example.com. root (
2019070700 ; serial
3H ; refresh (3 hours)
30M ; retry (30 minutes)
2W ; expiry (2 weeks)
1W) ; minimum (1 week)
IN NS ns1.example.com.

5.1.168.192.in-addr.arpa. IN PTR api.ocp4.example.com. ﬂ
5.1.168.192.in-addr.arpa. IN PTR api-int.ocp4.example.com. g

96.1.168.192.in-addr.arpa. IN PTR bootstrap.ocp4.example.com. e

97.1.168.192.in-addr.arpa. IN PTR control-plane0.ocp4.example.com.
98.1.168.192.in-addr.arpa. IN PTR control-planei.ocp4.example.com.
99.1.168.192.in-addr.arpa. IN PTR control-plane2.ocp4.example.com.

11.1.168.192.in-addr.arpa. IN PTR compute0.ocp4.example.com. )
7.1.168.192.in-addr.arpa. IN PTR compute1.ocp4.example.com. 6

’

;EOF

Kubernetes APl M3#5| X DNS R 12t L ¥ 9., PTRL O— R, APIO—RNSVH—0D
Lad—KE&E=SRBLET,

Kubernetes APl M3#5| X DNS R 12t L9, PTRL O— K&, APIO—RNSVH—0D
Lad—KExSRBL, REBISRIY—BEIFRAINET,

o

g T—RMNRANSY T UDHB| X DNS R ZIBMH L X T,

14
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m: YRO—ILFL—YIVDWE|% DNS R AR L X T,
G"::yel—hvvywﬁﬁﬁm@%%%%ﬁbito

pa )

PTR L O— Ki&, OpenShift Container Platform 7 U s —> 3> ™74 )L KA— KNI
BIREHY FHA,

238. 1 —4—(l&>TCTFOEEYa =V IINBAVISAMNSVFv—DATOHE
s

OpenShift Container Platform &4 ~ X h—JL ¢ R0l APIB LT 7Y 7—> 3 VD Ingress BRT4H
BMAYVISARNSVFv—%2 OB a3 VIV T2REFAHYET, EREODFT YA TIE. APIS &
V77V r—avingress A— KNS UH—%@ERICT7O04 L. ThEhOO—RRNRXSUH—a Y
T2ARNSVFvy—%RBL TR =YV JTBIENTETET,

R

Red Hat Enterprise Linux (RHEL) 1 Y 29 Y 2 &FERLTAPI B LVCT7 T r—> 3y
AL 20— KNS UH—%F704925E1F. RHELY TRV Y Foa v ajhg
BATZIRENHYET,

BRDWAVIZANZ I F Y —EUTOER Z/ITRENHY X,

L APIA—KRNRSYY— TSy NI —LENESLIVCTSY NI+ —LEREST BLHDI—
HF—EITOHEBOTY RRA VY M ERELET, UTOREAEEZRELET,

o Layer4 DEROEBDH, Thid, RawTCP F/&IESSL/RXRR I —FE— R EMEENZF T,

o XRF—NLREBFESMTZINIY XL, 77 avid,. O—RNRSUH—DEEICL>TE
BYFE9,

BF

APIO—RNSYH—Dty Y 3 VOXRBEHEIRERELAZVWTL LI,
Kubernetes APl H—/N\—Dt v ¥ 3 Ykt %R ET % &. OpenShift
Container Platform 7 S 24 —& 7 5 24 —ATERITIN % Kubernetes API D
BELRTTNVT—2 a3V RS T4V IICEYNRT A=V ADBEBEIREET 5T
BEEMELIHYET,

A—RNSUH—070Y bENY VDEATUTOR—- M ERELET,
F27APIO—KRNFUHY—

NRYIGITV RISV (T AV

N—)

15
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RYIGITVRIIY (T—IAY

N—)

6443 TJ—rANSyTFEL®OY hO— X X Kubernetes
VWFL—v, 7—hNRANSY TV API| H—
UHRYSAY—Dary hO—ILTS IN—

L—yagfiiELcgIic. 7—hHhR
Moy e vaEO— RS UH—
DOHIBRLE S, APIH—/N—DAJL
RF vy FO—7d/readyz TV
FRA YV NERETDIHEDHY X

ER
22623 T—rNZANSy LY bO— X TYVERE
WFL—v, T—RRANS YT H—/N—

VNSRS —0ar ba—ILT
L—ya##Ab LRI, 7—hFhR
hSw vy veEO—RNSUH—
MoHIBRLET,

pa 3

O— KRS UH—E, APIH—N—N/readyz TV K RA >V bEA7IZLTHHL
T—=IDS API Y —NN—A V2RI VR EHIRT DETHRAIOMHIND LD ICEE
ETB2LENHY T, readyz DEDBEBHRNTIS—MEINLY., EFEIC
BolY T B, TV RRA Y MHEIREAIGEININTWSIETTY, 5
MELFIOBIEDOTO—EY ST, 2EERHRINT 5 EER,. 3 EERKKT
ZEEBEHIT BEREIF. TRICTAMINEETT,

2. ApplicationIngress A— KNSV HY— USR5 —HMhBELNZT TV r—>a v 374w

7D Ingress RA >~ M ERELE T, Ingress IL—4 —DIEERA DR TE D OpenShift Container
Platform 2 5 X4 —IZIWETT,
UTOFRM%ZHRELETT,

o Layer4 DEROEBDH, ThidE, RawTCP F/&IESSL/XR R —FE— R EMENF T,

o BIRABEALAA T ave TSIy N I+—LETKRAMNINZ T Y r—2avo@EICE
DVWT, BRR—ZADKELELITEY > a vy R—ADKEEIHREINE T,

[/ S

IZAT Y MDEBEDIPT7 RLADT T r—2 3> Ingress O— KNS U H— (T & > THESR

TEBHE. V—ADIPR—ADtEy Y avkiHEitzEWICTEE, TV RKY—ITY RDTLS
EELAFERETZ 7 IV —2avDNR I 4—<I VA ERETEET,

A—RNSUH—070Y RNy IVOBEATUTOR- MR ELET,

F28F7 SV r—> 3 ingress A— KNRFUH—
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RYIGITVRIIY (T—IAY

N—)

443 774 KM TlingressAY hA—F— X X HTTPS K
Pod, AvEa—bk, FLE7—H— 274979
ERTTBII Y,

80 T4 MTlingress AV hAO—5— X X HTTP b5
Pod. AvtEa—h FEiE7—7H— T4vY
ERTTDII YV,

pa 3]

O O)aAvEa—hr/—RT3/—RKISR9—%F704F 254,
Ingress A~ hAO—5—PodiEa> bO—ILTL—Y/—RKTERITINFET, 3
J—=ROZSR9—=FTOM AV NTIE HTTP LU HTTPS hS5 71 v o %0
yhO=WT L=/ —=RIWN—TFT 1 T$2ELIIT7FY 4 — 3V Ingress
A—RNSUH—%2BRETD2RLEIHYIT,

2381 1—H—Il&>TFOEY 3=V IENBISRY—DO— RNSUH—DFREH

IDEIYaAVTE, A—Y—Il&>TTAEY 3=V IINB ISR —DaEIHEGEHT
APIBLVTTYr—2 3V Ingress A— KRNSO H—DREFEHBLE T, ZDHIE. HAProxy
A— R/\5 4% —0 /etc/haproxy/haproxy.cfg 5RETY. ZDHITIE. HEDNEFTHMY ) 1— 3
VEZBIRT 2ODDT RNA RE2RMT B EE2BHELTLEEA,

ZDFITIE. ABLAO—RNFUH—h Kubernetes API 8L VT T r—> 3> Dingress N5 714 v Y
IEAINET, EREOVF VAT, APIBELTT7 Yo — a3 ingress O— KNS U H—%(H
AMCFZFO4 L. TNThOO—RNSUY—A VY ISANS IV Fv—5DBML TR =)V T$5Z
ENTEZET,

R

HAProxy &0 — R/\S v —& L TER L. SELinux #'enforcing ICEREI N T W15
&, setsebool -P haproxy connect_any=1 %3217 L T. HAProxy —E XD &REF
HDTCPR—RMIINA VY RTEBILERBTILELGHY X,

BI23API B LU T7 ) r— 3> Ingress A— KRZ U H—DFEH

global
log 127.0.0.1 local2
pidfile  /var/run/haproxy.pid
maxconn 4000
daemon

defaults
mode http
log global
option dontlognull
option http-server-close
option redispatch
retries 3
timeout http-request 10s

17
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timeout queue im
timeout connect 10s
timeout client im
timeout server im
timeout http-keep-alive 10s
timeout check 10s
maxconn 3000
listen api-server-6443 ﬂ
bind *:6443
mode tcp

option httpchk GET /readyz HTTP/1.0

option log-health-checks

balance roundrobin

server bootstrap bootstrap.ocp4.example.com:6443 verify none check check-ssl inter 10s fall 2

rise 3 backup 9

server master0 master0.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3

server master1 master1.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3

server master2 master2.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3
listen machine-config-server-22623 e

bind *:22623

mode tcp

server bootstrap bootstrap.ocp4.example.com:22623 check inter 1s backup ﬂ

server master0 master0.ocp4.example.com:22623 check inter 1s

server master1 master1.ocp4.example.com:22623 check inter 1s

server master2 master2.ocp4.example.com:22623 check inter 1s
listen ingress-router-443 6

bind *:443

mode tcp

balance source

server worker0O worker0.ocp4.example.com:443 check inter 1s

server worker1 worker1.ocp4.example.com:443 check inter 1s
listen ingress-router-80

bind *:80

mode tcp

balance source

server worker0O worker0.ocp4.example.com:80 check inter 1s

server worker1 worker1.ocp4.example.com:80 check inter 1s

R— b 6443 1% Kubernetes APl kS 74w %MEBL, I hA—-ILTL—rvIIVBEHEL
F9,

wj— NZAKNZw 7TV M) —IE, OpenShift Container Platform ¥ 5 24 —®MD4 ¥ X b —)LHi

©
5]

IKEMICL, 7= MRSy TTOCRDETRICENSZHIRT 2LENHY FT,

R— N 22623 [V VRERET—/N—K S Tqa v o %&MEBL, OV hA-ILTL - VvES
BLZET,

R—BNA443 T HTTPS b5 71 v 2 %&MIEB L, Ingress A~ hO—5—Pod #E1T§ 57>V
HBLET, Ingress AV MAO—F5—Pod &7 74 MTOAVE2— NIV VY TRITIINE
ER

R—HM80IETHTTP bS5 714 v U %MEBL, Ingress AV MO—F—Pod 17§37 V%5
BLET. lnaress AV MO—F5—Pod ET 74NN TCOVE2I— NIV VY TEFTINE T,
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YhO=WT L=/ —=RIW—TFT 1V T$2ELIITFY 4T — 3 Ingress

yz =13]

O O)avEa—hr/—RT3/—RKISR9—%F704F 254,

Ingress A~ hO—5—Pod Ea>¥ bO—)ILTFL—Y/—RTRITINET, 3

" /—FO?Z&—?TD%XVFTH\HWPB&UHTWSF574/7%J
A— KRSV —%RETIVEI DY FT,

D

HAProxy #O0— RN\S v H—& L THERT %5415, HAProxy / — KT netstat -nltupe #3217 L C.
R— b 6443, 22623, 443, £ L1080 T haproxy 7OEZZAHN) vy AV L TWB I E%ERTDHIEN
TEEY,

2.4. USER-PROVISIONED INFRASTRUCTURE D #{is

user-provisioned infrastructure IZ OpenShift Container Platform 24 ~ A b—J)L 9 2 R1IC. EiEER 3
AVIZANSVFv—2EFET2RENDHY T,

ZDE Y avTlE. OpenShift Container Platform 1 Y 2 h—ILD#fgE LTI SR —4 VTSR
NSO Fv—7%F ET%)71@&%‘%@%]"5@1‘5%%%&55bi'ﬁ'o ZhiZlE, V75 R9—/—RKRADIP
XY MT—0BLVRY M-V EREREL. 774704 —VIZBATRELR—MZEAMICL, &
FXDNS BLUVERTARA VT TR |\77?‘\" @Eﬁﬁb‘ﬁiiﬂi?o

k. VA9 —A VTS AMF U F v —I&. user-provisioned infrastructure L7V 5 X
Y—DEH /> a3V THRIAINTWREHAR/ZIVLENHY T,
(1} =355

® OpenShift Container Platform 4.x Tested Integrations R—I ZHEFE L 7=,

e user-provisioned infrastructure Z ALV S A9 —DEH{H /2 a VY THEAINTWS A
VIZANZUVFv—DEHEFHER LT

FIR

. DHCP A2FHLTIPRY NTD—V8BREE YV SAY — /) — NICIRET %3581, DHCP H—E R
%DX;E.L/&TO

a. /—RDXk#EIP 7 KL A% DHCP 4 —/N—REICEBML XY, 8ET. BEIT B xR b
D—DA VI —TAADMACT7 KL R%Z, &/ —RKOEBDIP7Z7 RLRE—HIETFE
£

b. DHCP AL TYISRI—TUVDIPT7 RLRAERET BHE8. ¥ VIEDHCP &M

LTDNSH—N—EHREMFLET, DHCP Y —N—BREEZN LTI FRI—/— KHM&E
FAYd2KEEDNS Y —NN—F7 KL RAZEHLZX T,

19
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R

DHCP H—EXR&FRLAWEGE. IPXyYy NT—2&EE DNS H—/N\—D
7 RLURA%RHCOS A VA M—ILBIC/ — RICIBET Z2HEIHYET,
ISOAX—=IUDMBAVAR=ILLTWBIFEIZ, 7—F BB LTET &
NTEFEY, BUIPTOEY I Z VIV EaERRY NI—0FToavD
FE#llZ. RHCOS M1 ~ X b—JL & OpenShift Container Platform 7— k X
My 770 ADBEB O a Vv ESRLTLEIN,

c. DHCPH—N—RBETYISRI—/—KRDKAMNEEEHLET T, "AMNBICEATEER
FEIEDFMIZ. DHCPAFHALEYVSRAY—/ —KRODFRAMEGDEBE I avESEL
TLEIW,

pa )

DHCPH—ERAFERHLAWGE, 75AY—/—KI&#B|Z DNSILy &
Ty TENLTHRANEEREBLET,

2. XY RNT—=DAVIZARNZIF¥ =DV ZRY—AVR—FY NEADBERRY NT—U %
a2 MR LT, BEHICET 25 M. user-provisioned infrastructure @
FYMNTI—VBH DI VavESBLTLEIY,

3. OpenShift Container Platform ¥ S A4 —aVR—%X Y N CTEBETZLHICHERR—NEH
MICT2EIICT7ATIr—IVEBRELET, BHELQR— MOFHMIE. user-provisioned
infrastructure DY NT7—VFBH O/ avESRLTILEILWL,

BF

T 7 A4 M T, R— Kk 1936 |& OpenShift Container Platform 7 2 24 —IZT7 ¥
TATEEY, ChiE, AV bO—ILTFL—Y/—RBZOR—IADT V&
AENBEETDHTY,

Ingress A— RNV H—%FHALTIDR—MERFALAVWTCEIL, Th
HRITTDE, Ingress AV MO—F—ICBEET BHMETP A M) 7 R0 E DR
BRI AEINZAREELHZDTT,

4, DSAY—IIUHERDNS AV ISANS IV Fv—4aBELET,

a. KubernetesAPl, 774 —>av 74 )L RA—R, TJ—rNANSYy Ty, OV E
O—IL7L—rIYy, BLU0OAYE1a— NI VD DNS LA AZELET,

b. KubernetesAPl, 7—h X bZ v 3oy, avbO—ILTL—rxoy, BLvay
Ea—hT>2 D5 % DNSHEREZREL T,
OpenShift Container Platform DNS ZE#4 Dl (X, user-provisioned DNSE# Dt < 3
VESRLTIEIW,

5. DNSEREAMIEL X,

a. 1 VANMN—=JL/)—RKH5, KubernetesAPl, 74 I RA—KIL—F, BLVTISRY—
J—ROLO—REICHLTDNSILY I 7y THEEFTLEFT, HWEDIP7RLANIEL
WIAVR—ZX YV MIHGT R EE=MEBELET,

b. 1A=L/ —KHhB, A=—KNSUH—=EIF5R9—/—KDIP7 KL R LTt

BIEDNSIY I 7y THaE2TLET, IWEDLI—REHNPELWVWIVR—FR Y MIIGT
5 EEHELET,

20
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DNS #REEFIEDEF#MMIL. user-provisioned infrastructure M DNS fRDIRIAL D+ U > 3
vESRLTIEIWL,

6. BERAPIBLVT ) r—>a>Dingress BRIDHMA VIS ANV Fv—427OEY 3

ZVTLEY, BHICET ML, user-provisioned infrastructure DAREABEHL D& -
avaESRLTLEIW,

pa 3

—HWOEEOEY )1 -2 a v TR, BEOHREDHRLT 2RI, F5R5—/—FD
DNS &RiIfER =BT 2RENHY XY,

2.5. USER-PROVISIONED INFRASTRUCTURE ® DNS fZRDIREE

OpenShift Container Platform % user-provisioned infrastructure (C4 >~ X h—JL 9 2 EIIC. DNS FRE
EMREETEEY,

BF

DTV avORIEFIEIE, V5RAY—DA4 VA NMN—JBIICEBICETINZREN
HYFEd,

AR

® user-provisioned infrastructure ICWHEWR DNS L I— RZ8&EL TW5,

FIR

1. 41 VAM=JL)—RKHM5, KubernetesAPl, 74 I KA—KIL—Fh, BLUVPIVFTRY—/—FK
DLI—KRZICFLTDNSILYy I 7y THEIFTLET, WBIKEEFNZIP7RLALNELW
AVR—X YV MIHIET B EE=MEBELET,

a. Kubernetes API L A—RZICH LTIy o7y THEITLET, ERNAAPIO— KNS Y
Y—DIP7RLREZSRIZIEZHWELET,

I $ dig +noall +answer @<nameserver_ip> api.<cluster_name>.<base_domain> ﬂ

Q <nameserver_ip> = x— LY —/N—D IP 7 KL XIZ, <cluster_name> =7 5 R
¥ —#IZ. <base_domain> ZR—XA R A A VRICEEMZFT,

H A B

I api.ocp4.example.com. 604800 IN A 192.168.1.5

b. Kubernetes IEBAPI L O— RZICH/ L TILy I 7y THERITLET, BRAAPIO— RN
SUH—DIPTRLRAZSRI B EzHALIET.

I $ dig +noall +answer @<nameserver_ip> api-int.<cluster_name>.<base_domain>

H A B

I api-int.ocp4.example.com. 604800 IN A 192.168.1.5
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c. *.apps.<cluster_names>.<base_domain>DNS 71 JL KA— KLy 27 v TDF%EFT X b

LET, IRTCOT7FUT—23vDIAIVRKA—=RNILyIT7yFiE. 77V 5—>ay
Ingress A— RNNSUH—DIP 7 RL RICERT Z2HELHY £,

I $ dig +noall +answer @<nameserver_ip> random.apps.<cluster_name>.<base_domain>
DBl
I random.apps.ocp4.example.com. 604800 IN A 192.168.1.5

R

HABITIE, BLE—RK/NS Y —8 Kubernetes API L UVOT I 4r—
varvDingress N2 74 v ZILERAINE T, EWREDS T ) A T, AP
BLUVT7TY S —2 3V Ingress A— RNS U H—%@ERIICT7Oq4 L. %
NENROO—RKRNSUY—AVISRANIIFv—EDBLTCRAT—Y VT
THIENTEET,

random (. BIDTAIL RA— NEICEZIMA DI ENTEET, & X IE. OpenShift
Container Platform >V —ILADIL— NE P T —TEX X7,

$ dig +noall +answer @<nameserver_ip> console-openshift-console.apps.
<cluster_name>.<base_domain>

H A B

I console-openshift-console.apps.ocp4.example.com. 604800 IN A 192.168.1.5

. J—MRAMNSYTDNS LO—REICHLTILY I Ty THEFTLET, BENAT—MR N

9T/ —RDIP7RLRESRIZEEHALET,
I $ dig +noall +answer @<nameserver_ip> bootstrap.<cluster_names>.<base_domain>
ol

I bootstrap.ocp4.example.com. 604800 IN A 192.168.1.96

CZOAEEFALT, v hO—LTL—rELUaOYEa— M/ —RODNSLI—KR%E

KR LTIy I Ty THEFTLET, BRIPE/ —RDIP7RLRAICHBLTWSR I &%
BRALET,

2 AVAM=IL/—RKHE, O—RKRNRNSUH—¢I95R9—/—KDIPT7 KL RICHL THE| =
DNSIWy o7y THEFTLET, BBICEFNSLI—REPELVWIVYR—XY MIWRT
52 EEHELET,

a. APIO—RNSYH—DIP7RLRAICH L THEIZSEBAETLET, IHnEIC.

Kubernetes APl & & Uf Kubernetes RESAPI DL O— RENEFNTWE I EA2MERELE
ERR

I $ dig +noall +answer @<nameserver_ip> -x 192.168.1.5

H A B
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5.1.168.192.in-addr.arpa. 604800 IN PTR api-int.ocp4.example.com. )
5.1.168.192.in-addr.arpa. 604800 IN PTR api.ocp4.example.com. @)

ﬂ Kubernetes RERAPI DL I— REAEIBEEL X T,

9 Kubernetes API DL O— REZAEEELZF T,

4 s 0]

PTR L O— KRi&, OpenShift Container Platform 7 7Y s —> 3> D71 )L
RA—RICEBEHY FEA, 7TV T5—> 3V Ingress A— RN U4 —
DIP7 KL RICKHY %5#5] & DNS FERDRGEFIRIELELHY A,

b. 7= MAMSY T /—RDIP7RLRICH L THBIESBARTLET, BRILT—HFR
NSw T /—RKRDODNS LI—REESBBLTWSIEEHELET,

I $ dig +noall +answer @<nameserver_ip> -x 192.168.1.96

H A B

I 96.1.168.192.in-addr.arpa. 604800 IN PTR bootstrap.ocp4.example.com.

c. ZOFFEAMFEHALT, avhO—ITL—rbLaVYEa— N/ —RDIP 7 RLRICX
LTHBIENY I Ty TEEGFTLET, BRHIAE/—RKDDNS LI—REZICH/IELTWS
EEHEERELET,

26. 95 R9—/)—RKSSHT7 V7 EXAADHERT DERK

OpenShift Container Platform &4 Y Z h—JL§ B, SSHNRATY w0 Fx—%A4 V2 M=) TOTS
LICIBETETE T, ¥—I&, Ignition &E 7 7 1 L%/t L T Red Hat Enterprise Linux CoreOS
(RHCOS) / — RICEXIN, /—KADSSH 7 atz%mﬁtétwkﬁﬁﬁ*nit ZDF—F&

/ — R® core 11— —®d ~/.ssh/authorized_keys ') X MMIEMI N, /N7 — R L DOEREEAATREIC

BrYFEY,

BN/ —RNITEINhD, BRT7ZFEAL T, core 21— —& LTRHCOS / — RICSSH#ERTE X
¥, SSHRHAT/—RNIIT7IERTBICE, MEROTAT VT4 T4—%20—A)L21—H—D SSH
TEETIVEI’HYIT,

’f VAN=IUDTNY TELIGEEEIRERTIZEHICVITRI—/—RIZFLTSSH #1793 %
BlE. 1 VRA M= TOERXDMICSSH ARBAEIEET 2HENHY £7, Jopenshift-install
gather OAX Y RTIE, SSH RBEEN IS RI—/ —NILBEINTWEIHREEHYET,

B
BEERELVTNY VPR BELEBREIRETIE. COFIEZEARLAVTIREIL,
pa 3

AWS F—RT7 BRED TSy NI A—LICEBEDAETHRE LLF—TIEAaL<, O—AH
F—AFHTIVNELHYET,

23
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FIR

L. 95R9— ) —RADRICFERTZ2O—HILTI VICEED SSH F—RT7HALWVWESIX. 2
NEERLET, LEAE Lnx IRV —FT 4 VIV AT LEERTZIVE2L—9—TU
TOaAvY Y REEITLET,

I $ ssh-keygen -t ed25519 -N " -f <path>/<file_name> ﬂ

@ #FLLSSH*—0D/SRET 71 L% (~.sshiid_ed25519 %4 &) &IEEL £ Y. BIFD
F—RT7HIHZH5EE. REEN ~sshTA LI MN)—ILHBE5EALET,

pa 3

FIPS THREEEH» 7213 #ETHDEY 2 —JL (Modules in Process) BS54 75
|) —% {9 % OpenShift Container Platform 7 5 2 4 — %

x86_64. ppcédle, LU sSI0X 7—F T IV F v —ICA VA MN—ILTBFED
e, ed25519 7T XL ZFERT2F—FFERLBAVWTCEI W, Kb
YiZ, rsa7 )Y A LFfid ecdsa 7T XL &FERTB2F—%FEKRLE

ER

2. SSH ARBRERRLET,

I $ cat <path>/<file_name>.pub
feEzIE, kDAY Y R%EEITL T ~/.ssh/id_ed25519.pub NEEER <L T,
I $ cat ~/.ssh/id_ed25519.pub

3. O—AINI—H—DSSHI—TY v MISSHMERE ID NMEMINTUVWAWEEIZ. Thizi
mLET, F—DSSHI—YzV MNEEIE, VF7AY—/—RAD/IKAT—RQRLODOSSHER
ZE. F 7zl ./openshift-install gather I~ > R FHET 2 H5EIMNEIIRY F T,

R

—EDT4 AMN)E21—2 32 TlE, ~/sshiid_rsa & & U ~/.ssh/id_dsa 72 &
DT I7AINDSSHMBROTAT VT4 T4 —IZEFHMNICBEEINET,

a. ssh-agent 7O XA O—ANI—HF—IIH L TERITINTLWARWEEIRE. Nv oI5
YRRV ELTHIBLET,

I $ eval "$(ssh-agent -s)"

H A B

I Agent pid 31874

24
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R

PSR —HDFIPS E— RICHBIBEIE. FIPSEROT7ILT) TLDHA(F
FALTSSH*X—%&4%mLET, #lFRSA F/ILECDSADWTNHITH S
MEAHY FT,

4. SSH 754 R— h*—% ssh-agent I[EEML £,
I $ ssh-add <path>/<file_name> ﬂ

'@ ~/.ssh/id_ed25519 2 & D, SSH 7SAR—hF—DRRBLVT 7ML EEEELZE
ERP

H A B

I Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

RDATY S
® OpenShift Container Platform 4 Y A b —JL§ BEIC, SSHRT) w o Fx—% A VA N—)L
TOUSLICEELET,
27. 4 V2 N=T7OT 5 LDEIE

OpenShift Container Platform Z4 Y X b —JLE ZH0IC, A YA M—JLICFERALTWEHRZA MIA VR
h—=LZ74N%FOO—-RLET,

AR

e SOOMBDOO—AHILT 4 RAVEENH S Linux £/2lE macOS #E£T73 251 -9 —HRE
T9,

FIR

1. OpenShift Cluster Manager 4 D A V7S ANV F v —TONA T = R=IJIIT I LR
LET, RedHat 7HV Y B H 2B A, RELER2EAL OV LES, 7HO Uk
DRWEEIEINEERLET,

2. AVISANSVFvy—7OnNA ¥ —BFIRLFT,

3AVAN=IIATOR=JIIBEH L, FRAMNARL—FA VI RTLET—FFTI9Fv—
I/ ST 2A VA MN=ILTOS5 L5890 O0—RLT. A1 VAMN—IVEBET7AINERET
574 LI N)—ICT 7MLV ERBLET,

BF

AVAMN=TOATILIE, VFRAI—DA VA N=)LILEATZaIE1—

F—ICWLK DD DT 7AINWNEFERLET, VF3RY—DA VA M—ILTETIRIE.
AVAMN=NTATILELTAVAN=LTOTSLDMERTZ 771 ILER
HI2MEIrHYET, 771IEVWTNEISRYI—%HIMRT B72DICHEIC
BYFET,

25
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BF

AVAN=IVTATSLTERINEZTZ 74 ILEHIRLTE, I3 R =DMV
ZRN—IVBEICKRBLZBATE ISR —FHIRINER A, 75 R 5 —%HIR
T2ICE BEDY SV K701 5 —FD OpenShift Container Platform M 77
JAVAM-LFIRERGTLEYS,

4. A VA=) T7OVSLERBEALFT, EZIE, LnuxARL—F 4 VIV RTFLAEFERT
23vEa2—49—TUTOaOY Y REERTLET,

I $ tar -xvf openshift-install-linux.tar.gz

5. Red Hat OpenShift Cluster Manager 54 Y XA =)L I —o Ly N ¥ ovO—RKRLZE
To TDFIVT—2 Ly MEFERL. OpenShift Container Platform Y R—x > h@a VT
FT—A A=V ERHET B Quayio &, HHAREFNALEZBORIABICL > TREFEINZH—E
ATHRIATEET,

28. N1 F ) =D& >O—KIZL2 OPENSHIFTCLI DA Y R ~—)b

ARV R4 49— x4 R%FEA L T OpenShift Container Platform & x4559 %7281 CLI (oc)
ZAVAMN=ITBIENTEEXY, ocd Linux. Windows, F7lE macOSICA VA M—J)LTEX
ER

BF

PRION—Y3vDoc A VA M—=ILLTWBIHEE., Ih%zFEAL T OpenShift
Container Platform 412 D3 RTOIOY Y RAEITT B LI TEEFHA, FHIR/N—
vavDockxkSUorvO—KL, 1 VAM=ILLET,

Linux ~® OpenShift CLIDO 1 ~ X h—)L
LIFOEIE% @A LT, OpenShift CLI (oc) /N1 1 —% Linux Icf Y X h—ILTEE T,

FIR

1. RedHat 124 ¥ —7R—%4 )LD OpenShift Container Platform ¥ 7 > O— K= [IBFHL F
E

2. ProductVariant ROy 74OV ) A MDLT7—FF I Fv—5BIRLET,
3. NX—=Jay ROy T4 o) AN SBELRN—J 3V EBIRLET,

4. OpenShift v4.12 Linux Client T~ b ') —D#&(C 4 % DownloadNow =2 ) v 7 LT, 774
We®kREFELET,

5. 7—h47ZREALZEY,

I $ tar xvf <file>

6. oc/ N1 F1)—%, PATHICHZT 4L I M) —ICBELET,
PATH Z2#52 9 5IClE, UTFOITY FZRITLEYS,

I $ echo $PATH

26
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OpenShift CLIDA Y X h—JL1&IZ, oc A Y RAFALTCHATEET,

I $ oc <command>

Windows ~® OpenShift CLIDO A >~ X h—)L
LIFOEIE% @A LT, OpenShift CLI (oc) /N F 1) —% Windows Ic4 Y 2 h—)LTE £ 7,

FIR

Red Hat 1 2 4 ¥ —7R—# JL®D OpenShift Container Platform ¥ 7 v O— R_— (CFEIL F
ER

R=T3ry ROy TFIVY XD LBEYRN—I 3 VEBERLET,

OpenShift v4.12 Windows Client T b |) —D##IC4 % DownloadNow %7 ') v 7 LT, 77
1IVEREFELET,

L ZIP OV SALATT—hAT75@ELET,

oc/ N1+ 1)—%_  PATHICHBT4 LI MN)—=ICBEFLET,
PATH 28529 % I1Ci1k, O~y ROy ha2EVWTUTOaOY Y REEFLET,

I C:\> path

OpenShift CLIDA Y X h—JL1&IZ, oc A Y RAMALTCHATEET,

I C:\> oc <command>

macOS ~® OpenShift CLID A >~ X b —JL
LTFOFIEAMERL T, OpenShift CLI(oc) /N1 7Y —% macOS ICA VA M—ILTEET,

FIR

Red Hat 1 2 4 ¥ —7R—# )LD OpenShift Container Platform ¥ 7 v O— R_— (IFREIL
ER

R=T3ry ROy FTFIVYZIDLBEYRN—U 3 VEBERLET,

OpenShift v4.12 macOS Client T b ') —D#5IC4H % DownloadNow =2 ) v 2 LT, 77
1TIVERELET,

pa )

macOS arm64 D& &, OpenShift v4.12 macOS arm64 Client T Y —%
BERLET,

-

T—h4T=RAL, BELIT,

oc/ N1 F)—%NRIHDT14LIMN)—=IIBEILET,

27
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PATH ZHER 9 2ICId. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH

MREE
® OpenShift CLIDA Y X h—JL1IC, oc AX Y REFEALTCFATEEY,

I $ oc <command>

29. 1 VA M—ILERET 7 1 ILDFENERK
DSRA9—%AVAMN=ITBICIF, AVAMN—IBET7AINEFHTERTINHEI DY XT,

AR

o AVAN—ILTOVSLTHERTSLHDSSH ARBENAO—HILYY Y EICEFEIET S, ZDE
i, TNy TPEEEIHDEOIC, V5A9—/)—RADSSHRFICFEATEET,

® OpenShift Container Platform 4 Y2 =)L TOT S LEISRIY—D TV —U L v b %EE
"LTWS,

FIE
. MEBERA VAN =ILTEY NERBETZEODAVAN—ITa LI MN)—%EHRLET,

I $ mkdir <installation_directory>

BF

ZDTALY M) —IERBTERLTLEIW, T—MRA KNSy T X509 iFEAE
BRED—EDA VA M—ILT Y ML, BWHRDPE WD, 1 VA M—ILT 4
L2 M) —ZBFALABRVWTLSEIW, IOV Z X5 —1 X b—ILOERID
77AINVEBIRTIRENHZBEE. ThHET4 LY MN)—ICOIE—T 3
ZENTEET, L. AVAMN—=LULTEY NDT7A4ILEIE) ) —ZABTE
BINDHAREELrHYET, 1 VAM=ILT 7L ELRION—=T 30D
OpenShift Container Platform ™5 A E—9 3B &I3FR L T I W,

2. BREINTWB Y2 TILD install-config.yaml 7 7 (LT TL— b EHRAITA XL, 77
1 )L % <installation_directory> I[CR7FE L £ 7,

ZDEERET 71 I DEHEI % install-config.yaml & 3 2 HELAHY T,

3. ZL DYV ZRI—DA VA M—ILIFEATE S LD IC, install-config.yaml 7 7 1 JL%& /N
7vTLES,
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BF

A2 M= TOEZDRDRT v 7T install-config.yaml 7 7 1 JL & FH T
27D, STCIDT7ANENY YTy TLTLREIW,

2914 VA N—ILEBE/INNSTA—4 —

OpenShift Container Platform ¥ 2 24 —% 7 704 § 281ll. RIEOFMASL DR T E2HRAITA XX
N7z install-config.yaml 1 Y A h—J)LERET7 71 ILEBEL T,

pa 3]
4 VA M=ILEIE. TN 5D/N5 A —4—% install-config.yaml 7 7 1 L TEET 5 Z
EIFTEEEA

2911 BRE/NTG A —4H —

WBEDA VAN—IVERENTA—9—IF, LTFOXRTHAINLTWET,

R2IOMBANTA—H —

apiVersion install-config.yaml 2> > FA
VYDAPIN=Y 3y, BT
DNR—=23vIFvITY, 1
VARN=LTOTSLIE &
WAPIN—=Y arvEHR—
LTWaIGELHY XY,

baseDomain 770 R7ANA F—DR— example.com L EDTLEM N X A Y FEH T
ARAXAL Yy R=ARXA Y RXAVE,
(. OpenShift Container
Platform 2 2 A4 —2 v iR—

XY MADIL—FEERT S
DIERINhET, V75 R
4 —D58L27% DNS &

I¥. <metadata.name>.
<baseDomain> %= % §
¥ % baseDomain &
metadata.name /X5 X —
Y —DEEEAEDELED
<9,

metadata Kubernetes ') ¥V —2X +TTTHk
ObjectMeta, Z 25 iE
name /XS5 X — 4 —DAHH%H
BEINFT,

29
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VSR —DERL, VTR
H4—DODNS LI—RIFgTART
{{-.metadata.name}}.
{{.baseDomain}} oH# 7 K
A4 VT,

metadata.name

A VRAN—IVERTTIHE
DTSy N7+ —LDERE:
alibabacloud. aws. bare
metal. azure. gcp. ibmc
loud. nutanix. openstac
k. ovirt. vsphere. F7l&
{}. platform.<platforms /X
S XA—4—ICEAT %EMER
id. LFOXRTRED TS v
F7A—LZSRBLTCES
(AN

platform

pullSecret Red Hat OpenShift Cluster
Manager B I —o L vy
b ZEW4F L CT. Quay.io % &
DY —EZXH S OpenShift
Container Platform J > R—
XY NOOAVTFF—A A=Y
HEHIVO—RTBHIEER
SELET,

2912. %Y NT—URENTA—48H —

dev i E DN E,

N TV () BLTEYF R

() PEEh B,

7T b

"auths":{

"cloud.openshift.com":{
"auth™:"b3Blb=",
"email":"you@example.com"

b

"quay.io"{

"auth™:"b3Blb=",
"email":"you@example.com"

BEORY NT—U4AVISANZVFv—DEHICEDVWT, 1 VAM—LBEZHRAITAXTE

9, lcEZlE VSRI—RYNT—OUDIPT
Z2IP7RLRTOY I AEETEZT,

NLR7TOv Y %ZH5RY 5D\

FI7AINEIFER

® Red Hat OpenShift Networking OVN-Kubernetes *v N7 —2 7574 VA ERAYT 354,

IPv4 & IPv6 DEADT KL T 7 X)) —HHR—

hENFET,

° Red Hat OpenShift Networking OpenShift SDN &y KT —2 7554 V%= FEHT 2355, IPv4

PRLRT7 73 —DHDYR—

mFDIP T
W

o Y5LMDIPT 7
AY20EN’HY TT,
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FLRT773IY)—%2ERATELIICITRI—%RET 558

&, ROEH=HESRL TL

=%, TIANMNTF—PMNIZAICALRY ND—U A4 V9 —T 4 R %E1&E
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F2E V) S5AY—DIBMPOWERADA VA M—JL

e WMADIPIZ77I)—ICTF 74 MNTF— NI AHDPRETT,

o IRTDRY NT—UHBRENTA—=H—IIHFHLT, IPvdT7RLR&EIPv6 7 KL R%[FE UIER
THEETI2HEIrHYIET, 722X, LULTOERETIE. IPvA 7 RL RIEIPv6 7 KL XDFE]
ICEREHINZE T,

networking:
clusterNetwork:
- cidr: 10.128.0.0/14

hostPrefix: 23
- cidr: fd00:10:128::/56
hostPrefix: 64
serviceNetwork:
-172.30.0.0/16
- fd00:172:16::/112

iE. BVSRAI—HDISRAI—EH—ERRY NT—VICEE LRBRVEEHDO S 4

y 13!

i Globalnet I&. Red Hat OpenShift Data Foundation 7 4 %24 —1) A/ —Y 1) 2 —

YavTRYR—MINMhTWERHA, BHNGT A FRE5—) AN) =D F ) FT
' N=FIPP7RLRZFERATELIICLTLEIW,

F21I0RY NT—I RS A -4 —

networking VZRY—DFy NT—U DEERTE, F7VV b

R

4V R M—=IVEIC

networking # 7> =

9 NTHELLNAS

A=Y —%ZEETBZ
A EIRTEEEA,

networking.network 1 > X h—JLF % Red Hat OpenShift OpenShiftSDN # 7 (%

Type Networking ®*v N7 —0 7S04 >, OVNKubernetes ®\ g'1
. OpenShiftSDN (&, £ Linux
XYy ND—=VHDCNI FSTA4 VT
9. OVNKubernetes (£. Linux & v
N7—2 &, Linux —/nN\—¢&
Windows Y —/X—DM A %= ST Linux
FYRNT—=UBLUONIT Yy KRy
N7—JHDCNI 7S 514YTY, T
7 # )L b D{ElE OVNkubernetes T
ES

31
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32

networking.clusterN
etwork

networking.clusterN
etwork.cidr

networking.clusterN
etwork.hostPrefix

networking.serviceN
etwork

networking.machine
Network

Pod@DIP7 RLRTOY Y,

77 #JU MEIX10.128.0.0/14 T, K
A N DEFEFFL /23 TY,

EBHOIPT7RLRATOY I 2EET S
BEE. 7Oy IrEHELAEVEDIC
LTLEEEWL,

networking.clusterNetwork % {&
TEBEICMEATY, P7RLRT
av 7,

IPv4d Xy T —7

TNZTHhOER ./ — NICEY HTSH
Txy MEEER, L&A

&, hostPrefix 7*23 ICREIN 25
&, &/ — NIZIEEED cidr 15 /23 4
Txy MEIYHTOENE

9, hostPrefix fE® 23 {&. 510
(27(32-23)-2)Pod IP 7 KL 2 %18
HLEY,

H—EROIP7RLRTOYY, T
74 )L MEIE172.30.0.0/16 T9,

OpenShift SDN & & U OVN-
Kubernetes %v N7 —0 S 54>
lF, Y—EXRRXYy NT—VDE—IPT
KL27OvsossaHR—bMLE
ES

RYUOIPT7RLZRTAOY Y,

EBHOIPT7RLRATOY IV 2EET S
BEE. JOvIrEELAEVEDIC
LTLEEEWL,

BHEOIPH—XIBIHEIEET 515
4. machineNetwork.cidr & s 7
A4 ) =%y T —2DCIDR TH
DENHYET,

7YY hDEF, UTFICHZETL
Y.

networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23

CIDR (Classless Inter-Domain Routing)
RELODIP7RLRTAOY Y, IPv4 T
Oy 7 OFEFHFRIE0 NS 32 DREIC
Y FT,

Y7 %y NEEEE,

T7#4INMEIKX23TY,

CDREXDIPF7ZRLRTOY U &%
DS, LULTFICHARLET,

networking:
serviceNetwork:
-172.30.0.0/16

7YY MO, UTFICHZETRL
Y.

networking:
machineNetwork:
- cidr: 10.0.0.0/16
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NG A—H — ShBA &

networking.machine  networking.machineNetwork %#ff§ CIDRZXZDIPxv hT7—270Ov
Network.cidr F¥2%8ICWETYT, P7RKLRT 7,
By 7, libvit MADITRTDTZ v
N2 A—LTE. T4 MEE #1:10.0.0.0/16
10.0.0.0/16 TY, libvirt dIFA. 7
74 )b MEIZ192.168.126.024 T | sk=a
ER
BRI N2 NICHEDL
NTW3 CIDR IC—3
ER)
networking.machin
eNetwork #3&E L &
- ER

2913. A7 a VDEBREINTA—H —
FF7avDAVARN—ILEBRENRNTA—Y—IF, ULTORTHBAINTWET,

R2NA T avDNRSA—H—
NG A—H— ShBA &

additionalTrustBund / — NOEFEEFHEEBAE X b 7 I:EM XF51
le INBPEMTIVO—KINE
X509 SEFAZE /N Y KL, T DIEFE/NN YV
RILIZ, 7OF Y —DREINBEEIC
HFERATEEY,

capabilities AT arvoaA7 VSR —IVR—  XFIEET
RVMNDAVRAMN—ILEHIELET,
FTarvpavR—xv b EEMIC
% Z & T, OpenShift Container
Platform 2 S X4 —D7 v TV K
ZHIRCTE FY, FFlE. 1A b—
WD TSR —KER—Y] 258
LTLEIW,

capabilities.baseline  BMICT 24 7> 3 v REDHEE v XF5
CapabilitySet FEEIRLEFY, BURMEIR

None. v4.11, v4.12, vCurrent T

¥, 77 #J MBI vCurrent TY,

capabilities.addition +7>av ooty b XFHIECS
alEnabledCapabilitie = %. baselineCapabilitySet T1=E
s LEtDEBATHRLEY., D/

TA—Y —THEBDOBBEERETEZ

ER
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compute

compute.architectur
e

compute.hyperthrea
ding

compute.name

compute.platform

compute.replicas

34

AvEa—~N/—RERETEIVYV
DERTE.

T=IROTY DSty NT—F
TOFv—5HRELET, REERTE
BISRY—IFHR—bINTULARWL
7=, IRTOT—IHIHERILT7—FF
VFv—%BETIHVENHYET,
B2 fElL ppcbdle (7 4L M) T
ER

AVEa2a— MY YV TERBIILFR

L v K Z 7 hyperthreading =&
S/ BT BNEDID, T7AIb
TlE. ERFIILFRALY RiFTo v
AT7DNRT =V R % EIF 57201
BEIhEd,

BF

FEEYILFRALY K&
BN ZHEIE. B
EtEICBVWTITY Y
IRT #—< YV ADKIG
RETHEERICANDS
NTWBZ EaHEEL
EJrC N

compute ZFH T 2B EICHEAT
¥, YV T—ILDOEEL

compute ZFH T 2B EICWHEAT
T, CDNFTA—H—%FALT,
T—HN—XIVERANTBIIUR
TONA Y —%=/ELET, D5
X—48—DIE
controlPlane.platform /{5 X —
H—DEIC—BT 2HRENHY XY,

oY az—vydsravEa—hv
DU(T=H—IvELTERLN
%) D,

MachinePool # 7 = 7 N ®D&E5l,

XF5

Enabled = 7= 1% Disabled

worker

alibabacloud. aws. azure,
gcp. ibmcloud. nutanix. openst
ack. ovirt. vsphere. Z7 I3 {}

2L FOEQES, 774 MEES
<7,
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featureSet

controlPlane

controlPlane.archite
cture

controlPlane.hypert
hreading

controlPlane.name

controlPlane.platfor
m

ety NDISRY—%=FHMIILE
9, Haety NI, 774N TEM
2T MR L OpenShift Container

Platform #gEmn L 2> 3>V TY, 1
YA M=K Y NEBEMICT

BHEDFMIE.  [HEEES — b DER
IC& B2 REHEDEML] Z5RLT
IV,

AV hO—IVTL—VEBRETDY
v DERTE.

T—ILHDR Y YOSty hT7—F
TOFrY—ZRELEFT, RIFRTE
B2 —FHR—bIhTnian
D, IRTOT—ILHAELT7—FF
VFv—%ZBETI2RENHY ET,
B2 fElL ppcbdle (7 4L M) T
£

JvbO—IL7TL—r< YV TREEY
I F XL v K F/d hyperthreading
RN/ EMCTEINEDID, T4
ATk, BARETILFRLY Ry
VDATDINT = VA% EIF51k
HICBEMEINE T,

BF

FEEYILFRLY K&
\BNICT ZHEIE. B
EtEICBVWTITY Y
IRT #—T YV ADKIE
RMETHEERICANDS
NTWBZ EaHEEL
EJr N

controlPlane =¥ 255 ICWAE
T¥, ¥V T—ILD&HRI,

controlPlane Z A9 2% & ICWE
TY, TDONFTA—F—%FAHL T,
avkO—ILFL—UIVEKRZL
T2505HRKTONA 5 —%EELE
T, TDNRT A= —DIEI

compute.platform /X5 X —% —®
BIC—HTI2RE’DHYET,

x=*%l, TechPreviewNoUpgrade
BE, BMICYT HEEE Y hDATH]

MachinePool # 7 = 7 N ®D&E5l,

Enabled Z 7= 1% Disabled

master

alibabacloud. aws. azure,
gcp. ibmcloud. nutanix. openst
ack. ovirt. vsphere. Z7 I3 {}
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controlPlane.replica JoEYva=-vs93arvbh0—-)7  HER-—FINBZBEEFIDOATYT (Zh
s L=<, T 74 METTY),

credentialsMode Cloud Credential Operator (CCO) Mint. Passthrough. Manual. %
E—F, E—RFRZEELRWVWE, CCO  LIFZEDXFF ("),
IFIEE I N7 FREEIBEIRDHERE 2 ENAYIC
HRILELS> ELFET, ZDBmAE. BEH
DE—RPYR—FINBZTSv b
74 —LTMint E— RHIBEINE
ER

pa 3

TRTOYV S RO
NAT—TIRTD
CCO E— RHHKR—
RENTWBDIFTIE
HYFHA, CCO
T— ROFH

(&, Cluster
Operators Y7 7L~
A ® Cloud
Credential Operator
HESRLTLCEIY,

pa )

AWS 7HDU Y MNT
H—EZXar hO—JL
R > — (SCP) h*E%
IR TWBIBE

(. credentialsMod
eNnNSA—4H—%
Mint. Passthrough
F 7-1& Manual IC3%E
TEIMELNHYET,
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fips FIPSE— RZBMFLIFEMICL X false 7z id true
¥, T 74J) bt false () T9,
FIPS E— RABMICI N TLWBHEA,
OpenShift Container Platform AY3£4T
I N % Red Hat Enterprise Linux
CoreOS (RHCOS) T ¥ Y AF 7 # )L b
@ Kubernetes BES A4 — k& /XA /X
2L, KHYICRHCOS TIRIHEIND
ESEYa—IIVAEFERLET,

BF

725 RXH—TFIPS
E-RZBAMICTBIC
&, FIPS E— RTH
ETBLIICEREIN
7= Red Hat Enterprise
Linux (RHEL) 3~
Ea—4%—»Nmo12V2R
=705 L%%E
TI2REDDHY F
9, RHEL T® FIPS
E— NDREDFM
I¥. FIPSE—RKT®
SRATLDA VA N—
I EBRLTLES
W, FIPS #REEH
#/Modules In Process
BS>477)—0fF
H

I¥. x86_64. ppc64l
e. 5L Us390x 77—
F7TI7Fv—LD
OpenShift Container
Platform =704 X ¥
RTCOHYFR—FIh
x7,

R

Azure File A L —Y
AL TWBIEA.
FIPS E— R&EHRIC
gHIElFTETEE

Ao

imageContentSourc release-image AV TV Y DY —2$ 799 bOBI, ZORDOUTD

es SOYRI MY —, TCHBIhTWS L DI, source
BLUF T a3 v Tmirrors e Eh
9,
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imageContentSourc imageContentSources % {9 % XF5
es.source HBAILWATYT, 1—Y—1S5RT 2
DRI M) —Z%HBELEY Bl 4 X—
T T IR,
imageContentSourc BLAA—IDNEFNDEAREDH D XZFHDET,
es.mirrors DRI M) —H1DLEERELET,
publish Kubernetes API. OpenShift JL— k7 Internal %7z /% External, =7 + )L
EDYZRI—D1—HF—IIRRIN N &% External T9,
ZIVRRAVMNERTY v aFEk
I RRAT 5 H%, ZD/INT X —%—7% Internal ICERET
32&FE. V79 RBADTS Y b
7 A—LTIRYR—FINFEEA,
B
71— KDED
Internal ICEREXINT
W3aiga, 77 X%—
IBRE L < Y F
ER
I, BZ#1953035 &5
BLTLCEI W,
sshKey VSRAY—RIUANDT VR %R =& z1E. sshKey: ssh-ed25519

T B7HDSSH F—,

R

AVRAM=ILDFT Iy
JELIIESERIBEE
TI2REDHDER
& ® OpenShift
Container Platform 2
S A4 —TI&, ssh-
agent 7Ot 2 H'(EH
9% SSHF—%1B%E
LExY,

AAAA.. TY,

2.9.2.IBM Power M1 > 7)U install-config.yaml 7 7 1 JL

install-config.yaml 7 7 1 )L 1 X4 ¥4 X L T. OpenShift Container Platform 7 2 24 —D 75 v
N7 —LICEATRFHMEIEET 20 BER/NSA—I—DEEZEETEZIEHNTEIY,

apiVersion: vi
baseDomain: example.com ﬂ
compute:

- hyperthreading: Enabled 6
name: worker
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replicas: 0 ﬂ

architecture: ppc64le
controlPlane: 9

hyperthreading: Enabled G
name: master
replicas: 3 ﬂ
architecture: ppc64le
metadata:
name: test 6
networking:
clusterNetwork:
- cidr: 10.128.0.0/14 €)
hostPrefix: 23 ()
networkType: OVNKubernetes m
serviceNetwork:
-172.30.0.0/16
platform:
none: {} @
fips: false
pullSecret: {"auths": ...}' @
sshKey: 'ssh-ed25519 AAAA... @

‘) DSAG—DR—ARXA Y, TRTODNS LA—RIZZDR—ZADY T RAA YV THEZUBEN
HY., V2RI —EZHREENBIZRELIHY T,

ontrolPlane €7 3 VI3E—<T vy EV I TTH, compute /¥ avidvvyEYTDo -4V
2RV FET, BROERLZT— 9 BEDEHZMITICIE. compute £7 Y 3 v DRIDITIE
INA TV - TR, controlPlane €72 3 YV DRADITIENA TV THOZ I ENTEFEEA, 1
20AY MOA=LT L=V T—ILOHIFERINET,

FERYILFAL Y R (SMT) £LE@ENANR—RA Ly T4 VT 5GH/BEHCTEHNEINEEBELZE
To T7AIBMTIE, SMTIRIYDYDATDINT = VA% EIF2HICAEMICINE T, N
Z X —% —fE% Disabled ICFRET 2 EINEZEMCTHIENTEZEXT, SMT ZHEMICT %15
B, INEITRTODIZRAY—I IV TEDICTIVEIHYZET, Chilixar hao—IL7TL—
vEAVELI— MNP VOmANEEFNET,

a5

BRYILFAL Y K (SMT) 1T 7 4L h TEMICR>TWET, SMT ' BIOS &
ETEMAR > TUWAWESIE, hyperthreading /85 X — 4 — 3R IHY ¢
Ao

BE

BIOS # 7% install-config.yaml 7 7 1 JL T#% % MMIE % 7% < hyperthreading %=
BT 2HE. REMEILBVWTII Y YO T+ =TV ADKRBRETHIERIC
ANLNTVWE I EERRALET,

Q OpenShift Container Platform % user-provisioned infrastructure IC4 Y 2 b—JL§ BHFHEIE. &
DIE%R 0 ICERET Z2MEHLHY £, installer-provisioned installation Tld, /XS A—4—F0 S
25 —MMER L., EBT2aAVE21— T2 VOAEFIEIL £, user-provisioned installation T
E. V5 R9—DAVARM—ILORTHEICAVEA— NIV EFHTT SO T2HELNHY X
ER
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(o -/

40

pa )

3/—RIVSRI—%AVAM—=ILT B5HBEIF. RedHat Enterprise Linux CoreOS
(RHCOS) Y vV AA VA M—=ITREICAVE2a— YV EFT IO LABWVWT
IV,

PSR —ICEBMT2 M O—ILTL—YI VD, V5AI—5INOLDEEISAY—D
etcd TV RRA VY NIELTERAT SO, BlZF7O/492aba—ILTL—UIT VO
IC—HTB2EIHYET,

DNSLO—NRICEBELELEYV RS —4,

PodIP 7 RLADEIY Y TICFEATZIP7ZRLZRAO7AY Y, 27Oy VIIEBEEOWERY b
D— ) EBEETEFEA, TNOGDIPT7RLRIEPod Ry NT—2ICFERAINET, AERY b
T—IDSPod LTIV ERTBMENHZHE. O— KNS —BLPIL—9—%, bF
T4V I EBEBTLZLIIKETINELNHY ZFT,

R

7S5 XE®CIDR#EIZ. FROFAHDLDICFHINTWET, Y5 R ECIDR
SFEAFERTICE. XYy NTV—VRIEDN VS XAECIDREHANDIP 7 KL XA %%
FTANBELIICTBERELINHY ET,

ZTNENOER / — NICEYHTEH T xy MEEFHR, /=& X 1E. hostPrefix A° 23 ICREI N
TW3HEE, &/ —NIEBED cidr "5 23 TRy MAEIYHTOHhET, ThiZky., 510

(27(32-23)-2)Pod IP 7 RL ZADHFRAIINF T, ARy hT—IDSD/ —RANDT7 V2%
RETIVRENHZIFBEICIE. O—RKNSUH—BLPIL—9—%, NS T4 v I5BBTELD
ICERELZE T,

AVAN=IWTTBIZRI—FY ND—=0TS5J74 Y, 7 R—bINTLS{EIX OVNKubernetes
& OpenShiftSDN T9¥, 77 #JL b D&l OVNKubernetes T9,

H—ERIPT7RLRICERTBIPZRLAT =, 1D2DIP7RLRAT—ILDOIHEAANTEZE
T, 2DO7Ov V7 IEBEOYMERY NT—V EEBTEEHA, ARy NT—IH5H—ERIC
TOERGTEZRENHDHBE. O—RKNSUH—BLPI—F9—%, NS T14vI5EBTDLD
ICERELE T,

TS5y NI r—L% none lICRETDIVLELHYFET, IBMPower41 V7S5 A KNS Fv—HIC
BMDTZY N7+ —LREEHERETCIEHA,

BF

TS5y NTx—L454 T none T1VRAM=ILENY S5 RH—IE. Machine API
EEALAIVELI—FT1 VIV VDOEERRYE, —HOMEAFHRATIIHA,
CDHEIBRIE. VSR —ICERINTWBREHETY VD, BEIEZOMAES HR—
NIBTSYRNITA—LICA VAN =ILINTWBIBETHERINE T, DN
TA=F—lF, A1 VAPMN—IIRBICEETSHIEIETETEEA,

FIPSE— RZBMELIIEMICT 2HEIN. T7 4 MTIE FIPS E—- REEMICIIE
Ao FIPS E— RABMICINTUWBIFE. OpenShift Container Platform A'3E1T X 1% Red Hat
Enterprise Linux CoreOS (RHCOS) ¥ < VA7 7 # JL kD Kubernetes BES X4 — M & /XA /X R

L. fHYICRHCOS CIREINBBESEY 2 —ILAFRLET,
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BF

VZAH—TFIPSE—REBMICT 2ITIE. FIPSE— RNTEMET 2L D ICRRES
N7z Red Hat Enterprise Linux (RHEL) A Y Ea—4—H64 YA N—)LTOT S A
HERITIZI2HENHY FT, RHEL TD FIPS E— RDOFZEDFHMIE, FIPS E— R
TDYVATLDA VA=) ZSRB L TLEIV, FIPS KREEFHA/Modules In
Process BS54 75 ) —DfEMAIL. x86_64. ppcédle. &LV s390x 7—F T ¥
F + — £ ® OpenShift Container Platform 7 704 X > N TOHHR— KNI FE
ER

@ Red Hat OpenShift Cluster Manager 5D TILy—o Ly kg TDFIT—U Ly NEFERAL.
OpenShift Container Platform Y/ R—X > DAV T FH—A A=Y %RHT % Quay.io 0 &, i
HAAFENREORARBICLI > TREINZ T —EXTRIATEET,

@ Red Hat Enterprise Linux CoreOS (RHCOS) M core 1 —#'—®M SSH A F#HE,

VX SRS

AVAN=WDTNY TELSEERIBEZRTITI2LEOH 2EBEEHAD
OpenShift Container Platform ¥ 5 24 —Tid. ssh-agent 7Ot XAERAT 2
SSH*—%Z#HEELZXY,

293. A VA N—IEDISAY—2EOTOFS—DHRTE

ERERETRE, 19—y MOEET7IEREZHEBL, KDOYICHTTP F7I1& HTTPS YO0+
V—%FRETEZIENTEET, TOFT—FRE% install-config.yaml 7 7 1 JLTITO T &ICEL Y. 3
#$1D OpenShift Container Platform 7 S 24 —% 7OF% > —%FHAT 2 LD IRETE I,

AR

o BIZE O install-config.yaml 7 7 1 L A% 5,

o USRI —ITIVERTEZUVEDHZD T A N2HREFAT., ThoowFhhhr I OF> —%
NANRRGTEZRERHZINEIDNEHFILTWS, T7AI KT, $RTDY T XY — Egress
NST74 9D (VSR —%KRANTZI5DRNICETZI50 RTONM5—APIHICRT S
MOHLEZED) E7OF>—3INET, 7OFP—2RBBILHLCTNNANRRTZEHIC, ¥4
N% Proxy # 72 =2 h®D spec.noProxy 7 4« —JL KIZTEIML TW3,

pa 3

Proxy & 7'~ = 7 b ® status.noProxy 7 4 —JL RIZIE, 4 ¥ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. & &
U networking.serviceNetwork[] 7 1 —JL RDOENBZREINZE T,

Amazon Web Services (AWS). Google Cloud. Microsoft Azure, & & U Red
Hat OpenStack Platform (RHOSP)AND A > X h—JLDIFE, Proxy # 7> =¥
k@ status.noProxy 7 41 —JL RIZIE, 1 YV RIVAAIT—H DIV RRA Y
N (169.254.169.254) L X EI N FX T,

1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%REEEBMLET. UTICHERLET,
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2. 77
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apiVersion: vi
baseDomain: my.domain.com
proxy:

httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com e

additionalTrustBundle: |

additionalTrustBundlePolicy: <policy_to_add_additionalTrustBundie> @)

PSR —HNDOHTTP A EK T 27=OICEAT2 0% — URL, URL ¥ —LAlE
http THZRENDHY £,

ISR —NTHTTPS #f 2 ER T 57-DICFEAT 2 7O+~ — URL,

TOXFY—DOBRHATBODDEERAA VA, IPTRLR, FhidthoRry hO—2
CDROAVIREEPYDY R K, YT RKXA U DHFE—BHTDLIIT. KA VOHIIC.
ERHTEY, & ZIE, y.com iE x.y.com [C—H L FF A, y.com (TIEF—HLFEA, *
EHEAL, IRTOBEDTOFV—5NNANRALET,

BEINTWBIHEA., 1 VAN TOTSLAIEHTTPS EHO 7OF L —ICBRELR1D
L EDEBMD CASEBRENE £ 5 user-ca-bundle &\ 5 ZRIDREY v T%
openshift-config namespace ICHM L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F ) % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T 9§ %
trusted-ca-bundle s E~Y v 7AZ/EHR L. TDFREN Y Fld Proxy 7 79V bD
trustedCA 7 1 —JL RTEIRIN ¥, additionalTrustBundle 7 1 —JL RKi&, 7O+
—DTATVT 4T 14 —:EBAED RHCOS /1Y RILHALDFERFER/ICL > TERI N
HWRY EICRY Y,

Z4 7> 3 v:trustedCA 7 1 —JL KD user-ca-bundle 52 E~ v 7% S8R $ % Proxy #+ 7
VI MNDBREERET DR P—, FFAIINB{EIL Proxyonly & & U Always T

¥, Proxyonly #ff L T. http/https 7O+ > —AEEINTWBIHEICDH user-ca-
bundle 5% E~ v 7% SR L 9, Always #ffH L T. FIC user-ca-bundle ;2 E~ v 7
BB LEY, T 74/ MEIE Proxyonly TY,

pa )

AR N=TOTZLIE. FOF>—0D readinessEndpoints 7 1 —JL K% 4
R—bhLEFHA,

TEHlERLET,

Pz -
AVAN=5—DF A LTI KNLEGEIK. 1 VRAM—=5—0 wait-for A<
REFARALTT A/ A Y hNE2BREELTHAST A4 XV MNERTLEY, U

I $ ./openshift-install wait-for install-complete --log-level debug

4 )L % &% L. OpenShift Container Platform @4 > X h—JLBSICC N ESRLE T,
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AVRAN=ITOTZLIE. EBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster
EWSERIDYISRY—2F0TOF Y —%FHLFET, TOFI—FREMEEINTLARNE
A. cluster Proxy # 79 =7 FHMRARE LTI N FE T4, Zhilld spec 'Y FH A,

R

cluster & WD &ZEID Proxy # 7V 7 DAY R— KNI h, BNO7OF> —%4F
KB EIETELZHA,

29.4.3/)—KJ SR —DEHRE

A7 avT, 380V MA—ILT L=V VDA TERINDIRTAY VSR —IC, €00
VEA—bMIIUETFTOATEET, ThICLY., TR BRE. BLUERBICERT BHDN
WELRYY —APROEVWISRIY—N, VSRV —EBEESLVHEEICRBEINE T,

3 / — R ® OpenShift Container Platform IRIETld, 3202y hO—ILFL—UI I Uy T a—
IRKERYES, DFY, 77V I5—23v07—70— KRB ETNOLTRITIND L DRIV 2 —
WINFET,

AR

o BIZ O install-config.yaml 7 7 1 L A% 5,

FIR

o LITD compute 24 VHIZRINDLHIC, TIVEa— ML T HDEA install-
configyaml 7 7 1 L T OICEREIND I & =R L X T,

compute:

- name: worker
platform: {}
replicas: 0

pa )

T7AO4$ 2 Ea— I VOEIIHD D ST OpenShift Container
Platform % user-provisioned infrastructure IZ4 Y A h—JLF BRIC, O~
Ea—k<>vDreplicas /X5 A—49—D{E% 0 ICRET DMELNHYET,
installer-provisioned installation Tld, /ST X —4 —{EV S R4 —DE L. B
B30 2— b VOB ZHELES, Chik, AVE2—- b UDRF
E)TTFSO4 XN b, user-provisioned installation ICIZERAINFEH A,

3/=RDIVSRI—DAVAM—=IT, UTFOFIRZETLET,

e YOO)AVEa1—FN/—KRT3/—KIVFSRY—%T7T7O492HBE. Ingress A hO—
Z—Pod @AV bA—NTL—V/—RTERITINFT, 3/—KIFRY—FTTO4 XV K
TlE HTTPBLUHTTPS bS5 74 v o %2 hO—LTL—Y/—RICIL—FT4 V795 &
QIKT TV —2 3V ingress A— RNNS U Y —%RET HZ2HENHY £, FHIE. user-
provisioned infrastructure DATABEH O/ a Vv ESR L TIEI W,

o LUTDFIET Kubernetes V=7 T A N7 7ML ERHT BBE

IZ. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 JL.®D
mastersSchedulable /X2 X —4% —A true ICBREINTWS I EZHELE T, ThicLY.
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FI)Vr—avpu—sO0—RKpAayhOo—ILTL—Y /) —RTEFTTEZET,

® Red Hat Enterprise Linux CoreOS (RHCOS) ¥ ¥ Y A {El§ 2ICIEa v Ea— N/ —RK%&ETF
704 LAVWTLREIY,

2.10. CLUSTER NETWORK OPERATO D&%

PSR =%y N7 —UDEREIE. Cluster Network Operator (CNO) ZRED—E & L THEEX
. cluster EWIZRIDARY LYY —R(CR)F TV I MIEEINET, CRIE
operator.openshift.io AP| 7 )L— 7'M Network API D7 1 —JL REIREL XY,

CNO %% I%. Network.config.openshift.io APl 7' )L—7® Network API 559 5 29 —DA VA h—
IVEICLATRD 7 4 —IL R &AL, ThoDT74—ILREEETEEEA,
clusterNetwork
PodIP 7 RLZADEY Y TICFEATEZIPT7RKLRAT—I,
serviceNetwork
H—EXDIPT7 KLRAT—I,
defaultNetwork.type
OpenShift SDN %> OVN-Kubernetes @ ED YV S A9 —xw NT—0 T304 >,

defaultNetwork 7 72 7 hD 7 4 —JL K% cluster E WO ZRID CNO ATV U MNMIBRET D &
&Y, VSRI—DISRI—RY NT—0 TS VERERIBETETET,

2.10.1. Cluster Network Operator 58 E4 7 = ¥ bk
Cluster Network Operator (CNO) M7 4 —JU RIZLL T DRTHBAINTWVWE T,

#2.12 Cluster Network Operator 5EA 7> ¥ b

Z4—IF it L]

metadata.name string CNOATY ¥ hD&RFL, TDERIEEIC cluster T,
spec.clusterNet  array PodIP7 RLZADEIYHT, 7y MNEBEFEORIDI Z R
work 4 —ADER/ — FADEIYETITFERINDIP7RLZADT

Ay J%EEITZIVANTY, UTIKHAZRLET,

spec:
clusterNetwork:
- cidr: 10.128.0.0/19
hostPrefix: 23
- cidr: 10.128.32.0/19
hostPrefix: 23

YZT7TAMNEERT BEIIC. 2D 7T 1 —JL K% install-

config.yaml 7 7 L TDH N RAITAXFT BT ENTERE
¥, CDEIF. N2 T T AN I 7PAILTREHEARYERTT,
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74—J)E il Bl
spec.serviceNet array Y—EZDIP7RKLZDTOY Y, OpenShift SDN & & U
work OVN-Kubernetes xv N7 —2 TS 54 ik, H—ERXRvY b
D—JDE—IP7RLZRT7OvIDHEHYR—bLET, UTF
IR LET,
spec:
serviceNetwork:

-172.30.0.0/14

YZT7TAMNEERT BEIIC. TD7T 1 —JL K% install-
config.yaml 7 7 L TDH N RAITAXT BT ENTEZE
T, CDEIF, N2 T7TARNT7 7ML TIREARYERTT,

spec.defaultNet  object ISRAG—FY NIDT—=0DRy ND—0 TS5 T4V EBRELE
work ER

spec.kubeProxy object IDFTITY bDT 4 =)L RIE, kube-proxy sREEIEE L &
Config 9., OVN-Kubernetes 7 29—y ND—0 TS5 74 v %(E

ALTW3IHBAE, kube-proxy SR EISHEEE L T H A,

BF

BEORY NI—OIXA TV NaTTOAT2RELNH DV T RY—DiGE

i&. install-config.yaml 7 7 1 L TEZINTWVWEERY KT =044 TD
clusterNetwork.hostPrefix /X5 X —4 —|Z, WIFELCEEIEEL T LS

L\, clusterNetwork.hostPrefix /N5 X —4 —ICETNETNERBEZHRET 5. OVUN-
Kubernetes v N7 —0 TS 74 VICHEN R, BERZ/—RKEDOATVzIMNNS
T49 05T T04 VPRI —T 1 VI TERLRDARLELHY £,

defaultNetwork 7 7 x4 FBE
defaultNetwork # 7Y = 7 hDEIX. ULTORTEEINZE T,

F2.13defaultNetwork & 7 x ¥ b

Z4—J)EK it B

type string OpenShiftSDN 7= (& OVNKubernetes D\ g1
M. Red Hat OpenShift Networking *v k77— 7
STAVIE A VA M—ILRIGBIRINE T, 2O
BlE. 7229—DA Y AMN—IVRIFEETIEHE
Ao

R

'Y OpenShift Container Platform (&,
7 7 # )L b T OVN-Kubernetes % v
ND)—0 TS 04V EFERLET,
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Z4—J)EK it B

openshiftSDNConfig object ZDATT Y ME. OpenShift SDN ry k7 —72
TSTAVICRLTOABEMTY .

ovnKubernetesConfig object DA T Y ME. OVN-Kubernetes & k77—
DTS4/ LTOABEMTY,

OpenShiftSDN *v N7 —0 TS 71 v DERE
LIFDERTIE. OpenShiftSDN xy NT—0 FS5 014 VDERET 4 —IV REFRBAL £,

#2.14 openshiftSDNConfig4# 7> x ¥ b
74—JLE B B

mode string OpenShiftSDN DRy N7 — IV DBEE— REZBRELET. T
7 # )L MMEIE NetworkPolicy T9,

Multitenant & & U* Subnet Of&ld. OpenShift Container
Platform 3.x & DEAEHM T T 2DICFIHTETE AN
TOFERIFHEINTVWERA, COEIE. 75R5—D1 Y
AM—IVBEIEETEIHA,

mtu integer VXLAN ==L A Ry N7 =0 DHRKREZEEM (MTU), Th
& T4V =Y NT—0A4 V9 =T 4RO MTUICED
WTHEMICKREINZF T, 88, REINLMTU 24 —/\—
A RTI2REEFHY FHA.

HERE LZEIrFREINZETIEAVGEIE. /—FEDT
FARN) =Ry N T—=JA4 V=T TAADODMTUBELWZ &
HEALET, COFTSVavEFERLT / —REDTS4
I)—FXYNT—IOA VI —TIAZADMTUBEZEEST B &
FTEFEHA,

VSR —TERKRD/—RNICERSZ MTUEDIRERESE, 20
BEISAY—ADRNDMTUELY E 50 /NS KERET B
BERHYET, LEAIE VSRAY—RHDO—ZD/ — KT
MTU 79001 THY., MTUD 1500 DYV S R9—£ HBHEIC
E. ZDE% 1450 ICERET H2MENHY FT,

DSRI—AVRAMN=IVBEEIEA VA MN—=ILIEDI AT &L
TEAZHRETEEY, Fii&. OpenShift Container Platform
Networking K& 2 X > k@ "Changing the MTU for the cluster
network" ZZH L T EI L,
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74—JLE B Bl

vxlanPort integer FTARTDVXLAN N7y MIERY B R— b, 7720 MER
4789 TY., TDEIF. V7RI —DA VA M —IVRIZEETX
Tt A

BDVXLAN Ry N7 =0 D—ETHZEEFE/ — N EHITREE
BETETLTWEBAE. Chi2ZTETIUNENDH D AREMN
BHYET, =& xIiE. OpenShift SDN #+—/A—L 1 %
VMware NSX-T L CEITY 2B &I, @ADSDNABE LT 7 +
I RDVXLAN R— N ESEFERT 5720, VXLAN ORIDKR—
NaBIRT Z2MENHYET,

Amazon Web Services (AWS) Tld. VXLAN IZ/R— k 9000 &
R— 9999 EDRER— M EBRTEXT,

OVN-Kubernetes xv N —9 S5 54 VDERE
RODEFTIE, OVN-Kubernetes 2y N —9 S T4 VDHBRET 4 —IVREHRBALFET,

#2.15ovnKubernetesConfig # 7 7 b
74— EK B B2L]

mtu integer Geneve (Generic Network Virtualization Encapsulation) # —
N—=L ARy NT—2 O MTU (maximum transmission unit), <
higd, 7343V —Rv M7= 4 08— 4 ADMTU ICE
DWTEBMICKREINI T, BF. REIN/AMTU 24—
N=Z4 RT2REIEIHYIHA,

HERE LZEIrFREINZETIEAVGEIE. /—FEDT
SAIN =Y NT—=IA V=T AZADMTUBELWZ &
HHEALET, COFTVavEFERALT / —REDTS4

I)—RXYNT—IOA VI —TIAZADMTUBEZEEST B &
FTEFEHA,

VS RY—TERKRD/—RNIZERSZ MTUEDSRERBE, 20
E%9 529 —HNDRNDMTUELY 100 NELKERET S
WMEBERAHYET, Ic&EZIE V5RI—RO—ED /— KTl
MTU 79001 THY., MTUD 1500 DY S R49 —£H BIHEIC
IE. ZDE% 1400 ICERET DMENHY FT,

genevePort integer FRTD Geneve /N7y MIERATZR—b, 7740 MER
6081 T9, DB, VFRI—DA VAN —JVIRIZEETE
FtA.

ipsecConfig object IPsec BEBLABMICT 272DICEDA TV MERELE
ER

policyAuditConf object FYRNIT—=ORYS—BEEOF VI ENRITA XS DEES

ig TV MERELEY, BEINTWAWESIF. 7714/

POEEOVRENMEAINIT,
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Z4—J)EK it B

gatewayConfig object AT aviEgress NS 74w D/ —RKTF—KD A4 ~DEF

FEENRAITAXSTDODDREAF TPV MaBELE
ED

pa )

Egress b2 7 4 w 7 D#1{ThiL, Cluster
Network Operator (CNO) A" EEA#IEHEICO—
WPIRTBET, 7—70—KR&eHH—EX b
74V VICEBDORENREETZIENFR
INhET,
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Z4—J)EK it B

vdinternalSubne BIEFEDxY hT— 7 # )L MEIL 100.64.0.0/16 T3,

t DAVIZTANS
JFv—N0
100.64.0.0/16
IPva TRy h&
BELTWBES
(&. OVN-
Kubernetes IC& %
RERFERDOIC
BMDIP 7 KL &
HIEETEE
¥, IP7 KL RES
A, OpenShift
Container
Platform 4 > R
N—ILTEAIN
TRy b
EEELABVED
LT HENDHY
9., IP7RKL R
gHEIZ., 772
& —IZEBINTE?
J— ROHmARE&
YRELTEINE
NHYET, =&
A
I£. clusterNetw
ork.cidr {&#*
10.128.0.0/14
T. clusterNetw
ork.hostPrefix
BN /23 DIFE.
J/ — ROZmKEIE
27(23-14)=512 T
E

IDT74—ILK
i A VA=l
RICEBETEZEH
Ao
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24— F cii E7L
v6internalSubne BIEOxRY KT— F7 4 MEIZ1d98::/48 TT,
t D94V TZAND

TF v =

£d98::/48 IPv6

Txy NEEET

3i5a &, OVN-
Kubernetes IC & %
RERFERD=OHIC
BDIPT KL RE
HZEETEE
¥, IP7 KL REE
A, OpenShift
Container
Platform 1 > X
F—ILTHEAIN
DY Txy ~
EEELABVED
LT HENDHY
F9, IP7RL R
#HEIE, VTR
& —ICBINTES
J/—RomKH#&L
YRELTEINE
NHYET,

IDT74—ILK
i A VA=l
RBRICEBETEZEH
Ao

32.16 policyAuditConfig # 7> = ¥ b
74—JLE B Bl

rateLimit integer J—RTE B ERINB X v E— Y OBAR, 774/ b
fBiE. 1BBEY 20 Xy E—ITT,

maxFileSize integer BEEOJTDRRY A X (N NEALD, 77 40 MBI
50000000 (50MB) T9,
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74—J)E B Bl
destination string UTOBEMDEER VY —45y hOWTFIANITRY T,
libc

RZ N LE®D journald 7O 2D libc syslog() F%K.
udp:<host>:<port>
syslog tt—/3Y—, <host>:<port> % syslog H—/X—DHK R
FBELUVR—MIEEHBAET,
unix:<file>
<file>s TIHEEIN/AZ Unix ALYV Ty bT 74,
null
EEOJZBMOY =7y MIEFELRVWTLEIL,

syslogFacility string RFC5424 TEZEIN 2 kern R ED syslog 77 )T 14— T
7 #JU ~MEld locald T,

#2.17 gatewayConfig # 7> = ¥ k
74—J)E B Bl

routingViaHost boolean Pod BORAMRY NT—=J X5y IA~DEgress NZ7 47
HEFETBITE. TDT7 14— K& true ICERELE T,

pa )

OpensShift Container Platform 4.12 Tl&. egress
PIETSARY—A V9 —T 21 ADIHIEY
YZTohEd, D7, routingViaHost %
true IZERE ¥ % &. OpenShift Container
Platform 4.12 T egress IP I&#8E L £ A,

AVAN=WELOCT TV r—oa i h—xWIb—FT1 VT
TF—TINCFEREINIL— MUKET 2R EFEITHELS
NTW3IHEICIE. Egress N7 4 v P& KRA MRy NT—7
RIYDIIN—T AT TDIEEWELET, TI74IIT
I&. Egress N5 74 v 7Id OUN TUIEBI N, 7525 —%#
TI2HDICAWEBIN, S T4y 0EA—FII—TFT14> 7
T—TIVDORHEBRI— ML IREEZITERA, 7740
&% false T4,

Z?MD7 14 —JL KT, OpenvSwitch/\— R =74 70— RaE
EDOWEIITREICARY E L, 2DT714—)L K& true ICERET
&, egress NS 714 Y INEKRRANRY NT—U 5 v U T
BINSD, NT74+—IVAMIZ, 770—NIZL2F =&
BonxtA,

IPsec B"B%h7%: OVN-Kubernetes 3% E Dl

I defaultNetwork:
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type: OVNKubernetes

ovnKubernetesConfig:
mtu: 1400
genevePort: 6081
ipsecConfig: {}

kubeProxyConfig + 7Y = ¥ M&RE
kubeProxyConfig # 7> =V NDEIIUTODERTERZINZE T,

32.18 kubeProxyConfig# 7 x 7 b

74— EK B B2L

iptablesSyncPeriod string iptables )L — )L OEHEAE. 77 #J)L MMEIX30s T
¥, BMAERRICIE. s. m. BEThAREHES
N, INBICDOWTIE, Gotime /Ny —2 K¥Fa
AV MNTHRBEINATWET,

ya 13!
4 OpenShift Container Platform 4.3 LA
BTHRIbEINART+—< Y 2DA
LEiZ& Y. iptablesSyncPeriod /1
4 SA—Y—EREBTZURBERR A
YFEL,
proxyArguments.iptables- array iptables L — L Z B33 21O K/NARE, D
min-sync-period T4 —ILRIZEY, BFHOBEN R RYBITAL

EDICTEFEY, BUARERTFICIE. s. m. &L
hiaERrEFEN., TN BHICDWVWTIE, Gotime /Yy
=Y THEBINTWET, 774/ ME:

kubeProxyConfig:
proxyArguments:
iptables-min-sync-period:
- 0s

211. KUBERNETES ¥ =Z7 T A B LU IGNITION ERE 7 7 1 JLDERK

— DIV ZRI—FEHRI7AINVEEEREL, VSR VAEFETRETI2LENH DD, VTR
H—DBII U EBRET BDITHER Kubernetes T =7 T A M & Ignition SRE7 7 1 IV EEKT i
ENHYET,

AVRARN=IVERET7 71 LIk Kubernetes T Z 7 T A MIE#BINF T, ¥=7 = X M Ignition 5RE
T77ANICSYy TEINET, CNIFVSRI—TIVERETHLODICERTHERINE T,
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BF

® OpenShift Container Platform @4 Y 2 h—)L 7O Y7 S5 ADERKT % Ignition 5%
E7 7R 24 ENMNEET 2 HRINICAY, TORICEHFINBAL
BRENEFENET, iASZEFTIANICI TR I—MELE L. 24 BFREZBEL
BRIV SR —5BRENTEE. V7R —IFHRUINOIIRE = BHNICE
TTLET, fIsE LT, kubelet sEFAE Z EI1E T % 7= IR EEIRAED node-
bootstrapper ;SEFAEZE X E K (CSR) A FETER T H2MENHY £, i

i, Ay rO—ITL—ViAZ0HRINORENSDY H/XY — [CRET S
RFraXVhESRBRLTLEIWL,

24 BEEIEERAZEIL V) S RY—DA4 VA =)L 16 B A S 22 BFEICO—FT —

> avd b, IgnitionFREZ 7 1 IV, EKRE RBEURNICERT 2%
WERLET, 2BBUAIC Ignition SREZ7 71 IIVAFEATZ I &ICLY, 1 V2R
N—ILHRICEERAZEDEHR N RITINLBZEDA VA M—ILDOKKZEETE F
_a—o

pa 3!

RZ7xZAMBELWIgnition 77 M IVEERKT 24 VA M=)V TOATSLET—FT7
Fr—EBETHY., V74TV MMA—VIS—HDORETEET, Lihux/N\—Y 3w
DAVAN=NTATSL(T—FTIFv—RANT 1 v I RRL) & ppcbdle TD

AEITINET, TOAVAMN—5—TOT S ALIE, MacOS/N—T 3 & LTEFIA
TXZEY,

AR

® OpenShift Container Platform 41 Y X h—IL 7O S LERELTWVWE I &,

e install-config.yaml 1 Y X h—JLERET7 7 M ILEFER L TWB T &,
FIa

1. OpenShift Container Platform @4 Y X b= 7OT S LHNEEFNZ T4 LI M) —ICPYE
Z. D S5AY —D Kubernetes V=7 T AMEERLF T,

I $ ./openshift-install create manifests --dir <installation_directory> ﬂ

<installation_directory> (I, #EEX L 7z install-config.yaml 7 7 1 L AEF N 51 VR
h—=ILTF4 LI M) —ZEBELZFT,

gk

==
[=]

3/—RIUSRY—%HFAVAMN=IJLLTWBEAIE. UTOFIEAEHEL
TavhO—ILTL—V/)—RERTIVa—ILNRICLET,
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BF

Ay bhO—NLTL—Y/—RETFTIFIMNDRAT I 2a—I)LRAADLRT Y 2 —)b
AICHRETDICIE. BIIOYTR2Y FoavrmETYT, Zhid,. Jvho—
IWTL—y/)—RpAaAvEa—K~N/—RICRBEHTT,

2. <installation_directory>/manifests/cluster-scheduler-02-config.yml Kubernetes ¥ =7 £ X
N7 7 4 )LD mastersSchedulable /X5 X —% —' false ICEREINTWSH I E %2R L F
T ZOREICELY, Pod DAY hO—IWTL—UI I VIRV a—ILINABIRY ET,

a. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 L ZFA X &
ER

b. mastersSchedulable /X5 X —4%—%BDIlF, Thh false ICREINTWB I &AL
9,

c. 774N EREL, TLET,

3. Ignition FE 7 7 A W EERT BICIE. A VA M=V TOTSLDBEEFNZTALIN)—D5
LFoavxy RERTLET.

I $ ./openshift-install create ignition-configs --dir <installation_directory> ﬂ

Q <installation_directory> (I3, LA YA R—=ITa LI M) —%EBELET,

Ignition B EEZ7 7 A IV, 1 VAM—=IUTA4 LI MN)—RHOT—r X Sy I hO—IL7
L=, 8LV Ea—bM/—RAIKERINZF T, kubeadmin-password & & U
kubeconfig 7 7 1 LA ./<installation_directorys/auth 7« L 7 b ) —ICTERI N FE T,

F—— auth

| b—— kubeadmin-password
| L—— kubeconfig

—— bootstrap.ign

—— master.ign
—— metadata.json
L—— worker.ign

212.RHCOS ® 1 ~ A h— )L & U OPENSHIFT CONTAINER
PLATFORM 7— MR NSy 77Ot RDORKA

OpenShift Container Platform ZBIC7OEY 3 =2 7§ % IBMPower f Y 73X KRS F ¥ —IT4
v A b—=JL9 BICIE. RedHat Enterprise Linux CoreOS (RHCOS) # Y2 VIl Y A =L 2B
HYFEF, RHCOSDA VA M—ILBFIZ, 1 VA KN=ILTBIT VDY A FITDWT OpenShift
Container Platform 4 Y 2 h—J)L 7 AT S LICE > TERI N Ignition FRE 7 7 1 L EIBET 2 NE
HYFET, BEEFY hT—0, DNS, BLVRFAREA VY ISAMZIF vy —DAREINTVSY
&. OpenShift Container Platform 7— M X kv 7 7O+& X & RHCOS ¥ ¥ v OB 2ENIR ICBEIMIC
RIS Ed,

SO A=V FELIERY NT—IPXE 77— N EHT2FIEEAETLTRHCOS AT VI VA
I\_)l/tsﬁ i’a—o

21211SO M A=Y % FEHR LA RHCOS D1 Y A h—JL
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ISOAM A=Y FRALTYYVICRHCOS M4 Y A M—)ILTEET,

([} =35
e USRH—DIgnition FRET 7 A IV EB L TW5,
o FYLRXY MNTI—U, DNSBLUVERIHRA VY IFZANZ I Fvr—%BELTWS,

o BFEVWDIAVEL—H9—DETIEATE, ERTEZIIIUNSETIEATES HTTP H—
/(_bfﬁéo

¢ XYKNT—IRTARIN—F 42 aVvhREDIFIEIRMEDEREREIIOVWT. aER
RHCOSA VA M—IBE DI avEERELTWS,
FIE

1L TNETND Ignition FREZ7 7M1 ILD SHASR ¥4 Y A M EREBLET, & A Linux &%
TLTWBY AT ALATUT%AMERL T, bootstrap.ign Ignition 3%E 7 7 1 )LD SHA512 ¥ 1
VIZAMNERETEET,

I $ sha512sum <installation_directory>/bootstrap.ign

AT TARNE, VF5R9—/—RDIgnition RET7 7 1 ILDEFEMEERILT 7D, D
F|[ET coreos-installer ICIRtI N F 7,

2. AVAN=LTOTSLPMER LET—MNANSY S, avhOo—ILTL—r, LY
Ea—b/—RKlignitionBREZ 7AW E HTTP Y —N—IC7y 7O—-KLET, ThdD7 7
AIVDURLEXELET,

HE
HTTP H—/\—|JR1FET ZR1IC. Ignition SRETHRERNBTZBMLAZY., EEL

FUTEFT, A VAN —IIDETHICAVELI—RNIVVAEISIIISRY—
ICEBMT 2 FEDHBEICIE. TNSDT7AILEBIBRLAEWVWTLSEIL,

3. AVAPM=ILRRA MDD, IgnitionREZ 71 LA URL CHAEREETH D Z AR LT,
UFDHITIE, 77— MRS YT/ =KD Ignition RE7 71 L EERBLET,

I $ curl -k http://<HTTP_servers/bootstrap.ign )

H A B

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed

0 0 0 00 O O O0-i---i-i------ - Of"ignition™

{"version":"3.2.0"},"passwd":{"users":[{"name":"core","sshAuthorizedKeys":["ssh-rsa...

1< >~ KT bootstrap.ign % master.ign % 7|3 worker.ign ICEZ# X, Jv hO—IL L —
vBELPAVELI—N/—FRODIgnition EEZ7 7AW EFBAIGETHD & EZMRIEL T,

4, RHCOS A A=Y DI TZ— R=I YL, ARV—FTAVIIRATLAVRI VR A VA M—

W BEODHERERINZFEICHERRHCOS A A—Y%ZRGT 5 I &IFAIEETT AL RHCOS
AA=VDELWNA=2 3 VEREBT 527-0DHEIN S HEIE. openshift-install 1< > K
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DEADNSLIRETSIETY,
I $ openshift-install coreos print-stream-json | grep "\.iso[*.]'
6

"location": "<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-
<release>-live.aarch64.iso",

"location": "<url>/art/storage/releases/rhcos-4.12-ppcb4le/<release>/ppcb4le/rhcos-
<release>-live.ppc64le.iso",

"location": "<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-
live.s390x.is0",

"location": "<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-
live.x86_64.is0",

B

RHCOS 1 X —¥|E OpenShift Container Platform D& ) — R T EICEE I 1
BWATREMNAHY £, 1~ A b—JLF B OpenShift Container Platform /83—
vavEFELWLWHA, ThUTONRN=Y 3 VORTRBFLWLWA—TavDA( X —
TEAFOVO—RTIZRENHY T, FARBERIFZEIE. OpenShift
Container Platform /X\—2 3 VIL—HT 24 A =P D=V a3 Vv aFERALET,
CDFIBICIFISOA A=Y DHEFERALFT, RHCOS qcow2 4 X =Tk, Z
DAVRAM—=ILTRYR—bINhFELEA,

ISO 7 7 A IVDABNILLTDHAID L S IZ78Y 9,

rhcos-<version>-live.<architecture=.iso

. ISO &AL, RHCOS A YA M—ILERIBLEY, UTDA VYR M—ILA T arvonTh

NefERALEY,
¢ TARVICISOAM A=Y %EZTIAH, IheBEEEHLIT,

® Lights Out Management (LOM) 4 49 —27 x4/ R&FALTISOV ¥ 1LV b EFERALZE
-a—o

AT avEEELREY. SATREEY—TVRAERELAEYETIC, RHCOSISO 4 X —
EEELEFT, 1 VAN —5—DRHCOS SA JBRETYII AV N8B TIDEES
i’a—o

pa

RHCOS A YR M—/LBETOEA &AL T, h—XILBIHEBIMTETET,
7272, ZDISO FIETIE, h—FRILEBIEZEMTBRDYIC. LTOFIET
EREAL TW3 & D IC coreos-installer A7 RAERATAI2HNEAHY T,

7. coreos-installer AV R&EETL. 1 VAN —IEHEBII AT VavaIEELET, D

m<EEH, /—RILTDIgnitionREZ7 7M1 IV %ESBITHURL &, 1 VR M—ILEDT /A
AEBETIVEIHYFT,

$ sudo coreos-installer install --ignition-url=http://<HTTP_server>/<node_type>.ign <device>
--ignition-hash=sha512-<digest>
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ore 1—H— |4 VA MN—ILEETTE7=DICWNER root FFIED R W8, sudo &
f£H L T coreos-installer A7 > REETTI2NELAHYET,

‘9 --ignition-hash 7+ 7'~ 3 V&, Ignition & E 7 7 4 JL% HTTPURL ZfEA L TEE L. 7
Z2R9—/)—RDIgnition FRE7 7 A W DEFEE LRI T 27-HDICKLETT, <digest>
&, EOFIETEE L7 Ignition EE 7 7 4 )L SHASR ¥4 Y T A MNTT,

5

TLS 2T % HTTPS —/"—%Z A L T Ignition BRE 7 7 1 L Z 1R T 215
Al coreos-installer #3179 % /IIC. WEER (CA) YR TLD NS R
RZKNTZICEMTEET,

LLTFoFITIE, /devisda T/8N AADT— A NSy T ) —ROA VA MN—JLEHHLL F

¥, 7—MRAMNSY T/ =KD Ignition F&ETZ 7 1 JLIE. IP 7 KL 219216812 T HTTP Web
H—N=—DLHEINIET,

$ sudo coreos-installer install --ignition-
url=http://192.168.1.2:80/installation_directory/bootstrap.ign /dev/sda --ignition-hash=sha512-
a5a2d43879223273c9b60af66b44202a1d1248fc01cf156c46d4a79f552b6bad4 7bc8cc78ddf011
6e80c59d2ea9e32ba53bc807afbca581aa059311def2c3e3b

8. ¥vMAVY—JVLCRHCOSA VA KMN—ILDEHEZEHR L F T,

BF

OpenShift Container Platform @4 ¥ 2 b —JL%BFAT %811, &/ —RKTA v
AM—ILAHILTWE I E2BERLET, 1 VAL TOEREERTS
E. RETDAEMEDH D RHCOS A VA M—=ILOBBORA%#4EET S LETE
‘’IBEET,

9. RHCOS DA YA h—JLi&, Y RTLEZBEETIVENIMNHYET, VAT LOBELEIE. 15
E L Igniton EZ7 7ML E=ERALET,

10, AVY—IHAEF vV LT, Ignition NERITINIIEEZHELET,

a<v > Kopl

Ignition: ran on 2022/03/14 14:48:33 UTC (this boot)
Ignition: user-provided config was applied

N #ELTISRY—DbD~YY v EERLET,

BF

COEARETT—MNAMNSy IHBL0ay MOV TL—UI PV EERT ZLE
PHYET, AV hO—ILT L=V UDNTIAFILMNDRT Y 12— ILWRICS
NTWVWAWES, OpenShift Container Platform D4 ~ X h—JLRIICA R &%
22oMAvEa—hTYUEERLET,
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WMWEILEARY b J—7, DNS, SXLUCH— N —A 2T JAMTZT7FVY—DEHEIINLCW
%35&. OpenShift Container Platform 7— M2 k5 v 77O+ X1& RHCOS / — KD HBEED
#iICEEBNICEEIL T,

R

RHCOS / — KI(Zl&, core I—H—DT 74 MD/RAT—RIFEFEFNFHE

Ao /— RIZIE, ssh core@<nodes.<cluster_names>.<base_domain>

% . install_config.yaml 7 7 1 L TIREL 7=/ T v I F—&RT T4 % SSH
TS3AR—MNF—ADT7 IV 2ADHZA1—HF—E LTERITLTTIERTESE
9, RHCOS %3179 % OpenShift Container Platform4 7 5 24—/ — RIIZ&
BETXY, Operator 2R LTI/ SR —DEFEZBEALEY, SSHAFERL
2SR =) =R D772 ARFERINIEA, LEL. A VA M—ILDM
BAAEY BBEIC. OpenShift Container Platform API A%l T Z 2 W HE .
kubelet B9 —%4" v k / — NTHEUICKEEE L BAWEE., TNy JHLIZEEER
ICSSHT7 Y EADNBBILRZ I EADHY FT,

21211 EFMHMDORHCOS 1 VA KMN—=ILY 77 L VR

Z Dt a > Tlk RedHatEnterprise Linux CoreOS (RHCOS) DF &4 YA M—IL 7O R AEHR
TEXZLIILTERY NTI—VRESLICMOEERFT S a v EHBELET., UTDXRTIE,
RHCOS 514 74 YA h—5—& LW coreos-installer A<¥ Y RTHEATE 2 h—XIB B Lav
YRSA VDA T avERBALET,

2RINLISOA VYA MN=IDRY NT—0BLVCRYTa v ITOA T ay

ISOA A=Y MLRHCOS A VA RM—ILT BIHHA. TDAA—VAREEILT/ —RORY NT—0 %
BRETDRICFEH TH—RILBIHEZEBINTEET, XY NT—27DEIHEIEEINTLAWGE,
RHCOS 2% Ignition B8 E7 7 1 IV EBIGT 27DICRY N —ODRETH D I & 2RI BRERIC,
DHCP ¥ initramfs T7 7574 RXR— KNI NZF T,

5

v ND—U8|8%FEHTEINY %5%51E. rd.neednet=1 1 —FRILE|E%EEML T,
v N7 —2 % initramfs TEWICT ZHEIHY 7,

LTFoOEHRIF, ISOA4A VA M=JLAIZCRHCOS / —RTRY NI —0BLVRY T4 VT 5ERET 50
ERLTWET, ZDFITIL, ip=. nameserver=, &£V bond=1—XILBIEDFERAEEREL T
\I\i_a—o

pa )

B I&. H—RILBIE®D ip=. nameserver=, &L V' bond= %EMNT ZBEICEET
ER

XY ND—=0A T avid, YRATFLDIEERFIC dracut Y —JLIEI N FE T, dracut THR—KMIh
32y NID—0F T arvDFEMIE. dracut.cmdline man X—Y A#HB LTI,

ROFIE, 1ISOAVARMN=IDRY NTD—9F T a>vTd,

DHCP 7z (3#MIP 7 KL A DHRE
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IP7 KL R%ZFKET %ICIE. DHCP (ip=dhcp) =EMHT % H ErIDERR IP 7 K L X (ip=<host_ip>)
ERELEY, BHNIPZRET 515G, &/ — FTDNSH—/{—IP 7 KL X (nameserver=
<dns_ip>) ZRHET HDHENHY XT, ROFITIE. LTZHRELXT,

e /—R®DIP7 KL X:10.10.10.2

o S—hUxA7 KL ZX:10.10.10.254

e Xvw ~N7J—7:255.255.255.0

e R h#£:core0.example.com

e DNSH—/N—=7 KL X:4.4.4.41

® auto-configuration MfE% none ICEREL £F, IP XY 7= DEHNICREINTWVWBIEE
IIE. BFRERIVEHY FHA.

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enpis0:none
nameserver=4.4.4.41

= -1o)
DHCP AR LTRHCOSVYYYDIP 7 RLRAABRET BFE. ¥ VIEDHCP =N
LTDNSH—N—EHREWMEBLET, DHCPR—Z2DF70O4 X~ NDHEE. DHCP
H—N—EREEFEHLTRHCOS / —KWMFEARATEZDNSH—N—F RLRAEZEHXETEXE
£

BHARANEEFERALAEWIP 7 KL ADERE
BRAMNEAEEYETTICIPPRLRABETEET, #HNRA NG I —ICL>THREIN
TWARWEEIE, FEIEDNSILY I Ty FICL>THEIN, BEMNICEREINET T, BRI NS
BRLULTIP7RLRAERETSICIE. RO[AIESELTLLSEIL,

e /—R®DIP7 KL Z:10.10.10.2

e —h~YIA 7KL Z:10.10.10.254

e Xv NJ—%:255255255.0

e DNSH—/N—7 KL :4.4.4.41

® auto-configuration MfE% none ICEREL £F, IP XY T — U DEHICREINTWVWBIEE
IIE. BFRERIVEHY FHA.

ip=10.10.10.2::10.10.10.254:255.255.255.0::enp1s0:none
nameserver=4.4.4.41

BHDORY ND—04 V9 —T 1214 ADEE
BHDip=TVMN)—A2BRETEBIET, BHDOXY N TI—IA V9 —T M RAEERETEET,

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enpis0:none
ip=10.10.10.3::10.10.10.254:255.255.255.0:core0.example.com:enp2s0:none

FIAIMNTF—RNI9TAEIL—NDERE
Z 7 a vird.route=value 25X EL T, BIIDRY NT—IADI—MNEBRETEET,
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R

1DFIEEBORY NI—V%5BETBHBE. 12OT 74N TF— oA PMRET
To BMDRY NTD—=O =KDz AW TSAT) =y NT—O9 55— DA EER
BBE. TIANMMNT— R NI AR TSATY—RYNT—OHF— NI THEIMVE
rHYFET,

e RDOIAXVREEFTLT, 774NN — MU zAZRELET,
I ip=::10.10.10.254::::

e RDIAYYRZAALT, BMRY hT—7DI—hZRELET,
I rd.route=20.20.20.0/24:20.20.20.254:enp2s0

B—o>2Y85—7 14 RTOHDHCP DEMIL

2DO2UEDRY N TD—0 AV =T A ADBHY. 1 DDA VI —T 24 RAOHDFERAINZHZELRE

WK, 12DA V9 —T A ATDHCP ZEMICLE T, ZDFITIE. enplsO 1 ¥ —T 4 RITIFFR

Bxy N7—JRENHY., FHINTULRL enp2s0 Tld DHCP AEMICAR>TWE T,
ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enp1s0:none
ip=::::core0.example.com:enp2s0:none

DHCP & #M IPSREDHAEHLE

LTFDLHIC, BHROXY N T—D AV —T A RAEHEDVRAT LT, DHCP L UH#HMIPEREA
HAEDEDZENTEET,

ip=enp1s0:dhcp
ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enp2s0:none

BeDA>Y9%—7 x4 RXATDHVLAN DEE
TV avivian=/RS A =9 —%FALT, BHOA Y —T 41 RIVLAN Z2RETITET,

yNT—DA 9 —T x4 ATVLAN ZREL. BHWIP 7 RLAZFERAT 3K, ROOX
REERITLET,

x

v

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enp2s0.100:none
vlan=enp2s0.100:enp2s0

o XY KNT—OA4 9 —T x4 ATVLAN Z52E L. DHCP ZfFAJ 5ICIE, RODOAT Y K%EZE
TLET,

ip=enp2s0.100:dhcp
vlan=enp2s0.100:enp2s0

B D DNS —/N—DIEE
UTFD& I, &9 —/N—| nameserver= TV b)) —%BIL T, EHDDNS —/NN—%EETE
i’a—o

nameserver=1.1.1.1
nameserver=8.8.8.8

BEORY NI — DA VI —T A RADE—A VI —T T4 ANDRYTA VYT
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A7 av:bond=F T avEFRALT, BEROXRY NT—V 4V —T A REE—DA V5 —
TIARICRYTAVITEET, ROP[IZSRML T LI,

o RUTFTAVIINA VY —T 4 A%RET 2#3XIE bond=name[:network_interfaces]
[:options] T,
name &, R F 14 ¥ 77 /34 X4 (bond0) T. network_interfaces [I¥I (1 —H xRy b)) A
vH—T7 14 (eml,em2) DIVIRXYPY YR MERLET, options ERY T4V I+ 7
vavOaVIRXYYY D) XA b TY, modinfo bonding # AA LT, FIEAERA TP arvk
=RLET,

o bond=%FHLTRYTAVIINIEA V=T 24 RA%BERTDHBEIE. RyT14VT3h
AV —T A ADIPT7 RLADEY B THECZTDMDIEREZIEET D2VELHY T,

o DHCP AFRHTBLIICRYTAVIINIAVI—T A REHRETHICIE. RV RKDIP 7
KL 2% dhep ICERELE T, UTFICHIERLET,

bond=bond0:em1,em2:mode=active-backup
ip=bond0:dhcp

o BHMIPT7RLARAEMATBZLIICKRYTAVIINIA VY —T A RAERETDICIE,. BE
BEEDIP7RLAEEEBREANDLET, UTICHERLET,

bond=bond0:em1,em2:mode=active-backup
ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:bond0:none
BEOXY NI—9A V=T A RADE—A VI =D A ANDRY T4V
FEEUTDELIIC, vian=/35 X —49—%$EELT. DHCP2FBL T, RvTFa4 v I3 hiq4 v
H4#—T A ATVLAN 2RETEET,

ip=bond0.100:dhcp
bond=bond0:em1,em2:mode=active-backup
vlan=bond0.100:bond0

ROFIAEFHAL T, VLANTRY TV ITINEA VI —T A RA%5BEL. BHNIP7RLRA%FEA
L/i_a—o

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:bond0.100:none
bond=bond0:em1,em2:mode=active-backup
vlan=bond0.100:bond0

XY MNI—OF—IVTDEA
EFRteam= /N5 X =49 —%BELT. RVTAVITDORDLYICRXRY NT—IF—IVJ%FHATEE
-a—o

o F—LAVH—T A AREDHEXIT team=name[:network_interfaces] T,
name ([ F— L7 /34 24 (team0). network_interfaces I (1 —H XXy N1 v4—Tx
41X (eml,em2) DIAVIRYY YA M ERLFT,
pa 3]

RHCOS DV RMD/N—T 3 VD RHEL ICHIYE LB &, F—I U JIXEHBEICRDZFET
T, FHllE. 255D RedHat 7Ly INR—25EE A#SBLTLLEIL,
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ROFIEFERALT, XY MNT—OF—L%EZHRELET,
team=team0:em1,em2
ip=team0:dhcp

2122.PXE 7— M= {EHA L7 RHCOS D1 Y X h—JL

PXE7—MaERALTIYYVICRHCOS 24 Y A M—ILTEET,

AR
e USRH—DIgnition FRET 7 A IV ER L TW5,
o FYLRXY MTI—U, DNSBLUVERRIHRA VY IFZANZ I Fvr—%BELTWS,
o BEYIMPXEAVIZANZIVFv—EFBELTWNDEI &,

o BFEWDOAVEL—Y—DILTIECATE, FRT BV UDSETIVEATES HTTP H—
/(_75“%%}0

¢ XYKNT—IRTFTARIN—F 42 aVvhREDIFIEIRMEDEREREIIOVWT., aER
RHCOSA VA M—IBE DI avaEHELTWS,
FIa
LAYVAN=LTOTSLPERLIET— NANSy S, avbhOo—LTL—y, LUV
Ea—b/—RKlIgnition REZ 7ML E HTTP Y —N—IC7y 7O—-KLET, ThdD7 7
A1IDURLEAXAELET,
5
HTTP H—/\—|JR1FET ZR1IC. Ignition SRETHREANBTZBMLZY., EEL

FUTEFEST, A VAN —IDETHICAVELI—RNIIVAEILIZISRY—
ICEBMT B2 FEDHBEICIE. TNSDT7AILEEIBRLAEWVWTLSEIL,

2. AVAPM=ILIRZA MDD, IgnitionFREZ 71 LA URL CHIAEREETH D Z & AER LT,
UFDHITIE, 7— MRS YT/ — KD Ignition RE7 7M1 L EERBLET,

I $ curl -k http://<HTTP_servers/bootstrap.ign )

H A B

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed

0 0 0 00 O O O0-i---i-i------ - 0Of"ignition™

{"version":"3.2.0"},"passwd":{"users":[{"name":"core","sshAuthorizedKeys":["ssh-rsa...

1< >~ KT bootstrap.ign % master.ign 7|3 worker.ign ICEZ# X, Jv hO—IL L —
vBELVPAVELI—N/—FRODIgnition EET7 7 A IV EFIBAAIGETHD I EERIEL T,

3. RHCOSA A=V I 53— R=IPLARLV—=FTA VIV RATLA VARV R4 VA M=V

5-ODHEINSZHEICHEL RHCOS kernel, initramfs. 8 & U rootfs 7 7 1 L BB T
52 &EHEETT N, RHCOS 77 M ILDIELWNR—U 3 Vv aRET/-00EEINDAE
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i&. openshift-install <> ROEANSLIET S & TT,

I $ openshift-install coreos print-stream-json | grep -Eo "https.*(kernel-|initramfs.|rootfs.)\w+
(\.img)?™

H A B

"<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-<release>-live-
kernel-aarch64"
"<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-<release>-live-
initramfs.aarch64.img"
"<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-<release>-live-
rootfs.aarch64.img"
"<url>/art/storage/releases/rhcos-4.12-ppc64le/49.84.202110081256-0/ppcb4le/rhcos-
<release>-live-kernel-ppc64le"
"<url>/art/storage/releases/rhcos-4.12-ppc64le/<release>/ppcb4le/rhcos-<release>-live-
initramfs.ppc64le.img"”
"<url>/art/storage/releases/rhcos-4.12-ppc64le/<release>/ppcb4le/rhcos-<release>-live-
rootfs.ppc64le.img"
"<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-live-kernel-
s390x"
"<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-live-
initramfs.s390x.img"
"<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-live-
rootfs.s390x.img"
"<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-live-kernel-
x86_64"

"<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-live-
initramfs.x86_64.img"
"<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-live-
rootfs.x86_64.img"

BF

RHCOS 7—7 14 7 7 ¥ blE OpenShift Container Platform D&Y 1) —2 T & T
TREINGVWIAEELIHY ET, 1~ R ~M—JLF % OpenShift Container
Platform /NX— 3> &FLWA, ZNUTONR—2 a3 VDA TREH L LWAI—
TaAVDAA—T SO O—RTIBENHYEFT, COFIETHBAINTW
%3@Et07% kernel, initramfs, & Urootfls 7—7 1 77V NDHEFERALF
¥, RHCOSQCOW2 4 X =Tk, DA YR M—=)LF 4 FTIEHR—bINZFE
A,

7 74 IL&ICIE. OpenShift Container Platform O/N—2 3 VY ESAEFEFNE T, LLTOHID
LIIKRYEY,

e Kkernel: rhcos-<version>-live-kernel-<architecture>
e initramfs: rhcos-<version>-live-initramfs.<architecture>.img
® rootfs: rhcos-<version>-live-rootfs.<architecture>.img

4. rootfs. kernel. &L U initramfs 7 7 1 JL&E HTTP Y —/N\—(C7vy 7O—RLZE T,
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BF

4/1h—wme&h:/tl—h?y/%*bh971&—h ENNY 5FE
BICIE, ThoD 774 EHIBRLAVWTLEX

5. RHCOS DA VA M—JLgICe > A O—AINT A RIDSEBEIINELDICRY N7 —2
T— N YVISZANSIVFvr—5EZBELET,

6. RHCOS A X —YDPXEA VA M—ILEHZREL. 1 VAM—ILEZBEBLET,
UTDOHTRIND CHERADBREDOAZ2a—IV MN)—52ZTBL, 1 X—YB LV Ignition
T7AIDEYNCT IV ERATEDZEEHRALET,

DEFAULT pxeboot
TIMEOUT 20
PROMPT 0
LABEL pxeboot

KERNEL http://<HTTP_server>/rhcos-<version>-live-kernel-<architecture> 0

APPEND initrd=http://<HTTP_server>/rhcos-<version>-live-initramfs.<architecture>.img
coreos.live.rootfs_url=http://<HTTP_server>/rhcos-<version>-live-rootfs.<architecture>.img
coreos.inst.install_dev=/dev/sda coreos.inst.ignition_url=http://<HTTP_server>/bootstrap.ign

TTPH—N—ICT7v7O—RKL7E=S4 T kermel 7 71 JLDBEAAEIEE LF ., URL IE
HTTP, TFTP, F/IEFTP THEIZMEHLHY EFT, HTTPSBLUNFS IEHR— KM Eh

Qg BHONCAHFERTZBE, pdTVavIilBE—( V9 —TzM A%BELET., LEX

©

64

iE. enol &L D &RFID NIC T DHCP Z{EM 7 %ICid. ip=enol:dhcp 2 E L 7,

HTTP #—/—IZ7 v 7A— K L7 RHCOS 7 7 1 L DIFATAIEE L £, initrd /X5

X —4% —{&\d initramfs 7 7 1 L DB TH Y. coreos.live.rootfs_url /85 X —4% —{&Id
rootfs 7 7 1 JLDIFFT. 7= coreos.inst.ignition_url /X5 X —4 —{BIET—MZA NS v
7 Ignition XE 7 7 1 LDIFFRIC/ARY £, APPEND fTICH—XRILBIEEEBIML T, RV
NO—ORZDMOEEF T avaERETRIEETEET,

R

ZDERETE,. 7574003V —eERBTEYryTo)7ILarvy—ib
TOEAZAMILEEA, IOV Y —ILAEEZET BICIE. APPEND 1TIC1
’JL,U:O) console=5|#%EBIML £, /=& X £, console=tty0 console=ttyS0
HZEMLT, RADPPCYYTFIR— b ETS54<)—avY—J)LELT, 75
TZ4ANAVY =V etAhYF) -V —)LE LTHRELFT, Fllld, How
does one set up a serial terminal and/or console in Red Hat Enterprise Linux?
&, THREMLRHCOSA YA M—IERE] 723D IPXEESLTISO 1 ¥

AN=IWAY Y7Ly —ILDEME] ESRLTIEIW,

OAYY—J)TRHCOSA VA MN—ILOEHSAEEHEL T,


https://access.redhat.com/articles/7212
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BF

OpenShift Container Platform @4 ¥ 2 h—JL%BFAT %811, &/ — KTV
AM—ILAHILTWE I E2ERLET, 1 VA M-I TOEREERTS
E. RETDHAEMDH D RHCOS A VA M—=ILOEBORA%4EET B LETE
‘’IBET,

8. RHCOS D4 YR h—JL#RIC, Y AT LIEEEBLFT., BEEH. YATLIFEELL
Ignition BRE 7 71 L EBEAL T,

9. AVVY—ILHEA%EF v I LT, Ignition NRITINALIEEZMIALET,

a< > Kopl

Ignition: ran on 2022/03/14 14:48:33 UTC (this boot)
Ignition: user-provided config was applied

10. 95 R9—D3Y Y DOERAEHFITLET,

BF

COEAETT—MNAMNSy IHSL0ay MOV TL—VI PV EERT ZLE
PHYET, AV hO—ILTL—UIIUDNTIHILMNDRT Y 12— ILWRICI
NTVWRWES, V75 RA9—0DA4 VA M=Jaiicdi<Es2o20avEa—+
T VEERLET,

BERRY NT—2, DNS, BLUPO—RKNFUH—AVISAKZ IV Fv—HEEINTL
%35&. OpenShift Container Platform 7— M2 k5 v 77O+ X1& RHCOS / — KD B ED
BICEFNICEELE T,

pa 3

RHCOS / — KI(Zl&, core I—H—DT 74 MD/RAT—RIFEFEFNFHE

Ao /— RIZIE, ssh core@<nodes.<cluster_names>.<base_domain>

% . install_config.yaml 7 7 1 L TIREL 7=/ T v I F—&RT (275 SSH
TSAR—MNF—ADT7 IV 2ZADHZ1—HF—E LTERITLTTIERTESE
9, RHCOS %3179 % OpenShift Container Platform4 7 5 24—/ — RI3&
BTXY, Operator 2R LTI SRY—DEREZBEALEY, SSHAFERL
2V ZRA9—) =R D772 ARFERINIEA, LEL. A VA M—ILDM
BAFEEY BRI, OpenShift Container Platform APl A% T Z 2 W E .
kubelet B4 —%4"w b/ — RTHELDICKEKEE L RWIGE. T/\y JFIZESEIR
ICSSH 7 7 EADNMEICRD I EDHY X,

2.12.3.RHCOS O h—XRILBIT DOV ILF/XZADHBE ML

OpenShift Container Platform 4.9 I Tld, 41 YA h—ILBIC, FOEYa=v YL/ —KRD<IL
FIRAEBNICTEZE T, RHCOS &, 754N —FT A AV TOIRILFNRRE=HYR—MLET, <I
FRZEICEY . N—= RO 2 7EFICRNDAMESHICHRASAEMIN, KA MNOTAMEIALEINE
ER

HMEID Y ZRAY —DIEREFIC. A—FRILBIEETRTOYRY—FET—H—/—RIZEMLARWE
WIFRWEAERHY ET, h—RILBIAETRY—FLIET7—H—/— RIBINT 3

I&. MachineConfig # 7> o &K L. TDAF TV NI S RAI9—DEy b7 v THEIC
Ignition MEATEZY =7 RN 77141 DEY MIBEATEET,
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FIR

LAYVAN=LTATSLDEEFNETAL I MN)—=ICHIYEZ., 75X —D Kubernetes ¥ =
TJTAMNEERLEY,

I $ ./openshift-install create manifests --dir <installation_directory>

2. A—XIIBIED—hHh—Fav b O— T L—Y/—KRICEBMTZNEIDERELET,

o IVURETITFAINEERLET, & AIE. master TRILEBIIL. YILF/RRA—F
IWBIHAEIEET 5L D V5 RY —IC1ERY % 99-master-kargs-mpath.yaml % K L &
ER

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: "master”
name: 99-master-kargs-mpath
spec:
kernelArguments:
- 'rd.multipath=default’
- 'root=/dev/disk/by-label/dm-mpath-root’

3. 7—A—/—KRTIILFNRRAZEMITBICIE. LTFTEETLET,

o YIIVVURETTAINEERLET, 7m& xIE. worker TNRILEEBML, YILF/NRRA—F
IWBIHAEIBEET 2L D VT RY—ICIERY % 99-worker-kargs-mpath.yaml % X L &
ER

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: "worker"
name: 99-worker-kargs-mpath
spec:
kernelArguments:
- 'rd.multipath=default’
- 'root=/dev/disk/by-label/dm-mpath-root'

9 519-@4’?525:%%“75'@3 i_a—o

8%

TIFNRRAERDICAMICTDICIE. A VA N—ILEOBINOFIENANETY, 24
&, A VAM—IEDITIVEBEIAY O [RHCOS TOH—XIBIEAEFERLEI
FINZADEME] #2SRBLTLEIW,

MPIO "R T %35 E1E. bootlist A~¥ Y REMFEAL T, BIDHETNA RETT—MFNNA1 Y R K
EFREFLET, coav v RNiE, 7—RNJRMNERRL, YATLANBEEE—RTEELALEETDT—
NTFNNAR%EBELET,

a. 7—MJRAKNERERL, YRATLD’BEET—NTREBLIIBEICERARER T — KT/ X%
BETAICIF,. UTFoav Yy REEFTLET,
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$ bootlist -m normal -o
sda

b. BEE—RDOT—MJRANZEHL, BIOTNA RELZEMT ZICIE. UTFOATY REET
L/i_a—o

$ bootlist -m normal -o /dev/sdc /dev/sdd /dev/sde
sdc
sdd
sde

TDT—RTARIVRADBI I VT BE, /J—REBEBEDT— TR R X MIEHFINT
BDFNAZDSERELET,
213. 7= ANy TTOCLRDRETETHET 2
OpenShift Container Platform 7— X bS5 v 770 &, HIBIDISRAI—/)—RKRDT 1 R7IA
VA RM=ILINT WS KRR RHCOS IRIETORENIRICHIA L £9, Ignition 58E 7 7 1 L TIRES
N2HREBRIE. 7— ANy 77O Z2HAL L. <~ IC OpenShift Container Platform %

VAN REDILERINEY, T MANSY T TOCRDNRET T2 THETILENHY F
-a—o

AR &M
e USRH—DIgnition FRET 7 A IV EB L TW3,
o EHIRERY NT—U, DNSBLVEFTIHA VY IZANS I Fvyr—ZRELTWVS,
o {VAMN—=LTOVZLEREL, V75RAY—D IgnitionRET7 71 ILEEKL TV,

® RHCOS%#4U 5 R4H—<IZ4 YR M—JLL. OpenShift Container Platform 4 > X h—JL 7
OJZALTERINS IgnitionRET7 71 ILEIBELTWS,

o BHEVWDIYIUYTAVY—FRY NMIEET7IVERATESH, HTTP £/IE HTTPS 7Ox > —NH
FMETES,

FIR
L. 7=hRANSvTFTOERZE=Y—LZET,

$ ./openshift-install --dir <installation_directory> wait-for bootstrap-complete \ﬂ
—-log-level=info @)

Q <installation_directory> (CI&. 1 YA M= 7 7M1V ERELEZTAL I KN —~DN
AEEELET,

@ =531 VAPLOFMEREFTT I info TR, wamn, debug. F7ld
error z1IEEL X7,

H A B

INFO Waiting up to 30m0s for the Kubernetes API at https://api.test.example.com:6443...
INFO APIv1.25.0 up
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INFO Waiting up to 30m0s for bootstrapping to complete...
INFO It is now safe to remove the bootstrap resources

Kubernetes APl H—/NN—TZnHAAY b O—NLTL—UIIVICT—RNRAMNSY TINTWVWS
CEERTVTFILAHEINEEOTY RIFERILET,

2. 7=hMANSy T TORZADPRTLED, 7—RhANSYTTO Vv EO-RNRSUH—HLY
BRLET,

BF

COBRRT, 7= MRANS YTV EOQ—RNSUH—DLHIRT 2BELDH
WEF, IoIK. 7T— MRSy TITIVBRZHIBRL. B74A—<7y b33
ENTEXT,

214.CLIOFERICL BV SR —~0OT 4V

9224 — kubeconfig 7 7 1 IVET YV RAR—KML, TIAIN NIRRT LAY —E LTI FTRI—IC
074> TEFY, kubeconfig 7 7 1 IJLICIE, V54TV MNZELWI SR —BLTAPI H—/R—
IR 5OICCLITHERINSG ISR —ICEHT2BHRIEINTT, TOT7AMNIEISRE—
ICEBDZ 74 )L THY. OpenShift Container Platform @41 ~ X M —JLBSICERINE T,

([} =355
® OpenShift Container Platform 7 2 24 —% 7704 LTW3 I &,

® ocCLIAMYRAR—ILINTWS,
FIa
1. kubeadmin FREEIE#H %= TV AR— M LFT,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

<installation_directory> (CIZ. 1 YA M= 7 7MWV ERELEZTAL I M) —~DN
AEEELET,

2. IVRAR—PMINLEEEZFAL T, oc IV NEEHEICEITTELIE52HRALET,

I $ oc whoami

H A B

I system:admin

215. ¥V DIIBAEE L ERDEER

IOVEDSRAI—ITEINT BEIC. BIMMLZZRAETROII VI L T2 DORBIREDIIAEESL
ER (CSR) MEBRINET., THODCSRARBIN TV I EAHEET A, BDERIBRIIETND
EERRLTLLEIWN, RIMICIZA TV NEREARL, RICH—N—EBEREZXKZDTIHELNHY Z

_a—o
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AR

o IIVUNITRIY—IZEMINTWVWET,

Flia
L 95RY—DIIVERHB L TWSEIE%=HELET,

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 63m v1.25.0
master-1 Ready master 63m v1.25.0
master-2 Ready master 64m v1.25.0

HAKIBERLEITRTOTY YN A NKRRINET,

pa )

EROBAICEK, —EHD CSRAERBINDET, 7—hHh—/—K(T—Hh—
J—RELFEND) BNEFNLAWVEENHY T,

2. REBHBPOIAZEELEK (CSR) 2R L. VA9 —ILEBMLEZENENDIL VDI SAT
v B LY —/N—FERIZ Pending F7zI1& Approved 27— ANKRRIINTWS Z & %R
L/i-a—o

I $ oc get csr

H A B

NAME AGE REQUESTOR CONDITION
csr-8b2br 15m  system:serviceaccount:openshift-machine-config-operator:node-
bootstrapper Pending

csr-8vnps 15m  system:serviceaccount:openshift-machine-config-operator:node-
bootstrapper Pending

CDBITIE, 22DV DTSRI —IZBMLTVWET, TDY XA MIEISIIZ L DERR
TN CSRARRINZAEEMELHY £,

3. BMLATY Y DREHFD CSR TRTH Pending 7 —4 ZIT7H > 7214 IC CSR HMERI N AR
WEEICIK, 75 A9 —TVVYDCSRAEER LTI,
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pa 3

CSROO—T— 3 VIZEEMICEITIND D, V7RI —IITY U %&EM
BIBRBELUNICCSRAZARE LTIV, 1REAMURICERE LAWNEEICIE. i
BEDO—F—>arvhiThh, &/ —RIC3DULOIERAENEET S LI
BRYFT, INODFAEITRTCEERRTILENDHYET, V547V D
CSR A AR I NI, Kubelet [JIRHEIAAZED AV FYY — CSR ZFR L &
T, INICIE. FEIOERRIBEICRY FT, RIS, RIGORHIBEOEHNZE
KiE. Kubelet ’RIL/NZ X —4 —&FOMBRMAZE L ERT 258IC
machine-approver IC & > TEHEIMICEKREINE T,

pa

RT A B IVE & UMD user-provisioned infrastructure R ED T >~ API Tld AR
WTSY RT4A—LTERITINTWVWE Y T RY—DIFAE. kubelet IREIHEE
K (CSR) ZBBINICEAR T 25 E2RETI2VEN’HY FT, BERIVERI N
BWEE. APl —/N—7h kubelet ICHEHRT T 2 IR ICIRHMEIFAZE N VETH S -
&. ocexec. ocrsh, 8L UWoclogs AY Y RIFEEEICEITTETEHA,
Kubelet TV RiRA ¥ MIT VR T BEFEICIEE. ZOMEAZOEBIVET
o CDAEIFHHECSRDBEEZEHR L. CSR A system:node F7-id
system:admin 2 JL— 7@ node-bootstrapper Y —EZX 7 AU ¥ MI&L > TR
HINTWB %2R L. /—ROIDZHERELET,

o TNLHLZMERICERT ZICIE. TRhENDOERMARCSRICLITOIYTY REERITLET,
I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names (&, RITD CSRDY X MH 5D CSR DEHITT,

o IRTDEFEBEFDCSRZART ZICIE, UTOITY RZEITLET,
$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs --no-run-if-empty oc adm certificate approve
a3

—EB®D Operator I&, —FD CSR NERINZ L THATIRVATBEMELH
YEJ,

4. V54TV MERKDERBINLDS, V5RI—ICEMLIEZEYY VDY —N—FK2MHET 5

WMENHY T,
I $ oc get csr

H A B

NAME AGE REQUESTOR CONDITION
csr-bfd72 5m26s system:node:ip-10-0-50-126.us-east-2.compute.internal

Pending

csr-c57lv. 5m26s system:node:ip-10-0-95-157.us-east-2.compute.internal

Pending
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5 BFYDCSRAERBINT, ThHH Pending RT—F RICHDHBE. VT7RI—IIUD

=11

CSRZEELET,
o TNLZEEICERT BICIE. TRETNOBEWRCSRICUATOIYY FZEERITLET,

I $ oc adm certificate approve <csr_name> ﬂ

‘D <csr_names (&, RITD CSRDY X MH 5D CSR DEHITT,

o INTODREBHPDCSR ZERT BICIF. ULTFOIYY FEERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve

6. TRTDIV ATV RBELUVY—/N—D CSRAEBIN/EIC. IO VDRT—F AN
Ready [CAY ¥, UFOIYY RAEFLT. ChakALET.

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 73m v1.25.0
master-1 Ready master 73m v1.25.0
master-2 Ready master 74m v1.25.0
worker-0 Ready worker 11m v1.25.0
worker-1 Ready worker 11m v1.25.0

pa )
H—/N— CSR DEFRRICY Y VD Ready R 7T — 4% RICHITT 5 X TICH D DB
DD BHZEDDHY XS,

B EfE R
e CSR D&FfMIL. Certificate Signing Requests #ZBR L T 23X W,

2.16. OPERATOR D #JHAZR E

A b= TL—rOWMEEEIC. —ED Operator ZFATREICT 27-DICTNSE T CICERET
DRENDHYET,

Gl s
o OV hO—ILTL—UhrPHEIhhTWET,

Flia
L 9SRY—AVR—RVIMDBFTVSAVICRDZEHERLET,

I $ watch -n5 oc get clusteroperators
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ol
NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE
authentication 412.0 True False False 19m
baremetal 412.0 True False False 37m
cloud-credential 412.0 True False False 40m
cluster-autoscaler 4.12.0 True False False 37m
config-operator 412.0 True False False  38m
console 412.0 True False False 26m
csi-snapshot-controller 412.0 True False False 37m
dns 412.0 True False False 37m
etcd 4.12.0 True False False 36m
image-registry 412.0 True False False 31m
ingress 4.12.0 True False False  30m
insights 412.0 True False False 31m
kube-apiserver 412.0 True False False 26m
kube-controller-manager 412.0 True False False  36m
kube-scheduler 412.0 True False False 36m
kube-storage-version-migrator 412.0 True False False 37m
machine-api 412.0 True False False 29m
machine-approver 412.0 True False False 37m
machine-config 4.12.0 True False False  36m
marketplace 412.0 True False False 37m
monitoring 412.0 True False False 29m
network 412.0 True False False  38m
node-tuning 412.0 True False False 37m
openshift-apiserver 412.0 True False False 32m
openshift-controller-manager 412.0 True False False  30m
openshift-samples 412.0 True False False 32m
operator-lifecycle-manager 412.0 True False False 37m
operator-lifecycle-manager-catalog 412.0 True False False 37m
operator-lifecycle-manager-packageserver 4.12.0 True False False
service-ca 412.0 True False False 38m
storage 412.0 True False False 37m

2. MAATD Operator #FZREL X7,

2161 A X —Y LY RANY—RNL—YDETE

Image Registry Operator l&, 772V MR ML=V ZRBLABWVWT S Y N7+ —LTREEMIFFHATE
FthA, 1 VAM=ILRIZ, LYRKNY —Operator 2FHTESLIICLIYRAMN)—EZRNL—TU %

FERT2LDICRETDIRLEN’HYIT,

ERE I SR —ICBBRAFBRY 1 —LDREICET BFIENTINE T, ZEHT %A, ZDT 4
LOKMN)—%ZXA ML —VDIGMELTRET 2HENRTINEY, Ihik, EERELUADIS XS —

TOHATEET,

7y UL —KREICRecreate A— )L 7 MARSTFI—BFEHLT, 1 XA=YLIYRAN)—=HTOY

DANL—=—U89 4 TERATEIEEHTT2LODBMOFIEIMRBINETS,

2.16.1.1. IBM Power DIZEDL YA M) =X ML —Y DFRTE
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VA —EBEERF, A VAN NEBICLIYZAN)—ZZA M-V %EATEZLIICKRET DREN
HYyFET,

AR
e cluster-admin A—J)LEF DODI—H—E LTISARY—IZITIVEATE S,
e IBMPower PS5 RY—DH 5,

® Red Hat OpenShift Data Foundation @ ED Y S 24 —D7OEY 3 Z Vv I NikiGA ML —
IDH B,

BF

OpenShift Container Platform (&, 12D L 7)) h DA DEET BIFGEITA X —
VLYRMN)=ZPML—T®D ReadWriteOnce 77 A% HR— ML &

9. ReadWriteOnce 7 7 A TlE, LY R M) —7H" Recreate O—J)L7 7 N
BEFHATILELHYET, 22ULDOL T A TCETREEYR—KT 54
A=Y LIYRAN)—%FTT0O49 3ICI&. ReadWriteMany 7 7 Z A AN ET
ERS

e 100GIDBENH S,

FIR

LLYRAN)—%ZAMNL—YRFEHATESLDICRET 5ICIE. configs.imageregistry/cluster
1) — XD spec.storage.pvc X B L X7,

pa )

HEZ N —VEERATHBER. ABALT I EREH CdIcEF 1Y
F4—REERALET,

2. LYZRMNY—Pod W & 2R LET,
I $ oc get pod -n openshift-image-registry -1 docker-registry=default
el
I No resources found in openshift-image-registry namespace

pa )

HAORKLIZA M) —Pod d'$H 2561E. COFIEEZHETTIHEEFIHY FE
/‘JO

3LVRAN)—REEHRLIT,
I $ oc edit configs.imageregistry.operator.openshift.io

H A B
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storage:
pvc:
claim:

claim 7 1+ —JL R&ZDF FIZ L. image-registry-storage PVC DB EIERZTREICL X T,

4. clusteroperator 2 7 —4% X =R L £ 7,

I $ oc get clusteroperator image-registry

Hh
NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
MESSAGE
image-registry 4.12 True False False = 6h50m

5 AX—YDENLNRBLIV Ty a52FMITEEHICL YA MY —H managed ICEREINTL
2 EEMHRLET,

e LITZERITLET,
I $ oc edit configs.imageregistry/cluster
RIS TEEELEY,
I managementState: Removed
RDEDICEELTLLEIL,

I managementState: Managed

216.12. EHRBLUAD I S RI—TDAA—ILIZARN)—DR ML=V DETE
Image Registry Operator DA ML —Y ZRET D2HENHY XTI, EREAUND I Z X5 —D1FE.

AX=VLIARN)—RBEDTALIMN)—ICRETBIENTEIY, TheRTIB5BE. LYR
N)—ZBEETDIEIANTODMX=—IDRDONET,

FIR

¢ AAXA=YLIARN)=RZAML—VZEDTALIMN)—ICKRETDICEF, UTE2ETLETS,

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'

Digk

==
[=]

EBRBEBRALUAND I SRAI—ICOHIDA T avaEBELET,
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Image Registry Operator A Z DAV R— Y NPT 2FNIICIOAT Y REETT 515
A, ocpatch Y Y NIZUTOIS—ZHLTERBRLET,

I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found

HOEKLERIC, 2OaAXY REBUETLET,

2.17. USER-PROVISIONED INFRASTRUCTURE TD A Y A h—JILDET

Operator DFRENTT Licb, MBICRETZI VY ITRARNSIFA—~DIZRI—DA VA M—
IWERTTEET,

AR
o IV hO—ILTL—UAHEInTWET,
® Operator DR EZT T EA T,

FIR

L UTOOYY REFHALT, IRTODYVSAY—AVER—RVINDBAVSAVTHDI EEE
BELET,

I $ watch -n5 oc get clusteroperators

HhH
NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE
authentication 412.0 True False False 19m
baremetal 412.0 True False False 37m
cloud-credential 412.0 True False False 40m
cluster-autoscaler 412.0 True False False 37m
config-operator 412.0 True False False  38m
console 412.0 True False False 26m
csi-snapshot-controller 412.0 True False False 37m
dns 412.0 True False False 37m
etcd 412.0 True False False 36m
image-registry 412.0 True False False 31m
ingress 4.12.0 True False False  30m
insights 412.0 True False False 31m
kube-apiserver 412.0 True False False 26m
kube-controller-manager 412.0 True False False 36m
kube-scheduler 412.0 True False False  36m
kube-storage-version-migrator 412.0 True False False 37m
machine-api 412.0 True False False 29m
machine-approver 412.0 True False False 37m
machine-config 4.12.0 True False False  36m
marketplace 412.0 True False False 37m
monitoring 412.0 True False False 29m
network 412.0 True False False  38m
node-tuning 412.0 True False False 37m
openshift-apiserver 412.0 True False False 32m
openshift-controller-manager 412.0 True False False 30m
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openshift-samples 412.0 True False False 32m
operator-lifecycle-manager 412.0 True False False 37m
operator-lifecycle-manager-catalog 412.0 True False False 37m
operator-lifecycle-manager-packageserver 4.12.0 True False False 32m
service-ca 412.0 True False False 38m

storage 412.0 True False False 37m

HBEWNE, UTDIAYTY RZERTZE, IRTDI SR —DNFAARLRBEICEAIINE
¥, T, TOIATY NIIFREEBRZRELTERRILET,

I $ ./openshift-install --dir <installation_directory> wait-for install-complete ﬂ

<installation_directory> (ZI&. 1 YA M= 7 7MWV ERELEZT1AL I KN —~DN
AEEELET,

H A B

I INFO Waiting up to 30m0s for the cluster to initialize...

Cluster Version Operator ' Kubernetes APl t—/X—#/'5 OpenShift Container Platform 7 5
RY—DTFTOA KR TSTZEARY RIIRILET,

BF

o AVAM=IWTOTZLNERT S Ignition FRTE 7 7 1 JLICIL. 24 BEREAER
WY 2 EHRINICRY., ZORICEFINDAMENEETNE T, JHE
ERHITBEICI TRY—MFIE L, 24 REREBLAERICISRY—%FH
BETDE. V7R —FHRUNOIAZE 2 HEMICETLET, Flste
L T. kubelet fiEBAZE Z E11E T % 7= IR EIREED node-bootstrapper FEFA
EEZLEK(CSR) 2FETHERIT Z2LENHY 9, F#Mllid. 2~ bo—i
TUL—VAAZOHRIhORENISDY) A/ — ICETZ RFa XV b E
SRLTLEIW,

o 24BEMEIEAZIT VS AY—DA VA M—IL1E 16 BN S 22 BEIcO—
T—avd B, Ignition FRET 7 A IVIid. EKE 12 REILRNICERT
ZTEAEWRLET., R2EBLUAIIC Ignition S RET7 71 IILEFERAT S Z &I
LY. A VA MN—IVARICEIRAZDEFINRITINLBZEDA VA M—ILDK
BMAEOBETEES,

2. Kubernetes APl H—/N—H Pod EBELTWBZ & AEERLF T,

a. INTDPod DY R MZERZRTBICE, UTFOOYTY RaEALET,

I $ oc get pods --all-namespaces

H A B

NAMESPACE NAME READY STATUS
RESTARTS AGE
openshift-apiserver-operator ~ openshift-apiserver-operator-85cb746d55-zqhs8 1/1

Running 1 9m
openshift-apiserver apiserver-67b9g 1/1 Running 0
3m
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openshift-apiserver apiserver-licmx 1/1 Running O
im

openshift-apiserver apiserver-z25h4 1/1 Running 0
2m

openshift-authentication-operator authentication-operator-69d5d8bf84-vh2n8 11

Running 0 5m

b. U Foav Y REFHL T, BEaiOIYY ROHAICY A RKRERINS Pod DOV AR
L/i-a—o

I $ oc logs <pod_name> -n <namespace> ﬂ

ﬂ EfRIOORY ROHEAICH B LD IC. Pod & & U namespace ZIEEL X7,
Pod DOV ARTFIINDIHAE. Kubernetes API Y —N—[E VSR -V ERBETEE
-a—c
3XNUNFNRREZBENCT BLODEMDFIENBETY, 1 VA M—ILERICTILF/RRZBHIC
LABRWTLEIW,
AHllE. A VAN —IBROYS VREI XY R¥F 142 MDD RHCOS TOH—RIVEI M Z &
LERILFNRZADEMEESR LTIV,
2.18. OPENSHIFT CONTAINER PLATFORM @ TELEMETRY 77 £ X
OpenShift Container Platform 4.12 Tl&, 7529 —DELES LI VCERBICEITINLEHRICOVWTO
ANV RERBETZHICT 7L NTEITIND Telemetry U —ERICEAN VI —FX Y N T7 01X
PMEBETY, V73RI—DM1 U —%v MIERINTWBIHES, Telemetry (FBEIHICETIN, 7
< X 4 —|& OpenShift Cluster Manager Hybrid Cloud Console ICE&HFINFE T,
OpenShift Cluster Manager 4 YRV MY —HDNIEETH % (Telemetry I & > TEEIMICHER. F7id
OpenShift Cluster Manager Hybrid Cloud Console % {#f L TFEI THRF) C & MR L 7=

IC. subscriptionwatch ZfEH LT, Z7AD Y MFELIETILF VS5 X9 —L X)L T OpenShift
Container Platform %t 722 ) 7o 3 v % 8BH L £7,

BIER R

o Telemetry t—EXDFFMIZ. VE—MNILZAEZS YV JICDOVWT #HRLTLEIN,

219. . RORF v S
® RHCOS ODA—XRILBIETDOTILF/INADERE
o USAH—DHRITAZ

o WMEIIKHLT, UE—MANILALR—bk 2{ERTEZ T,
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https://console.redhat.com/openshift
https://console.redhat.com/openshift
https://access.redhat.com/documentation/ja-jp/subscription_central/2020-04/html/getting_started_with_subscription_watch/con-how-to-select-datacollection-tool_assembly-requirements-and-your-responsibilities-ctxt#red_hat_openshift
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/support/#about-remote-health-monitoring
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/post-installation_configuration/#rhcos-enabling-multipath_post-install-machine-configuration-tasks
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/post-installation_configuration/#available_cluster_customizations
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/support/#remote-health-reporting
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FEIZRY NT— U AEEINAEIRETDIBMPOWERAD Y 5
2 —DA VA M=)

OpenShift Container Platform /A=< 3 >~ 412 Tl&, v N7 — I FIRIhARETHRBEICTOE
JazZvT$BIBMPower 1 YIS ANSI9Fv—Il, V53R —%AVAM—ILTEZXT,

B

RTAGIINTZY N7 A—LLUADBEICIE. BMDEERARFTTI2LELNHY X
9, OpenShift Container Platform 7 5 X% —% 4 > X2 h—JL Y B HIIC, guidelines for
deploying OpenShift Container Platform on non-tested platforms IZ# % B3R =58 L T
TV,

3.1 RS M
® OpenShift Container Platform @4 Y 2 h—ILE L VEH O X DFMEHEEL <.
¢ VSAH—AVANMN—IVFEDERSLVCZDOI—H—MITO%ElHE AL,
o Xy NIT—UNFIRINARETOSA VAM—ILAIKIZ—LYR M) —%ER L. ERALT
W% /X— 3 ~ D OpenShift Container Platform @ imageContentSources 7 —#% % Bl L
7o
o {VANM—ITOERZRIARTBAIIC. BBFEDA VA M-I T 74V ERBET 2D, HIRT 2
BEIHYET, THhICEY. A VANV TOCRBICBRERS VA N—ILT 74 ILHMER
Ih, BHINZET,
HE

AVAN=IVATATICTIVEATEBIVVYTCA VAN —ILFBIRrEFTIND
EIIICLET,

® OpenShift Data Foundation £7%l&Y SR —THR— I TVWBZDMOR ML —TY 7O K
JNAFRALTKERA N L —VAOEYa v Lz, TS5AR—MNA—=—IULIRARNY)—
77049 %ICIE. ReadWriteMany D7 72X E— RTKKA ML —V%ABRETZ2HED
HYFEd,

o VISRI—DTIVERATEZRENHZ VA MNaFAT2EIICT774T7 04— ILEHEE Lk
(7747 04— IVEFERAL. Telemetry Y —EX%2FHT 2 FEDIHZE).

pa )
' TOFXFT—ERETIHERF. OV M) XA MNEBERLTLEIW,

322Xy NT—UDFIBRINIZEETDS VA M=ILIZDWT

OpenShift Container Platform 412 Tl&, Y7 MUz 73V R—XV N2 T2LHDICAI VI —F Y
MADT VT4 TREHGEVEE LBWA VAN —ILERITTEET, 2y NT—IHFIRINARE
DAVAN=IIE, VFRI—DAVARN—IWEERDZIVZIRTZY NTF#—LIZIKELT, 41 V2R

h—Z>—TFOEY 3=V IINZAVISANSVFyv—FhiFa—H—Il&>oTFOEYa =y
INZAVIZARNSVF v —%2FERALTEITTEET,

XY NT—=ODHRINIcA VR M—ILZETT T SICIE, OpenShift A A=Y LY X NY—DaV TV
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https://access.redhat.com/articles/4207611
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/architecture/#architecture-installation
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/installation_overview/#installing-preparing
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/disconnected_installation_mirroring/#installing-mirroring-installation-images
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FNETNDISRY—T I ViE,. UTORNEHAEBLLTWIRERHY X7,

F32&/NMN) YV —REH
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3.4.7.1. user-provisioned 7 5 X4 —® DNS & E DA

Z Dt a Tk, user-provisioned infrastructure I OpenShift Container Platform 27 7’041 4 3
7=ODDNS EH %= ABLUPPTRLI—REEY Y FILERHBLET, YV TILiE. HED
DNSVY ) a—Yava@BRIDLODT RN RAZRBETZIEZ2BHNELTVE A,
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$TTLIW
@ IN SOA ns1.example.com. root (
2019070700 ; serial
3H ; refresh (3 hours)
30M ; retry (30 minutes)
2W ; expiry (2 weeks)

IN MX 10 smtp.example.com.

ns1.example.com. IN A 192.168.1.5
smtp.example.com. IN A 192.168.1.5

1W) ; minimum (1 week)
IN NS ns1.example.com.
helper.example.com. IN A 192.168.1.5

helper.ocp4.example.com. IN A 192.168.1.5

api.ocp4.example.com. IN A 192.168.1.5 ﬂ
api-int.ocp4.example.com. IN A 192.168.1.5 g

’

*.apps.ocp4.example.com. IN A 192.168.1.5 €)
bootstrap.ocp4.example.com. IN A 192.168.1.96 ﬂ

control-plane0.ocp4.example.com. IN A 192.168.1.97
control-planei.ocp4.example.com. IN A 192.168.1.98
control-plane2.ocp4.example.com. IN A 192.168.1.99

’

compute0.ocp4.example.com. IN A 192.168.1.11 @)
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$TTLAW
@ IN SOA ns1.example.com. root (
2019070700 ; serial
3H ; refresh (3 hours)
30M ; retry (30 minutes)
2W ; expiry (2 weeks)
1W) ; minimum (1 week)
IN NS ns1.example.com.

5.1.168.192.in-addr.arpa. IN PTR api.ocp4.example.com. ﬂ
5.1.168.192.in-addr.arpa. IN PTR api-int.ocp4.example.com. g

96.1.168.192.in-addr.arpa. IN PTR bootstrap.ocp4.example.com. e

97.1.168.192.in-addr.arpa. IN PTR control-plane0.ocp4.example.com.
98.1.168.192.in-addr.arpa. IN PTR control-planei.ocp4.example.com.



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

99.1.168.192.in-addr.arpa. IN PTR control-plane2.ocp4.example.com. G

11.1.168.192.in-addr.arpa. IN PTR compute0.ocp4.example.com. )
7.1.168.192.in-addr.arpa. IN PTR compute1.ocp4.example.com. 6

’

;EOF

Kubernetes APl M3#5| X DNS R 12t L ¥ 9., PTRL O— R, APIO—RNSVH—0D
Lad—KExSRBLET,

Kubernetes APl M3#5| X DNS R 12t L ¥ 9., PTRL O— R, APIO—RNSVH—0D
Lad—KExSRBL, REBISRAY—BEIFERAINET,

T—bhRAMSY TV DHE|E DNS R ZRBL T,

O ® o

m: vhO—ILTL—rIY VDB E DNS FRARMEL XS,
G"::yel—hvvywﬁﬁﬁm@%%%%ﬁbito

y 3!
PTR L O— Ki%. OpenShift Container Platform 7 7Y 4 —> 3> @74 )L KA—RIC
BEHY T A,
348. 1—H—Il&>TFOEYa =V IEINBMI VISR NS IV F v —DARTOHE
1%
OpenShift Container Platform &4 ~ X h—JL§ R0, APIB LT 7Y 75— 3 > D Ingress BT
BAYVISARNSVFv—%2 OB a3 VIV T2REFAHYET, EREDFTY AL TIE. APIS &
V77V r—avingress A— KNS UH—%@ERICT7O04 L. ThEhOO—RRNRXSUH—a Y
T72ANZ V9 Fv—%RBEL TR =) VT3 2IENTEET,
ya 13!
Red Hat Enterprise Linux (RHEL) 1 Y 249 Y 2 &FERLTAPI S LVOT7 FYr—> 3y
AVILAO—RNRSUH—%FTO04T 258 RHELY TRV ) 7Y a v %ahlg
BATIVENHYZXT,
BRIV ISZANS I Fv— U TOEG BT HELNHY XY,

L APIA—RKNRSYY— TSy NI+ —LENESLIVCTSY NI+ —LEREST BLHDI—
HF—EITOHEBOTY RRA Y M ERELET, UTOREAEZHZELET,

o Layer4 DEROEDH, i, Raw TCP F/&IESSL/XR R —FE— REMENF T,

o RF—NLREBFESMTZINIY XL, 77 avid,. O—RNRSUH—DEEICL>TE
By FEd,

89
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BF

APIO—RNRSYUH—Dty ¥ a VOKBHEIFERE LABAVWTL IV,
Kubernetes APl Ht—/X\—Dt v & 3 VkiEME %% ET % & OpenShift
Container Platform 7 S 24 —& 7 5 24 —ATERITIN % Kubernetes API D
BERTT)Vr—2ar M5 T7490I0&UNRT =TV ADBEIRETZT
BEMELNHY ET,

O—RKNSUH—070Y MENRNYIVDOEMATUTDR—MNEEZRELET,
KR3IZAPIO— KNSV H—

RYIGITVRIIY (T— AV

N—)

6443 T—rAKNSyTFELTOY hO— X X Kubernetes
VNFL—v, 7—hNRANSY TV AP| H—
UHRYSAY—DaArv hO—ILTS IN—

L—r &8 LRI, 7—FR
MowFrxorvaO—RNRSUH—
MOHIBRLET., APIH—/R—DA )L
RFzv o FO—7d/readyz TV
RRAVNERETIHENHY X

ER
22623 T—rNZANSyTELaYbO— X TYVERE
WFL—v, T—RRANSY T H—/N—

VNSRS —0ar ba—ILT
L—ya##b LRI, 7—hHhR
Aoy vy veEO—RNSUH—
MNOHIBRLET,

pa

O— KRS UH—E, APIH—N—N/readyz TV KRA >V bEAZIZLTHHL
T=ILHS API Y —NN—A Y RI V2R EHIRTZ2EFTHRARAIOMWHAND LD ICEE
ET2LENHY FT, readyz DEDBEBHRRNTIS—MEINLY., EFEIC
BolY I BGEIE. TV RRA Y MHEIBREALIGEININTWSIETTY, 5
MELFIOBIEDTO—EY ST, 2EERHRINT 5 EER,. 3 EERKKT
ERE YT BREIE. TOICTAMNINAETY,

2. ApplicationIngress A— KISV HY— U SR —H I LELNZT TV r—>a v 374w
@D Ingress RA >~ M ERELE T, Ingress IL—4 —DIEEADERTE D OpenShift Container
Platform 7 2 X9 —ICWHETT,

UTOFRM%ZHRELETT,

o Layer4 DEROEBDH, Thid, Raw TCP F/&IESSL/XR R —FE— REMENF T,

o BIRAERA T a v TSY NI A—ALLETHRANINZ 7 ) y—> a3 v DFEEICE
DWT, EFAR—ADKELTEIEEY Y a vyR—ADKGIEIHEREINZE T,
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(a7 8
IZAT Y MDEBDIPT7 RLADT T r—2 3> Ingress O— KNS U H— (T & > THESR

TEBHE. V—ADIPR—ADty Y avkHEitzEWICTEE, TV RKY—ITY RDTLS
EEbAFEHETZ7 IV —2a VDR T 44— VA EBETEET,

A— KRS —070Y &Ny VOBEATUTOR—MEZRELET,

K387 Y —> 3V IngressO— KNS H—

RYIGITV RISV (T— AV

N—)

443 T7A4#) KMTlingressaAY hA—F— X X HTTPS K
Pod, AvEa—bk, FLE7—H— 274979
ERTTBII YV,

80 T 74 MTlingress AV hAO—5— X X HTTP b5
Pod. AvtEa—h FEkiE7—7H— T4vY
ERTTBII YV,

pa 3]

£O)3IvEa—hr/—RT3/—RISRY—AFTTOATF BBA.
Ingress A~ hO—5—PodiEa> bhO—ILTL—Y/—RKTERITINZET, 3
/—FO?Z&—?TD4%>FTH\HWPB&UHTWSF574/7%J
YhO=NWT L=/ —=RIIW—TFT 1 T$2ELIIT7FY 4 — 3V Ingress
A—RNSUH—%2RETD2RLEIHYIT,

3481 1— 4 —Ic&>TTOEY 3=V I Nd ISR —DO— RNS U H—DEEH

DV avTiR, 21— "f—L:J:'D'C7°EI EYazZviIhz 0 5R9—DBEOSBEGEHILT
APIELVT7 T r—> 3> Ingress A— KNS U H—DRERIEHBAL ET., DAL HAProxy

H— R/\5 > —d /etc/haproxy/haproxy.cfg s¥E T3, ZDHITIE. HEDERFARMY ) 1— 3
VEBRT2LEODT RNA 2RI THIEZ2BHE L TUVEEA,

ZOBITIE, BLAO— KNS Y —H Kubernetes API 8L U7 7°'J’7 3 v®Dingress 5714V Y
IEAINET, EREOVF VAT, APIBELTT7 Yo — a3 ingress O— KNS U H—%(H
AMCFZ7O4 L. TNThOO—RNRSUY—A VY ISANS IV Fv—5DBL TR =)V TT5Z
ENTEET,

y 3!

HAProxy &0 — R/\S v —& LTER L. SELinux #*enforcing ICEREI N T W335
&%, setsebool -P haproxy_connect_any=1 #3217 L T. HAProxy % —E A D& ER
HDTCPR—NIINA Y RTEXDILEHRTIVENHY T,

BIB3APIB LT 7 T —> 3 Ingress O— KNZ Y —DREHI
pidfile  /var/run/haproxy.pid

global
log 127.0.0.1 local2

o1
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maxconn 4000

daemon
defaults
mode http
log global
option dontlognull
option http-server-close
option redispatch
retries 3
timeout http-request 10s
timeout queue im
timeout connect 10s
timeout client im
timeout server im
timeout http-keep-alive 10s
timeout check 10s
maxconn 3000
listen api-server-6443 ﬂ
bind *:6443
mode tcp

option httpchk GET /readyz HTTP/1.0

option log-health-checks

balance roundrobin

server bootstrap bootstrap.ocp4.example.com:6443 verify none check check-ssl inter 10s fall 2

rise 3 backup 9

server master0 master0.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3

server master1 masteri.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3

server master2 master2.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3
listen machine-config-server-22623 e

bind *:22623

mode tcp

server bootstrap bootstrap.ocp4.example.com:22623 check inter 1s backup ﬂ

server master0 master0.ocp4.example.com:22623 check inter 1s

server master1 master1.ocp4.example.com:22623 check inter 1s

server master2 master2.ocp4.example.com:22623 check inter 1s

listen ingress-router-443
bind *:443
mode tcp
balance source
server worker0O worker0.ocp4.example.com:443 check inter 1s
server worker1 worker1.ocp4.example.com:443 check inter 1s

listen ingress-router-80 G
bind *:80
mode tcp
balance source
server worker0O worker0.ocp4.example.com:80 check inter 1s
server worker1 worker1.ocp4.example.com:80 check inter 1s

Q R— b 6443 | Kubernetes APl k574 v 2 &MIBL, O hO—ILTL—vIoVvasBL

i-g_o



EIFE XY MU DHIBRIN/ZRETO IBMPOWERADY SR —DA VA =)L
T—hMA KNSy T2 MY —IE, OpenShift Container Platform ¥ 5 X4 —MD 4 >~ X b —JLE]
ICEMICL, 7= MAMSYy T 7O ZADETRICENS ZHIBRTI2LENHY T,

g R— N 22623 IZV Y VBREH—N—K S T74 vV AQEBL, A O—ILFL—VYITIVES
BLEFY,

6 R—HNA443IEFHTTPS b5 71 v V%I L, Ingress A hO—5—Pod #E1T§ 27>V
HSRLULET, Ingress AV MO—F—Pod id7 74 M TCOAVE2L— NIV TEITINE
ER

6 R—K80IEHTTP h5 74 vV %MEL, Ingress Y hAO—>—Pod #E{T§ 57V %S
BLZEd, Ingress AV MO—F5—PodiZ7 74 b TOAVEL— NIV TEITINZET,
4 E
O O)aAvEa—hr/—RT3/—KISR9—%FT704 7 254,
Ingress A~ hAO—5—PodiEa>y bhO—ILTL—Y/—RKRTERIFTINFET, 3
‘ J—=ROUZ2H9—=FTO4 AV KTlE. HTTPBLTHTTPS 574 v 9%

yhO=NWT L=/ —=RIIW—TFT 1 T$2EIIT7FY 4 — 3V Ingress
A—RKRNRSUH—%2RETDIVEIHYIT,

)

HAProxy 0 — RN\ v H—& L THERYT %% 4&1E. HAProxy / — K T netstat -nltupe %317 L C.
R— b 6443, 22623, 443, £ L1080 T haproxy 7OEZZAHN) vy AV L TWB I E%ERTEHIEN
TEZEY,

3.5. USER-PROVISIONED INFRASTRUCTURE O *#£{ig

user-provisioned infrastructure IZ OpenShift Container Platform 24 ~ 2 h—JL§ 2RI, BEEELRL 3
A1VISANIVFv—%2EwT2REDDHYEY,

2Dt v 3> TlE. OpenShift Container Platform 4 Y A M—ILD#EfgE LTI SZRIY—A VT F R
SO F v —%RETDOICHELGFIROBEZGHRALE Y, ChiCE, I5X9—/—RKREDIP
XY NT—0BLVRY NT—VHEREREL., 774704+ —ILRETRELR—MEZEMIL, &
ZERDNSBLUVEBHIMA VYV IZANS IV F v —DRENEENE T,
k., VA9 —A VTS AMF U F v —I&. user-provisioned infrastructure Zfff L7/=V 5 X
H—DEH 2/ a Vv THRPEINTWIEFERBLITHELGHY T,
AR

® OpenShift Container Platform 4.x Tested Integrations R—I AL 7=,

e user-provisioned infrastructure Z ALV S A9 —DEH{H V2 a VTHBAINTWS A

VIZANZVFY—DEHEHRL .

FIR

. DHCP A2FHLTIPRY NTD—VEBREE YV SAY — /) — NICIRET 33581, DHCP H—E R
HRELET,
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a. /—RDXk#EIP 7 KL A% DHCP 4 —/N—REICEBML XY, #ET. BET I xRy b
D—DA VI =T TAADMACT7 KL R%Z, &/ —RKOBBDIP7 RLRAE—HIEF
£

b. DHCP AL TYISRI—TUVDIPT7 RLRAERET BHE8. ¥ VIEDHCP &M
LTDNSH—N—IEHEMBLET, DHCP H—N—BEENLTISRY—/— K&
A9 2KkEDNSH—NN—F7 RLRAEHLZET,

pa

DHCP H—EXR&EFRLAWGE, IPXy NT—2&EE DNS H—/N—D
7 RLURA%RHCOS A VA M—ILBIC/ — RICIEET Z2HEIHY ET,
SO X—=IUDMBAVAR=ILLTWSBIFEIZ, 7—F BB LTET &
NTEET, MNP OV a VvV EgERRY NI—0F T3 0D
FE#llZ. RHCOS M1 ~ X b—JL & OpenShift Container Platform 7— k X
My 770 ADREB O a v ESRLTLEIN,

c. DHCPH—N—RBETYITRI—/—KRDKRAMNEEEHLE T, "AMNBICEATEER
EFEIEDFMIZ. DHCPAFHALAEYSRAY—/ —KRDFRAMEGDEBE I avESEL
TLEIW,

pa

DHCPH—ERAFERHLAWGE, 75AY—/—KI&#B|Z DNSILy ¥
Ty TENLTHRANEEREBLET,

2. XY RNT—=DAVIZARNZIF¥ =DV ZRY—AVR—FY NEDBERRY NT—U#
a2 & 2MR LT, EHICET 25FMIE. user-provisioned infrastructure @
XY MTI—VBEH DLV aVEBSRBLTIEIW,

3. OpenShift Container Platform ¥ S X4 —AVR—X Y N TRIET 2 LDICHELRR—NEH
MICT2EIICT7ATIr—IVEBRELET, BHELQR— MOFHMIE. user-provisioned
infrastructure DXy FT7—VZFZH# O/ a Vv ESRLTIEIN,

BF

T 7 # )L T, KR— b 1936 I& OpenShift Container Platform ¥ 5 X% —ICT7 ¥
TATEEY, ChiE, AV bO—IULTFL—Y/—RBZDR—b DTV &
AEMBEETBEHTY,

Ingress A— RNV H—%FHALTIDR—MERRALABAVWTCEIL, Th
HRITTDE, Ingress AV MO—F—ICBEET HMETP A M) 7 R0 E DR
BRI AEINZAEELHZDTT,

4, VSR —ITHERDNS AV ISAMNS IV Fv—452RELET,
a. Kubernetes APl, 7745 —>av 74 )L RA—R, TJ—rNRAMSy Ty, OV E
O—L7L—rvvdy, BLUAVELI—RTPVDDNS ZRIBREZELE T,
b. KubernetesAPl, 7— hR NSy vy, AV bhO—NLTL—rvdy, BLUaY
Ea—bMY2 VD5 E DNSEREZRELE T,
OpenShift Container Platform DNS E#4 Dl (X, user-provisioned DNSE# Dt < 3
VESBRLTEIWN,
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5. DNSEREAMIEL X T,

a. 1 VAM=IL/—RH 5, KubernetesAPl, 74 RA—KIL—b, BLTISRY—
J—RDOLO—KRLZICHLTDNS Iy I 7y THEETLES, WEDIP7RLRADNIEL
WIAVR—ZX YV MIHGT R EE=MEBELET,

b. A YAM=IL/—=RKHIDH, O—RKRNSUH -SRI —/—RDIPT7 FLRIIH L TH
BIEDNSIVY o7y TaEFTLET, IFEDOLI—RENELWVWIVR—RY MIRBRT
MR LET,

DNS #REEFIEDEFHMIL. user-provisioned infrastructure M DNS fRDIRIAL D= - > 3
VESRLTCEIW,

6. BERAPIBLV T T r—>a>rDingress BRIDMA VIS ANV Fvr—%27OEY 3

ZVTLEY, BHICET ML, user-provisioned infrastructure DARFABEHL Dt -
vavESRBRLTIEIW,

pa

—HWOEFOEY )1 -2 a v TR, BEOREDHRLT 2RI, J5X9—/—FD
DNS &RIfER =BT 2RENHY XY,

3.6. USER-PROVISIONED INFRASTRUCTURE D DNS ##R DHREE

OpenShift Container Platform % user-provisioned infrastructure (C4 ~ X b —JL 9 % H1IC. DNS B&E
ERAETEEY,

BE
DI avDORIEFIEIE, V5AY—DA VA NMN—JBIICEEBICETINZREN
HYFEd,

AR

® user-provisioned infrastructure ICIHVERDNS L O— R ZZREL TW 3,

FIR

. 41 VAM=JL)—KH5, KubernetesAPl, 74 I KA—KIL—Fh, BLUVTIVFTRY—/—FK
DLIA—KRZICFLTDNS Iy I 7y THETFTLET, WBICEFNDIP7RLADNELW
AVER—X YV MIHIGT R EE=MEBELET,

a. Kubernetes API L O— REZICHLTILY O Ty THEEFTLET, BRINLAPIO— KNS Y
Y—DIP7RLREZSRIZIE=HWELET,

I $ dig +noall +answer @<nameserver_ip> api.<cluster_name>.<base_domain> ﬂ

<nameserver_ip> = x— LY —/N—D IP 7 KL XIZ, <cluster_name> %= 7 5 R
¥ —HIZ. <base_domain> ZR—XA R A A VRICEEMZFT,

H A B

I api.ocp4.example.com. 604800 IN A 192.168.1.5

95
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b. Kubernetes RERAPI L O— RZICH L TILy 27y THZETFTLET., HREAAPIO— RN

SVY—DIPT7RLRAZSRI DI 2HABLET T,
I $ dig +noall +answer @<nameserver_ip> api-int.<cluster_name>.<base_domain>
o

I api-int.ocp4.example.com. 604800 IN A 192.168.1.5

. *.apps.<cluster_names.<base_domain>DNS 71 )L KA— KLy 27 v TDF%EFT R b

LET, IRTCOT7FUT—23VDIAINRKA—=RNILyIT7yFiE, 77V 5—>ay
Ingress A— RNNSUH—DIP 7 RL RICERT Z2HELHY £,

I $ dig +noall +answer @<nameserver_ip> random.apps.<cluster_name>.<base_domain>
Al
I random.apps.ocp4.example.com. 604800 IN A 192.168.1.5

pa )

HABITIE, BLO— R/NS U4 —8 Kubernetes APl L UVOT7 7Y & —
arvDingress N2 74 v ZILERAINE T, EWREDS T ) A T, AP
BLUVT7FY S —avingress A— RNZ U H—%@ERICTF7OA4 L. %
NETNDODO—RKNSUHY—AVISANSIFvr—%DBLTRT—Y VT
TBHIENTEET,

random (. BIDTAIL RA— NEICBEIMA DI ENTEET, & ZIE. OpenShift
Container Platform >V —ILADIL— NE P T —TEX X7,

$ dig +noall +answer @<nameserver_ip> console-openshift-console.apps.
<cluster_name>.<base_domain>

H A B

I console-openshift-console.apps.ocp4.example.com. 604800 IN A 192.168.1.5

. J—MRARMNSYTIDNSLO—REICH LTI Y I Ty THEGFTLET, BRENAT—FR N

9T/ —RDIP7RLRESRTZEEHALET,
I $ dig +noall +answer @<nameserver_ip> bootstrap.<cluster_names>.<base_domain>
B

I bootstrap.ocp4.example.com. 604800 IN A 192.168.1.96

CZOAEEFEALT, v hO—LTL—rELUaOYEa— N/ —RODNSLIOI—KR%E

KR LTIy I Ty THEFTLET, BREIPE/ —RDIP7RLRAICHBLTWSR I &%
BRALET,
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22 AVAM=IL/—RKHE, O—RKRNSUH =959 —/—RKDIPT7 KL RICHL THE| =
DNSIWy o7y THEFTLET, BBICEFNELI—REAPELVWIVYR—XY MY
%) t%ﬁ&;b L/i-a—o
a. APIO—RNSYH—DIP7RLRAICH L THEIZSEBAETLET, InEIC.

Kubernetes APl & & 7' Kubernetes REBAPI DL d— RENEFNTWB I EAERLFE
ERS

I $ dig +noall +answer @<nameserver_ip> -x 192.168.1.5

H A B

5.1.168.192.in-addr.arpa. 604800 IN PTR api-int.ocp4.example.com. )
5.1.168.192.in-addr.arpa. 604800 IN PTR api.ocp4.example.com. @)

ﬂ Kubernetes RERAPI DL I— REAEIEEL X T,

9 Kubernetes API DL O— REZAIEELZF T,

pa

PTR L O— KRi&, OpenShift Container Platform 7 7Y s —> 3> D71 )L
RA—RICEBEHY FEA, 7TV T5— 3V Ingress A— RN U4 —
DIP7 KL RICKHY 5#5] & DNS FERDRGEFIRIELELHY A

b. 7= MAMNSYT/—RDIP7RLRICH L THBIESBARTLET, HRILT—HFR
NSw T /—RKRODNS LI—REESBLTWSIEEHELET,

I $ dig +noall +answer @<nameserver_ip> -x 192.168.1.96

H A B

I 96.1.168.192.in-addr.arpa. 604800 IN PTR bootstrap.ocp4.example.com.

c. ZOFFEAMFEHALT, avhO—ITL—rbLUaVYEa—r N/ —RDIP 7 RLRICH
LTHBIEIN YTy TEEGFTLET, BRHIAE/—RKDDNS LI—REZICH/IELTWS
Lt%ﬁ&;b L/i-a—o

37.05R89—/—KSSH 7V EXABADHERT DHERK

OpenShift Container Platform &4 Y Z h—JL§ BT, SSHNRATY w0 Fx—%A4 V2 =)L TOTS
LICIBETETE Y, ¥—I&. Ignition & E 7 7 1 JL %1t L T Red Hat Enterprise Linux CoreOS
(RHCOS) / — RIZEIN, /—RADSSH 7 atz%mwﬁ?ét&mﬁﬁﬁ*nit ZDF—IE&

/ — R® core 21— —® ~/.ssh/authorized_keys ') X MBI N, /X277 — KRR LDOEREHIATEEIC
BmYET,

BN/ —RNITEINhD, BRT7ZFEAL T, core 21— —& LTRHCOS / — RICSSH#ERTE X

¥, SSHRHAT/—RNIIT7IERTBICE, MEROTAT VT4 T4—%20—A)L21—H—D SSH
TEETIVEI’HYIT,
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4 YAN=IWDTNY TEIFEERIBERITTZDICIZRAI—/ —RITRHLTSSH2#E1T9 2
BlE. 1V M=)LTOERDOMICSSH ARBAEIEET 2HEHNHY £7, Jopenshift-install
gather AR Y RTIE, SSH RBEEN IS RY—/ —RNILBEINTWEIHREEHYET,

8%
BEERELVTNY VPR ELARBREIRETIE. COFIEZEALAVTIREIL,

R

AWS F—RT7 BED TSy NI A—LICEBEDAETHRE LLF—TEAaL<, O—AHl
F—AFHTINELHYEET,

FIR

L. V5R9—)—RADRIIFERATZ2O0—HILTY VICEFED SSH F—RT7ALWESIK,. 2
NEERLET, LEAE Lnx IRV —FT 4 VIV AT LEERTZIVEL—9—TU
Toav Y REERFTLET,

I $ ssh-keygen -t ed25519 -N " -f <paths/<file_name> @)

@ #LussHF— @/\xfw 1 V& (~l.sshiid_ed25519 72 &) A3EE L% ¥, BED
F—RT7HEHDIBEIR. NEEN ~sshFA LI N —IChDBIEERRBLET,

pa

FIPS THREEEH» 7213 #ETHDEY 2 —JU (Modules in Process) BS54 75

|) —% {9 % OpenShift Container Platform 7 5 2 4 — %

x86_64. ppcédle, B LU0 7—F T IV F v —ICAVAM—ILTBFED
Bld. ed25519 7L T ) ALZFATEF—IZFRLAVWT IV, Kb

YiZ, rsa7 )Y A LFfld ecdsa 7V TY XL &FERTB2F—%FEKRLZE

ER

2. SSH ARBRERRLET,

I $ cat <path>/<file_name>.pub
feEzIE, RO Y R%EEITL T ~/.sshlid_ed25519.pub NEEER <L T,
I $ cat ~/.ssh/id_ed25519.pub

3. O—A)A—H—DSSHI—TY ¥ MISSHMERID NEMINTULWAWEEIZ., ThEB
mLET, F—DSSHI—YzV MNEEIE, VF7AY—/—RAD/IRKAT—RQRLOSSHER
ZE. F 7| ./openshift-install gather Y > KA FEHR T 3HBSIEMVEICRY ZET,

R

—EDT4 AMN)E21—2 32 TlE, ~/sshiid_rsa & £ U ~/.ssh/id_dsa 72 &
DT I7AIVNDSSHMBROTAT VT4 T4 —IZEFHNICBEEINET,
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a. ssh-agent 7020 O0— AN 21— —ICH L TEITINTWRWGERIFE. Ny I T30
YRRV ELTHIBLETD,

I $ eval "$(ssh-agent -s)"

H A B

I Agent pid 31874

pz o-1o)
PSR —HDFIPS E— RICHBBEIE. FIPSEROT7ILT) LDHA(F

FALTSSH*X—%&4%mLET, #lE RSA F/ILECDSADWTNHITH S
WBEIrHYET,

Eas

4. SSH 754 R— k% —% ssh-agent I[ZEEML £,
I $ ssh-add <path>/<file_name> ﬂ
'@ ~/.ssh/id_ed25519 2 & D, SSH 7SAR— hF—DNRRBLVT 7ML EEEEL X

ER

H A B

I Identity added: /home/<yous>/<path>/<file_name> (<computer_name>)

RORFy S
® OpenShift Container Platform 4 Y A b —JL§ BHRIC, SSH/RTY w o F—% A VA K—=)b
TOTSAICEELEY,
38. A VARN—IEERET 71 ILDFENMERK
PSR —%AVAN=ITBICIFE. AVAMN—IBET7MINAEFHTERTINLEIDHY XT,

AR

o AVAN—ILTOVSLTHERTSLHDSSH ARENAO—HILYY Y EICEFEIET S, ZDE
. TNy TPEEEIHDEOIC, V5AY—/)—RADSSHRFICFEATEET,

® OpenShift Container Platform 41 Y X h—ILTOT S LEVZRY—DTILI—I Ly N%EE
B"LTWS,

FIE
. MEBERA VAN =ILTEY NERBETZLEODAVAN—ITa LI MN)—%EHRLET,

I $ mkdir <installation_directory>
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BF

ZDTALYI M) —@ERBTERLTLEIWN, T—MRA KNSy 7 X509 iFEAE
BRED—EDA VA M—ILT Y ML, BWHARDPEWN D, 1 VA M—ILT 4
LI M) —%BAALARVWTLCEIW, IO ZRY—1 VR M—=ILO@ERID
77AINVEBIRTEZRENHZBEE. ThHET4 LY MN)—ICOIE—TF 3
ZENTEET, L. AVAMN—=LULTEY NDT7AILEIE) ) —ZABTE
BINDZHAREELGHYET, 1 VAM=ILT7 7L ELRION=T 30D
OpenShift Container Platform 5 A E—9 3B &I3FR L T I L,

2. fREINTWB Y2 TILD install-config.yaml 7 7 (1 LTV TL— b EHRAITA XL, 77
1 )L % <installation_directory> I[CR7FE L £ 7,

v = )
ZDERET 71 I DEHEI % install-config.yaml & 3 2 HELAHY T,

3. ZL DYV ZRYI—DA VA M—JLIFERATE S LT, install-config.yaml 7 7 1 L& /N &
T7yvTLES,
BE

A2 M= TOEZDRDRXT v 7T install-config.yaml 7 7 1 JL & FH T
27D, STCIDT7ANENY YTy TLTLREIW,

38LAVAN—JIEBRENSXA—4H—

OpenShift Container Platform ¥ 5 24 —% 7 704 § 281I1l. RIEOFMASL DR T E2HRAITA XX
7z install-config.yaml 1 Y A N —J)LERET7 71 ILEIBEL X T,

pa 3

4 VA M=ILEIE. TN 5D/NF A —4—% install-config.yaml 7 7 1 L TEET 5 Z
EIFTEEEA

3811 MRRE/NFTA—F —

WMEDA VA M—ILEE/NTA—F —F, UTFORTHAINLTWIET,

RIOMANTA—H—

apiVersion install-config.yaml 2> & FF
VYD APIN—=Y 3y, BT
DNR—=3FvITY, 1
VARN=LTOTSLIE &
WAPIN=Y a3 v EHR—k
LTWaIGELHY XY,
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baseDomain 770 RTIANA F—DR— example.com L EDTLEM N X AV FlEH T
ARXALA Yy R=ZARXAY RXAVE,
(. OpenShift Container
Platform 2 S 24—V iR—
RYMADIL—NEERT S
DIFERINhET, V75 R
¥ —D5EL7% DNS &

I¥. <metadata.name>.
<baseDomain> %= % §
¥ % baseDomain &
metadata.name /X5 X —
Y —DEEHEAEDERLED
<9,

metadata Kubernetes ') ¥V —2X +TTTHk
ObjectMeta, Z ZH 5 (&
name /X5 X —4 —DHHH
BEXNhFEY,

metadata.name VSR —DEHEL, VTR dev R EDINILF, N7V (=), BLUPEYFR
#—DMDNS LI—RIEZIRT ()»EFTHhBXFT,
{{-.metadata.name}}.
{{.baseDomain}} DH# 7 K
AT,

platform A VRAN—IVERTTIHRE AV 70 S
DFZy N7 F—LDERE:
alibabacloud. aws. bare
metal. azure. gcp. ibmc
loud. nutanix. openstac
k. ovirt. vsphere. F7l&
{}. platform.<platforms /X
S XA—4—ICEAT %EMER
d. LFOXRTRED TS v
F7A—LZSRBLTCES
(AN
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pullSecret Red Hat OpenShift Cluster
Manager B Ty —o Ly {
b ZEWfE L T. Quay.io & & "auths":{
D —E XD B OpenShift "cloud.openshift.com":{
Container Platform 3 v 7R— "auth":"b3BIb=",
FYMNDAVTF—A A=Y "email":"you@example.com”
HEHIVO—RTBHIEER 1,
EELEY, "quay.io"{

"auth™:"b3Blb=",
"email":"you@example.com"

3812 XY N7 —IUEBENTA—4—

BEDODRY NTI—VAVISANSVFv—DEHICEDVWT, 1 VAN —IBEEHRAYITAXTE
F9, IcEZlE VSRI—XYy NT—IDIPT7RLRTOY I EIRTEHN. T4 MNEIFER
3IP7RLRTOY )V AEETEZT,

® Red Hat OpenShift Networking OVN-Kubernetes & N7 —2 7571 V& ERT 3154,
IPv4 & IPVv6 DEADT7 KLATZ7 73 —HHYR—bINZET,

° Red Hat OpenShift Networking OpenShift SDN &y KT —2 7574 V= FHAT 2155, IPv4
TRLRAZ7I)—DHIIFYR—IINZET,

MADIP7ZRLR77I)—%EETELIICIVTRAY—ARET B55I1E. ROBEHEAE#HRL TL
2TV

o YE55DIP77IN—%H, TIANMN— NIZAICALRY NT—9A4 V9 —T A4 R %&(&E
By 2unELHY £,

e WMADIPIZ77I)—ICTF 74 MNTF— MDA HPRETT,

o IRTDRYMNIT—VRENTA—=F—IITHLT, IPvdT7RKLREIPv6 7 KL RA%[EUIERF
TEETZIHREIHY FT, LEZIX. LTOERETIE, IPvA 7 RLRIEIPv6 7 KL ZADE]
ICEEEHINZET,

networking:

clusterNetwork:

- cidr: 10.128.0.0/14
hostPrefix: 23

- cidr: fd00:10:128::/56
hostPrefix: 64

serviceNetwork:

- 172.30.0.0/16

- fd00:172:16::/112
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pa
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Globalnet I&. Red Hat OpenShift Data Foundation 7 4 %24 —1) A/ —Y 1) 2 —
YavTRYR—IMINWhTWEEHA, BHWGT A RS —) AN) =D F ) FT
. B8V RAY—HNDISAY—EH—ERRY NT—=JICEBELABVWGEED 51

NR—FIPP7RLRZFEATELIICLTLLEIW,

RKINORY MT—INRFA—H—

networking

networking.network
Type

networking.clusterN
etwork

networking.clusterN
etwork.cidr

DSRI—DFY T —U DEERTE,

14 > X h—JLF % Red Hat OpenShift
Networking v KO —40 574 >,

Pod@DIP7 RLRTOY 7Y,

77 #JU MEIX10.128.0.0/14 T, K
A N DEFEFFIL /23 TY,

EBHOIPT7RLRATOY I 2EET S
BEE. JOvIrEBELAEVEDIC
LTLEEEWL,

networking.clusterNetwork % {#
$RIGHRICMHATT, P7RKLRT
avy 7,

IPv4 2y k7 —2

pa

42 M=ILEIC
networking # 7v =
I NTHEELRENRS
A=Y —%ZEETBZ
EIRTEFEEA,

OpenShiftSDN # 7 (%
OVNKubernetes o\ g'1

» OpenShiftSDN (&, £ Linux
XY NT—=UHDCNI 554 T
9. OVNKubernetes (£. Linux & v
N7—2 &, Linux —/n\—¢&
Windows H—/X\—DM A %= &L Linux
FYRNT—=0BLUONIT Yy KRy
N7—JHDCNI 7S 514YTY, T
7 # )L k fElZ OVNkubernetes T
ES

F79x9 DRI, UTFICHZERL
Y.

networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23

CIDR (Classless Inter-Domain Routing)
RELDIP7RLRTOY Y, IPv4 T
Oy 7 OFEFHFRIE0 NS 32 DREIC
Y FT,
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networking.clusterN
etwork.hostPrefix

networking.serviceN
etwork

networking.machine
Network

networking.machine
Network.cidr

TNTHhOER ./ — NICEIY HTSH
Txy MEEER, L&A

&, hostPrefix 7*23 ICREIN 25
&, &/ — NIZIEEED cidr 15 /23
Txy MEIYHTONE

9, hostPrefix fEm 23 {&. 510
(27(32-23)-2)Pod IP 7 KL 2 %18
HLET,

H—EROIP7RLRTOYY, T
7 #JL MEIE172.30.0.0/16 TT,

OpenShift SDN & & U OVN-
Kubernetes %v N7 —0 S 54>
lF. Y—EXRRXYy NT—VDE—IPT
KL27OvsossaHR—bMLE
E

RYVOIP7RLZRTAY Y,

EBHOIPT7RLRATOY I 2EET S
AR, JOvorEELRVEDIC
LTLEEEWL,

BHEOIPH—XIBIHAEIRET 515
4. machineNetwork.cidr O f&ix 7
A4 =%y T —2 D CIDR TH
DENHYET,

networking.machineNetwork % {&
A9 3558ICWEATT, P7RKLRT
By 7, libvit MADITRTDTZ v
N7 —LTE, 7774 MER
10.0.0.0/16 TY . libvirt DIBE. T
7 # ) MEIZ 192.168.126.0/24 T
ERS

Y7 %y NEEEE,

T7#4INMEIKX23TY,

CDREXDIPF7ZRLRTOY U &H
DEeHl, LATFICHlAERLZET,

networking:
serviceNetwork:
-172.30.0.0/16

F79x0 bDERS, UTFICHZERL
Y.

networking:
machineNetwork:
- cidr: 10.0.0.0/16

CIDRFRZEDIP Xy b= 70Ov
7

f1: 10.0.0.0/16

R

BRI N2 NICHEDL

NTW3 CIDR IZ—3

5

networking.machin

eNetwork #:&E L &
~ ER

3.813. AT avDEE/INTA—4H —
T3 vDAVARN—ILEBRENRNTA—Y—IF, ULTORTHBAINTWET,

RKINATavONRSA—4H—
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additionalTrustBund
le

capabilities

capabilities.baseline
CapabilitySet

capabilities.addition
alEnabledCapabilitie
s

compute

compute.architectur
e

J — ROEFEEAHIBAE R b 7128
INBPEMTCIvIO—RKINhE
X509 SEEAZE /N Y RIL, TDEFE/NY
RILIZ, 7OF S —DREINBEEIC
HERATEEY,

I arvpaAF7 ISR —ViKR—
XYPRDAVRA M= EFIELET,
A7 arvoaviR—xv M EEMIC
9% Z & T, OpenShift Container
Platform 7 S X4 —D7 v K1) > b
ZHIRCTE F9, FlE. 1A b—
WD T2 —ER—Y] 25818
LTLEXIW,

BT BT a vty
NEBIRLE T, BAER

None. v4.11. v4.12, vCurrent T
¥, 77 #J) MEIZvCurrent TY,

AT avoegEoty b

%. baselineCapabilitySet Ti5E
LB DOEBATHRLET, DN
TA—YH —THEBOBELZIEETEE
£

AvEa—hMN/—RERETBIVYV
=1

o)EXA-Eo

T—ILHDI Y YOSty hT7—F
TOFr—ZRELEFT, RIFRTE
BOZ2Y—FHR—bIhTunian
e, IRTOT—=ILHELT7—FF
VFv—EEETIVENHY FT,
B2 fElL ppcbdle (7 4L M) T
£

X FFEESY

X FFIEESY

MachinePool # 7 = 7 N D&E5l,

XF5
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compute.hyperthrea

ding

compute.name

compute.platform

compute.replicas

featureSet

controlPlane

106

AVEa1a— MYV TRBYILFR

L v K # 7 (& hyperthreading =&
/BT BNE DD, T7AIb
Tk, ARETILFRALY RiEFxo v
AT7DINT =X VR % EIFB7HIC
BMbEIhEd,

BF

FEEEYIFRALY K&
B|MCT ZHEIE. B
EtEICBVWVTIY Y
IRT =TV ADKIE
RMETHEERICANDS
NTWBZ EaHEEEL
EJrC AN

compute ZFHT 2B EICWHHEAT
¥, YV T—ILOEEL

compute ZFH T 2B EICWHET
T, TONRFA—F—%FALT,
T—HN—XIVERAMNTBIIVR
TONA Y —%=/ELET, D5
A —4—DfElFE
controlPlane.platform /X5 X —
H—DEIC—BT 2HRENHY XY,

oY az=vy9sravEa—bv
DU(T=H—IIVELTERALN
%) D,

ety NDUVSRY—5BMLZE
9, Haety NI, 774N TEM
2T MR OpenShift Container
Platform #gEDaL 223>V T¥, 1
VAR—ILRICHEREEY FEBMICT
AEDOFMIE. THEES — MOER
IC& B REHEDEME] 25RBLT
23X,

AV hO—IVTL—VEBRET DY
v DERTE.

Enabled = 7= 1% Disabled

worker

alibabacloud. aws. azure,
gcp. ibmcloud. nutanix. openst
ack. ovirt. vsphere. Z7 i3 {}

2L FOEDEM, 77 4L MEE3
<9,

x=*%, TechPreviewNoUpgrade
BE, BMICYT BHEEE Y hDAT]

MachinePool # 7 = 7 N D&E5l,



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

controlPlane.archite
cture

controlPlane.hypert
hreading

controlPlane.name

controlPlane.platfor
m

controlPlane.replica
s

T=IROTY DSty NT—F
TOFv—5ERELET., REERTE
BISRY—FHR—bINnTULARWL
7=, IRTOT—=IHARERLT7—FF
VFv—%IBETDILENHYFT,
B2 fElL ppcbdle (7 4L M) T
ER

JvbO=—LTL—r<Y U TREEY
I F XL v K F/d hyperthreading
RN/ EMCTEINEDID, T4
ATk, BARETILFRLY Ry
VDATDINT = VA% EIFB1k
HICBEMEINE T,

BF

FEEYIFRALY K&
\BMCT ZHEIE. B
EtEICBVWVTIY Y
IRT #—T YV ADKIG
RMETHEERICANDS
NTWBZEaHEEL
EJr N

controlPlane =¥ 2355 ICWAE
T¥, ¥V T—ILD&HI,

controlPlane Z A9 2% & ICWE
TY, TDONFA—F—%FAHL T,
avkO—LFL—UIVEKRZB
T2505HRKTONA 5 —%EELE
T, TDNRFT A= —DIEI

compute.platform /XS X —4%—®
BIC—HTI2RE DY ET,

yoevaz-yvy$szaryhko—iL7
L=< YD,

Enabled = 7= 1% Disabled

master

alibabacloud. aws. azure,
gcp. ibmcloud. nutanix. openst
ack. ovirt. vsphere. Z7 I3 {}

HR— N ESNBEEZOHTT (Th
EF7 4 METT),
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credentialsMode

108

Cloud Credential Operator (CCO) Mint. Passthrough. Manual. %
E—F, E—RFRZEELRWVWE, CCO  LIFZEDOXFF ",

IFIEE S N7 FREEIBERDHERE 2 ENAYIC

HRILELS> ELFET, ZDBmAE. BEH

DE—RPYR—FINBZTZv b

74 —ALTMintE— RHBEINZE

3—0
ya 53!
TRTOI S RO
NAT—TFRTD
CCO E— R HKR—
RENTWBDIFTIE
HYFHA, CCO
T— ROFH
(&, Cluster
Operators Y7 7L~
A ® Cloud
Credential Operator
HESRLTLCEIY,

pa

AWS 7HD Y MNT
H—EZXar hO—J
R > — (SCP) h"E%
IR TWBIBE

(. credentialsMod
eNnNSA—4H—%
Mint. Passthrough
F7=1& Manual IC3%E
TEIMELNHYET,



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

fips FIPSE— FZBMFLIFEMICL X false 7z id true
¥, 77 4J) bt false () T9,
FIPS E— RABMICI N TLWBHEA,
OpenShift Container Platform AY3£4T
I N % Red Hat Enterprise Linux
CoreOS (RHCOS) ¥ ¥ Y AF 7 # )L b
@ Kubernetes BES A 4 — k& /XA /X
AL, KHYICRHCOS TIRIHEINS
ESEYa—IIAEFERLET,

BF

725 RXH—TFIPS
E-RZBMCTBIC
&, FIPS E— RTH
ETBLIICEREIN
7= Red Hat Enterprise
Linux (RHEL) 3~
Eai—4%—»Nm"642V2R
=705 L%R
TI2HEDNDHY F
9, RHEL T® FIPS
T— ROREDFH
I, FIPSE—RKT®
SRATLDA VA M—
I EBRLTCES
W, FIPS #REEH
#/Modules In Process
BS>477)—0fF
H

I¥. x86_64. ppc64l
e. 5L Us390x 77—
F7TI7Fv—L£D
OpenShift Container
Platform =704 X ¥
NTCOHGFR—FZh
£7,

R

Azure File A L —Y
AL TWBIEA.
FIPS E— R&EHRIIC
IHIEFTETEE

Ao

imageContentSourc release-image AV TV Y DY —2$ 799 bOEI, ZOROLUTD

es SOYRY MY —, TCHBIhTWS LD I, source
BLUVF T a v Tmirrors e Eh
9,
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imageContentSourc imageContentSources % {9 % XF5
es.source BAILWATYT, 1—Y—1S5RT 2
DRI M) —Z%HBELEY B 1 X—
O T IR,
imageContentSourc BLAA—IHNEZFNDAREEDH D XFH DB,
es.mirrors JRS M) —&1DLLEEELET,
publish Kubernetes API. OpenShift JL— k73 Internal %7z /% External, 77 + )L
EDYZRAY—DA—F—IIRRIN N &% External T9,
2TVRRAYNERT Yok
I RRAT 3 H%, ZD/INF X —%—7% Internal ICERET
32&F. V79 RBADTS Y b
7 A—LTIRYR—FINFEEA,
B
71— KDED
Internal ICEREXINT
W2BBE. V7R —
IIBRE L MK Y F
ERE
I, BZ#1953035 =&
BLTLEIY,
sshKey PVSRAY—RIUANDT I ER%ERE =& z1E. sshKey: ssh-ed25519

T B7HDSSH F—,

pa

AVRAM=ILDFT Iy
JEIIESEREE
T 2HEDH DER
& ® OpenShift
Container Platform 2
Z X4 —TIl&. ssh-
agent 70Ot X AEHA
9% SSH F—%18%E
LExd,

AAAA.. TY,

3.8.2.1BM Power Mt~ 7 )L install-config.yaml 7 7 1 JL

install-config.yaml 7 7 1 )L 1 X4 ¥4 X L T. OpenShift Container Platform 7 2 24 —D 735 v
N7 —LICEATRFMEIEET 20 BER/NSA—I—DEEZEETEZIENTEIET,

apiVersion: vi
baseDomain: example.com ﬂ
compute:

- hyperthreading: Enabled e
name: worker
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https://bugzilla.redhat.com/show_bug.cgi?id=1953035

FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

replicas: 0 ﬂ

architecture : ppc64le
controlPlane: 6

hyperthreading: Enabled G
name: master

replicas: 3 ﬂ

architecture: ppc64le
metadata:

name: test @)

networking:
clusterNetwork:

- cidr: 10.128.0.0/14 €)
hostPrefix: 23 {f)
networkType: OVNKubernetes m

serviceNetwork:
-172.30.0.0/16
platform:

none: {} @
fips: false
pullSecret: {"auths":{"<local_registry>": {"auth": "<credentials>","email": "you@example.com"}}}' @
sshKey: 'ssh-ed25519 AAAA...' (B
additionalTrustBundle: |

imageContentSources: @

- mirrors:
- <local_registry>/<local_repository_name>/release
source: quay.io/openshift-release-dev/ocp-release

- mirrors:
- <local_registry>/<local_repository_name>/release
source: quay.io/openshift-release-dev/ocp-v4.0-art-dev

Q DSAG—DR—ARXA Y, TRTODNS LA—RIZZDR—ZADY T RAA YV THEZHEA
HY., V2RI —EZHREENBZRELIHY T,

ontrolPlane €7 3 VI3E—<T vy EV I TTH, compute /v avidvvyEyTDo -4
2RV FET, BROERDLZT— I BEDEHZHITICIE. compute £7 Y 3~ DRIDITIE
INA T - THa®, controlPlane £7 2 3 YV DH&AIDITIENA 7V THRHDZB I ENTEFHA, 1
20V A=V T L=V T—ILOIHIMERINET,

OO L F AL Y R (SMT) FLENAS—AL vy T4 Y TaBM/BMICT 2HEI N EHEELE
To TZ7AIWBMTIE, SMTIRIYYDATDNR T =V R % EIFBHOICEMICINE T,
Z X —4% —fE% Disabled ICFRET 2 EINEZEMCTEHIENTEZEXY, SMT ZEMICT %15
B, INEITRTDISRI—II VY TEMNCTZVRENHYEY, ChiiFI>r hO—ILTL—
veEQVEBa— MY VOmADRETFNET,

p=-13]
BARFTILFAL Y K (SMT) &7 7 )L N TEMIZAR>TWE YT, SMT H¥BIOS 5%

ETHMICR > TLWAWSEIX, hyperthreading /X5 X —4 — (3R I HY T
Ao
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(o

12

BF

BIOS # 7% install-config.yaml 7 7 1 JL T#% % MMZE %% < hyperthreading %=
BT 256, REMEIKBVWTII YYD T+ =TV RADOKBRETHERIC
AL TWE I EERRALET,

OpenShift Container Platform % user-provisioned infrastructure IC4 Y A b=V BH&EIE. &
DE% 0ILRETDIVELNDHY £, installer-provisioned installation Tlk, /XS X —=4—FV S
2 —MER L, BETZ2OAE2a— MO EFIEL £, user-provisioned installation T
&, V529 —DAVAM=—I)LORTHICAVELI—- NIV VEFHTT TOMTI2HENHY X
ERS

' a1

3/—RIVSRI—%AVAM—=ILT B5HEIF. RedHat Enterprise Linux CoreOS
(RHCOS) Y vV AA VA M—=ITREICAVE2a— IV ETFT IO LABWVWT
IV,

OS2 —ICEBNT 2O O—ILT L= VD, 75RA9—5TNODEEISRAYI—D
etcd TV RIRA YV MNEELTHERAT SO, EIZTF 700492 O0—ILTL—UTT VO
IC—BTD2NELHYET,

DNSLO—NRICEBELELEYV T RY—4,

PodIP7 RLADEIY Y TICFEATZIP7ZRLRAO7AOY Y, 2O70OY VIIEEOWERY b
D— ) EBEETEFEA, INLGDIPT7RLRAIEPod Ry NT—2ICFERAINET, A8y b
T—IDSPodIlT IV ERTBZMENHZHE. O— KNS —BLPIL—9—%, bF
T4V I EBEBTLZLIICKETINELNHY T,

pa )

7S5 XE®CIDR#EIZ., FROFAHDLDICFHINTWET, Y5 R ECIDR
HEEHAEFERETDICIE. Xy NI —VREN YV SXAECIDREENDIP 7 KLA %%
FTANBELDICTBEIRELIHY XY,

TNENOER / — NICEYH TR T xy MEEFHR, /=& Z1E. hostPrefix A° 23 I(CREI N
TW3HE, &/ —NIEBED cidr 5 23 TRy MABIYHTOHhET, ThiZky., 510

(27(32-23)-2)Pod IP 7 RL ZADHFRIINF T, ARy hT—IDSD/ —RANDT7 IR %
RETIVRENHZIHEICIE. O—RKNSUH—BLPIL—9—%, NS T4 v I5BEBTELD
ICERELZE T,

AVAN=IWTTBIZRI—FY ND—=0TS5J4 Y, 7 R—bINTLS{EIX OVNKubernetes
& OpenShiftSDN T, 77 #JL b D&l OVNKubernetes T9,

Y—EXIP7RLRICEATZIPTRLRAT =, 1DDIP7RLRAT—ILDHEANTEE
Y. 2070y 7IEBEOMERY hT—J EERBTEIEA. ARy NT—IDLH—ERIC
TIOERTBUENH BB, O— KNS UF—BLVIN—F9—%, FIT714 vV %EBEITEHLD
ICEREL XY,

TSy NT7x—L% none ICRETEINENHYET, BMPower 41 V7S5 R NSV F+—HAIC
BMDTSY N7+ —LREZEHAIEETCETEHA,



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

BF

TS5y NT7x—L%54 T none T1VRAM=ILENY S5 RH—IE. Machine API
EEALAIVELI—FT1 VIV VDOEERRYE, —HOMEAFHRATIIHA,
COHEIBRIE. VSR —ICERINTWBRHET Y VD, BEIE I OMAEES HR—
NTBTSYRNITA—LICA VAN =ILINTWBIBETHERINET, DN
FA=—H—F, A VAMN—IIVRICERETEHIEIETEIEEA,

@ FIPS E— RZBMIABEMCTE2NEID, T74IMTHEL FIPS E—RIFBEMICINEE
Ao FIPS E— RHBEMICINTLWSIFE. OpenShift Container Platform A*32{T ¥ 11 % Red Hat
Enterprise Linux CoreOS (RHCOS) ¥ < VA7 7 # JU k D Kubernetes BES X 4 — M & /XA /X R
L. fHYICRHCOS CRREINZBEESEY 2 —ILE2FEALET,

BF

VR —TFIPSE—REZBMITZICIE. FIPSE—RTEMFT DL DICERES
N7z Red Hat Enterprise Linux (RHEL) A Y Ea—4—H64 YA =)L TOT S A
HR{ITTI2HENHY £9., RHEL TD FIPS E— NOFREDFEMIE. FIPS E— K
TDYVATLDA VA=) ZSR L TLEIV, FIPS KREEFHA/Modules In
Process BS54 75 ) —DfEMAIX. x86_64. ppcédle. &LV s390x 7—F T ¥
F + —_E® OpenShift Container Platform & 704 X~ N TOH Y R—hI N &
ERS

@ <local_registry> [CDWTid, LYRANY—RXAVEE, I5—LYRAN)=DAVTUY%R
I 27DIERTER—baA T3V TIRELET, fl registry.example.com % 7= (%
registry.example.com:5000<credentials> . S5 —L YA N —Dbase64 TTVI—RKIh
1—4H4—ZBLUVNNRT—REEELZXT,

@ Red Hat Enterprise Linux CoreOS (RHCOS) M core 1 —'—®M SSH A FHE,

X am

& AVAN=IVDTNY TELISEERIBEZRITI2LEOH 2RBEEHAD
OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X AEAT %
SSH*—%Z#HEELZXY,

o’

@ 7 VYRMNIKERLAEREY 7 LORBEIRELET.
@ VDRI M) —DIZ—) U JIERYTSI7 Y NOHID imageContentSources 7> 3 v %
EBELEY,

383. 1M VA N—IEDISRIY—2FEOTOFY —DERE
ERERETIE. AV —XY hMAOEET7IVERAEZEERL. KDYICHTTP £/IEHTTPS 7O+

V—%FRETRZIENTEEY, TOFT—FRE% install-config.yaml 7 7 1 JLTITO T &ICEL Y., 3
#2M OpenShift Container Platform 7 S 24 —% 7OF L —%FHAT LD ICRETE T,

(1} =355
o BIZ O install-config.yaml 7 7 1 L A% 5,

o VSRY—NTIVERTIVEDH DY MeHREAT, Thoowdhrr7Ooxs—%
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NANRRGTEZRERHINEIDNEHFILTWS, T7AI KT, $XRTDY T XY — Egress
NST74 9D (VSR —%KRANTZI5TRNICETZI59 RTONM5—APIHICRT S
MOHLEZED) E7OF>—3InET, 7O0FP—2RBBILHLCTNNANRRTZEHIC, Y1
N% Proxy # 72 =2 h® spec.noProxy 7 4« —JL KIZTEIML TW3,

R

Proxy & 7'~ = 7 b ® status.noProxy 7 4 —JL RIZIE, 4 ¥ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. & &
U networking.serviceNetwork[] 7 1 —JL RDENBZREINZE T,

Amazon Web Services (AWS). Google Cloud. Microsoft Azure. & & U' Red
Hat OpenStack Platform (RHOSP)AND A ¥~ X h—JLDIFE, Proxy &+ 7> x4
kO status.noProxy 7 4 —JL RIZIE, 1 YV RIVAAIT—H DIV RRA Y
N (169.254.169.254) L EI N ZX T,

1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLET. UTICHERLET,

o

apiVersion: vi
baseDomain: my.domain.com
proxy:

httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com e

additionalTrustBundle: | ﬂ

----- BEGIN CERTIFICATE-----
<MY_TRUSTED_CA_CERT>

additionalTrustBundlePolicy: <policy_to_add_additionalTrustBundie> @)

PSR —HNDOHTTP AR T 27=OICERAT2 70+ — URL, URL ¥ — AT
http THZLENDHY £,

ISR —NTHTTPS #f 2 ER T 57-DICFEAT 2 7O+~ — URL,

TOF Y —DSBRATDIODBERAA V&, IPTRLR, Fidtbory hT—2
CDROAVIREEPYDY R K, YT RKXA U DHFE—BHTDLIIT. KA VODHIIC.
ERHTEY, & ZIE, y.com iE x.y.com [C—H L FF A, y.com (TIEF—HLFEA, *
EEEAL, IRTOBEDOTOFS—ENA /1R LET,

BEINTWBIHEA., 1 VAN TOTSLAIEHTTPS EHO 7OF L —ICHELR 1D
L EDEBMD CASEBRENE £ 5 user-ca-bundle &\ 5 ZRIDREY v T%
openshift-config namespace IC4 M L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F Y % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T§ %
trusted-ca-bundle s E~Y v TEZ/EHR L. TDFREN Y Fld Proxy 7 79V bD
trustedCA 7 1 —JL RTEIRI N ¥, additionalTrustBundle 7 1 —JL Ki&, 7O+
—DTATVT 4T 14 —:EBAED RHCOS /1Y RILHOLDEREER/ICL > TEHRI N
HWWRY EICRY Y,

Z 7> 3 v:trustedCA 7 1 —JL KD user-ca-bundle ;X E~ v 7% S8R $ % Proxy #+ 7
VIl MNDEBREERET DR P —, FAIXINSEE Proxyonly & & U Always T
¥, Proxyonly #ff L T. http/https 7O+ > —AEEIN TV BIHEICDH user-ca-



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

bundle &~y 7SR L £7. Always %Z{Ef L T, HIC user-ca-bundle &HE~ v 7
BRLULEYT, 774/ MEIE Proxyonly TY,

R

AR N=TOTZLIE. FOF>—0D readinessEndpoints 7 1 —JL K% H
/_.R_ I\ L/iﬁ/bo

pa )
| AVAN=5=DN9 A LTI MLIBFEIR A VXAM—F—O0 wait-for A~ >~
FEFRALTT O/ XY NEBRELTHALTIOM XY MEETLET, MU

TEHZRLET,

I $ ./openshift-install wait-for install-complete --log-level debug

2. 771 %{R7E L. OpenShift Container Platform @4 Y A h—JLEFICZChEZ SR LT,

A VRAN=TOTZLIE. FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster
EWDZRIDY SR —2E0TOFY—%2FERLET, TOFT—BEMEEINTWAWEG
A. cluster Proxy 7 7 =7 M PMRARE LTI N FE T4, Zhilld spec 'Y FH A
Pz
cluster &L\ ZHID Proxy 27 7Y 10 hDHAHYR— b Ih, BMOTAOF S —%4E
BTHIETEEEA,
3.84.3/—RKIVZRI—DEE
A72avT, 38QAVMA—LTL—UITV VDA TERINIRTAYILI SR —I, €O
VEA—- MY UETTIOATEERY, ThICEY. TAM BR BLUOCERBICERT D00
BEQYY —ZMEOFWI SR —N, V529 —EEESLUHREEICREINET,
3 / — K® OpenShift Container Platform BETld, 3203y hO—=ILT L=V VR RT T a—
IWHRERYET, D2FY, 7V 5r—>3v07—0—RPENLTERITIINDLIICRT Y 2—
IWIhFT,
IE= Jia

o FI7FO install-config.yaml 7 7 1 L 1'% %,

FIR

o LITFD compute 24 VHIZRINDLHIZ, TJVEa— ML T HDEA install-
config.yaml 7 7 1 L T OICEREIND I & =R L X T,

compute:

- name: worker
platform: {}
replicas: 0
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R

FT7O4923V 21— I VOO DN ST, OpenShift Container
Platform % user-provisioned infrastructure IC4 Y X b—J)L 9 BFEIC, OV
Ea—hk<>vDreplicas /X5 A—49—D{E% 0 ICRET DHENHYET,
installer-provisioned installation Tl&, /XA =4 —EV 524 —DEK L. B
B3 2— b VOB ZEHELES, Chik, AVEa2—- b UDRF
FTT 04 I B, user-provisioned installation ICIZEHEIN T H A

3/=RDIVSRI—DAVZAM—=IT, UTFOFIRZETLET,

e YOO)AVEa1—FN/—KRT3/—KIVFRY—%7T7O492HBE. Ingress A hO—
Z—Pod @AV bA—NTL—V/—RTEITINFT, 3/—KIFRY—FTTOM XV K
TlE. HTTPBLUHTTPS bS5 74 v o %2 hO—LTL—Y/—RICIL—FT4 V795 &
QIKT TV 5—2 3 Vingress A— RNNS U Y —%RET HZ2HENHY £, FHIE. user-
provisioned infrastructure DAFABEH O/ a Vv ESRLTIEI W,

o LITDOFIET Kubernetes V=7 T A N7 7 1 ILEERT DR
IZ. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 JL.®D
mastersSchedulable /X5 X —4% —A true ICBREINTWS I EZHELE T, ThicLY.,
7)) r—=ravou—sO0—RKPrarybO0—ILFL—Y /) —RTEITTEET,

® Red Hat Enterprise Linux CoreOS (RHCOS) ¥ ¥ Y A {El§ 2ICIFa v Ea—~N/—RK%&ETF
704 LBRWTL I,
3.9. CLUSTER NETWORK OPERATO D& %E
PSR =%y N7 —UDEREIE. Cluster Network Operator (CNO) R ED—E & L THEEX

. cluster EWIZRIDARY L)Y —R(CRYF TV I MIEEINET, CRIE
operator.openshift.io AP| 7 )L— 7'M Network API D7 1 —JL REIREL XY,

CNO & I&. Network.config.openshift.io APl 7' )L— 7@ Network API 59 S R4 —DA VA h—
WEHCATD 7 4 —IL RE#EAL, ThoDT74—ILREEETIEHA,

clusterNetwork
PodIP 7 KL ZDEY BTILEARTBIP7ZRLRT—),
serviceNetwork
H—EADIP7 RLRAT—=I,
defaultNetwork.type
OpenShift SDN %> OVN-Kubernetes @ ED Y S A9 —x v NT—0 TS T4 >,
defaultNetwork 7 7> =7 h®D7 1 —JL K% cluster EWD ZRID CNO A TV ¥V MIRET B &
L&Y, V5RI9—DISRI—Fy NI—0 TS T4 VEREERBETEET,

3.9.1. Cluster Network Operator 38 E4+ 7~ = ¥ b

Cluster Network Operator (CNO) @7 1 —JU RIZLL T DR THBAINTVWE T,

#3.12 Cluster Network Operator XA 7 ¥ b

16



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

74—J)E B B

metadata.name string CNOA 7Y/ hD&RFL, TDERIEEIC cluster T,
spec.clusterNet  array PodIP7 RLZDEIYHT, ¥ 7xy NEBHORIDI TR
work 4 —ADER/ — FADEIY ETITFERINDIP7RLZADT

Ay J%EEITZIVANTY, UTICHAZRLET,

spec:
clusterNetwork:
- cidr: 10.128.0.0/19
hostPrefix: 23
- cidr: 10.128.32.0/19
hostPrefix: 23

YZT7TAMNEERT BEIIC. 2D 7T 1 —JL K% install-
config.yaml 7 7 L TDH N RAITAXFT BT ENTERE
T CDEIF, N2 T AR TZ 7ML TIREARYERTT,

spec.serviceNet array Y—ERDOIP7RKLZ2DO7OY Y, OpenShift SDN & & U
work OVN-Kubernetes *v N7 =20 7574 V&, H—EXxvY K
D—JDE—IP7RLZRTOvIDHEYR—bLET, UTF
IR LET,
Spec:
serviceNetwork:

-172.30.0.0/14

YZT7TAMNEERT BEIIC. TD 7T 1 —JL K% install-
config.yaml 7 7 f L TDH AW RAITAXFT BT ENTEFE
T CDEIF, N2 T7TARNT7 7ML TIREARYERTT,

spec.defaultNet  object PSRAG—FY NIT—=0DRy ND—0 TS T4V EBRELE
work ERS

spec.kubeProxy object IDFTITY bDT 4 =)L RIE, kube-proxy sRE&IEE L &
Config 9., OVN-Kubernetes 7 29—y ND—0 TS5 74 v %(E

AL TW3IHE,. kube-proxy SR EISHAEE L T H A,

BF

BEORY NI—OIXA TV NaTTOAT2RELNH DV T RY—DigE

i&. install-config.yaml 7 7 1 L TEZINTWVWEERY KD =044 TD
clusterNetwork.hostPrefix /X5 X —4 —|Z, WIFRELCEEIEEL T LS

L\, clusterNetwork.hostPrefix /X5 X —4% —ICETNEFTNELZEEFZET 5 &, OVN-
Kubernetes v N7 =0 TS 74 VICHEN R, ERZ/—RKEDOATVz I MNNS
T49 05T T04 VMR —T 1 VI TERLRDARLELHY T,

defaultNetwork 7 7 7 FBE
defaultNetwork # 7Y = 7 hDEIX. UTORTEEINZE T,
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&3.13 defaultNetwork & 7 x ¥ b

74— K B B2L

type string OpenShiftSDN 7= I OVNKubernetes D\ §'h
H. Red Hat OpenShift Networking *v k7 —4o 7
STA4IFE A VA M—ILHRIGEIRINET, 20D
BlE. 7229—D4A VAN IVRIFEETEEHE

Ao
y 3!
‘
OpenShift Container Platform (&,
7 7 # )L b T OVN-Kubernetes & v
£ ND)—0 TS T4V EFERLET,
openshiftSDNConfig object DA TT Y ME. OpenShift SDN ry k7 —72

TZ2TA VIR LTOHEMTY,

ovnKubernetesConfig object DA T Y MME. OVN-Kubernetes v k77—
DTS4 VIRHLTOABEMTY,

OpenShiftSDN *v N7 —0 TS5 71 v DERE
LIFDERTIE. OpenShiftSDN vy N7 =0 FS5 T4 VDERET 4 —IV REFRBAL £,

#3.14 openshiftSDNConfig4# 7> x ¥ b
Z4—)E B B2L]

mode string OpenShiftSDN DRy N7 — IV DBEE—REZBRELET. T
7 # )L MMEIE NetworkPolicy ©T9,

Multitenant & & U* Subnet Of&ld. OpenShift Container
Platform 3.x & DEAEBM T T 2DICFIHETET E AN
TOFEAIFHEINTVWERA, COEIE. 75R59—D1 Y
AM—IBEIEETEIHA,

18



FIB XY M T—IDHRBINEERETOD IBMPOWERAD Y SAY—DA VA M—I

Z4—J)EK it B

mtu integer VXLAN ==L A Ry N7 =0 DHRKREZEEM (MTU), Th
&, T2A) =Y NT—9 429 =714 2D MTU ICED
WTHEMICKREINZF T, 88, REINLMTU 24 —/1\—
A RTE2REEFHY FHA.

HERE LZEIrFREINZETIEAVGEIE. /—FEDT
FARN) =Ry N T—=IA4 V=T A ADODMTUBRELWZ &
HHEALET, COFTSVavEFRALT / —REDTS4
I)—FXY NT—IA VI —TITAZADMTUBEZEEST B &
FTEFEHA,

VSR —TERKRDZ/—RNIZERSZ MTUEDIRERESE, 20
BEISAY—ADRNDMTUELY E 50 /NS KERET B
BEhHYET, LEXIE VSRAIY—HDO—ZD /) — KT
MTU 79001 THY., MTUD 1500 DYV S5 R49 —£ H BIHEIC
IE. ZDE% 1450 ICERET H2MENHY FT,

DSRI—A VRAMN=ILBEEIEA VA MN—=ILIEDHY AV &L
TEAZHRETEEY, Fil&. OpenShift Container Platform
Networking K3 2 X > k® "Changing the MTU for the cluster
network" ZZHR L T EI L,

vxlanPort integer FTARTDVXLAN N7y MIERY B R—bh, 7720 MER
4789 TY., TDEIF. V7RI —DA VA M —IVRIZEETX
Tt A

BDVXLAN *y N7 =0 D—ETHZEEF/ — N EHITREIE
BETETLTWEBAE., Chi2ZETILEN D DAREMN
HKHYET, =& ZIE, OpenShift SDN #+—/A—L 1 %
VMware NSX-T L TEITY 2B &I @ADSDNARE LT 7 +
I RDVXLAN R— N ESEFERT 5720, VXLAN OBIDR—
NEBIRTZ2MENHYET,

Amazon Web Services (AWS) Tld. VXLAN IZ/R— k 9000 &
R— 9999 EDRER— M & BRTEXT,

OVN-Kubernetes xv N —9 FS5 54V DERE
RODEFTIE, OVN-Kubernetes 2y ND—9 S T4 VDHBRET 4 —IVREHRBALFET,

#3.15 ovnKubernetesConfig # 7 7 b

74— K B B2L]

19
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Z4—J)EK it B

mtu integer Geneve (Generic Network Virtualization Encapsulation) # —
N—=L ARy NT—2 O MTU (maximum transmission unit), <
higd, 7343 )—Rv hNT—=04 08— 4 ADMTU ICE
DUWTEHBMICKREINI T, BF. REIN/AMTU 24—
N—=Z4 RT2REIEIHYIHA,

BEIMRH LZEFAFEINZETIEAVESIE. /—RFEDT
SAR) =Y RNT—=0A VI =T A ROMTUBELWI &
EERELET, COFTSVarvEFERALT / —REDTSA
RYV—FY NT—IA VI —TTAADMIUEEZTETSH &
lFTcEFEtHA.

VSR —TERKRD/—RNIZERSZ MTUEDSREREE, 20
E%x9 529 —HNDRNDMTUELY 100 NELKERET S
WMERAHYET, Ic&EZIE V5RI—RO—ED /— KTl
MTU 79001 THY., MTUDN 1500 DYV S5 R49 —£H BIHEIC
IE., ZDE% 1400 ICERET DMENHY FT,

genevePort integer FRTD Geneve /N7y MIERATZR—b, 7740 MER
6081 Td, CDEIRF. VFRI—DA VAN —JVIRIZEETE
FtA.

ipsecConfig object IPsec BE B ABMICT 272DICEDA TV MERELE
ER

policyAuditConf object XY RNIT—=ORY—BEEOF VI ENRITA XS DEES

ig TV MERELEY, BEINTWAWESIF. T74)

POEEOVRENMEAINIT,

gatewayConfig object A7 aviEgress NS 74w I D/—RKRTF—KD A4 ~DEF
FEENRIRARXGT DODEREAF TV MAEELZE
ERS
-

Egress b5 7 4w 7 DF{ThIL, Cluster

Network Operator (CNO) A" EEA#EHICO—

WPIRTBET, 7—7O0—KR&eHH—EX S

S74vVICEDOREENREETZIENFR
Y INhET,
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FIB XY M T—IDHRBINEERETOD IBMPOWERAD Y SAY—DA VA M—I

Z4—J)EK it B

vdinternalSubne BiEFEDxRY k77— 7 # )L MEIL 100.64.0.0/16 T3,

t DAVIZTANS
JFv—N0
100.64.0.0/16
IPv4 TRy k&
BEELTWSHE
(&. OVN-
Kubernetes IC& %
REFERDOIC
BMDIP 7 KL &
HZEETEE
¥, IP7 KL RES
A, OpenShift
Container
Platform 4 > R
N—ILTEAIN
TRy b
EEELABVED
LT HENDHY
9., IP7RKL R
gEIE., 772
& —IZEBINTE?
J— ROHmARE&
YRELTEIDE
NHYET, =&
A
I£. clusterNetw
ork.cidr {&#*
10.128.0.0/14
T. clusterNetw
ork.hostPrefix
BN /23 DIFE.
J — ROTmAEIE
27(23-14)=512 T
E

IDT74—ILK
&, 1A=L
RBRICEBETEZXH
Ao

121



OpenShift Container Platform 4.12 IBM Power ~AD A >~ X h—JL

24— F cii E7L
v6internalSubne BIEOxRY KT— F7 4 MEIZ1d98::/48 TT,
t D94V TZAND

TF v =

£d98::/48 IPv6

Txy NEEET

3i5a &, OVN-
Kubernetes IC & %
RERFERD=OHIC
BDIPT KL RE
HZEETEE
¥, IP7 KL REE
A, OpenShift
Container
Platform 1 > X
F—ILTHEAIN
DY Txy ~
EEELABVED
LT UENDHY
F9, IP7RL R
#HEIE, VTR
& —ICBINTES
J/—RomKRH#H&L
YRELTEINE
NHYET,

IDT74—ILK
&, 1A=L
RICEBETEZEH
Ao

#3.16 policyAuditConfig # 7> = ¥ b
Z4—IVEF B B

rateLimit integer J—RTEICBMERINEA Yy E—YDRRE, 772/ b
Bl 18H7Y 20Xy E—TTY,

maxFileSize integer BEEOJTDRRY A X (N NEALD, 77 40 MEK
50000000 (50MB) T9,
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Z4—IEF B B
destination string UTOBEMDEER VY =45y hOWTFINITARY T,
libc

RZA N E®D journald 7O 2D libc syslog() F%K,
udp:<host>:<port>
syslog tt—/3Y—, <host>:<port> % syslog H—/X—DKR
FBLUVR—MIEEHRAET,
unix:<file>
<files TIHEEIN/AZ Unix ALY Ty NI 74,
null
EEOJEZBMOY =7y MIEFELRVWTLEI,

syslogFacility string RFC5424 TEZEIN 2 kern R ED syslog 77 )T 14— T
7 #JU ~MEld locald T,

#3.17 gatewayConfig # 7> ¥ k
Z4—IVEF B Bl

routingViaHost boolean Pod O RAMRY NT—T X5y I~DEgress NZ 747
HEETBITE. TDT7 14— R&Etrue ICERELE T,

R

OpensShift Container Platform 4.12 Tl&. egress
PIETSARY—A V9 —T 21 ADIHIEY
LZTohEY, D7, routingViaHost %
true IZERE ¥ % &. OpenShift Container
Platform 4.12 T egress IP I&#8E L £ A,

AVAMN=WBLCT TV =3 v h—IWI—FT4 VT
FT=TIICFEBREINI— MIRET 2R EFFHEICELS
NTW3BIHEITIE. Egress N7 4 v 7% KRA MRy NT—7
AV IIIN—TFT AV TTBIEEWRLEST, TI4INT
l&. Egress k574 v 7Id OUN TRIBI N, 755 —%#K
TI3EDICWEBIN, NST74v 2 Fh—NWI—FT142T
T—TIVDORHEBRIN— ML IREEZITERA. 7740
& it false T9,

ZD714—JLRT, OpenvSwitch/N\— KD =74 70— RHaE
EDFEMNABEICRY F L, TDT 1 —IL K& true ICFRET
&, egress NS 74V INEKRRANRY NT—0U 5 v U T

HBINDHD, NT74x—< VAWM, 70— RICLBFRIE
"mohFEtha.

IPsec B"B%h7%: OVN-Kubernetes 5% E Dl

I defaultNetwork:
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type: OVNKubernetes

ovnKubernetesConfig:
mtu: 1400
genevePort: 6081
ipsecConfig: {}

kubeProxyConfig # 7> = ¥ MNE&E
kubeProxyConfig # 7> =V NDEIIUTOERTERZRINZE T,

#3.18 kubeProxyConfig A 7> x ¥ b

Z4—)EF B A

iptablesSyncPeriod string iptables )L — )L OE#HEE, T 7 # )L MMElE 30s T
T, BMAEEERICIE. s. m. BLUThRENEF
N, ThoicoWTit, Gotime/Sw A r— R+
AV NTHREAINTVWEY,

)z 6
‘
OpenShift Container Platform 4.3 LA
BTHRIEINARTH—< Y 2ADA
¢ Lick Y, iptablesSyncPeriod /¥
A=Y —%RAETIUERFLALR
. YFELi,
proxyArguments.iptables- array iptables L — L Z E# ¥ 21O K/NARE, D
min-sync-period T4 —ILRIZEY, BFHOBEN B RYBITRL

EDICTEFY, BURERTFICIE. s. m. &L
hiaERrEFEN., TN BICDWVWTIE, Gotime /Yy
T—Y THBEINTWEYT, 774/ ME:

kubeProxyConfig:
proxyArguments:
iptables-min-sync-period:
- 0s

3.10. KUBERNETES ¥ =—7 T A B LUV IGNITIONSEEE 7 7 1 ILDVERK
—EDYSRY—ERI7AINELTEL, VS5RY—IVVEFETRIATINEL,HDH., V5R
=NV AERET BOICHER Kubernetes T=Z7 T XA M & Ignition BRE 7 7 1 LA LT % b
ELXAHY ET,

AVRARN—IVERET 74 )LIE Kubernetes T =7 T XA MIE#INF T, ¥=7 = X b Ignition F&E
T77ANICSYy TINET, TNEISRI—T I VERETDEDICERTHERAINE T,
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

BF

® OpenShift Container Platform @4 Y 2 h—)L 7O Y 5 ADERKT % Ignition 5%
E77AIICIE 24 ENNEET 2 HRINICAY, TORICEHRFINBAL
BRENEINET, iASZEFHTIANICI TR I—MELEL. 24 BFREZBEL
BRIV SR —5BRENTEE. V7R —IFHRUINOIIRE = BHNICE
TTLET, fIsE LT, kubelet sEFAE Z EI1E 9 2 7= IR EEIRAED node-
bootstrapper ;SEFAEZE X E K (CSR) A FETER T H2MENHY £, FFiM
. AY bO—TL—VRAZEOHRThOREISD Y /8 — (BT 2
FEraxXv hESRLTIEIW,

o 24ABFEEIEAE XV S A —DA VA M—ILZ 16 BN S 22BBICA—T —
a3V BkDH, Ignition FRET 71 ILid. EMRE R2EBEURICERT &%
WERLET, 2BBUAIIC Ignition S REZ7 71 IIVAFEATZ I &ICLY. 1 V2R
N—ILHRICEERAZEDEHR N RITINLIBZEDA VA M—ILDOKKZEETE X
ER

pa 3!

RZ7zZAMBELWIgnition 77 M IV EERKT 24 YA M=) TOATSLIET—FT7
Fry—BEETHY. V74TV MMA=—VIZ—HORETEET, Lihux/N\—Ya Yy
DAVAN=NTATSL(T—FTIFv—RANT 1 v I RAL) & ppcbdle TD
ARITINET, DA VAN=5—TOTFALIE, MacOSNN—=Ya v ELTHFA
TXEY,

AR

® OpenShift Container Platform 41 Y 2 h—IL 7O S LEZBREBLTWVWEZE, XY NT—OH
FRINIcA VA R—ILTIH., ThEDT7AINIZ—KRAMNEICEINET,

e install-config.yaml 1 Y X h—JLERET7 7 M1 ILEER L TWB T &,
FIa

1. OpenShift Container Platform @4 Y A h—IL7OT S LHNEEFNZ T4 LI M) —ICPYE
Z. VS5 AY —D Kubernetes V=7 T AMEERLF T,

I $ ./openshift-install create manifests --dir <installation_directory> ﬂ

<installation_directory> (Cid. {ER% L 7= install-config.yaml 7 7 1 L& FEh 5 1M v R
=T LI M) —%BELEFT,

Digk

==
[=]

3/—KIU9SR9—%A4AVAR=ILLTWBIHEIE. UTDOFIE%EEL

TaAvhO—ILTL—V/)—RERTIVa—ILNRICLET,
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BF

Ay bhO—NLTL—Y/—RETFIFIMNDRATI 2a—I)LRADLRT Y 2 —)b
AICHRETDICIE. BIIOYTR2Y FoavrmETYT, Zhid,. Jvho—
ITL—y/)—RpAaAvEa—K~N/—RICRBEHTT,

2. <installation_directory>/manifests/cluster-scheduler-02-config.yml Kubernetes ¥ =7 £ X
N7 7 4 )LD mastersSchedulable /X5 X —% —' false ICEREINTWVWSH I & %2R L F
T ZOREICLY, Pod DAY hO—ILTL—UI I VIRV a—ILINABRY ET,

a. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 L ZFA X &
ER

b. mastersSchedulable /X5 X —4%—%BDIlF, Ihh false ICREINTWB I EEEREL
9,

c. 771NV EFREFEL, BTLET,
3. Ignition FEZ7 7AW EERT BIIE. A VA M= TOTILDBEEFNZTALIN)—D5
LUFoavxy RERTLET.

I $ ./openshift-install create ignition-configs --dir <installation_directory> ﬂ

Q <installation_directory> (I3, ELA YA R—=ITaL I M) —%EBELET,

Ignition S EEZ7 7 A IV, 1 VAM—=IUTA LI N)—RHOT—r XA Sy JvhO—ILT
L=, 8LV Ea—bM/—RAIKERINZF T, kubeadmin-password & & U
kubeconfig 7 7 1 LA ./<installation_directorys/auth 7« L 7 b ) —ICTERI N FE T,

F—— auth

| b—— kubeadmin-password
| L—— kubeconfig

—— bootstrap.ign

—— master.ign

—— metadata.json

L—— worker.ign

3.11.RHCOS O 1 ~V A h—JL. & & U OPENSHIFT CONTAINER PLATFORM
T—MNA NSy T 7OROEE

OpenShift Container Platform ZBIC7OEY 3 =2 7§ % IBMPower f Y 73X KRS F ¥ —IT4
v A b—=JL9 BICIE. RedHat Enterprise Linux CoreOS (RHCOS) # Y2 VIl Y A =L 2B
HYFEFT, RHCOSDA YA M—JLBEFIC, 1 VA K=ILT BT VDY A FIZDWT OpenShift
Container Platform 41 Y 2 h—J)L 7 OT S LICE > TERI N Ignition FRE 7 7 1 L EIBET 2 HE
HYFET, BELFY hT—0, DNS, BLUVRFARBEA VY ISA I IF vy —DAREINTVSY

PAN

&. OpenShift Container Platform 7— KX F 5w 77O RIE RHCOS ¥ ¥V OB REEICBEEIMIC
RIS Ed,

ISOA A=V FERIERY NTD—IPXE 77— N EHET2FIEEAETLTRHCOS AT VI VA
I\_)l/tsﬁ i’a—o

3MLISO M X =Y %FERA L/ RHCOS DA Y X h—JL
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=
SO A=V AFERHLTIYY VICRHCOS A4 VA N—ILTEF T,

AR
e USRH—DIgnitionFRET 7 A IV EB L TW5,
o FYLRXY NTI—U. DNSBLUVERTAIHRA VY IFZANZ I Fvr—%BELTWS,

o BFEVWDIAVEL—H9—DETIEATE, ERTZIIIUNSLETIEZATES HTTP H—
/{_73“%60

¢ RYKNT—IRTARIN=FT 4 aVREDIFTIZTLMMEDEREAEIIOVWT, BER
RHCOSA VA M—IBE DI avEERELTWS,
FIE

1L TNETND Ignition FREZ7 71 ILD SHASR ¥4 Y A MEREBLET, & A Linux &%
TLTWBY AT ALATUT%AMERL T, bootstrap.ign Ignition %% 7 7 1 LMD SHA512 ¥ 1
VIAMNERETEET,

I $ sha512sum <installation_directory>/bootstrap.ign

FATTARNE, VF5R9—/—RDIgnition RE T 7 1 ILDEEMEEZRILT D7D, D
F|[ET coreos-installer ICIRtI N F 7,

2. AVAN=LTOTSLPER LET—MNANSY S, avbO—ILTL—r, LY
Ea—b/—RKlIgnitionREZ 7 A ILE HTTP Y —N—IC7y 7O—KLET., ThdDT7 7
AIVDURLEXELET,

HE
HTTP H—/\—|JRFET ZR1IC. Ignition SRETHRERNBTZBIMLZY., EEL

FUTEZEST, A VAN —IIDERTHICAVE LRIV VAEISIZISRY—
ICEBMT 2FEDHZEICIE. ThoDT77A4ILEBIBRLAVWTL IV,

3. AVAM=ILRZA MDD, IgnitionFREZ 71 LA URL CTHAETRRETH D Z AR LT,
UFDHITIE, 7—MAKNSY T/ =KD Ignition RE7 71 L EBRBLET,

I $ curl -k http://<HTTP_server>/bootstrap.ign ﬂ

H A B

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed

0 0 0 00 O O O0-i----t-i-=---1- - 0Of"ignition™

{"version":"3.2.0"},"passwd":{"users":[{"name":"core","sshAuthorizedKeys":["ssh-rsa...

1< >~ KT bootstrap.ign % master.ign 7|3 worker.ign ICEZ# X, Jv hO—IL L —
vBELPAVELI—N/—FRODIgnition EET7 7 A IV EFIBARIGETHD I EERIEL T,

4, RHCOS A A=Y DIFZ— R=IPb, ARV—FTAVIIRTLAVRI VR A VA M—

WTBEODHEREINZFEICHERRHCOS A A—TYZRGT 5 Z &IFAIEETT AL RHCOS
AA=VDELWNA=2 3 Vv EREBT 57-0DHEIN S H5AIE. openshift-install 1< > K
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128

DEADNSLIRETSIETY,
I $ openshift-install coreos print-stream-json | grep "\.iso[*.]'

H A B

"location": "<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-
<release>-live.aarch64.iso",

"location": "<url>/art/storage/releases/rhcos-4.12-ppcb4le/<release>/ppcb4le/rhcos-
<release>-live.ppc64le.iso",

"location": "<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-
live.s390x.is0",

"location": "<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-
live.x86_64.is0",

B

RHCOS 1 X — | OpenShift Container Platform D& ) Y —R T EILEEI M
BWATREMNAHY £, 1~ A b—JLF B OpenShift Container Platform /83—
vavEFELWLWH, ThUTONRN=Y 3 VORTRHBFLWLWA—=TavDA( X —
DEAFOVO—-RTIZRENHY FT, FARBERIFZEIE. OpenShift
Container Platform /X\—2 3 VIL—HT 24 A =P D=V a3 Vv aFERALET,
CDFIBICIFISOA A=V DHEFERALFT, RHCOS qcow2 4 X =Tk, Z
DAVRAN—=ILTRYR—bIhFEEA,

ISO 7 7 A IVDEABNHILLTDHAID L S IZ7Y 9,

rhcos-<version>-live.<architecture=.iso

. ISO &AL, RHCOS A YA M—ILERIBLEY, UTDA VYR M—ILA T arvonTh

NeERALEY,
¢ TARVICISOA A=Y %EZTAH, IhzBEEEHLIT,

® Lights Out Management (LOM) 4 Y49 —27 x4 R&FALTISOVY¥I1 LI b EFERALZE
_a—o

AT avEEELREY. SATREEY—TVRAERELAEYETIC, RHCOSISO 4 X —
EREBLIFT, 1 VAN —F—HRHCOS SA4 JBETY IOV NE2EBHTIOEES
i’a—o

pa )

RHCOS A YR M—/LBETOEAEHRLT. h—XILB|IHEBIMTEET,
7272, ZDISO FIETIE, h—FRILEBIEZEMTBRDYIC. LTOFIET
EREAL TW3 & D IC coreos-installer A7 RAERATAI2HNEAHY T,

7. coreos-installer AV R&EETL. 1 VAN —IEHEBII AT VavaIEELET, D

m<EEH, /—RILTDIgnitionREZ7 7M1 IV %ESBITHURL &, 1 VR M—ILEDT /A
AEBETIVEIHYET,

$ sudo coreos-installer install --ignition-url=http://<HTTP_server>/<node_type>.ign <device>
--ignition-hash=sha512-<digest>



FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

ore 1—H—|TIEA VA MN—=JLEETT DDICHER root HHEN LR W=, sudo %
£ L T coreos-installer I7v Y REETTI2NENHY FT,

‘9 --ignition-hash 7+ 7'~ 3 V&, Ignition & E 7 7 4 JL% HTTPURL ZfEA L TEE L. 7
SA9—/)— KD Ignition FRE 7 7 1 IV DEFEMEZRIET 57-DICHETTY, <digest>
&, EDOFIETEE L7 Ignition EE 7 74 )L SHASR ¥4 Y T A MNTT,

pa 3

TLS 2T % HTTPS —/X—%Z A L T Ignition BRE 7 7 1 L Z 1R T 215
Al coreos-installer #3179 % /IIC. WEER (CA) YR TLD NS R
RZKNTZICEMTEET,

LLTFoFITIE, /devisda T/8N AADT— A NSy T ) —ROA VA MN—JLEHHLL F

¥, 7—MRAMNSY T/ =KD Ignition F&ETZ 7 1 JLIE. IP 7 KL 219216812 T HTTP Web
P—N—DLHREINIT,

$ sudo coreos-installer install --ignition-
url=http://192.168.1.2:80/installation_directory/bootstrap.ign /dev/sda --ignition-hash=sha512-
a5a2d43879223273c9b60af66b44202a1d1248fc01cf156c46d4a79f552b6bad4 7bc8cc78ddf011
6e80c59d2ea9e32ba53bc807afbca581aa059311def2c3e3b

8. ¥>vMAVY—JVCRHCOSA VA M—ILDOEHEERL T,

BF

OpenShift Container Platform @4 ~ A b —JLAFIAT ZEIIC. &/ —KTA v
AMN—IDEIMLTWB I EERRLET., 1 VAL TOEREZERT S
E. RETDHAEEEMEDH S RHCOS A VA M—ILOBBEORRAEET D LETEH
‘’IBET,

9. RHCOS DA YA h—JLi&, Y RTLEZBEETIVEIMHYET, VAT LOBEELEIE. 18
ELKIgniton EZ7 7ML EERALET,

10, AVY—IHAEF vV LT, Ignition NERITINAIEEZHELET,

a<v > Kopl

Ignition: ran on 2022/03/14 14:48:33 UTC (this boot)
Ignition: user-provided config was applied

N #¥HELTISIRY—DbD~YY v EERLET,

BF

COEETT—MNAMNSy IHSLavy MOV TL—VI PV EERT ZLE
PHYET, AV hO—ILTL—UIIUDNTIAHILMNDRT T 12— ILWRICS
NTWVWAWES, OpenShift Container Platform D4 ~ X h—JLRIICA R &%
22MAvEa—hTYUEERLET,
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WEILARAY NT—7T, DNS, BLUOHAO—RNNZDVTG—A 2T 2AMNTZTFVY—DEHEI L CL
%354, OpenShift Container Platform 7— M X k5w 77O+ X I& RHCOS / — RDOEBEE)
#BICESNICEELE T,

R

RHCOS / — KI(Zl&, core I—H—DT 74 MDRAT—RIFEFEFNFHE

Ao /— RIZIE, ssh core@<nodes.<cluster_names>.<base_domain>

% . install_config.yaml 7 7 1 L TIREL 7=/ T v I F— & RT (2725 SSH
TS3AR—MNF—ADT7 IV ZADHZ1—HF—E LTERITLTTIERTEE
9, RHCOS %3479 % OpenShift Container Platform4 7 5 24—/ — RI3Z&
BETXY, Operator 2R LTI SRY—DEREZBEALEY, SSHAFERL
ISR =) —RANDT7 IV ERABHREINIEA, L. 1 VXA M—ILDMF
BEIFAET DEEIC. OpenShift Container Platform APl H*FlIFH T X AW HE P,
kubelet B4 —%4"w b/ — RTHELNICKEKEE L RWIGE. T/\y JFIZESEIR
ICSSH 7V EADNMEBICRZ I EDNHYFET,

BMLLEFEMHDO RHCOS A1 YA MN—=ILY 77 L VR

Z Dt Y3 Tk RedHatEnterprise Linux CoreOS (RHCOS) DF & YA M—IL 7O R AEHR
TEXZLIILTERY N T—VRESLIVCMMOEERFT S a Vv EHBELET, LTFTDXRTIE,
RHCOS 514 74 YA h—5—& LW coreos-installer <Y~ RTHEATET 2 h—XIB B Lav
YRSA VDA T avERBALET,

BMILLLISOA YA M=ILDXRY NTD—IBLORYTa v ITDF T ay

ISOA A=Y MELRHCOS A VA RM—ILT BIHHE. TDAA—VAREILT/ —RORY NT—0 %
BRETBRICFEH TH—RILBIHEZEBINTIEET, XY NT—27DEIHIEEINTVAWGE,
RHCOS A Ignition SRE 7 7 A IVERB T 27-DICRY NI —IDBREBETH S I & ERMT BHRIC,
DHCP ¥ initramfs T7 9T 4 RXR—KhINZFT,

g5

v ND—=U8|8%=FEHTEINY 5%551E. rd.neednet=1 1 —FRILE|E%EEML T,
v N7 —2 % initramfs TEWICT Z2HEHIHY 7,

UTDE#HIE. ISOM YA M—=JLAICRHCOS / —RTRY NT—VBLPRYT 1 VT %BRET 20
ERLTWET, ZDFITIL, ip=. nameserver=, &£V bond= 11— RILBIEDFERAE%EREL T
\I\i-a—o

pa 3

B I&. H—FRILBIE®D ip=. nameserver=, &L U bond= %EMT ZIHEICEET
ER

Xy NTD—=0FTavik, YRATFLDORERFIC dracut Y —ILIEINZE T, dracut THR—rIh
32y ND—9F T avDEFMIE. dracut.cmdline man X—Y A#HB LTI,

ROFIE, ISOAVARMN—=ILDRY NTD—9F T avTTd,

DHCP 7z (3#MIP 7 KL ADHRE
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

IP7 KL RA%ZFKET %ICIE. DHCP (ip=dhcp) =EMHT %5 H ErRIDERR IP 77 K L X (ip=<host_ip>)
ERELEY, BHNIPZRET 515G, &/ — FTDNSH—/{—IP 7 KL X (nameserver=
<dns_ip>) ZRHETIHEN’HY T, ROBITIE. LTFERELET,

e /—R®DIP7 KL X:10.10.10.2

o S—KUxTA 7 KL ZX:10.10.10.254

e xRv N7J—%:255255.255.0

e R M#£:core0.example.com

e DNSH—/N—7 KL X:4.44.41

® auto-configuration DfE% none ICEEEL T, IP Ry NT—UDEHICREINTVSIHE
ICIE. BFRERIBEHY FHA.

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enpis0:none
nameserver=4.4.4.41

s SEaC
DHCP AR LTRHCOSVYYYDIP 7 RLRAABRET BFE. ¥ VIEDHCP =
LTDNSH—N—IEHREWMEBLET, DHCPR—Z2DF70O4 X~ hDHEE. DHCP
H—N—EREEFEHLTRHCOS / —KWMFEATEZDNSH—N—F7 RLRAEZEHXETEE
E

BHARANEEFHALAEWIP 7 RLADERE
BARAMNEAEEYETTICIPPRLRABETEET, #HNRA NG I —ICL>THRESIN
TWARWEEIE, FEIEDNSILY I Ty TICL>THEIN, BEMNICHREINET T, BRI NE
BRLUTIP7RLRAERETDICIE. ROFIAESEBLTLEIV,

e /—R®DIP7 KL Z:10.10.10.2

e —hKYITA 7 KL Z:10.10.10.254

e Xv NJ—%:255255255.0

e DNSH—/N—7 KL R:4.4.4.41

® auto-configuration DfE% none ICEEEL T, IP Ry NT—UDEHICREINTVSIHE
IIE. BFRERIBEHY FHA.

ip=10.10.10.2::10.10.10.254:255.255.255.0::enp1s0:none
nameserver=4.4.4.41

BREDORY NT—04 V9 —T 1214 ADEE
BHDip=TVMN)—A2RETEBIET, BHDORXY N TI—VA VI —T T/ RAEERETEET,

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enpis0:none
ip=10.10.10.3::10.10.10.254:255.255.255.0:core0.example.com:enp2s0:none

FIAINTF—RI9TAEIL—NDERE
74 7 3 vird.route=value 25X EL T, BIIDRY hT—IADI—MNEBRETEET,
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R

1DFIEEBORY NI—V%5BETBHBE. 12OT 74N TF— oA PMRET
To BMDORY NT—OHF =KDz AW TSAT) =Yy NT—O 55— DA EER
BBE. TIANMKNT— b NI AR TSATY—RYNT—OHF— NI THEIHVE
rHYFET,

e RDIAXVREEFTLT, 774NN — MU zAEZRELET,
I ip=::10.10.10.254::::

e RDIAYYRZAALT, EBMRY hT—7DI—hZRELET,
I rd.route=20.20.20.0/24:20.20.20.254:enp2s0

B—o>2Y85—7 14 RTOHDHCP DEMIL

2DUEDRY NT—=DA V=T A ZADHY, 1DDA VI —T 24 ADHNMERINIHERE

WK, 1D2DA V9 —T 24 ATDHCP ZEMICLE T, ZDOFITIE. enplsO 1 ¥ —T 4 RITIFFR

Bxy N7—JRENHY., FHINTULRL enp2s0 Tld DHCP AEMICAR>TWE T,
ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enp1s0:none
ip=::::core0.example.com:enp2s0:none

DHCP & #H IPREDHAEHLE

LTFDLHIC, BHROXY N T—D AV —T A RAEHEDVRAT LT, DHCP L UH#HMIPEREA
HAEDEDZENTEET,

ip=enp1s0:dhcp
ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enp2s0:none

BeDA>Y9%—7 x4 RXATDHVLAN DEE
TV avivlan=/RXSA =9 —%FALT, BHOA Y —T 14 RIVLAN ZRETITET,

yNT—DA 9 —T x4 ATVLAN ZREL. BHWIP 7 RLAZFERAT 3K, ROOX
REERITLET,

x

v

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:enp2s0.100:none
vlan=enp2s0.100:enp2s0

o XYKNT—OA4 9 —T x4 ATVLAN Z58FE L. DHCP ZfFRAJ 5ICIE, kDAY Y K%EZE
TLET,

ip=enp2s0.100:dhcp
vlan=enp2s0.100:enp2s0

B D DNS —/NN—DIEE
UTFD& I, &9 —/N—| nameserver= TV b)) —%BIL T, EHDDNS —/NN—%EETE
i’a—o

nameserver=1.1.1.1
nameserver=8.8.8.8

BEORY NI — DA VI —T A RADE—A VI —T T4 ANDRYTA VYT
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

A7 av:bond=F T avEFRALT, BEROXRY NT—V 4V —T A REE—DA V5 —
TIARICRYTAVITEET, ROP[IZSRML T LI,

o RUTFTAVIINA VY —T 4 A%RET 2#3XIF bond=name[:network_interfaces]
[:options] T,
name &, R F 14 ¥ 77 /34 X4 (bond0) T. network_interfaces [I¥I (1 —H xRy b)) A
vH—T7 x4 (eml,em2) DIAVIRXYPY YR MERLET, options IFARV T4V TA4 T
vavOaVIRXYYY D) XA b TY, modinfo bonding # AL T, FIEARERLT T arvs
=RLET,

o bond=%FHLTRYTAVIINIEA V=T 24 A%BERTDHEIE. RyT1avT3hn
AV —TTAADIPT7 RLADEY B THECZTDMDIEREZIEET DVELHY ET,

e DHCP AFRHTBLIICARYTAVIINIAVI—T A REHRETHICIE. RV RKDIP 7
FL 2% dhep ICERELF T, UTFICHERLET,

bond=bond0:em1,em2:mode=active-backup
ip=bond0:dhcp

o HMIPT7RLARAEMAHATBZLIICKRYTAVIINIA VY —T A RAEHRETDICIE. BE
BEEDIP7RLAEEEBREANDLET, UTICHERLET,

bond=bond0:em1,em2:mode=active-backup
ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:bond0:none
BEOXY N D=4 VI =T A ADE—A V=D A ANDRY T4 VYT
FEEUTDELIIC, vian=/35 X —49—%$EELT. DHCP2FBL T, RvTFa4 v I3 hiq4 v
H4#—T A ATVLAN 2RETEET,

ip=bond0.100:dhcp
bond=bond0:em1,em2:mode=active-backup
vlan=bond0.100:bond0

ROF[IAEFEHALT, VLANTRY TV ITINEA VI —T A RA5REL. BHNIP7 L RA%EFEA
L/i-g—o

ip=10.10.10.2::10.10.10.254:255.255.255.0:core0.example.com:bond0.100:none
bond=bond0:em1,em2:mode=active-backup
vlan=bond0.100:bond0

XY MNI—OF—IVTDEA
R team=/AFZ X =49 —%BELT. KRVTAVITDORDLYICRXRY NT—IF—IVJ%FHATEE
-3—0

o F—LAUH—T A AREDHEXIT team=name[:network_interfaces] T,
name ([ F— L7 /34 24 (team0). network_interfaces I (/1 —H XXy M) 14— x
41X (eml,em2) DAVIRXYY YA ERLFT,
pa 3]

RHCOS DV RMD/N—T 3 VD RHEL ICHIYE LB &, F—I U JIXEHBEICRDZFET
T, FHlE. 255D RedHat 7Ly INR—2EEE A#SBLTLLEIL,

133


https://access.redhat.com/solutions/6509691

OpenShift Container Platform 4.12 IBM Power ~AD A >~ X h—JL

ROPI=ERLT, Ry NT—0F—LZRELET,

team=team0:em1,em2
ip=team0:dhcp

3NM2.PXE7— AR L/ RHCOS D1 VR M—JL

PXE7—MaFERALTIYYVICRHCOS 24 Y A M—ILTEET,

=55

e USRH—DIgnition FRET 7 A IV EB L TW3,

o BEUILRY NT—U, DNSBLUVEEDIRHAI VY IZAMNSIVIFvy—%ZELTWVWS,
o BIRPXEAVITZARNTIFv—%RELTWVWSE I &,
o BFEVWDIAVEL—H9—DETIEATE, ERTEZIIIUNSLETIEATES HTTP H—
/{_73“%60
¢ RYKNT—IRTARIN=FT 4 aVREDIFTIXTLMMEDEREAEIIOVWT, BER
RHCOSA YA M—IEBE DEI S avAERELTWS,
FIR

LAYVAN=LTOTSLPERLIET— NANSy S, avbhOo—LTL—y, LUV
Ea—b/—NKlIgnition REZ 74V E HTTP Y —N—IC7y 7O—-KLET, ThdDT7 7
AIVDURLEXELET,

HE
HTTP H—/\—|R1FET S R1IC. Ignition SRETHRERNBTZBIMLZY., EEL

FUTEZFT, A VAN —IDERTHICAVELI—RNIIVAEISIZISRY—
ICEBMT2FEDZEICIE. ThoDT7 74 ILEBIBRLAVWTL IV,

2. AVAPM=ILIRZA MDD, IgnitionFRE 7 71 LA URL CTHAETRBETH D Z AR LT,
UFDHITIE, 77— MRS YT/ =KD Ignition E7 71 L EBRBLET,

I $ curl -k http://<HTTP_server>/bootstrap.ign ﬂ

H A B

% Total % Received % Xferd Average Speed Time Time Time Current
Dload Upload Total Spent Left Speed

0 0 0 00 O O O0-i-=--i--i------ - 0Of"ignition™

{"version":"3.2.0"},"passwd":{"users":[{"name":"core","sshAuthorizedKeys":["ssh-rsa...

1< >~ KT bootstrap.ign % master.ign % 7|3 worker.ign ICEZ# X, Jv hO—IL T L —
vELPAVELI—N/—FRODIgnition EET7 7 A IV EFIBARIGETHD I EERIEL T,

3. RHCOSA A=V I 53— R=IPLARLV—FTA VIV RATLA VARV R %A VA M=V

5-ODHEINZHEICHEL RHCOS kernel, initramfs. 8L U'rootfs 7 7 1 L BB T
52 &EEEEETT N, RHCOS 77 M IDELWNR—U 3V aRET/-0DEEINDIAE
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https://mirror.openshift.com/pub/openshift-v4/ppc64le/dependencies/rhcos/

FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

i&. openshift-install <> ROEANSLIET S & TT,

I $ openshift-install coreos print-stream-json | grep -Eo "https.*(kernel-|initramfs.|rootfs.)\w+
(\.img)?™

H A B

"<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-<release>-live-
kernel-aarch64"
"<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-<release>-live-
initramfs.aarch64.img"
"<url>/art/storage/releases/rhcos-4.12-aarch64/<release>/aarch64/rhcos-<release>-live-
rootfs.aarch64.img"
"<url>/art/storage/releases/rhcos-4.12-ppc64le/49.84.202110081256-0/ppcb4le/rhcos-
<release>-live-kernel-ppc64le"
"<url>/art/storage/releases/rhcos-4.12-ppc64le/<release>/ppcb4le/rhcos-<release>-live-
initramfs.ppc64le.img”
"<url>/art/storage/releases/rhcos-4.12-ppc64le/<release>/ppcb4le/rhcos-<release>-live-
rootfs.ppc64le.img"
"<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-live-kernel-
s390x"
"<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-live-
initramfs.s390x.img"
"<url>/art/storage/releases/rhcos-4.12-s390x/<release>/s390x/rhcos-<release>-live-
rootfs.s390x.img"
"<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-live-kernel-
x86_64"

"<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-live-
initramfs.x86_64.img"
"<url>/art/storage/releases/rhcos-4.12/<release>/x86_64/rhcos-<release>-live-
rootfs.x86_64.img"

BF

RHCOS 7—7 14 7 7 ¥ blE OpenShift Container Platform D&Y 1) —2 T & T
EEINGVWIAEELIHY ET, 1~ R ~M—JLF % OpenShift Container
Platform /X— 3> &FLWA, ZNUTONR—2 a3 VORATREH L LWAI—
TaAVDAA—T SO O—RTIBENHYEFT, COFIETHBAINTW
%3@Et07% Kernel, initramfs, & Urootfls 7—7 1 77V NDHEFERALF
¥, RHCOSQCOW2 4 X =Tk, DA YR M—=)LY 4 FTIEHR—bINnZFE
A,

7 74 IL&ICIE. OpenShift Container Platform O/N—2 3 VY ESAEFEFNE T, LLTOHID
LIIKRYEY,

e Kkernel: rhcos-<version>-live-kernel-<architecture>
e initramfs: rhcos-<version>-live-initramfs.<architecture>.img
e rootfs: rhcos-<version>-live-rootfs.<architecture>.img

4. rootfs. kernel. &L U initramfs 7 7 1 JL&E HTTP Y —/N\—(C7vy 7O—RLZE T,
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BF

4/1h—wme&h:/tl—h?y/%*bh971&—h ENNY 5FE
BICIE, ThD 774 EHIBRLAVWTLEX

5. RHCOS DA VA M—JLgICe > A O—AINT A RIDSEBEIINELDICRY N7 —2
T— N YVISZANSIVFvr—5EZBELET,

6. RHCOS A A —YDPXEA VA M—ILEHZREL. 1 VAM—ILEBEBLET,
UTFOHTRIND CHERADBREDOAZ2a—IV MN)—52FTBL, 1 X—YB L Ignition
TJ7AIDEUICTIERTEBZEAHRALET,

DEFAULT pxeboot
TIMEOUT 20
PROMPT 0
LABEL pxeboot

KERNEL http://<HTTP_server>/rhcos-<version>-live-kernel-<architecture> 0

APPEND initrd=http://<HTTP_server>/rhcos-<version>-live-initramfs.<architecture>.img
coreos.live.rootfs_url=http://<HTTP_server>/rhcos-<version>-live-rootfs.<architecture>.img
coreos.inst.install_dev=/dev/sda coreos.inst.ignition_url=http://<HTTP_server>/bootstrap.ign

TTPH—N—IC7y7O—RL7=514 T kernel 7 71 JILDBFFAIEL FT ., URL IX
HTTP., TFTP. /I FTP THHIMELNHY EFT, HTTPSBLUNFS IFHR—FIh

9 BHONCAHFERTZHE, pd TVavilBE—( V9 —Tx( A%BELET., LEX

©
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iE. enol &L D &RFID NIC T DHCP Z{EM 7 %ICid. ip=enol:dhcp 2 E L 7,

HTTP #—/—IZ7 v 7AO— K L7 RHCOS 7 7 1 L DIFZATAEE L £, initrd /X3

X —% —{&\d initramfs 7 7 1 L DB TH Y. coreos.live.rootfs_url /85 X —4% —{&E|d
rootfs 7 7 1 JLDIFFT. 7= coreos.inst.ignition_url /X5 X —4 —{BIET—MZA NS v
7 Ignition XE 7 7 1 LDIFFRIC/ARY £, APPEND fTICH—XRILBIEEEBIML T, RV
NO—ORZDMOEEF T avaERETRIEETEET,

R

ZDERETIE, 75740030V —LeERBTEYvTo)7)ILaryy—ib
TOEREBMILERA, IOV Y —ILERET SITI1E. APPEND TIC1
’JL}U:O) console=5|#%BML £¥, /=& Z2 L. console=tty0 console=ttyS0
HEBMLT, RMOPCYYTIVR— NETS4<YY—avY—JILELT, I3
TZ4ANAVY =V ethYF) -V —)LE LTHRELFT, Fllld, How
does one set up a serial terminal and/or console in Red Hat Enterprise Linux?
&, BERRHCOSA YA M—ILERE]I 92 av®D IPXESLVISO A~

AM=ILAY Y7LV —ILDEME] ESRLTIEIW,

OAYY—J)LTRHCOSA VA NMN—ILDEHEERLET,


https://access.redhat.com/articles/7212

FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

BF

OpenShift Container Platform @4 ~ A b —JLAFAT ZHIIC. &/ —KTA v
AMN—=IDEIMLTWDB I EERRLET., 1 VAL TOERZERT S
E. RETDHAEEEMEDH S RHCOS A VA M—ILDOBBEORRAEET D LETEH
‘’IBET,

8. RHCOS @4 YR h—JL#RIC. Y AT LIEEEBLFT., BEEH. YATLIFEELE
Ignition BXE 7 71 L EBEAL 9,

9. AVVY—ILHEA%EF v I LT, Ignition NRITINALIEEZMIALET,
avr kol

Ignition: ran on 2022/03/14 14:48:33 UTC (this boot)
Ignition: user-provided config was applied

10. 95 R9—D3Y Y DOERAEHFITLET,

8%

CDOEETT—MNAMNSy IHBLay OV T L—VI PV EERT ZLE
PHYET, AV hO—ILT L=V UDNTIHILMNDRT Y 12— ILWRICI
NTVWRWES, V75 RA9—0DA4A VA M=Jaiicdi<Es2o20avEa—+
T VEERLET,

WMEBERRXY NT—J, DNS, 8LUPO—RKNSUH—AVISAKSIFvr—DEBEINTW
%3154, OpenShift Container Platform 7— M X k5w 77O+ X & RHCOS / — ROEBEE)
BICEEBMICEEILET,

pa

RHCOS / — KI(Zl&, core I—H—DT 74 MD/RRAT—RIFEEFNFHE

Ao /— RIZIE, ssh core@<nodes.<cluster_names>.<base_domain>

% . install_config.yaml 7 7 1 L TIRE L 7=/ T v I F—&RT (T4 5 SSH
TS3AR—MNF—ADT7 IV ZADHZA1—HF—E LTERITLTTIERTESE
9, RHCOS %3479 % OpenShift Container Platform4 7 5 24—/ — RI3Z&
BHTXY, Operator 2 LTI SR —DEEEZBEHLE T, SSHEZFEHL
VSR =)= RANDT7 IV ERABHREINIEA, L. 1 VXA M—ILDMF
BEIFAET DEEIC. OpenShift Container Platform APl A*FlIFH T X AW HE P,
kubelet B4 —%4"w b/ — RTHELDICKEKEE L RWIGE. T/\y JFIZESEIR
ICSSH 7V EADNRMEBICRZ I EDNHYFET,

3.11.3.RHCOS O A —RILBIT DOV ILF/RZADHE ML

OpenShift Container Platform 4.9 LI Tld, 41 Y X M—JLBEIC, 7AEY 3=y J L/ —KRD<I

FNRREBMITEET, RHCOS I, 54XV —FT ARV TODIILFNRNREYR—MLET, TIL
FRZEICEY . N—= RO 2 7EFICRDAMESEICHRASAEMIN, KA MNOTAMEIALEINE
ER

HMEID Y ZRAY —DIERREFIC. A—FRILBIEETRTOYRY—FET7—H—/—RIZEMLARWE
WIFRWEAERHY ET, h—RILBIEAETRY—FLIET7—H—/— RIBINT 3IC

I&. MachineConfig # 7>z N&EK L. TDAF TPV N IS RA9—DEy b7 v THEIC
Ignition MEAT BV =TT A7 741 DEY MIFEATEZT,
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FIR

LAYVAN=ILTATSLDEEFNETAL I MN)—=ICHIYEZ., 75X —D Kubernetes ¥ =
TJTAMNEERLEY,

I $ ./openshift-install create manifests --dir <installation_directory>

2. A—XIBIED—hHh—FavhO— T L—Y/—KRICEBMTZNEIDERELET,

o IVURETIFAINEMERLET, & AIE. master TRILEBIIL. YILF/RRA—F
IWBIHAEIBET 2L DV T RY —ICIERY % 99-master-kargs-mpath.yaml % K L &
ER

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: "master"
name: 99-master-kargs-mpath
spec:
kernelArguments:
- 'rd.multipath=default’
- 'root=/dev/disk/by-label/dm-mpath-root'

3. 7—A—/—KRTIIFNRAZEMICTBICIE. LTFEETLET,

o IIVVURETTAINEERLET, 7z& xIE. worker TNRILEEBML, YILF/NRRA—F
IWBIHAEIRET 2L DV T RY—ICBRY % 99-worker-kargs-mpath.yaml % % L &
ER

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: "worker"
name: 99-worker-kargs-mpath
spec:
kernelArguments:
- 'rd.multipath=default’
- 'root=/dev/disk/by-label/dm-mpath-root'

9 519-@4’?52%%%.%'@3 ij—o

BF

TIFNRRAERDICAMICTDICIE. A VA N—ILEOBINOFIENANETY, 24
&, A VAM—IEDITIVEBEIAY O TRHCOS TOAH—XILBIEAEFERLE<I
FNZADEME] #2SRBLTLEIW,

MPIO BT %35 E1E. bootlist AY Y REFEAL T, BDHET/NA REZTT—MTFNNA1 XY R K
EFREFLET, coav v RNiE, 7—RNJRMERRL, YATLANEEE—RTEELALEETDT—
NTFNAR%EIBELET,

a. 7—hMJRAMERTL, YRATLDNBEE—NTRELALBEICERATRERT— M T NNA X%
BETSICIEF. UTFTOAY Y FZERTLET,
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

$ bootlist -m normal -o
sda

b. BEE—RDOT—MJRANZEHL, BIOTNA RELZEMT ZICIE. UTFOATY REET
L/i-a—o

$ bootlist -m normal -o /dev/sdc /dev/sdd /dev/sde
sdc
sdd
sde

TDT—=RTFARIRANY I TBE, /J—RIEBEDT— T4 Y X MIEHFINE
BMOTNA ZOSFEHLET,
3R.T—F2AKNSy T TOCADRET L THET S
OpenShift Container Platform 7— X bS5 v 770 &, HIBIDISRAI—/)—RKRDT 1 R7IA
V2 R =L I TN B KN RHCOS BT DRENI% ICBIA L £ 7. Igniton RE 7 7 1 L TIEES
N2REBRIE. 7— MMy 77O 2% L. <> VIT OpenShift Container Platform % A

VAN REDILERINEY, T MANSY T TOCRDNRET T2 THETILENHY F
-a—o

AR &M
e USRH—DIgnition FRET 7 A IV EB L TW3,
o EHIRRY hT—U, DNSBLVEFTAHA VY IZANS I Fvyr—ZRELTWVS,
o {VAMN=LTOVZLEREL, V75RAY—D IgnitionXRET7 71 ILEEKL TV,

® RHCOS%# U SR —<IlA4 YA M=)l L, OpenShift Container Platform 4 > 2 h—JL
OJZALTERINS IgnitionRET7 71 ILEIBELTWS,

FIR
L 7=h2ANSvTFTOEREE=ZY—LET,

$ ./openshift-install --dir <installation_directory> wait-for bootstrap-complete \ﬂ
—-log-level=info @)

Q <installation_directory> ICld. 1 VA M—IL 7 7 A LERFELET ALY MY —~D/S
AEEELET,

@ =EBB1VAMLOFMEREFTT I info T, wam, debug. F7ld
error z1IEEL X,

H A B

INFO Waiting up to 30m0s for the Kubernetes API at https://api.test.example.com:6443...
INFO API v1.25.0 up

INFO Waiting up to 30m0s for bootstrapping to complete...

INFO It is now safe to remove the bootstrap resources
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Kubernetes APl H—/NN—TZnHAAY  O—ILTL—UIIVICT—RRAMNSY TINTWS
CEERIVTFIDNHEINZ ATV RIERIILET,

2. 7=RRAKNSy 77O ADNRETLES, T—MRAMS Yy T vEO—RNSUH—H5H|
BRLET,

BF

IOBERT, T—hRANSY IIYVEO— KRS UH—hSHIRT 2 REN D
YET, 50, T RISy IOV VAGERKRL, B72—< v hT3C
ENTEET,

31B.CLIOFRICL B VS RY—DOTA >~

5 X% — kubeconfig 774 ILETVAR—bL, TN RTFLI—H—-ELTIFRY—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—
IR T 2OICCLITHAINZ VSR —ICEATZBEHWI2INIET, DT 7MILEI S RE—
ICEBEDZ 74 ILTHY. OpenShift Container Platform D41 ¥ X M —JLEFICERI N E T,

EIE= Jia
® OpenShift Container Platform ¥ 2 24 —% 7704 LTW3 Z &,

o ocCLIDMYAKM—=ILTINTWS,

FIE
1. kubeadmin FBEEIEHRA TV RAR— K LZE T,

I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

<installation_directory> (C(Z. 1 YA M= 7 7MWV ERELEZTAL I KN —~DN
AEEELET,

2. TUVRAR—PFINAEZEEFHALT, oc AV Y REERICETTCTERIEAHERALET,
I $ oc whoami

H A B

I system:admin

314. ¥V VDEIRREE L E R D KGR
IUVEDSRAY—ICENT B, ENMLEZFNEFNROII VIR LT 2 DDORBIREDIIFHEE S

ER (CSR) PEMINET, TNHOCSRAKRINTN S I L ERRT 21 BEABARTNS

EEBLTLEIW, RIMCTIFAT Y P ERZERBL, RICH—N—BRZEKDTI2VEL’HY X
-a—o

AR
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FIFT XY M T—VHHIRINETRECOIBMPOWERAD Y SAY—DA VA M—I
o IIUUNITRIY—IZEMINTWVWET,

FIR
LI9SRV E@BELTVWDIEZHRALET,

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 63m v1.25.0
master-1 Ready master 63m v1.25.0
master-2 Ready master 64m v1.25.0

HAICIEER LETRTOTY UAY A NKREINE T,

R

EROBAICKEK, —ED CSRAERBINDET, 7—hHh—/—K(7—Hh—
J—RELFEND) BEFTNLAWVEENHY T,

2. REBHPOIAEZEERLEK (CSR) 2R L. V7RI —ILEBMLEZENENDOI VDI SAT
v ME LY —/N—FERIZ Pending F7zI1& Approved R 7 —49 ANKRRIINTWS Z & %R
L/i-g—o

I $ oc get csr

H A B

NAME AGE REQUESTOR CONDITION
csr-8b2br 15m  system:serviceaccount:openshift-machine-config-operator:node-
bootstrapper Pending

csr-8vnps 15m  system:serviceaccount:openshift-machine-config-operator:node-
bootstrapper Pending

CDBITIE, 22DV USRI —IZBMLTVWET, CDY XA MIEISIZZ L DERR
TN CSRARRINSZAEMELHY £,

3. BMLAETY YOEREFD CSR §ATH Pending R 7 —4 RIT7R > 7212IC CSR AAER I A
WIZEICIE, V5 R9—T VD CSREZERLET,

pa 3

CSROO—T—2 3 VIZEEMICEITIND D, VT RI—IITY UV %&EM
BIBRBELUNICCSRAZARE LTIV, 1REMURICER LAWNEEICIE. 5T
BEoO—F—Y 3 vdfThh, &/ —RIC3DULDHREENEET I LDIC
BRYFT, INODFRAEITRTCEERRTILENDHYET, V547V D
CSR MWEFRI N/ IC. Kubelet [FIRHFIFAZEDEH V4 ) — CSR Z#/EMK L %
T, ThITIE. FEIOERIDBEICRY FT, RIS, BIGORHIIBEDOEHNZE
KiE. Kubelet ’RIL/NZ X —4 — % FOFMBRMAE L ERT 258IC
machine-approver IC & > TEHEMICEREINE T,
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pa 3

RT A8 IVE & UMD user-provisioned infrastructure R ED T > > API Tld e
WTSY R4 —LTERITINTWVWE Y T RY—DIFAE. kubelet IREIHAEE
K (CSR) ZBEINICEAR T 2552 RETI2MVEN’HY FT, BEXRDVERI N
BWEE. APIH—/N—7h kubelet ICHEHRT T 2 IR ICIRHMEIFAZE N RETH S -
&. ocexec. ocrsh, 8L UWoclogs AY Y RIFIEEEICEITTEEHA,
Kubelet TV RiRA ¥ MIT VR T BEEICIE. ZOEAZOEBIVET
o CDAEIFHHECSRDBEEZEHR L. CSR A system:node F7-id
system:admin Z' JL— 7@ node-bootstrapper Y —EZX 7 AV ¥ MI&L > TR
HINTWB %2R L. /—ROIDZHERELET,

o TNLZMEBICERT ZICIE. TRhENDOEMARCSRICLITOIYTY REEITLET,
I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names (&, RITD CSRDY X MH 5D CSR DEHITT,

o INTODREBHPDCSR ZERT BICIF. LTFOIYY FERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs --no-run-if-empty oc adm certificate approve

pa )

—EB®D Operator |&, —FRD CSR N ERINZ L THATIRVATBEMELH
YEd,

4. DA T Y RBERDERBINLDL, V53R —ICEMLAERY Y VDY —N—BEXKZMHRT S
REHY FT,

I $ oc get csr

5
NAME AGE REQUESTOR CONDITION
csr-bfd72 5m26s system:node:ip-10-0-50-126.us-east-2.compute.internal
Pending
csr-c57lv. 5m26s system:node:ip-10-0-95-157.us-east-2.compute.internal

Pending

5 F&YDCSRAERBINT, ThHH Pending RT—F RICHDHBE. VT7RI—IIUD
CSRZEELET,

o TNLZEMERICERT BT, TRhENDOERMARCSRICLITOIYY REERITLET,
I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names (&, RITD CSRDY X MH 5D CSR DEHITT,
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o INTODREBHPDCSR ZERT 5ICIF. LTFOIYY FEERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve

6. TRTDIVSATYMNELIUVY—N—D CSRIERINLREIC, TV VDRTFT—H AN
Ready IC72YW ¥, UTFDOATY RERITLT., ThEHIALET,

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 73m v1.25.0
master-1 Ready master 73m v1.25.0
master-2 Ready master 74m v1.25.0
worker-0 Ready worker 11m v1.25.0
worker-1 Ready worker 11m v1.25.0

pa )
H—/N— CSR DEFRRICY Y U H Ready R 7T — 4% RICHITT 5 X TICH D DB
BN BHZEDDHY ET,

B 1SR
e CSR D&FfMMIL. Certificate Signing Requests Z#BR L T 23X W,

3.15. OPERATOR D #JHAE E

Ay b= TL—rOWMEEEIC. —ED Operator ZFATREICT 27-DICTNSE T CICKRET
DRENDHYZET,

Gl s
o OV hO—ILTL—UhrPHEIhhTWET,

Flia
L 9SRY—AVR—RV DT VSAVICRDZEHERLET,

I $ watch -n5 oc get clusteroperators

HHH
NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE
authentication 4.12.0 True False False 19m
baremetal 4.12.0 True False False 37m
cloud-credential 412.0 True False False 40m
cluster-autoscaler 412.0 True False False 37m
config-operator 412.0 True False False  38m
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console 412.0 True False False 26m
csi-snapshot-controller 412.0 True False False 37m
dns 412.0 True False False 37m

etcd 412.0 True False False 36m
image-registry 412.0 True False False 31m
ingress 4.12.0 True False False  30m
insights 412.0 True False False 31m
kube-apiserver 412.0 True False False 26m
kube-controller-manager 412.0 True False False 36m
kube-scheduler 412.0 True False False 36m
kube-storage-version-migrator 412.0 True False False 37m
machine-api 412.0 True False False 29m
machine-approver 412.0 True False False 37m
machine-config 4.12.0 True False False  36m
marketplace 412.0 True False False 37m
monitoring 412.0 True False False 29m
network 412.0 True False False  38m
node-tuning 412.0 True False False 37m
openshift-apiserver 412.0 True False False 32m
openshift-controller-manager 412.0 True False False 30m
openshift-samples 412.0 True False False 32m
operator-lifecycle-manager 412.0 True False False 37m
operator-lifecycle-manager-catalog 412.0 True False False
operator-lifecycle-manager-packageserver 4.12.0 True False False
service-ca 412.0 True False False 38m
storage 412.0 True False False 37m

2. MEARATD Operator ZRXEL X T,

3.15.1. 7 7 # JL k@ OperatorHub 1% O %Y — X DER1L

RedHat ICL > TIRMINZ VT VY %EFEET % Operator ¥ OV B LVTIa=F4—7OPx
2 ~E. OpenShift Container Platform D4 >~ X k —JUBFIZT 7 # JU kT OperatorHub ICEREI N &
To XY RT—IODFIRINALRETIE, /FRY—BEEELTT 740 OAYOTEZEMITS

REDHY FT,

FIR

e disableAllDefaultSources: true % OperatorHub + 7> =/ MEIML T, 774/ A% 0O

TDY—A=ENLET,

$ oc patch OperatorHub cluster --type json \
-p '[{"op": "add", "path": "/spec/disableAllDefaultSources", "value": true}]'

)

FrlE. Web VY —ILAFERLTAYOTY —RA BB TE Y, Administration - Cluster
Settings —» Configuration » OperatorHub X—I 5, Sources ¥ 742 v o LT, ERDY—2R

ek, BEHT. BIBR. FEAME., AWMETEET,

32 A A= LIARNY—=ZARNL—YDETE
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

Image Registry Operator l&, 772V MR ML=V ZRBLABWVWT S Y N7+ —LTREEMIFFATE
FtHA, 1 VAM=EIZ, LY AN —Operator 2FETERELIICLYAN)—ERMNL—V %
FERTILDICEET IHENHY XD,

EFEB I SR —ICBEBELKGRY) 2 —LDREICETZFIENRINE T, ZUT2H5E. ZDT 1
LOKN)—%ZRARNL—YDGEAAELTERETDHENKRINET, Jhid. EFREBUADISRY —
TOHFIHETEZXT,

7y 7L —KBFICRecreate D— L7V MZAMNSTIV—%FRALT, 1 X—=YLYZRRNY)—=AT0OY
PJANL—=—V A THFERTEIEEHATELODEBMDFIENREINE T,

35214 A=Y LIYRN) —DEBRREOER

AX=YLIYRMNY)—%EET BIIE, Image Registry Operator % D managementState %
Removed 75 Managed ICEE T 2 EBAHY X7,

FIR

® managementState Image Registry Operator §%% % Removed 7*5 Managed ICZEE L X7,
UTFICHlERLEYS,

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"managementState":"Managed"}}'

3.15.2.2. IBM Power DIHBADL VAN Y)Y —RANL—VDBTE

VSR —BEEERE, A VAMIWBRICLIAMN)—ZZAMNL—V%EATESLLDICKRET 2LEN
HYyFET,

AR
e cluster-admin A—J)LEF DODI—H—E LTISARY—ICLTIVEATE S,
e IBMPower PSRRI —DH 5,

® Red Hat OpenShift Data Foundation 8 E DV S 24 —D 7O Y a =y J3 kA ML —
IhH B,

8%

OpenShift Container Platform (&, 12D L 7Y HDANEET BIHEICA X —
VLYRKMN)=ZPML—T®D ReadWriteOnce 77 A% HR— ML &

9. ReadWriteOnce 7 7 A TlE, LY R M) —7H" Recreate O—IL7 7 N
BEFHATILELHYET, 22ULDOL T A TCETREEYR—KT 54
A=Y LIYRARNY)—%FTTO4F %ICIE. ReadWriteMany 7 7 Z A BN ET
ERS

e 100G DERENDH B,

FIR

LLYRAN)—%ZAMNL—YRFEHATESLDICRET 5ICIL. configs.imageregistry/cluster
1) — XD spec.storage.pvc 2ZEL X7,
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pa 3

HEZA ML -V ZEATEHEIF. AEIST7 7R ZH<CLDICEF Y
TA4—REEHELES,

2. LYZAKNY —Pod W & &R LET,
I $ oc get pod -n openshift-image-registry -1 docker-registry=default
6

I No resources found in openshift-image-registry namespace

P2
HAILLY AN —Pod ’H 2551, COFIEZHETIHILER>HY IH
/‘JO

3LYAM) —REEHRELIT,

I $ oc edit configs.imageregistry.operator.openshift.io

H A B

storage:
pvc:
claim:

claim 7 1+ —JL R &ZDF FIZ L. image-registry-storage PVC D BEEIERZTREICL X T,

4. clusteroperator 2 7 —4% X =R L £ 7,

I $ oc get clusteroperator image-registry

Hh 6
NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
MESSAGE
image-registry 4.12 True False False = 6h50m

5 AX—YDENLNRBLIV Ty ax2FMITEEHICLYZA MY —H managed ICEREINTL
2 EEMHRLET,

o LUTAEITLET,

I $ oc edit configs.imageregistry/cluster
RIS, TZEELET,

I managementState: Removed

146



FIFT XY M T—VHHIRINETRECOIBMPOWERAD Y SAY—DA VA M—I
RDOEDICERLTLEI,

I managementState: Managed

3523 ERELUAD I ZAI—TDA A=V LIRAN)—DR ML= DEEE
Image Registry Operator DA ML —Y ZRET D2MENHY XTI, EREAUND I Z X5 —D1FE.

AX=JVLIZAMN)—BEDTALIMN)—ICRETBIENTEIT, TheRTIBHBAE. LYR
M)—ZBEETDIEIANTODMX=—IDRDONET,

FIa
¢ AA=YLIARN)=RZAML—VZZEDTALIMN)—ICKRETDICE, UTE2ETLETS,

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'

gk

==
[=]

EBRBEBRALUAND I SRAI—ICOHFIDA T avaEBELET,

Image Registry Operator AT DAV R— Y ML T 2FIICZIOAT Y REETT 515
A, ocpatch Y Y NEUTOIZS—ZHLTERBRLET,

I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found

OGS LERIC, 2OaAXY REBUETLET,

3.16. USER-PROVISIONED INFRASTRUCTURE TD A1 YA h—JILDET

Operator DFRENTT Licb, MBICRETZAI VY ITZARNSIF A —~DIZRI—DA VA M—
IWERTTEET,

AR
o OV hO—ILTL—UhrPHEIhhTWET,

e Operator DR EZT T EA T,

FIR

L UTOOYY REFHALT, §IRTODIVSRAY—AVER—RVNDBAVSAVTHDI EEMHE
BELET,

I $ watch -n5 oc get clusteroperators

H A B

147



OpenShift Container Platform 4.12 IBM Power ~AD A >~ X h—JL

NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE

authentication 412.0 True False False 19m
baremetal 412.0 True False False 37m
cloud-credential 412.0 True False False 40m
cluster-autoscaler 412.0 True False False 37m
config-operator 412.0 True False False 38m
console 412.0 True False False 26m
csi-snapshot-controller 412.0 True False False 37m
dns 412.0 True False False 37m

etcd 412.0 True False False 36m
image-registry 412.0 True False False 31m
ingress 4.12.0 True False False  30m
insights 412.0 True False False 31m
kube-apiserver 412.0 True False False 26m
kube-controller-manager 412.0 True False False  36m
kube-scheduler 412.0 True False False 36m
kube-storage-version-migrator 412.0 True False False 37m
machine-api 412.0 True False False 29m
machine-approver 412.0 True False False 37m
machine-config 4.12.0 True False False  36m
marketplace 412.0 True False False 37m
monitoring 412.0 True False False 29m
network 412.0 True False False  38m
node-tuning 412.0 True False False 37m
openshift-apiserver 412.0 True False False 32m
openshift-controller-manager 412.0 True False False 30m
openshift-samples 412.0 True False False 32m
operator-lifecycle-manager 412.0 True False False 37m
operator-lifecycle-manager-catalog 412.0 True False False
operator-lifecycle-manager-packageserver 4.12.0 True False False
service-ca 412.0 True False False 38m
storage 412.0 True False False 37m

HBEZWNE, UTDIATY RZERATZE. IRTDI SR —DFAARLBEICEIINE

¥, . TDIATY NIIFREABREZRMELTERRILET,

I $ ./openshift-install --dir <installation_directory> wait-for install-complete ﬂ

<installation_directory> (CI&. 1 YA M= 7 74V ERELEZTAL I KN —~DN

AEIBELET,

H A B

I INFO Waiting up to 30m0s for the cluster to initialize...

Cluster Version Operator ' Kubernetes APl t—/X—#/'5 OpenShift Container Platform 7 5

AY—DTF O %R TITZEIATY RIZRILET,
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FIF XY M7 HHERINE-TEETD IBMPOWERAD Y SAY—DA VA M=

BF

o AVRM=TOTZLDERT B Ignition FRE 7 7 1 JLITIE, 24 BFEHHR
WY 2 EHRINICRY., ZORICEFINDAMENEETNE T, JASE
ERHT BRI TR —NMELEL, 4FERBBLERICIZRI—%H
BETDE. V729 —FHRUNDOIAZE 2 HEMICETLET, Flse
L T. kubelet fiEBAZE Z E11E T % 7= IR EIREED node-bootstrapper FEFA
EEZELEK(CSR) 2FETHERITZ2LENHY 9, FHMllid. 2~ bo—i
TUL—VAAZOHRIhORENSDY) A/ — ICEETZRFa XV b E
SRLTLEIW,

o 24BEMEIEAEIT IV SAY—DA VA M—IL1E 16 BN S 22 BEIcO—
T—avd B, Ignition FRET 7 A ILid. K% 12 RREILRNICERT
ZTEEMRLET., R2EBLUAIIC Ignition S REZ7 71 IILAEFERATS I &I
SY. A VA M—IVHRICEIAZEDEFINETINLBEDA VA M—ILDX
BMAEOBETEES,

2. Kubernetes API —/NA—H Pod EBELTWBZ & AERLF T,
a. IRTDPodDYARERRTBICIE, UTOaAY Y RAFERLET,

I $ oc get pods --all-namespaces

H A B

NAMESPACE NAME READY STATUS

RESTARTS AGE
openshift-apiserver-operator ~ openshift-apiserver-operator-85cb746d55-zqhs8 1/1

Running 1 9m

openshift-apiserver apiserver-67b9g 1/1 Running 0
3m

openshift-apiserver apiserver-licmx 1/1 Running O
im

openshift-apiserver apiserver-z25h4 1/1 Running 0
2m

openshift-authentication-operator authentication-operator-69d5d8bf84-vh2n8 11
Running 0 5m

b. M FOOY Y REMFHALT, EFIOIYY ROHEAICY A RKRERINS Pod DOV AR
L/i-a—o

I $ oc logs <pod_name> -n <namespace> ﬂ

ﬂ ERIDIAYY ROHEAICH B L DI, Pod £H & U namespace #IEEL 9,

Pod DAYV ARTINDIHEA. Kubernetes APl H—/NN—(F USRI —T IV EBETEE
E

3. IVNFNRREBWUIICT 2ODEMDFIENNETT, 41 VA M—=ILEFICTILF/INAZBWIC
LAWTL I,
ML, A VAP —IVEDIIVEREIRY RF a2 AV MDD RHCOS TOH—RILBIE % FEB
LERILFNRDEMEESE LTIV,
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4. Cluster registration R=Y TV S RY—%FHLE T,

317Z..RORFTv S
® RHCOS DAh—=RIBIHTDOTILF/RADERE
o JSRHI—DHARITARX

¢ VIR —DAVAM—INFERALEIZ—LIZARN)—ILEEINL CARDH BIHEIE. B
MOMZAMART7%ZEE LTEDCAZY ZRY—ICEMLET,

o MEIIKHLT, UE—MANILALR—bF 2{ERTEZ T,

o MEILHUT, FEHRITAI—DEFZ ZSRLTLLEIL,
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https://console.redhat.com/openshift/register
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/post-installation_configuration/#rhcos-enabling-multipath_post-install-machine-configuration-tasks
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/post-installation_configuration/#available_cluster_customizations
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/images/#images-configuration-cas_image-configuration
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/support/#remote-health-reporting
https://docs.redhat.com/en/documentation/openshift_container_platform/4.12/html-single/support/#insights-operator-register-disconnected-cluster_remote-health-reporting
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