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Abstract

このドキュメントでは、Nutanix に OpenShift Container Platform をインストールする方法を説明
します。
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第1章 NUTANIX へのインストールの準備
OpenShift Container Platform クラスターをインストールする前に、Nutanix 環境が以下の要件を満た
していることを確認してください。

1.1. NUTANIX バージョン要件

以下の要件を満たす Nutanix 環境に OpenShift Container Platform クラスターをインストールする必要
があります。

表1.1 Nutanix 仮想環境のバージョン要件

コンポーネント 必須バージョン

Nutanix AOS 6.5.2.7 以降

Prism Central pc.2022.6 以降

1.2. 環境要件

OpenShift Container Platform クラスターをインストールする前に、以下の Nutanix AOS 環境要件を確
認してください。

1.2.1. 必要なアカウント特権

インストールプログラムには、クラスターをデプロイし、その日次の操作を維持するために必要な権限
のある Nutanix アカウントへのアクセスが必要です。以下のオプションを使用できます。

管理者権限を持つローカル Prism Central ユーザーアカウントを使用できます。ローカルアカウ
ントを使用することは、必要な権限を持つアカウントへのアクセスを許可する最も簡単な方法
です。

組織のセキュリティーポリシーにより、より制限の厳しい権限セットを使用する必要がある場
合は、次の表にリストされている権限を使用して、Prism Central でカスタムの Cloud Native
ロールを作成します。その後、Prism Central 認証ディレクトリーのメンバーであるユーザーア
カウントにロールを割り当てることができます。

このユーザーアカウントを管理するときは、次の点を考慮してください。

エンティティーをロールに割り当てるときは、ユーザーが仮想マシンのデプロイに必要な
Prism Element とサブネットのみにアクセスできるようにしてください。

ユーザーが、仮想マシンを割り当てる必要があるプロジェクトのメンバーであることを確認し
てください。

詳細は、Custom Cloud Native ロール  の作成、ロールの割り当て、プロジェクトへのユーザーの追加に
関する Nutanix ドキュメントを参照してください。

例1.1 Custom Cloud Native ロールの作成に必要な権限

第1章 NUTANIX へのインストールの準備
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Nutanix オブジェクト 必要になる場合 Nutanix API で必要な
権限

説明

Categories 常時 Create_Category_M
apping
Create_Or_Update_
Name_Category
Create_Or_Update_
Value_Category
Delete_Category_M
apping
Delete_Name_Categ
ory
Delete_Value_Categ
ory
View_Category_Ma
pping
View_Name_Catego
ry
View_Value_Catego
ry

OpenShift Container
Platform マシンに割り
当てられたカテゴリー
を作成、読み取り、削
除します。

Images 常時 Create_Image
Delete_Image
View_Image

OpenShift Container
Platform マシンに使用
されるオペレーティン
グシステムイメージを
作成、読み取り、削除
します。

仮想マシン 常時 Create_Virtual_Mac
hine
Delete_Virtual_Mac
hine
View_Virtual_Machi
ne

OpenShift Container
Platform マシンを作
成、読み取り、削除し
ます。

クラスター 常時 View_Cluster OpenShift Container
Platform マシンをホス
トする Prism Element
クラスターを表示しま
す。

サブネット 常時 View_Subnet OpenShift Container
Platform マシンをホス
トするサブネットを表
示します。
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プロジェクト プロジェクトをコン
ピューティングマシ
ン、コントロールプ
レーンマシン、または
すべてのマシンに関連
付ける場合。

View_Project Prism Central で定義さ
れたプロジェクトを表
示し、プロジェクトを
OpenShift Container
Platform マシンに割り
当てることができるよ
うにします。

Nutanix オブジェクト 必要になる場合 Nutanix API で必要な
権限

説明

1.2.2. クラスターの制限

利用可能なリソースはクラスターによって異なります。Nutanix 環境内で可能なクラスターの数は、主
に、使用可能なストレージスペースと、クラスターが作成するリソースに関連する制限、および IP ア
ドレスやネットワークなど、クラスターをデプロイするために必要なリソースによって制限されます。

1.2.3. クラスターリソース

標準クラスターを使用するには、最低 800 GB のストレージが必要です。

installer-provisioned infrastructure を使用する OpenShift Container Platform クラスターをデプロイす
る場合、インストールプログラムは Nutanix インスタンスに複数のリソースを作成できる必要がありま
す。これらのリソースは 856 GB のストレージを使用しますが、ブートストラップノードはインストー
ルプロセスの一部として破棄されます。

標準的な OpenShift Container Platform インストールでは、以下のリソースを作成します。

1 ラベル

仮想マシン:

1 ディスクイメージ

1 一時的ブートストラップノード

3 コントロールプレーンノード

3 コンピュートマシン

1.2.4. ネットワーク要件

ネットワークには AHV IP アドレス管理 (IPAM) または動的ホスト設定プロトコル (DHCP) のいずれか
を使用し、クラスターマシンに永続的な IP アドレスを提供するように設定されていることを確認する
必要があります。さらに、OpenShift Container Platform クラスターをインストールする前に、以下の
ネットワークリソースを作成します。

IP アドレス

DNS レコード

注記

第1章 NUTANIX へのインストールの準備
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注記

クラスターの各 OpenShift Container Platform ノードは、DHCP を使用して検出可能な
Network Time Protocol (NTP) サーバーにアクセスできることが推奨されます。NTP
サーバーなしでインストールが可能です。ただし、NTP サーバーは、非同期サーバーク
ロックに通常関連するエラーを防ぎます。

1.2.4.1. 必要な IP アドレス

installer-provisioned installation には、2 つの静的仮想 IP (VIP) アドレスが必要です。

API の VIP アドレスが必要です。このアドレスは、クラスター API にアクセスするために使用
されます。

Ingress 用の VIP アドレスが必要です。このアドレスは、クラスターの Ingress トラフィックに
使用されます。

これらの IP アドレスは、OpenShift Container Platform クラスターをインストールするときに指定しま
す。

1.2.4.2. DNS レコード

OpenShift Container Platform クラスターをホストする Nutanix インスタンスについて 2 つの静的 IP ア
ドレスの DNS レコードを適切な DNS サーバーに作成する必要があります。各レコード
で、<cluster_name> はクラスター名で、<base_domain> は、クラスターのインストール時に指定す
るクラスターのベースドメインです。

独自の DNS または DHCP サーバーを使用する場合は、ブートストラップ、コントロールプレーン、コ
ンピュートノードなどの各ノードのレコードも作成する必要があります。

完全な DNS レコードは <component>.<cluster_name>.<base_domain>. の形式を取ります。

表1.2 必要な DNS レコード

コン
ポーネ
ント

レコード 説明

API VIP api.<cluster_name>.<base_domain>. この DNS A/AAAA または
CNAME レコードは、コントロー
ルプレーンマシンのロードバラン
サーを参照する必要があります。
このレコードは、クラスター外の
クライアントおよびクラスター内
のすべてのノードで解決できる必
要があります。

OpenShift Container Platform 4.14 Nutanix へのインストール
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Ingress
VIP

*.apps.<cluster_name>.<base_domain>. Ingress ルーター Pod を実行する
マシンをターゲットにするロード
バランサーを参照するワイルド
カード DNS A/AAAA または
CNAME レコードです。このレ
コードは、クラスター外のクライ
アントおよびクラスター内のすべ
てのノードで解決できる必要があ
ります。

コン
ポーネ
ント

レコード 説明

1.3. CLOUD CREDENTIAL OPERATOR ユーティリティーの設定

Cloud Credential Operator (CCO) は、クラウドプロバイダーの認証情報を Kubernetes カスタムリソー
ス定義 (CRD) として管理します。Nutanix にクラスターをインストールするには、インストールプロセ
スの一部として CCO を manual モードに設定する必要があります。

Cloud Credential Operator (CCO) が手動モードで動作しているときにクラスターの外部からクラウド
クレデンシャルを作成および管理するには、CCO ユーティリティー (ccoctl) バイナリーを抽出して準
備します。

注記

ccoctl ユーティリティーは、Linux 環境で実行する必要がある Linux バイナリーです。

前提条件

クラスター管理者のアクセスを持つ OpenShift Container Platform アカウントを使用できる。

OpenShift CLI (oc) がインストールされている。

手順

1. 次のコマンドを実行して、OpenShift Container Platform リリースイメージの変数を設定しま
す。

2. 以下のコマンドを実行して、OpenShift Container Platform リリースイメージから CCO コンテ
ナーイメージを取得します。

注記

$RELEASE_IMAGE のアーキテクチャーが、ccoctl ツールを使用する環境の
アーキテクチャーと一致していることを確認してください。

$ RELEASE_IMAGE=$(./openshift-install version | awk '/release image/ {print $3}')

$ CCO_IMAGE=$(oc adm release info --image-for='cloud-credential-operator' 
$RELEASE_IMAGE -a ~/.pull-secret)

第1章 NUTANIX へのインストールの準備
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3. 以下のコマンドを実行して、OpenShift Container Platform リリースイメージ内の CCO コンテ
ナーイメージから ccoctl バイナリーを抽出します。

4. 次のコマンドを実行して、権限を変更して ccoctl を実行可能にします。

検証

ccoctl が使用できることを確認するには、help ファイルを表示します。コマンドを実行すると
きは、相対ファイル名を使用します。以下に例を示します。

出力例

関連情報

手動で維持された認証情報でクラスターを更新する準備

$ oc image extract $CCO_IMAGE --file="/usr/bin/ccoctl" -a ~/.pull-secret

$ chmod 775 ccoctl

$ ./ccoctl.rhel9

OpenShift credentials provisioning tool

Usage:
  ccoctl [command]

Available Commands:
  alibabacloud Manage credentials objects for alibaba cloud
  aws          Manage credentials objects for AWS cloud
  azure        Manage credentials objects for Azure
  gcp          Manage credentials objects for Google cloud
  help         Help about any command
  ibmcloud     Manage credentials objects for IBM Cloud
  nutanix      Manage credentials objects for Nutanix

Flags:
  -h, --help   help for ccoctl

Use "ccoctl [command] --help" for more information about a command.

OpenShift Container Platform 4.14 Nutanix へのインストール
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第2章 クラスターの NUTANIX へのインストール
OpenShift Container Platform バージョン 4.14 では、以下のオプションのいずれかを選択して、
Nutanix インスタンスにクラスターをインストールできます。

インストーラーによってプロビジョニングされたインフラストラクチャーの使用: インストーラーに
よってプロビジョニングされたインフラストラクチャーを使用するには、次のセクションの手順を使用
します。installer-provisioned infrastructure は、接続されたネットワーク環境または切断されたネット
ワーク環境でのインストールに最適です。installer-provisioned infrastructure には、クラスターの基礎
となるインフラストラクチャーをプロビジョニングするインストールプログラムが含まれています。

Assisted Installer の使用: Assisted Installer は console.redhat.com でホストされます。Assisted Installer
は、切断された環境では使用できません。Assisted Installer はクラスターの基礎となるインフラストラ
クチャーをプロビジョニングしないため、Assisted Installer を実行する前にインフラストラクチャーを
プロビジョニングする必要があります。Assisted Installer を使用してインストールすると、Nutanix と
の統合も提供され、自動スケーリングが可能になります。詳細は、Assisted Installer を使用したオンプ
レミスクラスターのインストール を参照してください。

user-provisioned infrastructure の使用: 任意のプラットフォームへのクラスターのインストール ド
キュメントに概説されている関連手順を完了します。

2.1. 前提条件

OpenShift Container Platform のインストールおよび更新  プロセスの詳細を確認した。

インストールプログラムで、Prism Central および Prism Element のポート 9440 にアクセスで
きる。ポート 9440 にアクセスできることを確認している。

ファイアウォールを使用している場合は、次の前提条件を満たしています。

ポート 9440 にアクセスできることを確認している。コントロールプレーンノードがポー
ト 9440 で Prism Central および Prism Element にアクセスできる (インストールが成功す
るために必要)。

OpenShift Container Platform が必要とするサイトへの アクセスを許可する ようにファイ
アウォールを設定している。これには、Telemetry の使用が含まれます。

Nutanix 環境でデフォルトの自己署名 SSL 証明書を使用している場合は、CA によって署名さ
れた証明書に置き換える。インストールプログラムには、Prism Central API にアクセスするた
めの有効な CA 署名付き証明書が必要です。自己署名証明書の置き換えに関する詳細
は、Nutanix AOS Security Guide  を参照してください。
Nutanix 環境で内部 CA を使用して証明書を発行する場合は、インストールプロセスの一部とし
てクラスター全体のプロキシーを設定する必要があります。詳細は、カスタム PKI の設定  を参
照してください。

重要

2048 ビット証明書を使用します。Prism Central 2022.x で 4096 ビット証明書
を使用すると、インストールに失敗します。

2.2. OPENSHIFT CONTAINER PLATFORM のインターネットアクセス

OpenShift Container Platform 4.14 では、クラスターをインストールするためにインターネットアクセ
スが必要になります。
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インターネットへのアクセスは以下を実行するために必要です。

OpenShift Cluster Manager にアクセスし、インストールプログラムをダウンロードし、サブス
クリプション管理を実行します。クラスターがインターネットにアクセスでき、Telemetry を
無効にしていない場合、そのサービスによってクラスターのサブスクリプションが自動的に有
効化されます。

クラスターのインストールに必要なパッケージを取得するために Quay.io にアクセスします。

クラスターの更新を実行するために必要なパッケージを取得します。

重要

クラスターでインターネットに直接アクセスできない場合、プロビジョニングする一部
のタイプのインフラストラクチャーでネットワークが制限されたインストールを実行で
きます。このプロセスで、必要なコンテンツをダウンロードし、これを使用してミラー
レジストリーにインストールパッケージを設定します。インストールタイプに応じて、
クラスターのインストール環境でインターネットアクセスが不要となる場合がありま
す。クラスターを更新する前に、ミラーレジストリーのコンテンツを更新します。

2.3. PRISM CENTRAL のインターネットアクセス

Prism Central では、クラスターのインストールに必要な Red Hat Enterprise Linux CoreOS (RHCOS)
イメージを取得するためにインターネットアクセスが必要です。Nutanix の RHCOS イメージ
は、rhcos.mirror.openshift.com で入手できます。

2.4. クラスターノードの SSH アクセス用のキーペアの生成

OpenShift Container Platform をインストールする際に、SSH パブリックキーをインストールプログラ
ムに指定できます。キーは、Ignition 設定ファイルを介して Red Hat Enterprise Linux CoreOS
(RHCOS) ノードに渡され、ノードへの SSH アクセスを認証するために使用されます。このキーは各
ノードの core ユーザーの ~/.ssh/authorized_keys リストに追加され、パスワードなしの認証が可能に
なります。

鍵がノードに渡されたら、鍵ペアを使用して、core ユーザーとして RHCOS ノードに SSH 接続できま
す。SSH 経由でノードにアクセスするには、秘密鍵のアイデンティティーをローカルユーザーの SSH
で管理する必要があります。

インストールのデバッグまたは障害復旧を実行するためにクラスターノードに対して SSH を実行する
場合は、インストールプロセスの間に SSH 公開鍵を指定する必要があります。./openshift-install 
gather コマンドでは、SSH 公開鍵がクラスターノードに配置されている必要もあります。

重要

障害復旧およびデバッグが必要な実稼働環境では、この手順を省略しないでください。

注記

AWS キーペア などのプラットフォームに固有の方法で設定したキーではなく、ローカル
キーを使用する必要があります。

手順

1. クラスターノードへの認証に使用するローカルマシンに既存の SSH キーペアがない場合は、こ
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1

1. クラスターノードへの認証に使用するローカルマシンに既存の SSH キーペアがない場合は、こ
れを作成します。たとえば、Linux オペレーティングシステムを使用するコンピューターで以
下のコマンドを実行します。

新しい SSH キーのパスとファイル名 (~/.ssh/id_ed25519 など) を指定します。既存の
キーペアがある場合は、公開鍵が ~/.ssh ディレクトリーにあることを確認します。

注記

x86_64、ppc64le、および s390x アーキテクチャーのみで FIPS 140-2/140-3 検
証のために NIST に提出された RHEL 暗号化ライブラリーを使用する OpenShift
Container Platform クラスターをインストールする予定がある場合は、ed25519
アルゴリズムを使用するキーを作成しないでください。代わりに、rsa アルゴリ
ズムまたは ecdsa アルゴリズムを使用するキーを作成します。

2. SSH 公開鍵を表示します。

たとえば、次のコマンドを実行して ~/.ssh/id_ed25519.pub 公開鍵を表示します。

3. ローカルユーザーの SSH エージェントに SSH 秘密鍵 ID が追加されていない場合は、それを追
加します。キーの SSH エージェント管理は、クラスターノードへのパスワードなしの SSH 認
証、または ./openshift-install gather コマンドを使用する場合は必要になります。

注記

一部のディストリビューションでは、~/.ssh/id_rsa および ~/.ssh/id_dsa など
のデフォルトの SSH 秘密鍵のアイデンティティーは自動的に管理されます。

a. ssh-agent プロセスがローカルユーザーに対して実行されていない場合は、バックグラウ
ンドタスクとして開始します。

出力例

注記

クラスターが FIPS モードにある場合は、FIPS 準拠のアルゴリズムのみを使
用して SSH キーを生成します。鍵は RSA または ECDSA のいずれかである
必要があります。

4. SSH プライベートキーを ssh-agent に追加します。

$ ssh-keygen -t ed25519 -N '' -f <path>/<file_name> 1

$ cat <path>/<file_name>.pub

$ cat ~/.ssh/id_ed25519.pub

$ eval "$(ssh-agent -s)"

Agent pid 31874
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1 ~/.ssh/id_ed25519 などの、SSH プライベートキーのパスおよびファイル名を指定しま
す。

出力例

次のステップ

OpenShift Container Platform をインストールする際に、SSH パブリックキーをインストール
プログラムに指定します。

2.5. インストールプログラムの取得

OpenShift Container Platform をインストールする前に、インストールに使用しているホストにインス
トールファイルをダウンロードします。

前提条件

Linux または macOS を実行し、少なくとも 1.2 GB のローカルディスク容量を備えたコン
ピューターがある。

手順

1. Red Hat Hybrid Cloud Console の Cluster Type ページに移動します。Red Hat アカウントがあ
る場合は、認証情報を使用してログインします。アカウントがない場合はこれを作成します。

2. ページの Run it yourself セクションからインフラストラクチャープロバイダーを選択します。

3. OpenShift Installer のドロップダウンメニューからホストオペレーティングシステムとアーキ
テクチャーを選択し、Download Installer をクリックします。

4. ダウンロードしたファイルを、インストール設定ファイルを保存するディレクトリーに配置し
ます。

重要

インストールプログラムは、クラスターのインストールに使用するコン
ピューターにいくつかのファイルを作成します。クラスターのインストール
完了後は、インストールプログラムおよびインストールプログラムが作成す
るファイルを保持する必要があります。クラスターを削除するには、両方の
ファイルが必要です。

インストールプログラムで作成されたファイルを削除しても、クラスターが
インストール時に失敗した場合でもクラスターは削除されません。クラス
ターを削除するには、特定のクラウドプロバイダー用の OpenShift
Container Platform のアンインストール手順を実行します。

5. インストールプログラムを展開します。たとえば、Linux オペレーティングシステムを使用す
るコンピューターで以下のコマンドを実行します。

$ ssh-add <path>/<file_name> 1

Identity added: /home/<you>/<path>/<file_name> (<computer_name>)
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6. Red Hat OpenShift Cluster Manager からインストールプルシークレット  をダウンロードしま
す。このプルシークレットを使用し、OpenShift Container Platform コンポーネントのコンテ
ナーイメージを提供する Quay.io など、組み込まれた各種の認証局によって提供されるサービ
スで認証できます。

ヒント

Red Hat カスタマーポータル  からインストールプログラムを取得することもできます。このページで
は、ダウンロードするインストールプログラムのバージョンを指定できます。ただし、このページにア
クセスするには、有効なサブスクリプションが必要です。

2.6. NUTANIX ROOT CA 証明書をシステム信頼に追加する

インストールプログラムは Prism Central API へのアクセスを必要とするため、OpenShift Container
Platform クラスターをインストールする前に、Nutanix の信頼された root CA 証明書をシステム信頼に
追加する必要があります。

手順

1. Prism Central Web コンソールから、Nutanix root CA 証明書をダウンロードします。

2. Nutanix root CA 証明書を含む圧縮ファイルを抽出します。

3. オペレーティングシステム用のファイルをシステム信頼に追加します。たとえば、Fedora オペ
レーティングシステムで以下のコマンドを実行します。

4. システム信頼を更新します。たとえば、Fedora オペレーティングシステムで以下のコマンドを
実行します。

2.7. インストール設定ファイルの作成

Nutanix にインストールする OpenShift Container Platform クラスターをカスタマイズできます。

前提条件

OpenShift Container Platform インストールプログラムおよびクラスターのプルシークレット
がある。

Nutanix のネットワーク要件を満たしていることが確認されました。詳細は、「Nutanix へのイ
ンストールの準備」を参照してください。

手順

1. install-config.yaml ファイルを作成します。

a. インストールプログラムが含まれるディレクトリーに切り替え、以下のコマンドを実行し
ます。

$ tar -xvf openshift-install-linux.tar.gz

# cp certs/lin/* /etc/pki/ca-trust/source/anchors

# update-ca-trust extract
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1 <installation_directory> の場合、インストールプログラムが作成するファイルを保存
するためにディレクトリー名を指定します。

ディレクトリーを指定する場合:

ディレクトリーに execute 権限があることを確認します。この権限は、インストール
ディレクトリーで Terraform バイナリーを実行するために必要です。

空のディレクトリーを使用します。ブートストラップ X.509 証明書などの一部のイン
ストールアセットは有効期限が短いため、インストールディレクトリーを再利用しない
でください。別のクラスターインストールの個別のファイルを再利用する必要がある場
合は、それらをディレクトリーにコピーすることができます。ただし、インストールア
セットのファイル名はリリース間で変更される可能性があります。インストールファイ
ルを以前のバージョンの OpenShift Container Platform からコピーする場合は注意して
ください。

注記

古い設定の再利用を回避するために、~/.powervs ディレクトリーは必ず
削除してください。以下のコマンドを実行します。

b. プロンプト時に、クラウドの設定の詳細情報を指定します。

i. オプション: クラスターマシンにアクセスするために使用する SSH キーを選択します。

注記

インストールのデバッグまたは障害復旧を実行する必要のある実稼働用
の OpenShift Container Platform クラスターでは、ssh-agent プロセス
が使用する SSH キーを指定します。

ii. ターゲットとするプラットフォームとして nutanix を選択します。

iii. Prism Central のドメイン名または IP アドレスを入力します。

iv. Prism Central へのログインに使用するポートを入力します。

v. Prism Central へのログインに使用する認証情報を入力します。
インストールプログラムが Prism Central に接続します。

vi. OpenShift Container Platform クラスターを管理する Prism Element を選択します。

vii. 使用するネットワークサブネットを選択します。

viii. コントロールプレーン API のアクセス用に設定した仮想 IP アドレスを入力します。

ix. クラスター Ingress に設定した仮想 IP アドレスを入力します。

x. ベースドメインを入力します。このベースドメインは、DNS レコードで設定したもの

$ ./openshift-install create install-config --dir <installation_directory> 1

$ rm -rf ~/.powervs
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x. ベースドメインを入力します。このベースドメインは、DNS レコードで設定したもの
と同じである必要があります。

xi. クラスターの記述名を入力します。
入力するクラスター名は、DNS レコードの設定時に指定したクラスター名と一致する
必要があります。

2. オプション: install.config.yaml ファイル内の 1 つ以上のデフォルト設定パラメーターを更新し
て、インストールをカスタマイズします。
パラメーターの詳細は、「インストール設定パラメーター」を参照してください。

注記

3 ノードクラスターをインストールする場合は、必ず compute.replicas パラ
メーターを 0 に設定してください。これにより、クラスターのコントロールプ
レーンがスケジュール可能になります。詳細は、「Nutanix への 3 ノードクラス
ターのインストール」を参照してください。

3. install-config.yaml ファイルをバックアップし、複数のクラスターをインストールするのに使
用できるようにします。

重要

install-config.yaml ファイルはインストールプロセス時に使用されます。この
ファイルを再利用する必要がある場合は、この段階でこれをバックアップしてく
ださい。

関連情報

Nutanix のインストール設定パラメーター

2.7.1. Nutanix 用にカスタマイズされた install-config.yaml ファイルのサンプル

install-config.yaml ファイルをカスタマイズして、OpenShift Container Platform クラスターのプラッ
トフォームに関する詳細を指定するか、必要なパラメーターの値を変更することができます。

重要

このサンプルの YAML ファイルは参照用にのみ提供されます。インストールプログラム
を使用して install-config.yaml ファイルを取得し、これを変更する必要があります。

apiVersion: v1
baseDomain: example.com 1
compute: 2
- hyperthreading: Enabled 3
  name: worker
  replicas: 3
  platform:
    nutanix: 4
      cpus: 2
      coresPerSocket: 2
      memoryMiB: 8196
      osDisk:
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        diskSizeGiB: 120
      categories: 5
      - key: <category_key_name>
        value: <category_value>
controlPlane: 6
  hyperthreading: Enabled 7
  name: master
  replicas: 3
  platform:
    nutanix: 8
      cpus: 4
      coresPerSocket: 2
      memoryMiB: 16384
      osDisk:
        diskSizeGiB: 120
      categories: 9
      - key: <category_key_name>
        value: <category_value>
metadata:
  creationTimestamp: null
  name: test-cluster 10
networking:
  clusterNetwork:
    - cidr: 10.128.0.0/14
      hostPrefix: 23
  machineNetwork:
    - cidr: 10.0.0.0/16
  networkType: OVNKubernetes 11
  serviceNetwork:
    - 172.30.0.0/16
platform:
  nutanix:
    apiVIPs:
      - 10.40.142.7 12
    defaultMachinePlatform:
      bootType: Legacy
      categories: 13
      - key: <category_key_name>
        value: <category_value>
      project: 14
        type: name
        name: <project_name>
    ingressVIPs:
      - 10.40.142.8 15
    prismCentral:
      endpoint:
        address: your.prismcentral.domainname 16
        port: 9440 17
      password: <password> 18
      username: <username> 19
    prismElements:
    - endpoint:
        address: your.prismelement.domainname
        port: 9440
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必須。インストールプログラムはこの値の入力を求めるプロンプトを出し
ます。

controlPlane セクションは単一マッピングですが、コンピュートセクションはマッピングのシー
ケンスになります。複数の異なるデータ構造の要件を満たすには、compute セクションの最初の
行はハイフン - で始め、controlPlane セクションの最初の行はハイフンで始めることができませ
ん。どちらのセクションも、現時点では単一のマシンプールを定義しますが、OpenShift
Container Platform の今後のバージョンでは、インストール時の複数のコンピュートプールの定義
をサポートする可能性があります。1 つのコントロールプレーンプールのみが使用されます。

同時マルチスレッドまたは hyperthreading を有効/無効にするかどうか。デフォルトでは、同時
マルチスレッドはマシンのコアのパフォーマンスを上げるために有効化されます。パラメーター
値を Disabled に設定するとこれを無効にすることができます。一部のクラスターマシンで同時マ
ルチスレッドを無効にする場合は、これをすべてのクラスターマシンで無効にする必要がありま
す。

重要

同時マルチスレッドを無効にする場合は、容量計画においてマシンパフォーマンス
の大幅な低下が考慮に入れられていることを確認します。

オプション: コンピュートおよびコントロールプレーンマシンのマシンプールパラメーターの追加
設定を指定します。

オプション: プリズムカテゴリーキーとプリズムカテゴリー値のペアを 1 つ以上指定します。こ
れらのカテゴリーのキーと値のペアは、Prism Central に存在する必要があります。コンピュー

ティングマシン、コントロールプレーンマシン、またはすべてのマシンに個別のカテゴリーを指定
できます。

インストールするクラスターネットワークプラグイン。サポートされている値は OVNKubernetes
と OpenShiftSDN です。デフォルトの値は OVNkubernetes です。

オプション: VM が関連付けられているプロジェクトを指定します。プロジェクトタイプの name
または uuid を指定してから、対応する UUID またはプロジェクト名を指定します。プロジェクト
は、コンピューティングマシン、コントロールプレーンマシン、またはすべてのマシンに関連付け
ることができます。

オプション: デフォルトでは、インストールプログラムは Red Hat Enterprise Linux CoreOS
(RHCOS) イメージをダウンロードしてインストールします。Prism Central がインターネットにア
クセスできない場合は、任意の HTTP サーバーで RHCOS イメージをホストし、インストールプ
ログラムがそのイメージを指すようにすることで、デフォルトの動作をオーバーライドできます。

FIPS モードを有効または無効にするかどうか。デフォルトでは、FIPS モードは有効にされませ
ん。FIPS モードが有効にされている場合、OpenShift Container Platform が実行される Red Hat
Enterprise Linux CoreOS (RHCOS) マシンがデフォルトの Kubernetes 暗号スイートをバイパス

      uuid: 0005b0f1-8f43-a0f2-02b7-3cecef193712
    subnetUUIDs:
    - c7938dc6-7659-453e-a688-e26020c68e43
    clusterOSImage: http://example.com/images/rhcos-47.83.202103221318-0-nutanix.x86_64.qcow2 
20
credentialsMode: Manual
publish: External
pullSecret: '{"auths": ...}' 21
fips: false 22
sshKey: ssh-ed25519 AAAA... 23
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Enterprise Linux CoreOS (RHCOS) マシンがデフォルトの Kubernetes 暗号スイートをバイパス
し、代わりに RHCOS で提供される暗号モジュールを使用します。

重要

FIPS モードでブートされた Red Hat Enterprise Linux (RHEL) または Red Hat
Enterprise Linux CoreOS (RHCOS) を実行する場合、OpenShift Container Platform
コアコンポーネントは、x86_64、ppc64le、および s390x アーキテクチャーのみ
で、FIPS 140-2/140-3 検証のために NIST に提出された RHEL 暗号化ライブラリー
を使用します。

オプション: クラスター内のマシンにアクセスするのに使用する sshKey 値をオプションで指定で
きます。

注記

インストールのデバッグまたは障害復旧を実行する必要のある実稼働用の
OpenShift Container Platform クラスターでは、ssh-agent プロセスが使用する
SSH キーを指定します。

2.7.2. インストール時のクラスター全体のプロキシーの設定

実稼働環境では、インターネットへの直接アクセスを拒否し、代わりに HTTP または HTTPS プロキ
シーを使用することができます。プロキシー設定を install-config.yaml ファイルで行うことにより、新
規の OpenShift Container Platform クラスターをプロキシーを使用するように設定できます。

前提条件

既存の install-config.yaml ファイルがある。

クラスターがアクセスする必要のあるサイトを確認済みで、それらのいずれかがプロキシーを
バイパスする必要があるかどうかを判別している。デフォルトで、すべてのクラスター Egress
トラフィック (クラスターをホストするクラウドに関するクラウドプロバイダー API に対する
呼び出しを含む) はプロキシーされます。プロキシーを必要に応じてバイパスするために、サイ
トを Proxy オブジェクトの spec.noProxy フィールドに追加している。

注記

Proxy オブジェクトの status.noProxy フィールドには、インストール設定の 
networking.machineNetwork[].cidr、networking.clusterNetwork[].cidr、およ
び networking.serviceNetwork[] フィールドの値が設定されます。

Amazon Web Services (AWS)、Google Cloud、Microsoft Azure、および Red
Hat OpenStack Platform (RHOSP)へのインストールの場合、Proxy オブジェク
トの status.noProxy フィールドには、インスタンスメタデータのエンドポイン
ト(169.254.169.254)も設定されます。

手順

1. install-config.yaml ファイルを編集し、プロキシー設定を追加します。以下に例を示します。

apiVersion: v1
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3

4

5

クラスター外の HTTP 接続を作成するために使用するプロキシー URL。URL スキームは 
http である必要があります。

クラスター外で HTTPS 接続を作成するために使用するプロキシー URL。

プロキシーから除外するための宛先ドメイン名、IP アドレス、または他のネットワーク
CIDR のコンマ区切りのリスト。サブドメインのみと一致するように、ドメインの前に .
を付けます。たとえば、.y.com は x.y.com に一致しますが、y.com には一致しません。*
を使用し、すべての宛先のプロキシーをバイパスします。

指定されている場合、インストールプログラムは HTTPS 接続のプロキシーに必要な 1 つ
以上の追加の CA 証明書が含まれる user-ca-bundle という名前の設定マップを 
openshift-config namespace に生成します。次に Cluster Network Operator は、これら
のコンテンツを Red Hat Enterprise Linux CoreOS (RHCOS) 信頼バンドルにマージする 
trusted-ca-bundle 設定マップを作成し、この設定マップは Proxy オブジェクトの 
trustedCA フィールドで参照されます。additionalTrustBundle フィールドは、プロキ
シーのアイデンティティー証明書が RHCOS 信頼バンドルからの認証局によって署名され
ない限り必要になります。

オプション: trustedCA フィールドの user-ca-bundle 設定マップを参照する Proxy オブ
ジェクトの設定を決定するポリシー。許可される値は Proxyonly および Always で
す。Proxyonly を使用して、http/https プロキシーが設定されている場合にのみ user-ca-
bundle 設定マップを参照します。Always を使用して、常に user-ca-bundle 設定マップ
を参照します。デフォルト値は Proxyonly です。

注記

インストールプログラムは、プロキシーの readinessEndpoints フィールドをサ
ポートしません。

注記

インストーラーがタイムアウトした場合は、インストーラーの wait-for コマン
ドを使用してデプロイメントを再起動してからデプロイメントを完了します。以
下に例を示します。

2. ファイルを保存し、OpenShift Container Platform のインストール時にこれを参照します。

インストールプログラムは、指定の install-config.yaml ファイルのプロキシー設定を使用する cluster

baseDomain: my.domain.com
proxy:
  httpProxy: http://<username>:<pswd>@<ip>:<port> 1
  httpsProxy: https://<username>:<pswd>@<ip>:<port> 2
  noProxy: example.com 3
additionalTrustBundle: | 4
    -----BEGIN CERTIFICATE-----
    <MY_TRUSTED_CA_CERT>
    -----END CERTIFICATE-----
additionalTrustBundlePolicy: <policy_to_add_additionalTrustBundle> 5

$ ./openshift-install wait-for install-complete --log-level debug
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インストールプログラムは、指定の install-config.yaml ファイルのプロキシー設定を使用する cluster
という名前のクラスター全体のプロキシーを作成します。プロキシー設定が指定されていない場
合、cluster Proxy オブジェクトが依然として作成されますが、これには spec がありません。

注記

cluster という名前の Proxy オブジェクトのみがサポートされ、追加のプロキシーを作
成することはできません。

2.8. バイナリーのダウンロードによる OPENSHIFT CLI のインストール

コマンドラインインターフェイスを使用して OpenShift Container Platform と対話するために CLI (oc)
をインストールすることができます。oc は Linux、Windows、または macOS にインストールできま
す。

重要

以前のバージョンの oc をインストールしている場合、これを使用して OpenShift
Container Platform 4.14 のすべてのコマンドを実行することはできません。新規バー
ジョンの oc をダウンロードし、インストールします。

2.8.1. Linux への OpenShift CLI のインストール

以下の手順を使用して、OpenShift CLI (oc) バイナリーを Linux にインストールできます。

手順

1. Red Hat カスタマーポータルの OpenShift Container Platform ダウンロードページ  に移動しま
す。

2. Product Variant ドロップダウンリストからアーキテクチャーを選択します。

3. バージョン ドロップダウンリストから適切なバージョンを選択します。

4. OpenShift v4.14 Linux Client エントリーの横にある Download Now をクリックして、ファイ
ルを保存します。

5. アーカイブを展開します。

6. oc バイナリーを、PATH にあるディレクトリーに配置します。
PATH を確認するには、以下のコマンドを実行します。

検証

OpenShift CLI のインストール後に、oc コマンドを使用して利用できます。

$ tar xvf <file>

$ echo $PATH

$ oc <command>

OpenShift Container Platform 4.14 Nutanix へのインストール

20

https://access.redhat.com/downloads/content/290


2.8.2. Windows への OpenShift CLI のインストール

以下の手順を使用して、OpenShift CLI (oc) バイナリーを Windows にインストールできます。

手順

1. Red Hat カスタマーポータルの OpenShift Container Platform ダウンロードページ  に移動しま
す。

2. バージョン ドロップダウンリストから適切なバージョンを選択します。

3. OpenShift v4.14 Windows Client エントリーの横にある Download Now をクリックして、
ファイルを保存します。

4. ZIP プログラムでアーカイブを展開します。

5. oc バイナリーを、PATH にあるディレクトリーに移動します。
PATH を確認するには、コマンドプロンプトを開いて以下のコマンドを実行します。

検証

OpenShift CLI のインストール後に、oc コマンドを使用して利用できます。

2.8.3. macOS への OpenShift CLI のインストール

以下の手順を使用して、OpenShift CLI (oc) バイナリーを macOS にインストールできます。

手順

1. Red Hat カスタマーポータルの OpenShift Container Platform ダウンロードページ  に移動しま
す。

2. バージョン ドロップダウンリストから適切なバージョンを選択します。

3. OpenShift v4.14 macOS Client エントリーの横にある Download Now をクリックして、ファ
イルを保存します。

注記

macOS arm64 の場合は、OpenShift v4.14 macOS arm64 Client エントリーを
選択します。

4. アーカイブを展開し、解凍します。

5. oc バイナリーをパスにあるディレクトリーに移動します。
PATH を確認するには、ターミナルを開き、以下のコマンドを実行します。

C:\> path

C:\> oc <command>

$ echo $PATH
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2

3

検証

oc コマンドを使用してインストールを確認します。

2.9. NUTANIX の IAM の設定

クラスターをインストールするには、Cloud Credential Operator (CCO) が手動モードで動作する必要
があります。インストールプログラムが手動モード用に CCO を設定する間、ID およびアクセス管理
シークレットを指定する必要があります。

前提条件

ccoctl バイナリーを設定している。

install-config.yaml ファイルがある。

手順

1. 認証情報データを含む YAML ファイルを次の形式で作成します。

認証情報データの形式

認証タイプを指定します。Basic 認証のみがサポートされています。

Prism Central の認証情報を指定します。

オプション: Prism Element 認証情報を指定します。

2. 次のコマンドを実行して、インストールファイルのリリースイメージを $RELEASE_IMAGE 変
数に設定します。

3. 以下のコマンドを実行して、OpenShift Container Platform リリースイメージから 
CredentialsRequest カスタムリソース (CR) のリストを抽出します。

$ oc <command>

credentials:
- type: basic_auth 1
  data:
    prismCentral: 2
      username: <username_for_prism_central>
      password: <password_for_prism_central>
    prismElements: 3
    - name: <name_of_prism_element>
      username: <username_for_prism_element>
      password: <password_for_prism_element>

$ RELEASE_IMAGE=$(./openshift-install version | awk '/release image/ {print $3}')

$ oc adm release extract \
  --from=$RELEASE_IMAGE \
  --credentials-requests \
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--included パラメーターには、特定のクラスター設定に必要なマニフェストのみが含まれ
ます。

install-config.yaml ファイルの場所を指定します。

CredentialsRequest オブジェクトを保存するディレクトリーへのパスを指定します。指
定したディレクトリーが存在しない場合は、このコマンドによって作成されます。

サンプル CredentialsRequest オブジェクト

4. 次のコマンドを実行し、ccoctl ツールを使用して CredentialsRequest オブジェクトをすべて
処理します。

コンポーネント CredentialsRequests オブジェクトのファイルを含むディレクトリーへ
のパスを指定します。

オプション: ccoctl ユーティリティーがオブジェクトを作成するディレクトリーを指定し
ます。デフォルトでは、ユーティリティーは、コマンドが実行されるディレクトリーにオ
ブジェクトを作成します。

オプション: 認証情報データ YAML ファイルを含むディレクトリーを指定します。デフォ
ルトでは、ccoctl はこのファイルが <home_directory>/.nutanix/credentials にあると想
定します。

5. credentialsMode パラメーターが Manual に設定されるように、install-config.yaml 設定ファ
イルを編集します。

  --included \ 1
  --install-config=<path_to_directory_with_installation_configuration>/install-config.yaml \ 2
  --to=<path_to_directory_for_credentials_requests> 3

  apiVersion: cloudcredential.openshift.io/v1
  kind: CredentialsRequest
  metadata:
    annotations:
      include.release.openshift.io/self-managed-high-availability: "true"
    labels:
      controller-tools.k8s.io: "1.0"
    name: openshift-machine-api-nutanix
    namespace: openshift-cloud-credential-operator
  spec:
    providerSpec:
      apiVersion: cloudcredential.openshift.io/v1
      kind: NutanixProviderSpec
    secretRef:
      name: nutanix-credentials
      namespace: openshift-machine-api

$ ccoctl nutanix create-shared-secrets \
  --credentials-requests-dir=<path_to_credentials_requests_directory> \ 1
  --output-dir=<ccoctl_output_dir> \ 2
  --credentials-source-filepath=<path_to_credentials_file> 3
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サンプル install-config.yaml 設定ファイル

この行を追加して、credentialsMode パラメーターを Manual に設定します。

6. 次のコマンドを実行して、インストールマニフェストを作成します。

クラスターの install-config.yaml ファイルを含むディレクトリーへのパスを指定します。

7. 次のコマンドを実行して、生成された認証情報ファイルをターゲットマニフェストディレクト
リーにコピーします。

検証

manifests ディレクトリーに適切なシークレットが存在することを確認します。

出力例

2.10. NUTANIX CCM に必要な CONFIG MAP とシークレットリソースの追
加

Nutanix にインストールするには、Nutanix Cloud Controller Manager (CCM) と統合するために追加の 
ConfigMap および Secret リソースが必要です。

前提条件

apiVersion: v1
baseDomain: cluster1.example.com
credentialsMode: Manual 1
...

$ openshift-install create manifests --dir <installation_directory> 1

$ cp <ccoctl_output_dir>/manifests/*credentials.yaml ./<installation_directory>/manifests

$ ls ./<installation_directory>/manifests

cluster-config.yaml
cluster-dns-02-config.yml
cluster-infrastructure-02-config.yml
cluster-ingress-02-config.yml
cluster-network-01-crd.yml
cluster-network-02-config.yml
cluster-proxy-01-config.yaml
cluster-scheduler-02-config.yml
cvo-overrides.yaml
kube-cloud-config.yaml
kube-system-configmap-root-ca.yaml
machine-config-server-tls-secret.yaml
openshift-config-secret-pull-secret.yaml
openshift-cloud-controller-manager-nutanix-credentials-credentials.yaml
openshift-machine-api-nutanix-credentials-credentials.yaml
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前提条件

インストールディレクトリー内に manifests ディレクトリーが作成されました。

手順

1. manifests ディレクトリーに移動します。

2. openshift-cloud-controller-manager-cloud-config.yaml という名前で cloud-conf 
ConfigMap ファイルを作成し、以下の情報を追加します。

Prism Central FQDN/IP を指定します。

3. ファイル cluster-infrastructor-02-config.yml が存在し、次の情報が含まれていることを確認
します。

2.11. クラスターのデプロイ

互換性のあるクラウドプラットフォームに OpenShift Container Platform をインストールできます。

重要

$ cd <path_to_installation_directory>/manifests

apiVersion: v1
kind: ConfigMap
metadata:
  name: cloud-conf
  namespace: openshift-cloud-controller-manager
data:
  cloud.conf: "{
      \"prismCentral\": {
          \"address\": \"<prism_central_FQDN/IP>\", 1
          \"port\": 9440,
            \"credentialRef\": {
                \"kind\": \"Secret\",
                \"name\": \"nutanix-credentials\",
                \"namespace\": \"openshift-cloud-controller-manager\"
            }
       },
       \"topologyDiscovery\": {
           \"type\": \"Prism\",
           \"topologyCategories\": null
       },
       \"enableCustomLabeling\": true
     }"

spec:
  cloudConfig:
    key: config
    name: cloud-provider-config
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重要

インストールプログラムの create cluster コマンドは、初期インストール時に 1 回だけ
実行できます。

前提条件

OpenShift Container Platform インストールプログラムおよびクラスターのプルシークレット
がある。

ホスト上のクラウドプロバイダーアカウントに、クラスターをデプロイするための正しい権限
があることを確認した。アカウントの権限が正しくないと、インストールプロセスが失敗し、
不足している権限を示すエラーメッセージが表示されます。

手順

インストールプログラムが含まれるディレクトリーに切り替え、クラスターのデプロイメント
を初期化します。

<installation_directory> に、カスタマイズした ./install-config.yaml ファイルの場所を指
定します。

異なるインストールの詳細情報を表示するには、info ではなく、warn、debug、または 
error を指定します。

検証

クラスターのデプロイが正常に完了すると、次のようになります。

ターミナルには、Web コンソールへのリンクや kubeadmin ユーザーの認証情報など、クラス
ターにアクセスするための指示が表示されます。

認証情報は <installation_directory>/.openshift_install.log にも出力されます。

重要

インストールプログラム、またはインストールプログラムが作成するファイルを削除す
ることはできません。これらはいずれもクラスターを削除するために必要になります。

出力例

重要

$ ./openshift-install create cluster --dir <installation_directory> \ 1
    --log-level=info 2

...
INFO Install complete!
INFO To access the cluster as the system:admin user when using 'oc', run 'export 
KUBECONFIG=/home/myuser/install_dir/auth/kubeconfig'
INFO Access the OpenShift web-console here: https://console-openshift-
console.apps.mycluster.example.com
INFO Login to the console with user: "kubeadmin", and password: "password"
INFO Time elapsed: 36m22s
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重要

インストールプログラムが生成する Ignition 設定ファイルには、24 時間が経過
すると期限切れになり、その後に更新される証明書が含まれます。証明書を更新
する前にクラスターが停止し、24 時間経過した後にクラスターを再起動する
と、クラスターは期限切れの証明書を自動的に復元します。例外として、
kubelet 証明書を回復するために保留状態の node-bootstrapper 証明書署名要求
(CSR) を手動で承認する必要があります。詳細は、コントロールプレーン証明書
の期限切れの状態からのリカバリー に関するドキュメントを参照してくださ
い。

24 時間証明書はクラスターのインストール後 16 時間から 22 時間にローテー
ションするため、Ignition 設定ファイルは、生成後 12 時間以内に使用することを
推奨します。12 時間以内に Ignition 設定ファイルを使用することにより、インス
トール中に証明書の更新が実行された場合のインストールの失敗を回避できま
す。

2.12. デフォルトのストレージコンテナーの設定

クラスターをインストールしたら、Nutanix CSI Operator をインストールし、クラスターのデフォルト
のストレージコンテナーを設定する必要があります。

詳細は、CSI Operator のインストール  と レジストリーストレージの設定 に関する Nutanix のドキュメ
ントを参照してください。

2.13. OPENSHIFT CONTAINER PLATFORM の TELEMETRY アクセス

OpenShift Container Platform 4.14 では、クラスターの健全性および正常に実行された更新についての
メトリクスを提供するためにデフォルトで実行される Telemetry サービスにもインターネットアクセス
が必要です。クラスターがインターネットに接続されている場合、Telemetry は自動的に実行され、ク
ラスターは OpenShift Cluster Manager に登録されます。

OpenShift Cluster Manager インベントリーが正常である (Telemetry によって自動的に維持、または
OpenShift Cluster Manager を使用して手動で維持) ことを確認した後に、subscription watch を使用  し
て、アカウントまたはマルチクラスターレベルで OpenShift Container Platform サブスクリプションを
追跡します。

2.14. 関連情報

リモートヘルスモニタリングについて

2.15. 次のステップ

リモートヘルスレポート

クラスターのカスタマイズ
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第3章 ネットワークが制限された環境での NUTANIX へのクラス
ターのインストール

OpenShift Container Platform 4.14 では、インストールリリースコンテンツの内部ミラーを作成する
と、制限されたネットワーク内の Nutanix インフラストラクチャーにクラスターをインストールできま
す。

3.1. 前提条件

OpenShift Container Platform のインストールおよび更新  プロセスの詳細を確認した。

インストールプログラムで、Prism Central および Prism Element のポート 9440 にアクセスで
きる。ポート 9440 にアクセスできることを確認している。

ファイアウォールを使用している場合は、次の前提条件を満たしています。

ポート 9440 にアクセスできることを確認している。コントロールプレーンノードがポー
ト 9440 で Prism Central および Prism Element にアクセスできる (インストールが成功す
るために必要)。

OpenShift Container Platform が必要とするサイトへの アクセスを許可する ようにファイ
アウォールを設定している。これには、Telemetry の使用が含まれます。

Nutanix 環境でデフォルトの自己署名 SSL/TLS 証明書を使用している場合は、CA によって署
名された証明書に置き換える。インストールプログラムには、Prism Central API にアクセスす
るための有効な CA 署名付き証明書が必要です。自己署名証明書の置き換えに関する詳細
は、Nutanix AOS Security Guide  を参照してください。
Nutanix 環境で内部 CA を使用して証明書を発行する場合は、インストールプロセスの一部とし
てクラスター全体のプロキシーを設定する必要があります。詳細は、カスタム PKI の設定  を参
照してください。

重要

2048 ビット証明書を使用します。Prism Central 2022.x で 4096 ビット証明書
を使用すると、インストールに失敗します。

Red Hat Quay などのコンテナーイメージレジストリーがある。レジストリーがまだない場合
は、Red Hat OpenShift のミラーレジストリー を使用してミラーレジストリーを作成できま
す。

oc-mirror OpenShift CLI (oc) プラグイン  を使用して、必要なすべての OpenShift Container
Platform コンテンツと、Nutanix CSI Operator を含むその他のイメージをミラーレジストリー
にミラーリングした。

重要

インストールメディアはミラーホストにあるため、そのコンピューターを使用し
てすべてのインストール手順を完了することができます。

3.2. ネットワークが制限された環境でのインストールについて

OpenShift Container Platform 4.14 では、ソフトウェアコンポーネントを取得するためにインターネッ
トへのアクティブな接続を必要としないインストールを実行できます。ネットワークが制限された環境
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のインストールは、クラスターのインストール先となるクラウドプラットフォームに応じて、インス
トーラーでプロビジョニングされるインフラストラクチャーまたはユーザーによってプロビジョニング
されるインフラストラクチャーを使用して実行できます。

クラウドプラットフォーム上でネットワークが制限されたインストールの実行を選択した場合でも、そ
のクラウド API へのアクセスが必要になります。Amazon Web Service の Route 53 DNS や IAM サービ
スなどの一部のクラウド機能には、インターネットアクセスが必要です。ネットワークによっては、ベ
アメタルハードウェア、Nutanix、または VMware vSphere へのインストールに必要なインターネット
アクセスが少なくて済む場合があります。

ネットワークが制限されたインストールを完了するには、OpenShift イメージレジストリーのコンテン
ツをミラーリングし、インストールメディアを含むレジストリーを作成する必要があります。このミ
ラーは、インターネットと制限されたネットワークの両方にアクセスできるミラーホストで、または制
限に対応する他の方法を使用して作成できます。

3.2.1. その他の制限

ネットワークが制限された環境のクラスターには、以下の追加の制限および制約があります。

ClusterVersion ステータスには Unable to retrieve available updates エラーが含まれます。

デフォルトでは、必要なイメージストリームタグにアクセスできないため、開発者カタログの
コンテンツは使用できません。

3.3. クラスターノードの SSH アクセス用のキーペアの生成

OpenShift Container Platform をインストールする際に、SSH パブリックキーをインストールプログラ
ムに指定できます。キーは、Ignition 設定ファイルを介して Red Hat Enterprise Linux CoreOS
(RHCOS) ノードに渡され、ノードへの SSH アクセスを認証するために使用されます。このキーは各
ノードの core ユーザーの ~/.ssh/authorized_keys リストに追加され、パスワードなしの認証が可能に
なります。

鍵がノードに渡されたら、鍵ペアを使用して、core ユーザーとして RHCOS ノードに SSH 接続できま
す。SSH 経由でノードにアクセスするには、秘密鍵のアイデンティティーをローカルユーザーの SSH
で管理する必要があります。

インストールのデバッグまたは障害復旧を実行するためにクラスターノードに対して SSH を実行する
場合は、インストールプロセスの間に SSH 公開鍵を指定する必要があります。./openshift-install 
gather コマンドでは、SSH 公開鍵がクラスターノードに配置されている必要もあります。

重要

障害復旧およびデバッグが必要な実稼働環境では、この手順を省略しないでください。

注記

AWS キーペア などのプラットフォームに固有の方法で設定したキーではなく、ローカル
キーを使用する必要があります。

手順

1. クラスターノードへの認証に使用するローカルマシンに既存の SSH キーペアがない場合は、こ
れを作成します。たとえば、Linux オペレーティングシステムを使用するコンピューターで以
下のコマンドを実行します。
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1 新しい SSH キーのパスとファイル名 (~/.ssh/id_ed25519 など) を指定します。既存の
キーペアがある場合は、公開鍵が ~/.ssh ディレクトリーにあることを確認します。

注記

x86_64、ppc64le、および s390x アーキテクチャーのみで FIPS 140-2/140-3 検
証のために NIST に提出された RHEL 暗号化ライブラリーを使用する OpenShift
Container Platform クラスターをインストールする予定がある場合は、ed25519
アルゴリズムを使用するキーを作成しないでください。代わりに、rsa アルゴリ
ズムまたは ecdsa アルゴリズムを使用するキーを作成します。

2. SSH 公開鍵を表示します。

たとえば、次のコマンドを実行して ~/.ssh/id_ed25519.pub 公開鍵を表示します。

3. ローカルユーザーの SSH エージェントに SSH 秘密鍵 ID が追加されていない場合は、それを追
加します。キーの SSH エージェント管理は、クラスターノードへのパスワードなしの SSH 認
証、または ./openshift-install gather コマンドを使用する場合は必要になります。

注記

一部のディストリビューションでは、~/.ssh/id_rsa および ~/.ssh/id_dsa など
のデフォルトの SSH 秘密鍵のアイデンティティーは自動的に管理されます。

a. ssh-agent プロセスがローカルユーザーに対して実行されていない場合は、バックグラウ
ンドタスクとして開始します。

出力例

注記

クラスターが FIPS モードにある場合は、FIPS 準拠のアルゴリズムのみを使
用して SSH キーを生成します。鍵は RSA または ECDSA のいずれかである
必要があります。

4. SSH プライベートキーを ssh-agent に追加します。

$ ssh-keygen -t ed25519 -N '' -f <path>/<file_name> 1

$ cat <path>/<file_name>.pub

$ cat ~/.ssh/id_ed25519.pub

$ eval "$(ssh-agent -s)"

Agent pid 31874

$ ssh-add <path>/<file_name> 1
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1 ~/.ssh/id_ed25519 などの、SSH プライベートキーのパスおよびファイル名を指定しま
す。

出力例

次のステップ

OpenShift Container Platform をインストールする際に、SSH パブリックキーをインストール
プログラムに指定します。

3.4. NUTANIX ROOT CA 証明書をシステム信頼に追加する

インストールプログラムは Prism Central API へのアクセスを必要とするため、OpenShift Container
Platform クラスターをインストールする前に、Nutanix の信頼された root CA 証明書をシステム信頼に
追加する必要があります。

手順

1. Prism Central Web コンソールから、Nutanix root CA 証明書をダウンロードします。

2. Nutanix root CA 証明書を含む圧縮ファイルを抽出します。

3. オペレーティングシステム用のファイルをシステム信頼に追加します。たとえば、Fedora オペ
レーティングシステムで以下のコマンドを実行します。

4. システム信頼を更新します。たとえば、Fedora オペレーティングシステムで以下のコマンドを
実行します。

3.5. RHCOS クラスターイメージのダウンロード

Prism Central は、クラスターをインストールするために Red Hat Enterprise Linux CoreOS (RHCOS)
イメージにアクセスする必要があります。インストールプログラムを使用して、RHCOS イメージを見
つけてダウンロードし、内部 HTTP サーバーまたは Nutanix オブジェクトを介して利用できるようにす
ることができます。

前提条件

OpenShift Container Platform インストールプログラム、およびクラスターのプルシークレッ
トを取得する。ネットワークが制限されたインストールでは、これらのファイルがミラーホス
ト上に置かれます。

手順

1. インストールプログラムが含まれるディレクトリーに切り替え、以下のコマンドを実行しま
す。

Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

# cp certs/lin/* /etc/pki/ca-trust/source/anchors

# update-ca-trust extract
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2. コマンドの出力を使用して Nutanix イメージの場所を見つけ、リンクをクリックしてダウン
ロードします。

出力例

3. 内部 HTTP サーバーまたは Nutanix オブジェクトを介してイメージを利用できるようにしま
す。

4. ダウンロードしたイメージの場所に注意してください。クラスターをデプロイする前に、イン
ストール設定ファイル (install-config.yaml) の platform セクションをイメージの場所で更新し
ます。

RHCOS イメージを指定する install-config.yaml ファイルのスニペット

3.6. インストール設定ファイルの作成

Nutanix にインストールする OpenShift Container Platform クラスターをカスタマイズできます。

前提条件

OpenShift Container Platform インストールプログラムおよびクラスターのプルシークレット
がある。ネットワークが制限されたインストールでは、これらのファイルがミラーホスト上に
置かれます。

レジストリーをミラーリングしたときに作成された imageContentSourcePolicy.yaml ファイ
ルを用意する。

ダウンロードした Red Hat Enterprise Linux CoreOS (RHCOS) イメージの場所を用意する。

ミラーレジストリーの証明書の内容を取得している。

Red Hat Enterprise Linux CoreOS (RHCOS) イメージを取得し、アクセス可能な場所にアップ
ロードしました。

Nutanix のネットワーク要件を満たしていることが確認されました。詳細は、「Nutanix へのイ
ンストールの準備」を参照してください。

$ ./openshift-install coreos print-stream-json

"nutanix": {
  "release": "411.86.202210041459-0",
  "formats": {
    "qcow2": {
      "disk": {
        "location": "https://rhcos.mirror.openshift.com/art/storage/releases/rhcos-
4.11/411.86.202210041459-0/x86_64/rhcos-411.86.202210041459-0-
nutanix.x86_64.qcow2",
        "sha256": 
"42e227cac6f11ac37ee8a2f9528bb3665146566890577fd55f9b950949e5a54b"

platform:
  nutanix:
    clusterOSImage: http://example.com/images/rhcos-411.86.202210041459-0-
nutanix.x86_64.qcow2
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1

手順

1. install-config.yaml ファイルを作成します。

a. インストールプログラムが含まれるディレクトリーに切り替え、以下のコマンドを実行し
ます。

<installation_directory> の場合、インストールプログラムが作成するファイルを保存
するためにディレクトリー名を指定します。

ディレクトリーを指定する場合:

ディレクトリーに execute 権限があることを確認します。この権限は、インストール
ディレクトリーで Terraform バイナリーを実行するために必要です。

空のディレクトリーを使用します。ブートストラップ X.509 証明書などの一部のイン
ストールアセットは有効期限が短いため、インストールディレクトリーを再利用しない
でください。別のクラスターインストールの個別のファイルを再利用する必要がある場
合は、それらをディレクトリーにコピーすることができます。ただし、インストールア
セットのファイル名はリリース間で変更される可能性があります。インストールファイ
ルを以前のバージョンの OpenShift Container Platform からコピーする場合は注意して
ください。

注記

古い設定の再利用を回避するために、~/.powervs ディレクトリーは必ず
削除してください。以下のコマンドを実行します。

b. プロンプト時に、クラウドの設定の詳細情報を指定します。

i. オプション: クラスターマシンにアクセスするために使用する SSH キーを選択します。

注記

インストールのデバッグまたは障害復旧を実行する必要のある実稼働用
の OpenShift Container Platform クラスターでは、ssh-agent プロセス
が使用する SSH キーを指定します。

ii. ターゲットとするプラットフォームとして nutanix を選択します。

iii. Prism Central のドメイン名または IP アドレスを入力します。

iv. Prism Central へのログインに使用するポートを入力します。

v. Prism Central へのログインに使用する認証情報を入力します。
インストールプログラムが Prism Central に接続します。

vi. OpenShift Container Platform クラスターを管理する Prism Element を選択します。

$ ./openshift-install create install-config --dir <installation_directory> 1

$ rm -rf ~/.powervs
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vii. 使用するネットワークサブネットを選択します。

viii. コントロールプレーン API のアクセス用に設定した仮想 IP アドレスを入力します。

ix. クラスター Ingress に設定した仮想 IP アドレスを入力します。

x. ベースドメインを入力します。このベースドメインは、DNS レコードで設定したもの
と同じである必要があります。

xi. クラスターの記述名を入力します。
入力するクラスター名は、DNS レコードの設定時に指定したクラスター名と一致する
必要があります。

2. install-config.yaml ファイルで、platform.nutanix.clusterOSImage の値をイメージの場所ま
たは名前に設定します。以下に例を示します。

3. install-config.yaml ファイルを編集し、ネットワークが制限された環境でのインストールに必
要な追加の情報を提供します。

a. pullSecret の値を更新して、レジストリーの認証情報を追加します。

<mirror_host_name> の場合、ミラーレジストリーの証明書で指定したレジストリードメ
イン名を指定し、<credentials> の場合は、ミラーレジストリーの base64 でエンコードさ
れたユーザー名およびパスワードを指定します。

b. additionalTrustBundle パラメーターおよび値を追加します。

この値は、ミラーレジストリーに使用した証明書ファイルの内容である必要があります。
証明書ファイルは、既存の信頼できる認証局、またはミラーレジストリー用に生成した自
己署名証明書のいずれかです。

c. 次の YAML の抜粋のようなイメージコンテンツリソースを追加します。

platform:
  nutanix:
      clusterOSImage: http://mirror.example.com/images/rhcos-47.83.202103221318-0-
nutanix.x86_64.qcow2

pullSecret: '{"auths":{"<mirror_host_name>:5000": {"auth": "<credentials>","email": 
"you@example.com"}}}'

additionalTrustBundle: |
  -----BEGIN CERTIFICATE-----
  
ZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZ
  -----END CERTIFICATE-----

imageContentSources:
- mirrors:
  - <mirror_host_name>:5000/<repo_name>/release
  source: quay.io/openshift-release-dev/ocp-release
- mirrors:
  - <mirror_host_name>:5000/<repo_name>/release
  source: registry.redhat.io/ocp/release
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これらの値には、レジストリーをミラーリングしたときに作成された 
imageContentSourcePolicy.yaml ファイルを使用します。

4. オプション: install.config.yaml ファイル内の 1 つ以上のデフォルト設定パラメーターを更新し
て、インストールをカスタマイズします。
パラメーターの詳細は、「インストール設定パラメーター」を参照してください。

注記

3 ノードクラスターをインストールする場合は、必ず compute.replicas パラ
メーターを 0 に設定してください。これにより、クラスターのコントロールプ
レーンがスケジュール可能になります。詳細は、「{platform} への 3 ノードクラ
スターのインストール」を参照してください。

5. install-config.yaml ファイルをバックアップし、複数のクラスターをインストールするのに使
用できるようにします。

重要

install-config.yaml ファイルはインストールプロセス時に使用されます。この
ファイルを再利用する必要がある場合は、この段階でこれをバックアップしてく
ださい。

関連情報

Nutanix のインストール設定パラメーター

3.6.1. Nutanix 用にカスタマイズされた install-config.yaml ファイルのサンプル

install-config.yaml ファイルをカスタマイズして、OpenShift Container Platform クラスターのプラッ
トフォームに関する詳細を指定するか、必要なパラメーターの値を変更することができます。

重要

このサンプルの YAML ファイルは参照用にのみ提供されます。インストールプログラム
を使用して install-config.yaml ファイルを取得し、これを変更する必要があります。

apiVersion: v1
baseDomain: example.com 1
compute: 2
- hyperthreading: Enabled 3
  name: worker
  replicas: 3
  platform:
    nutanix: 4
      cpus: 2
      coresPerSocket: 2
      memoryMiB: 8196
      osDisk:
        diskSizeGiB: 120
      categories: 5
      - key: <category_key_name>
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        value: <category_value>
controlPlane: 6
  hyperthreading: Enabled 7
  name: master
  replicas: 3
  platform:
    nutanix: 8
      cpus: 4
      coresPerSocket: 2
      memoryMiB: 16384
      osDisk:
        diskSizeGiB: 120
      categories: 9
      - key: <category_key_name>
        value: <category_value>
metadata:
  creationTimestamp: null
  name: test-cluster 10
networking:
  clusterNetwork:
  - cidr: 10.128.0.0/14
    hostPrefix: 23
  machineNetwork:
  - cidr: 10.0.0.0/16
  networkType: OVNKubernetes 11
  serviceNetwork:
  - 172.30.0.0/16
platform:
  nutanix:
    apiVIP: 10.40.142.7 12
    ingressVIP: 10.40.142.8 13
    defaultMachinePlatform:
      bootType: Legacy
      categories: 14
      - key: <category_key_name>
        value: <category_value>
      project: 15
        type: name
        name: <project_name>
    prismCentral:
      endpoint:
        address: your.prismcentral.domainname 16
        port: 9440 17
      password: <password> 18
      username: <username> 19
    prismElements:
    - endpoint:
        address: your.prismelement.domainname
        port: 9440
      uuid: 0005b0f1-8f43-a0f2-02b7-3cecef193712
    subnetUUIDs:
    - c7938dc6-7659-453e-a688-e26020c68e43
    clusterOSImage: http://example.com/images/rhcos-47.83.202103221318-0-nutanix.x86_64.qcow2 
20
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必須。インストールプログラムはこの値の入力を求めるプロンプトを出しま
す。

controlPlane セクションは単一マッピングですが、コンピュートセクションはマッピングのシー
ケンスになります。複数の異なるデータ構造の要件を満たすには、compute セクションの最初の
行はハイフン - で始め、controlPlane セクションの最初の行はハイフンで始めることができませ
ん。どちらのセクションも、現時点では単一のマシンプールを定義しますが、OpenShift
Container Platform の今後のバージョンでは、インストール時の複数のコンピュートプールの定義
をサポートする可能性があります。1 つのコントロールプレーンプールのみが使用されます。

同時マルチスレッドまたは hyperthreading を有効/無効にするかどうか。デフォルトでは、同時
マルチスレッドはマシンのコアのパフォーマンスを上げるために有効化されます。パラメーター
値を Disabled に設定するとこれを無効にすることができます。一部のクラスターマシンで同時マ
ルチスレッドを無効にする場合は、これをすべてのクラスターマシンで無効にする必要がありま
す。

重要

同時マルチスレッドを無効にする場合は、容量計画においてマシンパフォーマンス
の大幅な低下が考慮に入れられていることを確認します。

オプション: コンピュートおよびコントロールプレーンマシンのマシンプールパラメーターの追加
設定を指定します。

オプション: プリズムカテゴリーキーとプリズムカテゴリー値のペアを 1 つ以上指定します。こ
れらのカテゴリーのキーと値のペアは、Prism Central に存在する必要があります。コンピュー

ティングマシン、コントロールプレーンマシン、またはすべてのマシンに個別のカテゴリーを指定
できます。

インストールするクラスターネットワークプラグイン。サポートされている値は OVNKubernetes
と OpenShiftSDN です。デフォルトの値は OVNkubernetes です。

オプション: VM が関連付けられているプロジェクトを指定します。プロジェクトタイプの name
または uuid を指定してから、対応する UUID またはプロジェクト名を指定します。プロジェクト
は、コンピューティングマシン、コントロールプレーンマシン、またはすべてのマシンに関連付け
ることができます。

credentialsMode: Manual
publish: External
pullSecret: '{"auths":{"<local_registry>": {"auth": "<credentials>","email": "you@example.com"}}}' 21
fips: false 22
sshKey: ssh-ed25519 AAAA... 23
additionalTrustBundle: | 24
  -----BEGIN CERTIFICATE-----
  ZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZZ
  -----END CERTIFICATE-----
imageContentSources: 25
- mirrors:
  - <local_registry>/<local_repository_name>/release
  source: quay.io/openshift-release-dev/ocp-release
- mirrors:
  - <local_registry>/<local_repository_name>/release
  source: quay.io/openshift-release-dev/ocp-v4.0-art-dev
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オプション: デフォルトでは、インストールプログラムは Red Hat Enterprise Linux CoreOS
(RHCOS) イメージをダウンロードしてインストールします。Prism Central がインターネットにア

<local_registry> には、レジストリードメイン名と、ミラーレジストリーがコンテンツを提供する
ために使用するポートをオプションで指定します。例: registry.example.com または 
registry.example.com:5000<credentials> に、ミラーレジストリーの base64 でエンコードされ
たユーザー名およびパスワードを指定します。

FIPS モードを有効または無効にするかどうか。デフォルトでは、FIPS モードは有効にされませ
ん。FIPS モードが有効にされている場合、OpenShift Container Platform が実行される Red Hat
Enterprise Linux CoreOS (RHCOS) マシンがデフォルトの Kubernetes 暗号スイートをバイパス
し、代わりに RHCOS で提供される暗号モジュールを使用します。

重要

FIPS モードでブートされた Red Hat Enterprise Linux (RHEL) または Red Hat
Enterprise Linux CoreOS (RHCOS) を実行する場合、OpenShift Container Platform
コアコンポーネントは、x86_64、ppc64le、および s390x アーキテクチャーのみ
で、FIPS 140-2/140-3 検証のために NIST に提出された RHEL 暗号化ライブラリー
を使用します。

オプション: クラスター内のマシンにアクセスするのに使用する sshKey 値をオプションで指定で
きます。

注記

インストールのデバッグまたは障害復旧を実行する必要のある実稼働用の
OpenShift Container Platform クラスターでは、ssh-agent プロセスが使用する
SSH キーを指定します。

ミラーレジストリーに使用した証明書ファイルの内容を指定します。

レジストリーをミラーリングしたときに作成された imageContentSourcePolicy.yaml ファイル
の metadata.name: release-0 セクションからこれらの値を指定します。

3.6.2. インストール時のクラスター全体のプロキシーの設定

実稼働環境では、インターネットへの直接アクセスを拒否し、代わりに HTTP または HTTPS プロキ
シーを使用することができます。プロキシー設定を install-config.yaml ファイルで行うことにより、新
規の OpenShift Container Platform クラスターをプロキシーを使用するように設定できます。

前提条件

既存の install-config.yaml ファイルがある。

クラスターがアクセスする必要のあるサイトを確認済みで、それらのいずれかがプロキシーを
バイパスする必要があるかどうかを判別している。デフォルトで、すべてのクラスター Egress
トラフィック (クラスターをホストするクラウドに関するクラウドプロバイダー API に対する
呼び出しを含む) はプロキシーされます。プロキシーを必要に応じてバイパスするために、サイ
トを Proxy オブジェクトの spec.noProxy フィールドに追加している。

注記
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注記

Proxy オブジェクトの status.noProxy フィールドには、インストール設定の 
networking.machineNetwork[].cidr、networking.clusterNetwork[].cidr、およ
び networking.serviceNetwork[] フィールドの値が設定されます。

Amazon Web Services (AWS)、Google Cloud、Microsoft Azure、および Red
Hat OpenStack Platform (RHOSP)へのインストールの場合、Proxy オブジェク
トの status.noProxy フィールドには、インスタンスメタデータのエンドポイン
ト(169.254.169.254)も設定されます。

手順

1. install-config.yaml ファイルを編集し、プロキシー設定を追加します。以下に例を示します。

クラスター外の HTTP 接続を作成するために使用するプロキシー URL。URL スキームは 
http である必要があります。

クラスター外で HTTPS 接続を作成するために使用するプロキシー URL。

プロキシーから除外するための宛先ドメイン名、IP アドレス、または他のネットワーク
CIDR のコンマ区切りのリスト。サブドメインのみと一致するように、ドメインの前に .
を付けます。たとえば、.y.com は x.y.com に一致しますが、y.com には一致しません。*
を使用し、すべての宛先のプロキシーをバイパスします。

指定されている場合、インストールプログラムは HTTPS 接続のプロキシーに必要な 1 つ
以上の追加の CA 証明書が含まれる user-ca-bundle という名前の設定マップを 
openshift-config namespace に生成します。次に Cluster Network Operator は、これら
のコンテンツを Red Hat Enterprise Linux CoreOS (RHCOS) 信頼バンドルにマージする 
trusted-ca-bundle 設定マップを作成し、この設定マップは Proxy オブジェクトの 
trustedCA フィールドで参照されます。additionalTrustBundle フィールドは、プロキ
シーのアイデンティティー証明書が RHCOS 信頼バンドルからの認証局によって署名され
ない限り必要になります。

オプション: trustedCA フィールドの user-ca-bundle 設定マップを参照する Proxy オブ
ジェクトの設定を決定するポリシー。許可される値は Proxyonly および Always で
す。Proxyonly を使用して、http/https プロキシーが設定されている場合にのみ user-ca-
bundle 設定マップを参照します。Always を使用して、常に user-ca-bundle 設定マップ
を参照します。デフォルト値は Proxyonly です。

注記

apiVersion: v1
baseDomain: my.domain.com
proxy:
  httpProxy: http://<username>:<pswd>@<ip>:<port> 1
  httpsProxy: https://<username>:<pswd>@<ip>:<port> 2
  noProxy: example.com 3
additionalTrustBundle: | 4
    -----BEGIN CERTIFICATE-----
    <MY_TRUSTED_CA_CERT>
    -----END CERTIFICATE-----
additionalTrustBundlePolicy: <policy_to_add_additionalTrustBundle> 5
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注記

インストールプログラムは、プロキシーの readinessEndpoints フィールドをサ
ポートしません。

注記

インストーラーがタイムアウトした場合は、インストーラーの wait-for コマン
ドを使用してデプロイメントを再起動してからデプロイメントを完了します。以
下に例を示します。

2. ファイルを保存し、OpenShift Container Platform のインストール時にこれを参照します。

インストールプログラムは、指定の install-config.yaml ファイルのプロキシー設定を使用する cluster
という名前のクラスター全体のプロキシーを作成します。プロキシー設定が指定されていない場
合、cluster Proxy オブジェクトが依然として作成されますが、これには spec がありません。

注記

cluster という名前の Proxy オブジェクトのみがサポートされ、追加のプロキシーを作
成することはできません。

3.7. バイナリーのダウンロードによる OPENSHIFT CLI のインストール

コマンドラインインターフェイスを使用して OpenShift Container Platform と対話するために CLI (oc)
をインストールすることができます。oc は Linux、Windows、または macOS にインストールできま
す。

重要

以前のバージョンの oc をインストールしている場合、これを使用して OpenShift
Container Platform 4.14 のすべてのコマンドを実行することはできません。新規バー
ジョンの oc をダウンロードし、インストールします。

3.7.1. Linux への OpenShift CLI のインストール

以下の手順を使用して、OpenShift CLI (oc) バイナリーを Linux にインストールできます。

手順

1. Red Hat カスタマーポータルの OpenShift Container Platform ダウンロードページ  に移動しま
す。

2. Product Variant ドロップダウンリストからアーキテクチャーを選択します。

3. バージョン ドロップダウンリストから適切なバージョンを選択します。

4. OpenShift v4.14 Linux Client エントリーの横にある Download Now をクリックして、ファイ
ルを保存します。

5. アーカイブを展開します。

$ ./openshift-install wait-for install-complete --log-level debug
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6. oc バイナリーを、PATH にあるディレクトリーに配置します。
PATH を確認するには、以下のコマンドを実行します。

検証

OpenShift CLI のインストール後に、oc コマンドを使用して利用できます。

3.7.2. Windows への OpenShift CLI のインストール

以下の手順を使用して、OpenShift CLI (oc) バイナリーを Windows にインストールできます。

手順

1. Red Hat カスタマーポータルの OpenShift Container Platform ダウンロードページ  に移動しま
す。

2. バージョン ドロップダウンリストから適切なバージョンを選択します。

3. OpenShift v4.14 Windows Client エントリーの横にある Download Now をクリックして、
ファイルを保存します。

4. ZIP プログラムでアーカイブを展開します。

5. oc バイナリーを、PATH にあるディレクトリーに移動します。
PATH を確認するには、コマンドプロンプトを開いて以下のコマンドを実行します。

検証

OpenShift CLI のインストール後に、oc コマンドを使用して利用できます。

3.7.3. macOS への OpenShift CLI のインストール

以下の手順を使用して、OpenShift CLI (oc) バイナリーを macOS にインストールできます。

手順

1. Red Hat カスタマーポータルの OpenShift Container Platform ダウンロードページ  に移動しま
す。

2. バージョン ドロップダウンリストから適切なバージョンを選択します。

3. OpenShift v4.14 macOS Client エントリーの横にある Download Now をクリックして、ファ

$ tar xvf <file>

$ echo $PATH

$ oc <command>

C:\> path

C:\> oc <command>
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1

3. OpenShift v4.14 macOS Client エントリーの横にある Download Now をクリックして、ファ
イルを保存します。

注記

macOS arm64 の場合は、OpenShift v4.14 macOS arm64 Client エントリーを
選択します。

4. アーカイブを展開し、解凍します。

5. oc バイナリーをパスにあるディレクトリーに移動します。
PATH を確認するには、ターミナルを開き、以下のコマンドを実行します。

検証

oc コマンドを使用してインストールを確認します。

3.8. NUTANIX の IAM の設定

クラスターをインストールするには、Cloud Credential Operator (CCO) が手動モードで動作する必要
があります。インストールプログラムが手動モード用に CCO を設定する間、ID およびアクセス管理
シークレットを指定する必要があります。

前提条件

ccoctl バイナリーを設定している。

install-config.yaml ファイルがある。

手順

1. 認証情報データを含む YAML ファイルを次の形式で作成します。

認証情報データの形式

認証タイプを指定します。Basic 認証のみがサポートされています。

$ echo $PATH

$ oc <command>

credentials:
- type: basic_auth 1
  data:
    prismCentral: 2
      username: <username_for_prism_central>
      password: <password_for_prism_central>
    prismElements: 3
    - name: <name_of_prism_element>
      username: <username_for_prism_element>
      password: <password_for_prism_element>
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Prism Central の認証情報を指定します。

オプション: Prism Element 認証情報を指定します。

2. 次のコマンドを実行して、インストールファイルのリリースイメージを $RELEASE_IMAGE 変
数に設定します。

3. 以下のコマンドを実行して、OpenShift Container Platform リリースイメージから 
CredentialsRequest カスタムリソース (CR) のリストを抽出します。

--included パラメーターには、特定のクラスター設定に必要なマニフェストのみが含まれ
ます。

install-config.yaml ファイルの場所を指定します。

CredentialsRequest オブジェクトを保存するディレクトリーへのパスを指定します。指
定したディレクトリーが存在しない場合は、このコマンドによって作成されます。

サンプル CredentialsRequest オブジェクト

4. 次のコマンドを実行し、ccoctl ツールを使用して CredentialsRequest オブジェクトをすべて
処理します。

$ RELEASE_IMAGE=$(./openshift-install version | awk '/release image/ {print $3}')

$ oc adm release extract \
  --from=$RELEASE_IMAGE \
  --credentials-requests \
  --included \ 1
  --install-config=<path_to_directory_with_installation_configuration>/install-config.yaml \ 2
  --to=<path_to_directory_for_credentials_requests> 3

  apiVersion: cloudcredential.openshift.io/v1
  kind: CredentialsRequest
  metadata:
    annotations:
      include.release.openshift.io/self-managed-high-availability: "true"
    labels:
      controller-tools.k8s.io: "1.0"
    name: openshift-machine-api-nutanix
    namespace: openshift-cloud-credential-operator
  spec:
    providerSpec:
      apiVersion: cloudcredential.openshift.io/v1
      kind: NutanixProviderSpec
    secretRef:
      name: nutanix-credentials
      namespace: openshift-machine-api

$ ccoctl nutanix create-shared-secrets \
  --credentials-requests-dir=<path_to_credentials_requests_directory> \ 1
  --output-dir=<ccoctl_output_dir> \ 2
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コンポーネント CredentialsRequests オブジェクトのファイルを含むディレクトリーへ
のパスを指定します。

オプション: ccoctl ユーティリティーがオブジェクトを作成するディレクトリーを指定し
ます。デフォルトでは、ユーティリティーは、コマンドが実行されるディレクトリーにオ
ブジェクトを作成します。

オプション: 認証情報データ YAML ファイルを含むディレクトリーを指定します。デフォ
ルトでは、ccoctl はこのファイルが <home_directory>/.nutanix/credentials にあると想
定します。

5. credentialsMode パラメーターが Manual に設定されるように、install-config.yaml 設定ファ
イルを編集します。

サンプル install-config.yaml 設定ファイル

この行を追加して、credentialsMode パラメーターを Manual に設定します。

6. 次のコマンドを実行して、インストールマニフェストを作成します。

クラスターの install-config.yaml ファイルを含むディレクトリーへのパスを指定します。

7. 次のコマンドを実行して、生成された認証情報ファイルをターゲットマニフェストディレクト
リーにコピーします。

検証

manifests ディレクトリーに適切なシークレットが存在することを確認します。

出力例

  --credentials-source-filepath=<path_to_credentials_file> 3

apiVersion: v1
baseDomain: cluster1.example.com
credentialsMode: Manual 1
...

$ openshift-install create manifests --dir <installation_directory> 1

$ cp <ccoctl_output_dir>/manifests/*credentials.yaml ./<installation_directory>/manifests

$ ls ./<installation_directory>/manifests

cluster-config.yaml
cluster-dns-02-config.yml
cluster-infrastructure-02-config.yml
cluster-ingress-02-config.yml
cluster-network-01-crd.yml
cluster-network-02-config.yml
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3.9. クラスターのデプロイ

互換性のあるクラウドプラットフォームに OpenShift Container Platform をインストールできます。

重要

インストールプログラムの create cluster コマンドは、初期インストール時に 1 回だけ
実行できます。

前提条件

OpenShift Container Platform インストールプログラムおよびクラスターのプルシークレット
がある。

ホスト上のクラウドプロバイダーアカウントに、クラスターをデプロイするための正しい権限
があることを確認した。アカウントの権限が正しくないと、インストールプロセスが失敗し、
不足している権限を示すエラーメッセージが表示されます。

手順

インストールプログラムが含まれるディレクトリーに切り替え、クラスターのデプロイメント
を初期化します。

<installation_directory> に、カスタマイズした ./install-config.yaml ファイルの場所を指
定します。

異なるインストールの詳細情報を表示するには、info ではなく、warn、debug、または 
error を指定します。

検証

クラスターのデプロイが正常に完了すると、次のようになります。

ターミナルには、Web コンソールへのリンクや kubeadmin ユーザーの認証情報など、クラス
ターにアクセスするための指示が表示されます。

認証情報は <installation_directory>/.openshift_install.log にも出力されます。

重要

cluster-proxy-01-config.yaml
cluster-scheduler-02-config.yml
cvo-overrides.yaml
kube-cloud-config.yaml
kube-system-configmap-root-ca.yaml
machine-config-server-tls-secret.yaml
openshift-config-secret-pull-secret.yaml
openshift-cloud-controller-manager-nutanix-credentials-credentials.yaml
openshift-machine-api-nutanix-credentials-credentials.yaml

$ ./openshift-install create cluster --dir <installation_directory> \ 1
    --log-level=info 2
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重要

インストールプログラム、またはインストールプログラムが作成するファイルを削除す
ることはできません。これらはいずれもクラスターを削除するために必要になります。

出力例

重要

インストールプログラムが生成する Ignition 設定ファイルには、24 時間が経過
すると期限切れになり、その後に更新される証明書が含まれます。証明書を更新
する前にクラスターが停止し、24 時間経過した後にクラスターを再起動する
と、クラスターは期限切れの証明書を自動的に復元します。例外として、
kubelet 証明書を回復するために保留状態の node-bootstrapper 証明書署名要求
(CSR) を手動で承認する必要があります。詳細は、コントロールプレーン証明書
の期限切れの状態からのリカバリー に関するドキュメントを参照してくださ
い。

24 時間証明書はクラスターのインストール後 16 時間から 22 時間にローテー
ションするため、Ignition 設定ファイルは、生成後 12 時間以内に使用することを
推奨します。12 時間以内に Ignition 設定ファイルを使用することにより、インス
トール中に証明書の更新が実行された場合のインストールの失敗を回避できま
す。

3.10. インストール後の設定

以下の手順を実行して、クラスターの設定を完了します。

3.10.1. デフォルトの OperatorHub カタログソースの無効化

Red Hat によって提供されるコンテンツを調達する Operator カタログおよびコミュニティープロジェ
クトは、OpenShift Container Platform のインストール時にデフォルトで OperatorHub に設定されま
す。ネットワークが制限された環境では、クラスター管理者としてデフォルトのカタログを無効にする
必要があります。

手順

disableAllDefaultSources: true を OperatorHub オブジェクトに追加して、デフォルトカタロ
グのソースを無効にします。

ヒント

...
INFO Install complete!
INFO To access the cluster as the system:admin user when using 'oc', run 'export 
KUBECONFIG=/home/myuser/install_dir/auth/kubeconfig'
INFO Access the OpenShift web-console here: https://console-openshift-
console.apps.mycluster.example.com
INFO Login to the console with user: "kubeadmin", and password: "password"
INFO Time elapsed: 36m22s

$ oc patch OperatorHub cluster --type json \
    -p '[{"op": "add", "path": "/spec/disableAllDefaultSources", "value": true}]'
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ヒント

または、Web コンソールを使用してカタログソースを管理できます。Administration → Cluster
Settings → Configuration → OperatorHub ページから、Sources タブをクリックして、個別のソース
を作成、更新、削除、無効化、有効化できます。

3.10.2. クラスターへのポリシーリソースのインストール

oc-mirror OpenShift CLI (oc) プラグインを使用して OpenShift Container Platform コンテンツをミ
ラーリングすると、catalogSource-certified-operator-index.yaml および 
imageContentSourcePolicy.yaml を含むリソースが作成されます。

ImageContentSourcePolicy リソースは、ミラーレジストリーをソースレジストリーに関連付
け、イメージプル要求をオンラインレジストリーからミラーレジストリーにリダイレクトしま
す。

CatalogSource リソースは、Operator Lifecycle Manager (OLM) によって使用され、ミラーレ
ジストリーで使用可能な Operator に関する情報を取得します。これにより、ユーザーは
Operator を検出してインストールできます。

クラスターをインストールしたら、これらのリソースをクラスターにインストールする必要がありま
す。

前提条件

非接続環境で、イメージセットをレジストリーミラーにミラーリングしました。

cluster-admin ロールを持つユーザーとしてクラスターにアクセスできる。

手順

1. cluster-admin ロールを持つユーザーとして OpenShift CLI にログインします。

2. results ディレクトリーからクラスターに YAML ファイルを適用します。

検証

1. ImageContentSourcePolicy リソースが正常にインストールされたことを確認します。

2. CatalogSourceリソースが正常にインストールされたことを確認します。

3.10.3. デフォルトのストレージコンテナーの設定

クラスターをインストールしたら、Nutanix CSI Operator をインストールし、クラスターのデフォルト
のストレージコンテナーを設定する必要があります。

詳細は、CSI Operator のインストール  と レジストリーストレージの設定 に関する Nutanix のドキュメ

$ oc apply -f ./oc-mirror-workspace/results-<id>/

$ oc get imagecontentsourcepolicy

$ oc get catalogsource --all-namespaces
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詳細は、CSI Operator のインストール  と レジストリーストレージの設定 に関する Nutanix のドキュメ
ントを参照してください。

3.11. OPENSHIFT CONTAINER PLATFORM の TELEMETRY アクセス

OpenShift Container Platform 4.14 では、クラスターの健全性および正常に実行された更新についての
メトリクスを提供するためにデフォルトで実行される Telemetry サービスにもインターネットアクセス
が必要です。クラスターがインターネットに接続されている場合、Telemetry は自動的に実行され、ク
ラスターは OpenShift Cluster Manager に登録されます。

OpenShift Cluster Manager インベントリーが正常である (Telemetry によって自動的に維持、または
OpenShift Cluster Manager を使用して手動で維持) ことを確認した後に、subscription watch を使用  し
て、アカウントまたはマルチクラスターレベルで OpenShift Container Platform サブスクリプションを
追跡します。

3.12. 関連情報

リモートヘルスモニタリングについて

3.13. 次のステップ

必要に応じて、リモートヘルスレポート を参照してください。

必要に応じて、非接続クラスターの登録 を参照してください。

クラスターのカスタマイズ
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第4章 NUTANIX への 3 ノードクラスターのインストール
OpenShift Container Platform バージョン 4.14 では、Nutanix に 3 ノードクラスターをインストールで
きます。3 ノードクラスターは、コンピューティングマシンとしても機能する 3 つのコントロールプ
レーンマシンで設定されます。このタイプのクラスターは、クラスター管理者および開発者がテスト、
開発、および実稼働に使用するためのより小さくリソース効率の高いクラスターを提供します。

4.1. 3 ノードクラスターの設定

クラスターをデプロイする前に、install-config.yaml ファイルでワーカーノードの数を 0 に設定して、
3 ノードクラスターを設定します。ワーカーノードの数を 0 に設定すると、コントロールプレーンマシ
ンがスケジュール可能になります。これにより、アプリケーションワークロードをコントロールプレー
ンノードから実行するようにスケジュールできます。

注記

アプリケーションワークロードはコントロールプレーンノードから実行され、コント
ロールプレーンノードはコンピュートノードと見なされるため、追加のサブスクリプ
ションが必要です。

前提条件

既存の install-config.yaml ファイルがある。

手順

次の compute スタンザに示すように、install-config.yaml ファイルでコンピューティングレ
プリカの数を 0 に設定します。

3 ノードクラスターの install-config.yaml ファイルの例

4.2. 次のステップ

クラスターの Nutanix へのインストール

apiVersion: v1
baseDomain: example.com
compute:
- name: worker
  platform: {}
  replicas: 0
# ...
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1

2

第5章 NUTANIX でのクラスターのアンインストール
Nutanix にデプロイしたクラスターを削除できます。

5.1. INSTALLER-PROVISIONED INFRASTRUCTURE を使用するクラス
ターの削除

installer-provisioned infrastructure を使用するクラスターは、クラウドから削除できます。

注記

アンインストール後に、とくに user-provisioned infrastructure (UPI) クラスターで適切
に削除されていないリソースがあるかどうかについて、クラウドプロバイダーを確認し
ます。インストーラーが作成しなかったリソースや、インストーラーがアクセスできな
いリソースが存在する可能性があります。

前提条件

クラスターをデプロイするために使用したインストールプログラムのコピーがある。

クラスター作成時にインストールプログラムが生成したファイルがあります。

手順

1. クラスターをインストールするために使用したコンピューターのインストールプログラムが含
まれるディレクトリーから、以下のコマンドを実行します。

<installation_directory> には、インストールファイルを保存したディレクトリーへのパ
スを指定します。

異なる詳細情報を表示するには、info ではなく、warn、debug、または error を指定しま
す。

注記

クラスターのクラスター定義ファイルが含まれるディレクトリーを指定する必要
があります。クラスターを削除するには、インストールプログラムでこのディレ
クトリーにある metadata.json ファイルが必要になります。

2. オプション: <installation_directory> ディレクトリーおよび OpenShift Container Platform イ
ンストールプログラムを削除します。

$ ./openshift-install destroy cluster \
--dir <installation_directory> --log-level info 1  2
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第6章 NUTANIX のインストール設定パラメーター
OpenShift Container Platform クラスターを Nutanix にデプロイする前に、クラスターとそれをホスト
するプラットフォームをカスタマイズするためのパラメーターを指定します。install-config.yaml ファ
イルを作成するときは、コマンドラインを使用して必要なパラメーターの値を指定します。その
後、install-config.yaml ファイルを変更して、クラスターをさらにカスタマイズできます。

6.1. NUTANIX で使用可能なインストール設定パラメーター

次の表では、インストールプロセスの一部として設定できる、必須、オプション、および Nutanix 固有
のインストール設定パラメーターを指定します。

重要

インストール後は、これらのパラメーターを install-config.yaml ファイルで変更するこ
とはできません。

6.1.1. 必須設定パラメーター

必須のインストール設定パラメーターは、以下の表で説明されています。

表6.1 必須パラメーター

パラメーター 説明 値

apiVersion:
install-config.yaml コンテ
ンツの API バージョン。現在
のバージョンは v1 です。イ
ンストールプログラムは、古
い API バージョンもサポート
している場合があります。

String

baseDomain:
クラウドプロバイダーのベー
スドメイン。ベースドメイン
は、OpenShift Container
Platform クラスターコンポー
ネントへのルートを作成する
ために使用されます。クラス
ターの完全な DNS 名
は、<metadata.name>.
<baseDomain> 形式を使用
する baseDomain と 
metadata.name パラメー
ターの値を組み合わせたもの
です。

example.com などの完全修飾ドメインまたはサブ
ドメイン名。

metadata:
Kubernetes リソース 
ObjectMeta。ここからは 
name パラメーターのみが消
費されます。

オブジェクト
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metadata:
  name:

クラスターの名前。クラス
ターの DNS レコードはすべて
{{.metadata.name}}.
{{.baseDomain}} のサブド
メインです。

小文字いちぶハイフン (-) の文字列 (dev など)。

platform:
インストールを実行する特定
のプラットフォームの設定: 
alibabacloud、aws、bare
metal、azure、gcp、ibmc
loud、nutanix、openstac
k、powervs、vsphere、ま
たは {}。platform.
<platform> パラメーターに
関する追加情報は、以下の表
で特定のプラットフォームを
参照してください。

オブジェクト

pullSecret:
Red Hat OpenShift Cluster
Manager からプルシークレッ
ト を取得して、Quay.io など
のサービスから OpenShift
Container Platform コンポー
ネントのコンテナーイメージ
をダウンロードすることを認
証します。

パラメーター 説明 値

6.1.2. ネットワーク設定パラメーター

既存のネットワークインフラストラクチャーの要件に基づいて、インストール設定をカスタマイズでき
ます。たとえば、クラスターネットワークの IP アドレスブロックを拡張したり、デフォルトとは異な
る IP アドレスブロックを設定したりすることができます。

IPv4 アドレスのみがサポートされます。

注記

Globalnet は、Red Hat OpenShift Data Foundation ディザスターリカバリーソリュー
ションではサポートされていません。局地的なディザスターリカバリーのシナリオで
は、各クラスター内のクラスターとサービスネットワークに重複しない範囲のプライ
ベート IP アドレスを使用するようにしてください。

{
   "auths":{
      "cloud.openshift.com":{
         "auth":"b3Blb=",
         "email":"you@example.com"
      },
      "quay.io":{
         "auth":"b3Blb=",
         "email":"you@example.com"
      }
   }
}

OpenShift Container Platform 4.14 Nutanix へのインストール

52

https://console.redhat.com/openshift/install/pull-secret


表6.2 ネットワークパラメーター

パラメーター 説明 値

networking:
クラスターのネットワークの設定。 Object

注記

インストール後に 
networking オブジェ
クトによって指定され
たパラメーターを変更
することはできませ
ん。

networking:
  networkType:

インストールする Red Hat OpenShift
Networking ネットワークプラグイン。

OpenShiftSDN または 
OVNKubernetes のいずれ
か。OpenShiftSDN は、全 Linux
ネットワーク用の CNI プラグインで
す。OVNKubernetes は、Linux ネッ
トワークと、Linux サーバーと
Windows サーバーの両方を含む Linux
ネットワークおよびハイブリッドネッ
トワーク用の CNI プラグインです。デ
フォルトの値は OVNKubernetes で
す。

networking:
  clusterNetwork:

Pod の IP アドレスブロック。

デフォルト値は 10.128.0.0/14 で、ホ
ストの接頭辞は /23 です。

複数の IP アドレスブロックを指定する
場合は、ブロックが重複しないように
してください。

オブジェクトの配列。以下に例を示し
ます。

networking:
  clusterNetwork:
    cidr:

networking.clusterNetwork を使用
する場合に必須です。IP アドレスブ
ロック。

IPv4 ネットワーク

CIDR (Classless Inter-Domain Routing)
表記の IP アドレスブロック。IPv4 ブ
ロックの接頭辞長は 0 から 32 の間に
なります。

networking:
  clusterNetwork:
    hostPrefix:

それぞれの個別ノードに割り当てるサ
ブネット接頭辞長。たとえ
ば、hostPrefix が 23 に設定される場
合、各ノードに指定の cidr から /23 サ
ブネットが割り当てられま
す。hostPrefix 値の 23 は、510
(2^(32 - 23) - 2) Pod IP アドレスを提
供します。

サブネット接頭辞。

デフォルト値は 23 です。

networking:
  clusterNetwork:
  - cidr: 10.128.0.0/14
    hostPrefix: 23
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networking:
  serviceNetwork:

サービスの IP アドレスブロック。デ
フォルト値は 172.30.0.0/16 です。

OpenShift SDN および OVN-
Kubernetes ネットワークプラグイン
は、サービスネットワークの単一 IP ア
ドレスブロックのみをサポートしま
す。

CIDR 形式の IP アドレスブロックを持
つ配列。以下に例を示します。

networking:
  machineNetwork:

マシンの IP アドレスブロック。

複数の IP アドレスブロックを指定する
場合は、ブロックが重複しないように
してください。

オブジェクトの配列。以下に例を示し
ます。

networking:
  machineNetwork:
    cidr:

networking.machineNetwork を使
用する場合に必須です。IP アドレスブ
ロック。libvirt と IBM Power® Virtual
Server を除くすべてのプラットフォー
ムのデフォルト値は 10.0.0.0/16 で
す。libvirt の場合、デフォルト値は 
192.168.126.0/24 です。IBM Power®
Virtual Server の場合、デフォルト値は
192.168.0.0/24 です。

CIDR 表記の IP ネットワークブロッ
ク。

例: 10.0.0.0/16

注記

優先される NIC が置か
れている CIDR に一致
する 
networking.machin
eNetwork を設定しま
す。

パラメーター 説明 値

6.1.3. オプションの設定パラメーター

オプションのインストール設定パラメーターは、以下の表で説明されています。

表6.3 オプションのパラメーター

パラメーター 説明 値

additionalTrustBun
dle:

ノードの信頼済み証明書ストアに追加
される PEM でエンコードされた
X.509 証明書バンドル。この信頼バン
ドルは、プロキシーが設定されている
場合にも使用することができます。

String

networking:
  serviceNetwork:
   - 172.30.0.0/16

networking:
  machineNetwork:
  - cidr: 10.0.0.0/16
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capabilities:
オプションのコアクラスターコンポー
ネントのインストールを制御します。
オプションのコンポーネントを無効に
することで、OpenShift Container
Platform クラスターのフットプリント
を削減できます。詳細は、インストー
ル の「クラスター機能ページ」を参照
してください。

文字列配列

capabilities:
  
baselineCapabilityS
et:

有効にするオプション機能の初期セッ
トを選択します。有効な値は 
None、v4.11、v4.12、vCurrent で
す。デフォルト値は vCurrent です。

文字列

capabilities:
  
additionalEnabledC
apabilities:

オプションの機能のセット
を、baselineCapabilitySet で指定
したものを超えて拡張します。このパ
ラメーターでは複数の機能を指定でき
ます。

String array

cpuPartitioningMod
e:

ワークロードパーティション設定を使
用して、OpenShift Container
Platform サービス、クラスター管理
ワークロード、およびインフラストラ
クチャー Pod を分離し、予約された
CPU セットで実行できます。ワーク
ロードパーティショニングを有効にで
きるのはインストール時のみです。イ
ンストール後は無効にできません。こ
のフィールドはワークロードのパー
ティショニングを有効にしますが、特
定の CPU を使用するようにワーク
ロードを設定するわけではありませ
ん。詳細は、スケーラビリティとパ
フォーマンス セクションの ワークロー
ドパーティショニング ページを参照し
てください。

None または AllNodes。デフォルト
値は None です。

compute:
コンピュートノードを構成するマシン
の設定。

MachinePool オブジェクトの配列。

compute:
  architecture:

プール内のマシンの命令セットアーキ
テクチャーを決定します。現在、さま
ざまなアーキテクチャーのクラスター
はサポートされていません。すべての
プールは同じアーキテクチャーを指定
する必要があります。有効な値は 
amd64 (デフォルト) です。

文字列

パラメーター 説明 値
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compute:
  hyperthreading:

コンピュートマシンで同時マルチス
レッドまたは hyperthreading を有
効/無効にするかどうか。デフォルト
では、同時マルチスレッドはマシンの
コアのパフォーマンスを上げるために
有効化されます。

重要

同時マルチスレッドを
無効にする場合は、容
量計画においてマシン
パフォーマンスの大幅
な低下が考慮に入れら
れていることを確認し
ます。

Enabled または Disabled

compute:
  name:

compute を使用する場合に必須で
す。マシンプールの名前。

worker

compute:
  platform:

compute を使用する場合に必須で
す。このパラメーターを使用して、
ワーカーマシンをホストするクラウド
プロバイダーを指定します。このパラ
メーターの値は 
controlPlane.platform パラメー
ターの値に一致する必要があります。

alibabacloud、aws、azure、gcp
、ibmcloud、nutanix、openstack
、powervs、vsphere、または {}

compute:
  replicas:

プロビジョニングするコンピュートマ
シン (ワーカーマシンとしても知られ
る) の数。

2 以上の正の整数。デフォルト値は 3
です。

featureSet:
機能セットのクラスターを有効にしま
す。機能セットは、デフォルトで有効
にされない OpenShift Container
Platform 機能のコレクションです。イ
ンストール中に機能セットを有効にす
る方法の詳細は、「機能ゲートの使用
による各種機能の有効化」を参照して
ください。

文字列。TechPreviewNoUpgrade
など、有効にする機能セットの名前。

controlPlane:
コントロールプレーンを構成するマシ
ンの設定。

MachinePool オブジェクトの配列。

パラメーター 説明 値
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controlPlane:
  architecture:

プール内のマシンの命令セットアーキ
テクチャーを決定します。現在、さま
ざまなアーキテクチャーのクラスター
はサポートされていません。すべての
プールは同じアーキテクチャーを指定
する必要があります。有効な値は 
amd64 (デフォルト) です。

文字列

controlPlane:
  hyperthreading:

コントロールプレーンマシンで同時マ
ルチスレッドまたは hyperthreading
を有効/無効にするかどうか。デフォ
ルトでは、同時マルチスレッドはマシ
ンのコアのパフォーマンスを上げるた
めに有効化されます。

重要

同時マルチスレッドを
無効にする場合は、容
量計画においてマシン
パフォーマンスの大幅
な低下が考慮に入れら
れていることを確認し
ます。

Enabled または Disabled

controlPlane:
  name:

controlPlane を使用する場合に必須
です。マシンプールの名前。

master

controlPlane:
  platform:

controlPlane を使用する場合に必須
です。このパラメーターを使用して、
コントロールプレーンマシンをホスト
するクラウドプロバイダーを指定しま
す。このパラメーターの値は 
compute.platform パラメーターの
値に一致する必要があります。

alibabacloud、aws、azure、gcp
、ibmcloud、nutanix、openstack
、powervs、vsphere、または {}

controlPlane:
  replicas:

プロビジョニングするコントロールプ
レーンマシンの数。

サポートされる値は 3、シングルノー
ド OpenShift をデプロイする場合は 1
です。

credentialsMode:
Cloud Credential Operator (CCO)
モード。モードを指定しないと、CCO
は指定された認証情報の機能を動的に
判別しようとします。この場合、複数
のモードがサポートされるプラット
フォームで Mint モードが優先されま
す。

Mint、Passthrough、Manual、ま
たは空の文字列 ("")。[1]

FIPS モードを有効または無効にしま false または true

パラメーター 説明 値
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fips: す。デフォルトは false (無効) です。
FIPS モードを有効にすると、
OpenShift Container Platform が稼働
している Red Hat Enterprise Linux
CoreOS (RHCOS) マシンで、デフォル
トの Kubernetes 暗号化スイートが無
視され、代わりに RHCOS が提供する
暗号化モジュールが使用されます。

重要

クラスターで FIPS
モードを有効にするに
は、FIPS モードで動
作するように設定され
た Red Hat Enterprise
Linux (RHEL) コン
ピューターからインス
トールプログラムを実
行する必要がありま
す。RHEL で FIPS
モードを設定する方法
の詳細は、RHEL から
FIPS モードへの切り
替え を参照してくださ
い。

FIPS モードでブート
された Red Hat
Enterprise Linux
(RHEL) または Red
Hat Enterprise Linux
CoreOS (RHCOS) を
実行する場合、
OpenShift Container
Platform コアコンポー
ネントは、x86_64、
ppc64le、および
s390x アーキテク
チャーのみで、FIPS
140-2/140-3 検証のた
めに NIST に提出され
た RHEL 暗号化ライブ
ラリーを使用します。

Azure File ストレージ
を使用している場合、
FIPS モードを有効に
することはできませ
ん。

パラメーター 説明 値
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imageContentSour
ces:

release-image コンテンツのソースお
よびリポジトリー。

オブジェクトの配列。この表の以下の
行で説明されているように、source
およびオプションで mirrors が含まれ
ます。

imageContentSour
ces:
  source:

imageContentSources を使用する
場合に必須です。ユーザーが参照する
リポジトリーを指定します (例: イメー
ジプル仕様)。

String

imageContentSour
ces:
  mirrors:

同じイメージが含まれている可能性が
あるリポジトリーを 1 つ以上指定しま
す。

文字列の配列

publish:
Kubernetes API、OpenShift ルートな
どのクラスターのユーザーに表示され
るエンドポイントをパブリッシュまた
は公開する方法。

Internal または External。デフォル
ト値は External です。

このパラメーターを Internal に設定す
ることは、クラウド以外のプラット
フォームではサポートされません。

重要

フィールドの値が 
Internal に設定されて
いる場合、クラスター
が機能しなくなりま
す。詳細
は、BZ#1953035 を参
照してください。

sshKey:
クラスターマシンへのアクセスを認証
するための SSH キー。

注記

インストールのデバッ
グまたは障害復旧を実
行する必要のある実稼
働用の OpenShift
Container Platform ク
ラスターでは、ssh-
agent プロセスが使用
する SSH キーを指定
します。

たとえば、sshKey: ssh-ed25519 
AAAA.. です。

パラメーター 説明 値
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1. すべてのクラウドプロバイダーですべての CCO モードがサポートされているわけではありま
せん。CCO モードの詳細は、認証と認可 コンテンツの「クラウドプロバイダーの認証情報の
管理」を参照してください。

6.1.4. 追加の Nutanix 設定パラメーター

追加の Nutanix 設定パラメーターは、次の表で説明します。

表6.4 追加の Nutanix クラスターパラメーター

パラメーター 説明 値

compute:
  platform:
    nutanix:
      categories:
        key:

コンピューティング VM に適用するプ
リズムカテゴリーのキーの名前。この
パラメーターには、value パラメー
ターを指定する必要があり、key と 
value の両方のパラメーターが Prism
Central に存在する必要があります。
カテゴリーの詳細は、カテゴリー管理
を参照してください。

文字列

compute:
  platform:
    nutanix:
      categories:
        value:

コンピューティング VM に適用するプ
リズムカテゴリーのキーと値のペアの
値。このパラメーターには、key パラ
メーターを指定する必要があり、key
と value の両方のパラメーターが
Prism Central に存在する必要がありま
す。

String

compute:
  platform:
    nutanix:
      project:
        type:

コンピューティング VM のプロジェク
トを選択するために使用する識別子の
タイプ。プロジェクトは、権限、ネッ
トワーク、およびその他のパラメー
ターを管理するためのユーザーロール
の論理グループを定義します。プロ
ジェクトの詳細は、プロジェクトの概
要 を参照してください。

name または uuid

compute:
  platform:
    nutanix:
      project:
        name: or 
uuid:

コンピューティング VM が関連付けら
れているプロジェクトの名前または
UUID。このパラメーターには、type
パラメーターを指定する必要がありま
す。

文字列
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compute:
  platform:
    nutanix:
      bootType:

コンピューティングマシンが使用する
ブートタイプ。OpenShift Container
Platform 4.14 では、Legacy ブートタ
イプを使用する必要があります。ブー
トタイプの詳細については、仮想化環
境内の UEFI、セキュアブート、および
TPM について を参照してください。

Legacy、SecureBoot、または 
UEFI。デフォルトは、Legacy で
す。

controlPlane:
  platform:
    nutanix:
      categories:
        key:

コントロールプレーン VM に適用する
プリズムカテゴリーのキーの名前。こ
のパラメーターには、value パラメー
ターを指定する必要があり、key と 
value の両方のパラメーターが Prism
Central に存在する必要があります。
カテゴリーの詳細は、カテゴリー管理
を参照してください。

文字列

controlPlane:
  platform:
    nutanix:
      categories:
        value:

コントロールプレーン VM に適用する
プリズムカテゴリーのキーと値のペア
の値。このパラメーターには、key パ
ラメーターを指定する必要があ
り、key と value の両方のパラメー
ターが Prism Central に存在する必要
があります。

String

controlPlane:
  platform:
    nutanix:
      project:
        type:

コントロールプレーン VM のプロジェ
クトを選択するために使用する識別子
のタイプ。プロジェクトは、権限、
ネットワーク、およびその他のパラ
メーターを管理するためのユーザー
ロールの論理グループを定義します。
プロジェクトの詳細は、プロジェクト
の概要 を参照してください。

name または uuid

controlPlane:
  platform:
    nutanix:
      project:
        name: or 
uuid:

コントロールプレーン VM が関連付け
られているプロジェクトの名前または
UUID。このパラメーターには、type
パラメーターを指定する必要がありま
す。

文字列

パラメーター 説明 値
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platform:
  nutanix:
    
defaultMachinePlatf
orm:
      categories:
        key:

すべての VM に適用するプリズムカテ
ゴリーのキーの名前。このパラメー
ターには、value パラメーターを指定
する必要があり、key と value の両方
のパラメーターが Prism Central に存
在する必要があります。カテゴリーの
詳細は、カテゴリー管理 を参照してく
ださい。

文字列

platform:
  nutanix:
    
defaultMachinePlatf
orm:
      categories:
        value:

すべての VM に適用するプリズムカテ
ゴリーのキーと値のペアの値。このパ
ラメーターには、key パラメーターを
指定する必要があり、key と value の
両方のパラメーターが Prism Central
に存在する必要があります。

String

platform:
  nutanix:
    
defaultMachinePlatf
orm:
      project:
        type:

すべての VM のプロジェクトを選択す
るために使用する識別子のタイプ。プ
ロジェクトは、権限、ネットワーク、
およびその他のパラメーターを管理す
るためのユーザーロールの論理グルー
プを定義します。プロジェクトの詳細
は、プロジェクトの概要 を参照してく
ださい。

name または uuid。

platform:
  nutanix:
    
defaultMachinePlatf
orm:
      project:
        name: or 
uuid:

すべての VM が関連付けられているプ
ロジェクトの名前または UUID。この
パラメーターには、type パラメー
ターを指定する必要があります。

文字列

platform:
  nutanix:
    
defaultMachinePlatf
orm:
      bootType:

すべてのマシンのブートタイプ。
OpenShift Container Platform 4.14 で
は、Legacy ブートタイプを使用する
必要があります。ブートタイプの詳細
については、仮想化環境内の UEFI、セ
キュアブート、および TPM について
を参照してください。

Legacy、SecureBoot、または 
UEFI。デフォルトは、Legacy で
す。

パラメーター 説明 値
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platform:
  nutanix:
    apiVIP:

コントロールプレーン API のアクセス
用に設定した仮想 IP (VIP) アドレス。

IP アドレス

platform:
  nutanix:
    ingressVIP:

クラスター Ingress に設定した仮想 IP
(VIP) アドレス。

IP アドレス

platform:
  nutanix:
    prismCentral:
      endpoint:
        address:

Prism Central ドメイン名または IP ア
ドレス。

文字列

platform:
  nutanix:
    prismCentral:
      endpoint:
        port:

Prism Central へのログインに使用され
るポート。

文字列

platform:
  nutanix:
    prismCentral:
      password:

Prism Central ユーザー名のパスワー
ド。

文字列

platform:
  nutanix:
    prismCentral:
      username:

Prism Central へのログインに使用され
るユーザー名。

文字列

platform:
  nutanix:
    prismElements:
      endpoint:
        address:

Prism Element ドメイン名または IP ア

ドレス。[1]

文字列

パラメーター 説明 値
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platform:
  nutanix:
    prismElements:
      endpoint:
        port:

Prism Element へのログインに使用さ
れるポート。

文字列

platform:
  nutanix:
    prismElements:
      uuid:

Prism Element の Universally Unique
Identifier (UUID)。

文字列

platform:
  nutanix:
    subnetUUIDs:

設定した仮想 IP アドレスと DNS レ
コードを含む Prism Element ネット

ワークの UUID。[2]

文字列

platform:
  nutanix:
    
clusterOSImage:

オプション: デフォルトでは、インス
トールプログラムは Red Hat
Enterprise Linux CoreOS (RHCOS) イ
メージをダウンロードしてインストー
ルします。Prism Central がインター
ネットにアクセスできない場合は、任
意の HTTP サーバーで RHCOS イメー
ジをホストし、インストールプログラ
ムがそのイメージを指すようにするこ
とで、デフォルトの動作をオーバーラ
イドできます。

HTTP または HTTPS の URL (オプショ
ンで SHA-256 形式のチェックサムを
使用)。例:
http://example.com/images/rhcos-
47.83.202103221318-0-
nutanix.x86_64.qcow2

パラメーター 説明 値

1. prismElements セクションには、Prism Elements (クラスター) のリストが含まれています。
Prism Element は、OpenShift Container Platform クラスターをホストするために使用されるす
べての Nutanix リソース (仮想マシンやサブネットなど) を包含します。サポートされている
Prism Element は 1 つだけです。

2. OpenShift Container Platform クラスターごとに 1 つのサブネットのみがサポートされます。
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