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1. JRDFXE%FF L T MonitoringStack ) ¥V —X =B L7,

MonitoringStack = 7> = 7 b Dl

apiVersion: monitoring.rhobs/vialphat
kind: MonitoringStack
metadata:
labels:
coo: example
name: sample-monitoring-stack
namespace: coo-demo
spec:
logLevel: debug
retention: 1d
resourceSelector:
matchLabels:
app: demo

2. sample-monitoring-stack & L\ ZF1D Prometheus ') ¥V — X A%, coo-demo namespace IZ4E
MINEY, ROOATY KERTL T, EXINK Prometheus )V —RADEERR T 1 —IL
FEzEELET,

I $ oc -n coo-demo get Prometheus.monitoring.rhobs -oyaml --show-managed-fields

H A B

managedFields:
- apiVersion: monitoring.rhobs/v1
fieldsType: FieldsV1
fieldsV1:
f:metadata:
f:labels:
f:app.kubernetes.io/managed-by: {}
f:app.kubernetes.io/name: {}
f:app.kubernetes.io/part-of: {}
f:ownerReferences:
k:{"uid":"81da0d9a-61aa-4df3-affc-71015bcbde5a"}: {}
f:spec:
f:additionalScrapeConfigs: {}
f:affinity:
f:podAntiAffinity:
f:requiredDuringSchedulinglgnoredDuringExecution: {}
f:alerting:
f:alertmanagers: {}
f:arbitraryFSAccessThroughSMs: {}
flogLevel: {}
f:podMetadata:
flabels:
f:app.kubernetes.io/component: {}
f:app.kubernetes.io/part-of: {}
f:podMonitorSelector: {}
fireplicas: {}
firesources:
flimits:
f:cpu: {}



f:memory: {}
firequests:
f:cpu: {}
f:memory: {}
firetention: {}
firuleSelector: {}
frrules:
faalert: {}
f:securityContext:
f:fsGroup: {}
f:runAsNonRoot: {}
firrunAsUser: {}
f:serviceAccountName: {}
f:serviceMonitorSelector: {}
fithanos:
f:baselmage: {}
firesources: {}
fiversion: {}
f:tsdb: {}
manager: observability-operator
operation: Apply
- apiVersion: monitoring.rhobs/v1
fieldsType: FieldsV1
fieldsV1:
f:status:
ot
f:availableReplicas: {}
f:conditions:
St
k:{"type":"Available"}:
St
f:lastTransitionTime: {}
f:observedGeneration: {}
f:status: {}
f:type: {}
k:{"type":"Reconciled"}:
St
f:lastTransitionTime: {}
f:observedGeneration: {}
f:status: {}
f:type: {}
f:paused: {}
frreplicas: {}
f:shardStatuses:
St
k:{"shardID":"0"}:
St
f:availableReplicas: {}
f:replicas: {}
f:shardID: {}
f:unavailableReplicas: {}
f:updatedReplicas: {}
f.unavailableReplicas: {}
f:updatedReplicas: {}

%13 CLUSTER OBSERVABILITY OPERATOR D=
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manager: PrometheusOperator
operation: Update
subresource: status

3. metadata.managedFields {& %= #:2 L. metadata & spec D—& D7 4 —JL KA
MonitoringStack ') V —RICL > TEEBINTWSR I L Z2HRELE T,

4. MonitoringStack ') V —XCHIEIINARWT 1 —ILRZZEEL X T,

a. MonitoringStack ) V —RICL > THREINTWARAWTI A —ILRTH S
spec.enforcedSampleLimit #Z % L £ 9, prom-spec-edited.yaml 7 7 1 JLZ/ER L %
ER

prom-spec-edited.yaml

apiVersion: monitoring.rhobs/v1
kind: Prometheus
metadata:
name: sample-monitoring-stack
namespace: coo-demo
spec:
enforcedSampleLimit: 1000

b. MFOOAYY RZETLTYAML ZERALE T,
I $ oc apply -f ./prom-spec-edited.yaml --server-side

= -1o)
--server-side 7 2 V= FRATH2MELHY X T,

c. ZEINT Prometheus 7 7Y =V M % 4G L. spec.enforcedSampleLimit % D
managedFields IC. £ 12V 3 VAH B I EIEFELTLEIY,

I $ oc get prometheus -n coo-demo

H A B

managedFields: ﬂ
- apiVersion: monitoring.rhobs/v1
fieldsType: FieldsV1
fieldsV1:
f:metadata:
f:labels:
f:app.kubernetes.io/managed-by: {}
f:app.kubernetes.io/name: {}
f:app.kubernetes.io/part-of: {}
f:spec:
f:enforcedSampleLimit: {} g
manager: kubectl
operation: Apply
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ﬂ managedFields

@ specenforcedSampleLimit

5. MonitoringStack ') V —RICL > TEEINE 71 —I/LREZEBLZET,

a. JRD YAML 5% %E % L T. MonitoringStack ') ¥V —R L& > TEEBINDE 71—/ KT
% % spec.LoglLevel #ZE L ¥ 7,

# changing the logLevel from debug to info
apiVersion: monitoring.rhobs/v1
kind: Prometheus
metadata:
name: sample-monitoring-stack
namespace: coo-demo
spec:

logLevel: info ﬂ

Q spec.logLevel MBI N F L7,

b. LTFDAYTY FZRITLTYAML ZBRALE Y,

I $ oc apply -f ./prom-spec-edited.yaml --server-side

H A B

error: Apply failed with 1 conflict: conflict with "observability-operator": .spec.logLevel
Please review the fields above--they currently have other managers. Here
are the ways you can resolve this warning:
* If you intend to manage all of these fields, please re-run the apply
command with the “--force-conflicts™ flag.
* If you do not intend to manage all of the fields, please edit your
manifest to remove references to the fields that should keep their
current managers.
* You may co-own fields by updating your manifest to match the existing
value; in this case, you'll become the manager if the other manager(s)
stop managing the field (remove it from their configuration).
See https://kubernetes.io/docs/reference/using-api/server-side-apply/#conflicts

c. 741 —JU K spec.logLevel |& observability-operator (C& > T3 TICEEINTWS
&, Server-Side Apply ZERA L TEETIRLVWI EITERL TSI,

d ZOZEAWREIT SICIE. --force-conflicts 7S5 /A FEARAL X T,

I $ oc apply -f ./prom-spec-edited.yaml --server-side --force-conflicts

H A B

I prometheus.monitoring.rhobs/sample-monitoring-stack serverside-applied
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--force-conflicts 7 2 7 DizHE. TD7 4 — IV NIFEFAIMICEETEIXIN. ALT7 1 —
JL K%Y MonitoringStack ') V —X THEEIN S 7. Observability Operator I(FEHE %
#H L. MonitoringStack )V —RICL > TRHREINLBEICRLET,

R

MonitoringStack ') ¥V — R IC & > TEMRI N D —FRD Prometheus 7 1 —Jb
Nid. logLevel 72 &, MonitoringStack spec 249 D7 1 —JL NDFE
%|TE9, Ih 5k, MonitoringStack spec X H § 25 Z & TEHRTE
9,

e. Prometheus 7 72 =47 h®D logLevel #ZE 3§ % ICIE. JRD YAML %@ L T
MonitoringStack ') V —R#ZEL T,

apiVersion: monitoring.rhobs/vialphat
kind: MonitoringStack
metadata:
name: sample-monitoring-stack
labels:
coo: example
spec:
logLevel: info

f. ZEENETINALIEEZHRTZICE, ROATY Y FEETLTEILANLZT)—L
i-a_o

$ oc -n coo-demo get Prometheus.monitoring.rhobs -
o=jsonpath='{.items[0].spec.logLevel}'

Al
I info

R

1. Operator DFFEN—Tavh, LEHICT V79 —IC& > TERB L VHEIN S
T4 —IVREEWT BHE. TI7I—ICL>TEREINLEIEA—N—F4 R
nxd,
=& Z1E. MonitoringStack ') YV —RICL > TERINBWT 1 —IL R
enforcedSampleLimit ZE¥E L TW% & L E 7, Observability Operator 57 v
Tl —RKEh, HLWAA—=T 3 > D Operator »* enforcedSampleLimit D&
HEKRTDE. LRNHIRE LEN A —NN—514 REhF T,

2. MonitoringStack ') V — 2l & > TEK I 17z Prometheus 7 72 =7 M
. EZF NV TRI Y VICE>THRMICREINTWEWT 1 —JLRAEZ
N3GBEDPHYET, INOEDT1—ILRIE, T7A4ILMENHZDHICKRS
nEv,

BIER R

® Server-Side Apply (SSA) ICEEY % Kubernetes KF a1 X > b

10


https://kubernetes.io/docs/reference/using-api/server-side-apply/

#51% CLUSTER OBSERVABILITY OPERATOR D&

n



	Table of Contents
	第1章 CLUSTER OBSERVABILITY OPERATOR の概要
	1.1. デフォルトのモニタリングスタックと比較した COO
	1.2. COO を使用する主な利点
	1.2.1. 拡張性
	1.2.2. マルチテナンシーのサポート
	1.2.3. スケーラビリティー
	1.2.4. 柔軟性

	1.3. COO のターゲットユーザー
	1.3.1. エンタープライズレベルのユーザーおよび管理者
	1.3.2. マルチテナント環境でのオペレーションチーム
	1.3.3. 開発およびオペレーションチーム

	1.4. SERVER-SIDE APPLY を使用した PROMETHEUS リソースのカスタマイズ


