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GPU Feature Discovery
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https://docs.nvidia.com/datacenter/tesla/mig-user-guide/
https://www.nvidia.com/en-us/data-center/virtual-solutions/

OpenShift Container Platform 416 N\— KOz 7775 L —4%—

NVIDIA GPU Feature Discovery for Kubernetes I&. / — K ET{ERREEL GPU DS R)L %= BEIIIC
ERTEBDY 7D F7AVER—2> MTY, GPU Feature Discovery I, Node Feature Discovery
(NFD) 2R L TZDOSRNIFIFERTLET,

Node Feature Discovery (NFD) Operator I&, N— R = 7EBDIFHRT / — RIZSNILF T %EITD
Z & . OpenShift Container Platform 2 5 24 —MD/N\— R = 7H#EEE R EDREEZEEB L XY,
NFD &, PCIA—R, A—FJI, OSN=IavpED/— REBDODBMET. RRAMITNILFFIF
EITWE T,

Operator Hub T NFD Operator Z R D7 % ICI&. "Node Feature Discovery" TIHEL T LI,

NVIDIA GPU Operator with OpenShift Virtualization

INZE T, GPUOperator &, GPU TERILINAI VT F—%2RTIT2LHICT—H—/—KD
HETOEYaZv I LTWELE, BWIEIE. GPU Operator #fH L T, GPU TaE{bI iR
BV VEERITT2ODT—H—/—RETAEY 3=V ITEET,

GPU Operator &, EDGPUT7—70O—RKBNZDT—H—/—RETEFTTEELDICHEINLDL
IKIHLCT. BRZY I NIz TAVR—RV I NET—H—/—RITTOM1TBLDICRETEZE

ER

GPUE=¥ YV J¥yaR—K

EZHVVITH YT aR—REA4 VX M=)l LT, OpenShift Container Platform Web I~V —Jl
DY 5 A8 —D Observe XR—U |2, GPU DERARNRICEAT 2BHREZRR"TEIET, GPUFERRR
ICEA Y BIERICIE. EATREZ GPU O, SEEEND (7 v ML), BRE (BRK)., ERAFE (I—tY
M., BLUVEGCGPUDZEDMD X N) IV ZANEENET,

BIER R
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® NVIDIA-Certified Systems

o NVIDIA Al Enterprise

® NVIDIA Container Toolkit

e GPUE=#YVIJ¥v>aR—RNOEME

® MIG Support in OpenShift Container Platform

® OpenShift TD NVIDIAGPU D% 4 LR T4 R

® Deploy GPU Operators in a disconnected or airgapped environment

® Node Feature Discovery Operator


https://docs.nvidia.com/ngc/ngc-deploy-on-premises/nvidia-certified-systems/index.html
https://docs.nvidia.com/ai-enterprise/index.html#deployment-guides
https://docs.nvidia.com/datacenter/cloud-native/container-toolkit/overview.html#
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/enable-gpu-monitoring-dashboard.html
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/mig-ocp.html
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/time-slicing-gpus-in-openshift.html
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/mirror-gpu-ocp-disconnected.html
https://docs.redhat.com/en/documentation/openshift_container_platform/4.16/html-single/specialized_hardware_and_driver_enablement/#node-feature-discovery-operator
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OpenShift Container Platform 2 2 X4 —AT AMD Instinct GPU 77 235 L —4 — & AMD GPU
Operator 2T 2 Z & T, MH2EE, £XA. BLUVGPUT IS L—>aryT7 ) r—o3v@E
FOAVEL—FTA VTN %EY—LLRIERATEET,

ZDRF2XYMNTIE. AMD GPU Operator ZBME. BBE. TA N T 2LOICHEBELRFERZRMHL F
9, FMlE. AMD Instinct™ Accelerators BB L TL I L,

3.1. AMD GPU OPERATOR ICDWT

AMD GPU Operator D/N\— Rz 7775 L — 3 V#EEIL. Red Hat OpenShift Al Zf#HE L TA
THIEES S UOHWMES A/ML) 7TV 5= a v aEERT 2791 TV 714 AMPHAREIC. &V
N7 =T VREDARAMPELZRBELEFT, GCPUBBEDREDHRIRZSEIILT 2 &, CPURIEE X E
) —FERERNRICHA., £2EMRT TV r—2aVvEE, AT —HE THEOFNENETE
F9,

3.2. AMD GPU OPERATOR O 1 Y A h—Jb

9549 —EEHIE, OpenShift CLI & Web >V —)L%&{FEH L T AMD GPU Operator 4 ~ X h—
IWTEEYT, ThIFEHRORTY THSKBFIETHY. Node Feature Discovery Operator, Kernel
Module Management Operator., AMD GPU Operator 4 > 2 h —JLHHETY, Operator D AMD O
SaZF4—RIV)—REAVAM=ILTBITIE. ROFIEZIEICETLET,

RDATY S
1. Node Feature Discovery Operator &#4 YA h—JLLE ¥,
2. Kernel Module Management Operator #4 Y A h—JL L T,

3. AMD GPU Operator 24 YA M—=JLLTHRELX T,

3.3. AMD GPU OPERATOR O 7 R k

ROCmInfo A4 YA R—ILAEFZX L., AMDMI2I0GPU OOV A KRRT BT, ROFIEAFEHRAL Z
-a—o

FIE
1. ROCminfo 55 XAMFTBYAML 7 71 ILAEERR LT,

$ cat << EOF > rocminfo.yaml

apiVersion: v1

kind: Pod

metadata:

name: rocminfo

spec:

containers:

- image: docker.io/rocm/pytorch:latest
name: rocminfo
command: ["/bin/sh","-c"]
args: ["rocminfo”]
resources:
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https://www.amd.com/en/products/accelerators/instinct.html
https://docs.redhat.com/en/documentation/openshift_container_platform/4.16/html-single/specialized_hardware_and_driver_enablement/#installing-the-node-feature-discovery-operator_node-feature-discovery-operator
https://docs.redhat.com/en/documentation/openshift_container_platform/4.16/html-single/specialized_hardware_and_driver_enablement/#kmm-install_kernel-module-management-operator
https://instinct.docs.amd.com/projects/gpu-operator/en/main/installation/openshift-olm.html#install-amd-gpu-operator

OpenShift Container Platform 416 N\— KOz 77 5L —%—

limits:
amd.com/gpu: 1
requests:
amd.com/gpu: 1
restartPolicy: Never
EOF

2. rocminfo Pod Z{ER L £,
I $ oc create -f rocminfo.yaml

H A B

apiVersion: v1
pod/rocminfo created

3. 12®M MI210 GPU # &% rocmnfo OV =R L £ ¢,

I $ oc logs rocminfo | grep -A5 "Agent"

el

HSA Agents

Agent 1
Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Uuid: CPU-XX
Marketing Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Vendor Name: CPU

Agent 2
Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Uuid: CPU-XX
Marketing Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Vendor Name: CPU

Agent 3
Name: gfx90a
Uuid: GPU-024b776f7682638b
Marketing Name: AMD Instinct MI210
Vendor Name: AMD

4. Pod ZHIFRL £,

I $ oc delete -f rocminfo.yaml

H A B

I pod "rocminfo" deleted
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