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apiVersion: v1
data:
supported-versions: '{"versions":["4.16"]}'
kind: ConfigMap
metadata:
labels:
hypershift.openshift.io/supported-versions: "true"
name: supported-versions
namespace: hypershift
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https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#configure-hosted-disconnected
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#hypershift-cluster-destroy-kubevirt

OpenShift Container Platform 4.16 Hosted Control Plane

Hosted Control Plane #8E % 30 IC 9 335513, Hosted Control Plane H#gE DML =S8R L
TLIEE W,

2.3. AMAZON WEB SERVICES (AWS)
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https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#hosted-install-cli
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#config-hosted-service-ibmpower
https://access.redhat.com/support/offerings/techpreview/
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#hosted-install-cli
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#configuring-hosting-service-cluster-configure-agent-non-bm
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#hypershift-cluster-destroy-non-bm
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#disable-hosted-control-planes
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OpenShift Container Platform @Y hA—J)L 7L — 2Tk, $HAHD OAuth H—N—HAEFFhTL
9, OAuth 77 R N—2 Y %EFEY % T & T, OpenShift Container Platform API IZXF L TEREET
XFd, RRATY RIS RY—%FERLEREIC. PATYT14T74—70O11 5 —%3%E L T OAuth
HERETEET,
BLCLIZFEALTHRRARNINELY ZRY—D OAUTH Y —/NR—%&RET S

OpenlD Connect 74 77 4 714 —70O/N4 ¥— (0ide) ZFERA L T. RRAKMNINEI TR —DRHEL
OAuth H—N—ZRETEET,
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e htpasswd
e keystone
e |dap
® basic-authentication
e request-header
e github
e gitlab
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NAT—DHIRINET,
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T4 T4 =701 45 —HIZ. NodePool L 7)) h = EFIERET Z2HEEHY FH
Ao
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o RATYRISRI—%FRL T,
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1L RODIATY RZEITLT, RRAT 4955 —T HostedCluster 1 2% L)/ —X (CR)
ZmELET,

I $ oc edit hostedcluster <hosted_cluster_name> -n <hosted_cluster_namespace>
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2. ROF%FEA L T, HostedCluster CR IC OAuth B8 EABML 7,

OS9®0 609

(o

o

apiVersion: hypershift.openshift.io/vialphai
kind: HostedCluster
metadata:

name: <hosted_cluster_name> ﬂ

namespace: <hosted_cluster_namespace> 9
spec:
configuration:
oauth:
identityProviders:

- openID:G

claims:

email: ﬂ

- <email_address>

name: 6

- <display_name>

preferredUsername: G
- <preferred_username>

clientlD: <client_id> @)
clientSecret:

name: <client_id_secret_name> 9
issuer: https://example.com/identity Q

mappingMethod: lookup @
name: IAM
type: OpenID
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RRATvY KU S5 A% —D namespace I EEL £,
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BEI—F—BELTHERATIEMHD) AN ZEHELET,
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URL https://oauth-openshift.apps.<cluster_names.

<cluster_domain>/oauth2callback/<idp_provider name> IC 41 L 7 Rk TE3 L DI
TEHEMELHYZXT,
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ZOFANA T —DFATVT14T4—&UserA 799 NODRBITYYEY ALY
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® keystone
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e basic-authentication

e request-header

e github

e gitlab

e google

OAUthBEITAT YT 474 —7TANA T —%EBMT B E. 77 #)L bD kubeadmin 12—+ —7'0
NAT—DHIBRINET,

AR

R

TATUVTATA—TANA T —5BRETDEXE. RRATY RIS RAIY—IIP L E
£ 12D NodePool L 7)) I & FHIICEET Z2LENHY FT, DNSEFRONS T 1 v
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2. Filterbykind Ry 7 X% {#f L T. HostedCluster )V —X%=#®EL X7,

3. "% 9 % HostedCluster ')V —X %20 1) v o LZET,

4. Instances ¥ 7 &7 )y I LET,
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6. YAML 7 74 JLIC OAuth &2 EAEML F T,

spec:
configuration:
oauth:
identityProviders:

- openID:ﬂ

claims:

email: g

- <email_address>

name: e

- <display_name>

preferredUsername: ﬂ
- <preferred_username>

clientlD: <client_id> @
clientSecret:

name: <client_id_secret_name> G
issuer: https://example.com/identity ﬂ

mappingMethod: lookup 9
name: IAM
type: OpenID

COTANA Y —RET ATV T 4 T4 —BROBICEREHE LTHMIN, 7ATY
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$ oc get cloudcredentials <hosted_cluster_name> -n <hosted_cluster_namespace> -
o=jsonpath={.spec.credentialsMode}
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$ oc get authentication cluster --kubeconfig <hosted_cluster_name>.kubeconfig -o jsonpath -
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H A B

I https://aos-hypershift-ci-oidc-29999.s3.us-east-2.amazonaws.com/hypershift-ci-29999

3.5.0PERATOR " AWSSTS #{H L7 CCOR—RDT7—/ 7O—%1
R—KNTZXBLHI1ICF3

Operator Lifecycle Manager (OLM) TE179 % 7O ¥ b %3%519 % Operator fEa& L. Cloud
Credential Operator (CCO) #H#R— b 2 L5IC7OV I N2 hRITA X$ BT &ET, STS s

20


https://docs.redhat.com/en/documentation/openshift_container_platform/4.16/html-single/authentication_and_authorization/#understanding-identity-provider

%33 HOSTED CONTROL PLANE D23 &

B

G|

@ OpenShift Container Platform 2 5 24 — £ T Operator N AWS IR L CEREETE 2L DICT B T
ENTEXT,

Z D XYy KTlE, Operator »* CredentialsRequest # 7> =7 hDEKREIEL LET, DF Y.
Operator ’CNSDA TV U M EERT 5 I1CI1E RBACHERNMHETT, JRIC. Operator I&, fER &
LT#EboNndSecret 7 721V MamANMBD I ENTERIThIERY FH A,

R

T 7 #J)V N TlE, Operator 7 704 A MIEET % Pod id, ERELTHELND
Secret A 7V TV MNTH—ERT7HO VN N—VVESBTIX54LD
IC. serviceAccountToken R!) 2 —LA<YDO Y NLET,

i} =355
® OpenShift Container Platform 4.14 LA
o STISE—KDIUVZARY—

¢ OLMAR—2® Operator 7AY T ¥ b

¥R
1. Operator 7O = ¥ h® ClusterServiceVersion (CSV) A 7V 7 NE2BHLZF T,

a. Operator #° CredentialsRequests 7 7> =7 M % {/E ¥ % RBACHERZF>TWBH I &
EHERLET,

$513.1clusterPermissions ) X k
#...
install:
spec:
clusterPermissions:
- rules:
- apiGroups:
- "cloudcredential.openshift.io"
resources:

- credentialsrequests
verbs:

- create

- delete

- get

- list

- patch

- update

- watch

b. AWSSTS #FAHLAZID CCOR—RADT—- 7O0—ARDYR— MNEERT B0,
ROT ) F—avaBEMLET,

#..

metadata:
annotations:
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I features.operators.openshift.io/token-auth-aws: "true"

2. Operator 7Oz / hO—REFEH LI,

a. Subscription # 7Y 7 MMId& > T Pod ICREINLRIEZH, SO0—IL ARN ZHE L
F9, UTFICHlERLET,

// Get ENV var

roleARN := 0s.Getenv("ROLEARN")

setuplLog.Info("getting role ARN", "role ARN =", roleARN)
webldentityTokenPath := "/var/run/secrets/openshift/serviceaccount/token”

"SS:*",

b

b. /8y F% @A L CTEATX % CredentialsRequest # 72 =7 hhH 2 Z & %R L TK
Effect: "Allow",
Resource: "arn:aws:s3:*:*:*",

IV, UTFICHlzRLET,
3.2 CredentialsRequest # 7 = & ~ D{ERHI
import (
minterv1 "github.com/openshift/cloud-credential-
operator/pkg/apis/cloudcredential/v1"
corev1 "k8s.io/api/core/v1"
metav1 "k8s.io/apimachinery/pkg/apis/meta/v1"
)
var in = mintervl.AWSProviderSpec{
StatementEntries: [Jminterv1.StatementEntry{
b
2

{
Action: []string{

STSIAMRoleARN: "<role_arn>",

}

var codec = mintervi.Codec
var ProviderSpec, _ = codec.EncodeProviderSpec(in.DeepCopyObiject())

const (
name = "<credential_request_name>"
namespace = "<namespace_name>"

)

var CredentialsRequestTemplate = &minterv1.CredentialsRequest{
ObjectMeta: metav1.0ObjectMetaf
Name: name,
Namespace: "openshift-cloud-credential-operator”,
b
Spec: mintervi.CredentialsRequestSpec{
ProviderSpec: ProviderSpec,
SecretRef: corev1.0bjectReference{
Name: "<secret name>",
Namespace: namespace,

b
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|3
CloudTokenPath: ™

’

ServiceAccountNames: [Jstring{
"<service_account_name>",
2
}

H3WE, YAML FER D CredentialsRequest 7 7> =7 hD BRI L TWBIHE (& &
(&, Operator 7OV TV hOA—RKD—E& L T), BIOAETUETEZIEETEET,

$13.3 YAML 7 # —AC® CredentialsRequest 7 7 = ¥ MMEBDH
// CredentialsRequest is a struct that represents a request for credentials
type CredentialsRequest struct {
APIVersion string "yaml:"apiVersion™
Kind string “yaml:"kind™
Metadata struct {
Name  string 'yaml:"name™
Namespace string "yaml:"namespace™
} 'yaml:"metadata™
Spec struct {
SecretRef struct {
Name  string 'yaml:"name™
Namespace string "yaml:"namespace™
} “yaml:"secretRef"”
ProviderSpec struct {
APIVersion  string 'yaml:"apiVersion™
Kind string “yaml:"kind™
StatementEntries []struct {
Effect string ‘yaml:"effect™
Action []string "'yaml:"action™
Resource string “yaml:"resource™

} 'yaml:"statementEntries™
STSIAMRoleARN string “yaml:"stslAMRoleARN™
} “yaml:"providerSpec™

// added new field

CloudTokenPath string "yaml:"cloudTokenPath™
} “yaml:"spec™

——

// ConsumeCredsRequestAddingTokenlnfo is a function that takes a YAML filename
and two strings as arguments
// It unmarshals the YAML file to a CredentialsRequest object and adds the token
information.
func ConsumeCredsRequestAddingTokenInfo(fileName, tokenString, tokenPath
string) (*CredentialsRequest, error) {

// open a file containing YAML form of a CredentialsRequest

file, err := 0s.0Open(fileName)

if err 1= nil {

return nil, err

}

defer file.Close()
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24

// create a new CredentialsRequest object
cr := &CredentialsRequest{}

// decode the yaml file to the object
decoder := yaml.NewDecoder(file)
err = decoder.Decode(cr)
if err 1= nil {

return nil, err

}

// assign the string to the existing field in the object
cr.Spec.CloudTokenPath = tokenPath

// return the modified object
return cr, nil

pa )

CredentialsRequest # 72 = 7 k% Operator /N> KJLIZEMT 5 Z & IEHR
EYR—PIhTLEHA,

c. O—JVLARN & WebID h—2 /X2 ZZREEIEERY) 2 T X MITEML. Operator O #1H{L A
ICEARALET,

| $513.4 Operator ®¥IHA{LHIC CredentialsRequest A 7> =/ M &@&fA$ %41

credReq := credreq.CredentialsRequestTemplate
credReq.Spec.CloudTokenPath = webldentityTokenPath

¢ := mgr.GetClient()
if err := c.Create(context. TODO(), credReq); err != nil {
if lerrors.IsAlreadyExists(err) {
setupLog.Error(err, "unable to create CredRequest")
os.Exit(1)
}

// apply credentialsRequest on install
}

d. JRDOBICTRT LI, CCOMS Secret £ TV hHARRIND D% Operator BN FHET
HLDICLET, ZOUNEIE, Operator M) AV H A ILT HMDIEE & & ICHUHE I
ni-a_c

| Bl3.5Secret A7 Y b aF T B4

"k8s.io/api/core/v1" name as arguments
// It waits until the secret object with the given name exists in the given namespace
// It returns the secret object or an error if the timeout is exceeded
func WaitForSecret(client kubernetes.Interface, namespace, name string)
(*v1.Secret, error) {

// set a timeout of 10 minutes

// WaitForSecret is a function that takes a Kubernetes client, a namespace, and a v1
timeout := time.After(10 * time.Minute) ﬂ
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// set a polling interval of 10 seconds
ticker := time.NewTicker(10 * time.Second)

// loop until the timeout or the secret is found
for {
select {
case <-timeout:
// timeout is exceeded, return an error
return nil, fmt.Errorf("timed out waiting for secret %s in namespace %s", name,
namespace)
// add to this error with a pointer to instructions for following a manual path to a
Secret that will work on STS
case <-ticker.C:
// polling interval is reached, try to get the secret
secret, err := client.CoreV1().Secrets(namespace).Get(context.Background(),
name, metav1.GetOptions{})
if err 1= nil {
if errors.IsNotFound(err) {
// secret does not exist yet, continue waiting
continue
}else {
// some other error occurred, return it
return nil, err
}
} else {
// secret is found, return it
return secret, nil
}
}
}
}

Q timeout {&l&. CCO H“EBINX 1/ CredentialsRequest + 7> =V M ARH L T
Secret 7 721V MM T 2REDHEEICEDVTWETY, Operator BNFEL Y
SURIY=RIT7 IV EALTWAVWERZEBICE>TWE ISR —EEED
TeHIC, BFREEZEET I, DRYLTA— RNy IEERT 2 &&RFTLTK
EX W0,

. BEEEERYV VTR MOL CCOICEL>THERINIZY—D Ly MR Y., TDOY—7
Ly NODT—95EC AWSKRET7 7MILEERT B E&ET, AWSEREAEY N7y L
i_a_o

var data [Jbyte
switch {
case len(secret.Data["credentials"]) > 0:
data = secret.Data["credentials”]
default:
return "", errors.New("invalid secret for aws credentials")

$13.6 AWS X EDIERHI
func SharedCredentialsFileFromSecret(secret *corevi.Secret) (string, error) {
}
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f, err := ioutil. TempFile("", "aws-shared-credentials")
if err 1= nil {
return "", errors.Wrap(err, "failed to create file for shared credentials")
}

}
defer f.Close()

if _, err := f.Write(data); err = nil {
return "", errors.Wrapf(err, "failed to write credentials to %s", f.Name())

}

return f.Name(), nil

B

Y=Ly NEBETZE/EINEIN,. 2OP—I Ly baEAT 215
B, CCORY—I Ly NeERT BB %52 %728IC. Operator I— K
B L CERATI2MNEN,HY FT,

I 51T, HFHEARIERIRIICY A LT D MIRY, OpenShift Container
Platform ¥ S 24 —D/N—2 3>, DFEY CCO A, STSHHEICE S
CredentialsRequest 7 72 x4/ kDT —2 70—%HR—KLTWLWARWLL
HON—=Y a3V THEIARMEIHZIEAEI—HF—ICEELET, 2DLD
RIGEIE. BOFEEFERALTY—IL Yy NEBINT2MENHDI %A
aA—H—ICERLET,

f. AWSSDK vy avasELET, UTICHAZRLET,
‘ $13.7 AWSSDK v > 3 VEEDH

if err 1= nil {
// handle error

}
options := session.Options{
SharedConfigState: session.SharedConfigEnable,

sharedCredentialsFile, err := SharedCredentialsFileFromSecret(secret)
SharedConfigFiles: [Jstring{sharedCredentialsFile},

}

BIER R

® Cloud Credential Operator @ Cloud Credential Operator ') 7 7 L > AR —

\
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43 HOSTED CONTROL PLANE O~V ¥ ViR TEDLIE

24 > K70 OpenShift Container Platform 7 2 X4 —Tld, Y VERET—IH/—KRDEY b &
EIE L 9, MachineConfigPool 7 2#¥ L)YV —R (CR) AL TYY VERELAMETEET,

g

NodePool CR @ nodepool.spec.config 7 1 —JL KT, {£E® machineconfiguration.openshift.io
VY —R%=SRTEEY,

RAMINh/icar hO—J)L 7L —>TIiE. MachineConfigPool CRIFFEHEL FH A, /—KT—ILIC
. —EDAYEa— b/ —KPEHYET, /—RKRT—ILEFRALTIY VERELEMETEET,

A1 K2 MNINEaybO—ILTL—rD /) —RT—I)LDETE

RZRNINAaY bO—ILTL—rTlE BEY S X4 —D configmap WIC MachineConfig + 72 =
IMNEEdT5IET/—RT—ILERETEET,

FIR

1. EE Y S R4 —O configmap HIZ MachineConfig # 7> =V M &{ERT 5 ICIE, RDIER%E
ABLET,

apiVersion: vi
kind: ConfigMap
metadata:
name: <configmap_name>
namespace: clusters
data:
config: |
apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: <machineconfig_name>
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:...
mode: 420
overwrite: true

path: ${PATH} €)

ﬂ MachineConfig 7 7> = 7 FHMREFEINTVWSE / —REDNRREZHRELZE T,

2. #7219 M% configmap ICBIIL72%&. JRD & S IC configmap &%/ — R F7—JLISERATE
7,
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I $ oc edit nodepool <nodepool_name> --namespace <hosted_cluster_namespace>

apiVersion: hypershift.openshift.io/vialphai
kind: NodePool
metadata:
#...
name: nodepool-1
namespace: clusters
#...
spec:
config:
- name: <configmap_name> ﬂ
#...

ﬂ <configmap_names> &, FREY Y TOARICBEI]AE T,

42. /) — KR 7—)LA®D KUBELET 2 E4250B3 %

J— R Z7—)LN®D kubelet 3R E %= S8R9 % (CIE. kubelet % % configmap IEML TH S, D
config map % NodePool ) vV —ZITERA L 9,

¥
1. RDIEREAA LT, BEY S ZXH—D configmap RIC kubelet FREZBINL T,

kubelet 52 E %D ConfigMap # 7> = & kDl

apiVersion: vi
kind: ConfigMap
metadata:
name: <configmap_name> ﬂ
namespace: clusters
data:
config: |
apiVersion: machineconfiguration.openshift.io/v1
kind: KubeletConfig
metadata:
name: <kubeletconfig_name> g
spec:
kubeletConfig:
registerWithTaints:
- key: "example.sh/unregistered”
value: "true"
effect: "NoExecute"

ﬂ <configmap_names> &, FBREY Y TOARICBEI]MAE T,

9 <kubeletconfig_name> (&, KubeletConfig )V —ZXDEZFICEZMA X,

2. ROAX Y R&EABDLT, configmap %/ — R T—ILICERLET,
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I $ oc edit nodepool <nodepool_name> --namespace clusters ﬂ

Q <nodepool_name> % / — R 7—LOZRTNICE M T,

NodePool V) ¥V — A& EDHI

apiVersion: hypershift.openshift.io/vialphai
kind: NodePool
metadata:
#...
name: nodepool-1
namespace: clusters
#...
spec:
config:
- name: <configmap_name> ﬂ
#...

ﬂ <configmap_names> &, FBREY Y TOARICBEI]MAE T,

A43.RATYv RISRI—ICHBIFB /) —RDFa1—=VITHE

RATYRISRI—KND/—RT/—RLRLVDFa1—=ZVJ%ZRET %IZIE. Node Tuning
Operator #fFHTEXE Y, RAMINAZIY MO—ILTL—VTlE, Tuned 4+ 7V 9 bESD
configmap 2/ L. /—RK7T—ILTENL®D configmap #58RBT22&T. /—RKODFa—=v7
HERETEEY,

FIR

L Fa—ZVIINAEWRIYZT7 A NEEE configmap ZEK L. /—RKF—ITY=7=x
ARNEBBLET, ROFIT Tuned v =7 R MME, EEDE%$ED tuned-1-node-label
J—RSR)VEEL/ — RKET vmdirty_ratio # 55 (R ET 27O 7ML EEERELE T,
JR®D ConfigMap ¥ =7 = X b % tuned-1.yaml E WD ZRID 7 7 1 ILICRELE T,

apiVersion: v1
kind: ConfigMap
metadata:
name: tuned-1
namespace: clusters
data:
tuning: |
apiVersion: tuned.openshift.io/v1
kind: Tuned
metadata:
name: tuned-1
namespace: openshift-cluster-node-tuning-operator
spec:
profile:
- data: |
[main]
summary=Custom OpenShift profile
include=openshift-node
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[sysctl]
vm.dirty_ratio="55"
name: tuned-1-profile

recommend:
- priority: 20
profile: tuned-1-profile

pa

Tuned {4k ® spec.recommend Z7 > a > DIV MY —IITR)LZBIIL ARV
BEIE. /=R T=IR=2ADT Yy F U IHEEINS

&. spec.recommend 7> 3 VOHKEBEEOEVWTOT7 74 LD T—ILA
D/ —RIEBINZEY, Tuned.spec.recommend.match 27 3> TSR
BEERET DI EICLY, LYZTHHOWVWS —RSRIUR—ADIYYF VT %E
WTEFEFIH. /—KT—ILD .spec.management.upgradeType {&% InPlace
IKRELRWRY, /—RKRSRVET7y T L — RRIRFINEEA,

2. BB 5% —|Z ConfigMap + 7> ¥ M&ERL £,

I $ oc --kubeconfig="$MGMT_KUBECONFIG" create -f tuned-1.yaml

3. /J—RT7—IERETEZMEK LT, /— KT—ILD spec.tuningConfig 7 1 —JL KT
ConfigMap # 7> =/ h 2SR LET., TOHITIE, 220D/ — RK%EET nodepool-1 &\
#81D NodePool B* 1 D713 H BT EARIRELTWET,

apiVersion: hypershift.openshift.io/vialpha1l
kind: NodePool
metadata:

name: nodepool-1
namespace: clusters

spec:

tuningConfig:
- name: tuned-1
status:

pa )

BHD /) —RKT—=ILTEL configmap #88BTX 7, Hosted Control Plane
T, Node Tuning Operator #* Tuned CR D&REIIC/ — K T—IL& &
namespace M/\y 2 1 %BML T, ThoZzXFILET, COBEZRE. A
CERRATY RIS RY—DEMLD Tuned CRIC, BILABIDEED TuneD 70O
T7ANEERLBEVNTLEEL,

REE

Tuned ¥ =7 xR M52 ET ConfigMap 7> =V M %/EK L. Th7% NodePool TSR L7 & T,
Node Tuning Operator IC& Y Tuned # 72 =V AR RTYy KOS RS —ICEAEINET, £D
Tuned 7 7V 7 hAEZEINTWVWED, ED TuneD 7O7 74 ILHE/ — RICHEAINTWSH %
MR TEXY,
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1L RRATYRIZRAI—ADTuned 7 79V &Y A MKRRLET,

$ oc --kubeconfig="$HC_KUBECONFIG" get tuned.tuned.openshift.io -n openshift-cluster-
node-tuning-operator

H A B

NAME AGE
default 7m36s
rendered 7m36s
tuned-1 65s

2. RATY RUVZRAI—HND Profilex# 7V h&a) A RKRRLET,

$ oc --kubeconfig="$HC_KUBECONFIG" get profile.tuned.openshift.io -n openshift-cluster-
node-tuning-operator

Al

NAME TUNED APPLIED DEGRADED AGE
nodepool-1-worker-1 tuned-1-profile True  False  7m43s
nodepool-1-worker-2 tuned-1-profile True  False  7mi4s

R

AZRZLTOT 74 ILHPER I N TWAWEEIE. openshift-node 707 7 1
IWIT 7 4L N TERAINET,

3. Fa—ZVINELKERINACIEEZHRTZICE. /—RTTRNv T2z ERKEL.
sysctl {EZ= R L £ 9,

$ oc --kubeconfig="$HC_KUBECONFIG" debug node/nodepool-1-worker-1 -- chroot /host
sysctl vm.dirty_ratio

H A B

I vm.dirty_ratio = 55

4.4. HOSTED CONTROL PLANE A ® SR-IOV OPERATOR O 7 7' O0 4
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BF

AWS 75w N7 #—L_E®D Hosted Control Plane (. ¥4/ 0Y—7 L E1—#EET
T, 7 /0V—=TLE1—#EElZ, RedHat EFDHY—ERXLRILTTY =XV b

(SLA) DFFRATHY ., HEMICKETIERWVWI ELHY £9, RedHat I&. EHREIR
BTINOAEFRATAIEAEHELTVWERA, 77/0V—7LE1—#EE1d. &5
DERHEAXWVERCIREL T, FAREBBETHEEDT A METW., 714 =Ky o %5iR
HLTWEESZEZBEHNELTWEY,

RedHat @77 /Ay —7F L Ea—#EDHYR— NEEICET 25MiE. UTDY v s
EHRLTCESIL,

o FHOYV—FLEa—#EEDYR— MNEEHE

RRATAVIY—ERISAY—%BRELTCTO4TBE. RAMNINEY SR —TSR-I0V
Operator N\DY TRV ) T a v aEEKRTEET, SR-IOVPod &, ¥ hO—ILTFL—VTlERR<
'7_j3_7¢/\/—6‘£¢i"§ni_a_o

AR S

AWS ETCIRRANINAEISRI—BBRESLIVTTOA4 LTWVWDS, Fillld. A WS ETOHRANI SR
H—DHRE(TV/AY—TLE21)ESRBLTLEIW,

=2
1. namespace & Operator ZIL—7%EH L £ T,

apiVersion: vi
kind: Namespace
metadata:
name: openshift-sriov-network-operator
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: sriov-network-operators
namespace: openshift-sriov-network-operator
spec:
targetNamespaces:
- openshift-sriov-network-operator

2. SR-IOV Operator ~NDY TRV ) T a v aERLET,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: sriov-network-operator-subsription
namespace: openshift-sriov-network-operator
spec:
channel: stable
name: sriov-network-operator
config:
nodeSelector:
node-role.kubernetes.io/worker: "
source: redhat-operators
sourceNamespace: openshift-marketplace
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1. SR-IOV Operator DE[FENTEITWB I & 2R T BICIE, ROITY RZEITL. HROE
NeERRLET,

I $ oc get csv -n openshift-sriov-network-operator

H A B

NAME DISPLAY VERSION REPLACES
PHASE

sriov-network-operator.4.16.0-202211021237 SR-IOV Network Operator 4.16.0-
202211021237 sriov-network-operator.4.16.0-202210290517 Succeeded

2. SR-IOVPod T 7AA INTWVWB I & A#HEATZICIE. ROAV Y REERITLET,

I $ oc get pods -n openshift-sriov-network-operator

45 KRATY RTSRY—D NTP H—/N\—DKE

Butane Z{FH L T, RAT Y KU 5 X4 —® Network Time Protocol (NTP) H—/\—% % ETE F
ER

FIR

1. chrony.conf 7 7 4 JLOAR % ST Butane % E 7 7 1 )L 99-worker-chrony.bu % % L &
¥, Butane DiF#lliL. [Butane ZFEA LYY VEREDER] #S5RB LTI,

99-worker-chrony.bu M &% Hl

#...
variant: openshift
version: 4.16.0
metadata:
name: 99-worker-chrony
labels:
machineconfiguration.openshift.io/role: worker
storage:
files:
- path: /etc/chrony.conf
mode: 0644 ﬂ
overwrite: true
contents:
inline: |
pool 0.rhel.pool.ntp.org iburst g
driftfile /var/lib/chrony/drift
makestep 1.0 3
rtcsync
logdir /var/log/chrony
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Q IVVERET7AILDO mode 7 1 —IL RICS EHDIETE—RNA2EELET, 771)L%
ER L CERABERAT5E, mode 7 14 —JL RIFZ 10 EHEICEHRINE T,

9 Dynamic Host Configuration Protocol (DHCP) H—/\—H1R T 291 LYV - E. &
MCEETRERY A LY —REEELET,

pa 3

<Y UREBEDSZE. User Datagram Protocol (UDP) /R— k E®@ NTP (£ 123 T
To AENTP ¥4 Lt —/"—%FZELFEIE. UDP R—M123 ZF< BED
HYET,

2. Butane Zf#f L T, Butane '/ — RIZEFE T 28 E % 2T MachineConfig # 7> = ¥ b+
7 7 1)L 99-worker-chrony.yaml Z4 M L X9, LTFOAYY FEETLET,

I $ butane 99-worker-chrony.bu -0 99-worker-chrony.yami
99-worker-chrony.yaml M % & 51

# Generated by Butane; do not edit
apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: <machineconfig_name>
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:...
mode: 420
overwrite: true
path: /example/path

3. BE Y S A4 —O configmap AIC 99-worker-chrony.yaml 7 7 1 L OB %ZEML 7,
config map DA

apiVersion: vi
kind: ConfigMap
metadata:
name: <configmap_name>
namespace: <namespace> ﬂ
data:
config: |
apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
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labels:
machineconfiguration.openshift.io/role: worker
name: <machineconfig_name>
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:...
mode: 420
overwrite: true
path: /example/path
#...

Q <namespace> (£, / — KR F—)L%{EM L 7= namespace D& (clusters 7 &) [TE X #2
AET,

4. ®ROAX Y R%EFEITL T, configmap %/ — R T—ILICERLET,

I $ oc edit nodepool <nodepool_name> --namespace <hosted_cluster_namespace>
NodePool D% E fI

apiVersion: hypershift.openshift.io/vialphai
kind: NodePool
metadata:
#...
name: nodepool-1
namespace: clusters
#...
spec:
config:
- name: <configmap_name> ﬂ
#...

ﬂ <configmap_names> &, FBREY Y TOARICBEIMAE T,

5. InfraEnv 12 % 1Y) Y —R (CR) #E%Y % infra-env.yaml 7 7 1 JUICNTP H—/X—D ) R
MeBmMLEY,

infra-env.yaml 7 7 1 JLDl

apiVersion: agent-install.openshift.io/vibetal
kind: InfraEnv
#...
spec:
additionalNTPSources:

- <ntp_server> 0
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- <ntp_serveri>
- <ntp_server2>
#...

<ntp_servers (&, NTP H—/N\—DEZFNIIEZIHAF T, RAM IRV K=&
InfraEnv CR DERRDEEMIL. [ARA RS URY N —DER] 28R LTLEIV,

6. ROAT Y KAEZETL T, InfraEnvCRZEAHALZ Y,

I $ oc apply -f infra-env.yaml

i3
qEI-I.l

o RD74—ILR%EHRL, RAM YRV NY—DRT—YR%=HALET,
o conditions: 1 X =YD EEIER I NIHE D D %ERTIEED Kubernetes DIREE,
o isoDownloadURL: Discovery Image 24~ > O— K9 57=H®D URL,
o createdTime: 1 X — U DN REZ IR I N7-BFX, InfraEnv CR 2 ZE$ 2551, FHLL

A A=V BT O—RTBEI, BDTYAILRY VY TERHFLTLLLEIL,
ROATYV REEFTLT, RAMMIURY N —DERINAEZEAHERLET,

I $ oc describe infraenv <infraenv_resource_name> -n <infraenv_namespace>

pa 3

InfraEnv CR 22 & ¢ 53553, createdTime 7 1 —JL R &N

T. InfraEnv CR (Z & > THr L L) Discovery Image MMERR I N /c & & % FEER
LTLKEIW, TTIKHRRAMNZES L TWBIHFEIE. & D Discovery
Image THRRA MNEBEEELFT,

BTG IR
® Butane TOY Y VEREDVER

o RAMNAIURY NY—DERK
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BEERRTY RISRY—TODT 4 —F v—5— b OFER

BESERRTYRISRAI—TCD74—Fv—4-—bDOFEA
RATYRISREI—TT4—Fv—T—hreFALT. T742IMOEEELY MIEFNTULRVE
BREAMITEIENTEEXY, RRATYRISRI—TI74—Fv—4S5—h 2ERATS
&. TechPreviewNoUpgrade #gEtzy NEBMICTEH I ENTEET,

50 74—Fv—T—beERALEEEY hOBWIL

OpenShift CLI #{# /A L T HostedCluster 72 % 41V —X (CR) #fg&ET 52 &ICLY, RAFY K
9 2 X% —T TechPreviewNoUpgrade #gEtz v N ZBMICT BT EHNTEET,

[} =355

e OpenShift CLI (oc) 4 Y &2 h—JLI N T W3,

FIR

L RODOAYY REEFTLT, "RAT 194959 —T HostedCluster CR % {R&E T 570 ICH
xF9,

I $ oc edit hostedcluster <hosted_cluster_name> -n <hosted_cluster_namespace>

2. featureSet 7 1 — /L NICIEA AN L CTHEEY h2EELZE T, UTICHIERLET,

apiVersion: hypershift.openshift.io/vibetal
kind: HostedCluster
metadata:

name: <hosted_cluster_name> ﬂ

namespace: <hosted_cluster_namespace> 9
spec:
configuration:
featureGate:

featureSet: TechPreviewNoUpgrade 6
RA7Y KOS —DEFEHEEL T,
RRATvY KU S5 A% —®D namespace I EEL £,

ZOMEety M, BEDOT 7/ OV —FLEa—#EDOY Ty T,

909

Digk

==
[=]

49 5 24 —T TechPreviewNoUpgrade #gEtz v M &BMICT S &, TTic

RIZENTET, YA FT— =S avOEFNHITFONT T, T DHaE
ty NEFERTRE, ZYETET/./0V—TLE1—#EETANIS
A9 —THMICILT, BRICTAPMNTZBIENTEET, EFEH ISR
H—TIEZDHEELY FEBMICLAWVWTLCEIN,
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3. ZEABEHATLEDICT7MIVERELET,

i3
qEI-I'l

o RDIAXY Y RKAREITLT, KRATvY KU 5 ZX4—T TechPreviewNoUpgrade 7 1 —F + —
F— "D EDR>TWER I EEBELET,

I $ oc get featuregate cluster -o yaml

BEE R

® FeatureGate [config.openshift.io/v1]
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%62 HOSTED CONTROL PLANE DEEERZDEE

Hosted Control Plane M54, FIBAZEDREFIEIZZA 4 >~ K7 0O D OpenShift Container Platform M
BEERERYET,

61LEKATY RISAY—THRY LAPI Y —/NN—E[RREZA B TFT S

APl H—N—DHARHY LFGIAEZEZRET % IC1E. HostedCluster 5% FE D spec.configuration.apiServer
O a3 v CIAREOFMEIEEL T,

HRY LFEEAZENL, Day 1#EE /1L Day 2 I EDHRTHRETEE T, /2L L. Y—ERRRAANST
V—EERRATY RIS RY—DEMRFICERE LIERISEETERWEDH, BRET 5 FED Kubernetes
APIH—NR—DRANEGZH > THLKMELHYFET,

AR

o BIYSRH—ICHARY LEAEN S F NS Kubernetes V> —2 Ly MaERRLE LR, ¥—7
Ly MIIZROBELAEZTNTVWET,

o tls.crt: SFEAZE
o tis.key: T

e HostedCluster ¥ EICO— KNSV H—%FHTZ2H—EXRARA NS TI—DNEZThhTWS
BEE, BBAEDOY T TV MUEB R (SAN) BIREBAPI T KR4 ¥ b (api-int) &FHA LA
WZEEBRLTLLEIV, AEAPIZTY RRA Y ME. 7Zv b7+ —AILL > TEHEIMIC
ERBLUVEEINE T, DAY LFREELABAPIZTY KRS Y FOBEATRALKRRA MNE%E
FRTZE. W—T1 VYV ITOHEENRET ZABEELIHY T, TDIL—ILOHE—DHFIH
I&. Private % 7-|% PublicAndPrivate 58 E CAWS # 7ONA ¥ —& L THEAT 2HBE T,
ZDELIRIBE, SANDEBIFZTSY N T+ —LICE>TEEBINFT,

o GEBAERAMAPIZTY RRA Y MWL TENTH2UENHY Y,

o IRAZEDEMHEIE. IFRI—DFERIND A THAJILE—RLIET,

FIa
LROAR Y RFZEAALT, BRI LGERAZEZHEALTY—I Ly P 2FELE Y,

$ oc create secret tls sample-hosted-kas-custom-cert \
--cert=path/to/cert.crt \
--key=path/to/key.key \
-n <hosted_cluster_namespace>

2. ROBUSTRT L DIC. B AY LFERAEDFFM%EH L T HostedCluster 53 E2E#H L £ 9,

spec:
configuration:
apiServer:
servingCerts:
namedCertificates:

- hames: a
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- api-custom-cert-sample-hosted.sample-hosted.example.com

servingCertificate: 9
name: sample-hosted-kas-custom-cert

‘) SEBRZE A A4 DNS DEBIDY Z k.,

Qg HRY LEBEENEETNZV—2 Ly NDOKFL

3. kDAY Y REAALT. HostedCluster R EICEHAEAHAL F 9,

I $ oc apply -f <hosted_cluster_config>.yaml

B®EE
o APIH—/N—Pod%Fzv VLT, FLWIABAZEAT DY RINTWB I EEHERLET,
o HAFLRKAAVEZEFERALTAPIY—N—~DEHEETAMNLET,

o JSUH—T, FXldiopenssl REDY—ILEFEHAL T, AEOFMERERALET,

6.2. RAT v KU S5 R4 —FH®D KUBERNETES API H —/N\— D& E

RRATvY KU S5 R4 —HIC Kubernetes APl H—/I\N—% Hh A< 4 X§3551F. ROFIEEZETLE
_a—o

AR

o EFTHDEKRATY RIS RI—DH%,

e HostedCluster ')V — XA ZZEET 27/ODT VL AENH 5,

e Kubernetes API H—/NN—|ZEAT2HRILDNS RXA VDB,
© HARHLDNS RXA VIFBEDICHES N, FBRTETH S,
o DNS RXAA VICIFZBEMQ TLSAAENREIN TV S,
o RAAYADRY NT—U T VAN BRIERNTHEYIEEINTLS,
o ARHYLDNS RXAVIE, RRATY RIVSRI—2EFEICEVWT—ETH 5,

o NARYLFRAZEZRE L, FMIZ [\ RRTY RISXI—TDARY L APl H—/N—GiEBH
SDRE] 2ZRL TSI,

FIR

1. 7aNnNA ¥ —75v N7 +#—ALT. kubeAPIServerDNSName URL H' Kubernetes API H—
N—DRNEINTWVWBIPZRLREIRTLIIHICDNSLOI—RAZELZFT, DNSLIOI—KIiE
BUICEREIN, VR Y—DORRAIBETHDUELHY £,

DNS L O— KROHBEICFERAT BT KOH

I $ dig + short kubeAPIServerDNSName
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2. HostedCluster {£# T. XDOHIICTRT & 5 IC kubeAPIServerDNSName 7 « —JL RAZE L &
£

apiVersion: hypershift.openshift.io/vibetal
kind: HostedCluster
metadata:

name: <hosted_cluster_name>

namespace: <hosted_cluster_namespace>
spec:

configuration:

apiServer:
servingCerts:
namedCertificates:

- hames: 0

- api-custom-cert-sample-hosted.sample-hosted.example.com
servingCertificate: g
name: sample-hosted-kas-custom-cert

kubeAPIServerDNSName: api-custom-cert-sample-hosted.sample-hosted.example.com 6
#...

@ FIHEELAMADONS OZFDOYR b DT 4 —IL RICY R bINB AR
I%. spec.servicePublishingStrategy.*hostname 7 1 —JL RICIEEI hc&riEE LIC
THIEWETEZEA,

@ PRYLEHEHFEFNDY—IL Y FOEH,

g D74 —ILRIE, APIH—NR—DIV RRA Y NELTHERAINS URIEZIFANE
-a—o

CROOAR YV R EAANLTCEREZERALEY,
I $ oc -f <hosted_cluster_spec>.yaml|

HREMNMEAIND &, HyperShift Operator [ R4 LsDNS R XA A Y &IETH L L
kubeconfig > —7 L v N EEMLE T,

CCL FEOYY—IILaEAL T kubeconfig > —27 Ly FZ2EEBELXT,
a. CLIZERLTY—2Ly bZEEET2ICIE. ROOATYY RZAHNLET,
$ kubectl get secret <hosted_cluster_name>-custom-admin-kubeconfig \

-n <cluster_namespace> \
-0 jsonpath="{.data.kubeconfig}' | base64 -d

b. AYY—IZFHALTY—27Ly NEREBT2ICIE. RRATY RV FRY—ICHKE
L. Download Kubeconfigx 2 1) v -7 L%,

e

pa )

3> Y —JLT showlogincommand#4 7> a V&AL T, HLL
kubeconfig > — 7 L v haFEAT2IEETEE A,
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63. T A9 LADNS AFRHLTEHRRTY RVSRI—ICTIVERTBHED b
STV a—F4vy

ARYLDNS ZFALTHRRTY RUSRY—ILT IV ERT 2 EZICHEIRELLIHZEIF. RDR
Ty TEERITLIET,

FIR

42

.DNS LO—RHPEYICEREIN, RINTWB I & EHEELE T,

L RDOAT Y REAALT, HRAILRAA VD TLSEEAZENERTHD I E, BLUVRXA Y

DSANDPIELWZ & &=FERLET,

$ oc get secret \
-n clusters <serving_certificate_name> \
-0 jsonpath="{.data.tls\.crt}' | base64 \
-d |openssl x509 -text -noout -

ARG LRXAADFRY M7=V HEGRDIEEL TWD & ZHRALET,

. ROBICRT & SIS, HostedCluster ') YV —R T, RF—4 RITE L WA RS L kubeconfig

BERARTINTVWS I EZHALET,

HostedCluster 2 57— 4 2 Dl

status:
customKubeconfig:
name: sample-hosted-custom-admin-kubeconfig

RDIAY > K& AL T, HostedControlPlane namespace M kube-apiserver O 7 % 53 L
x7,

$ oc logs -n <hosted_control_plane_namespace> \
-l app=kube-apiserver -f -c kube-apiserver
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572 HOSTED CONTROL PLANE O E#

Hosted Control Plane DE#ICIE, RRATY RVSRAY—&/—RT—ILOBHFHIEENET, BFS
OERRICV SR —DREICEMELKEITZHICIE. I O—LTL—VE/ —ROEHFERETT
BRRIC, Kubernetes N\—Y 3 v 2Fa—R)Y— DB EZBLIBHELNHY XY,

7.1.HOSTED CONTROLPLANE #7 v 7 L — K 57-DDEH
multicluster engine for Kubernetes Operator (&, 1 DLL_E® OpenShift Container Platform 7 5 X 4 —
EEBTEX Y, OpenShift Container Platform TR T v KIS RS —%ERL7E. RmRATY K2
SRY—%HIX—Y KU S5 A4 —& LT multicluster engine Operator IC4 Y R— NS 2HENHY F
9, TDH. OpenShift Container Platform 7 5 249 — % BBV S A4 —& L THERATEXT,

Hosted Control Plane DE# =R T 2R1IC. ROBHEZEE LTIV,

® OpenShift Virtualization % 70/X4 ¥ —& L TERT 2% & 1&. OpenShift Container Platform
PSR —IIRTFAINT Sy N7+ —LAE5FERTZBLELNHYFT,

o KAFYRISRI—DISIRTSY hT+—LELT. RT A9 ILEFIE OpenShift
Virtualization Z R 2MENXHYET, KRRATYRKISRAI—DTSY N T4 —LSAT
I&. HostedCluster 124 A1) — X (CR) ® spec.Platform.type (T TR T £,

LTFDH R %5 7T LT, OpenShift Container Platform 7 5 24—, YIFISRI—TV IV
Operator, RAMNINAEIVSRAY—, BLV/—RT=IV%ET7Yy TIL—RTIBEFHY X,

1. OpenShift Container Platform 7 5 R4 —&RH/N\N— 3 VILT7y FIL—RLE T, #Fifl
I Web AV —IZERLTI SR —%EH Fkid ICLIZERALELI S XY —DE
1l ZBRLTKEIW,

2. multicluster engine Operator Z&H/\—2avILT7y 7L —RKLEd, FMiEZ. 1V
h—JLIN TS Operator DEF| Z#S5B LTI,

3. RRATY RV SR —& /— K TF—)L%LLREID OpenShift Container Platform /X— 3 U v 5

BHN—UavIil7yTITL—RLET, #FHIE. TRRFy KSR —0ar ba—IL7
L—VD8EH | 8LV [RRAFTFYRISRY—D/)—RT—ILOEH| 2#SRBLTLLEIL,

BEEE IR
o WebdAVVY—I)LEEHALTISRY—%FH

o CLIAFERHLEYISRY—DESH

o AR M—)JLiEFdH Operators DEFT

72.RATY RISAY—DF v RILDEBTE

A BE A E#IZ. HostedCluster 1 X% L') Y — R (CR) @ HostedCluster.Status 7 1 —JL K CHE
RBTEET,

FARRELAEHIZ. KRRATY K75 X4 —0 Cluster Version Operator (CVO) B S IFERGINEH A,
FIFAEREREFHD ') R MME. HostedCluster H1 X% LYY —Z (CR) DRD7 4 —IL RIZEFhTWS
FATRLREMEIIRLIBENDHY T,

e status.version.availableUpdates
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e status.version.conditionalUpdates

#HID HostedCluster CR (C I, status.version.availableUpdates 7 1 —JL K &
status.version.conditionalUpdates 7 1 —JL R ICIEHRIMZF N TLWHEHE A, spec.channel 7 1 —JL K
% OpenShift Container Platform @ stable ) ) —X/X\—2'3 VTERET 5 &, HyperShift Operator A
HostedCluster CR =) A4 JL L. FIAF e T & R4 X EH T status.version 7 1 —JL K%
BHLET,

F v RIVEBE A S HostedCluster CR DRDFIASHB L TL IV,

spec:

autoscaling: {}

channel: stable-4.y

clusterID: d6d42268-7dff-4d37-92¢f-691bd2d42f41

configuration: {}

controllerAvailabilityPolicy: SingleReplica

dns:
baseDomain: dev11.red-chesterfield.com
privateZonelD: Z0180092I0DQRKL55LNO
publicZonelD: Z00206462VG6ZPO0H2QLWK

<4.y> |&. spec.release T1EE L 7= OpenShift Container Platform V) I) = 2/X\—2 3 V(LB X
-

ZEY, lc& z L, spec.release % ocp-release:4.16.4-multi IZEXE T %355 (E. spec.channel
% stable-4.16 ICERET 2 ELHY X T,

HostedCluster CR TF v ®JL & %E L 7=1%. status.version.availableUpdates 7 1 —JL K &
status.version.conditionalUpdates 7 1 —JL RO A% RZRT 2ICIFE. ROITY RERITLET,

I $ oc get -n <hosted_cluster_namespace> hostedcluster <hosted_cluster_name> -o yaml

H A B

version:
availableUpdates:
- channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:b7517d13514c6308ae16c5fd8108133754eb922cd37403ed27c846¢c129e67a9a
url: https://access.redhat.com/errata/RHBA-2024:6401
version: 4.16.11
- channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:d08e7¢8374142¢239a07d7b27d1170eae2b0d9f00ccf074c3f13228a1761¢c162
url: https://access.redhat.com/errata/RHSA-2024:6004
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version: 4.16.10
- channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:6a80ac72a60635a313ae511f0959cc267a21a89c7654f1c15ee16657aafad1a0
url: https://access.redhat.com/errata/RHBA-2024:5757
version: 4.16.9
- channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:ea624ae7d91d3f15094e9e15037244679678bdc89e5a29834b2ddb7e1d9b57e6
url: https://access.redhat.com/errata/RHSA-2024:5422
version: 4.16.8
- channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:e4102eb226130117a0775a83769fe8edb029f0a17b6cbca98a682e3f1225d6b7
url: https://access.redhat.com/errata/RHSA-2024:4965
version: 4.16.6
- channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:f828eda3eaac179e9463ec7b1edbbaeba2cd5bd3f1dd56655796¢86260db819b
url: https://access.redhat.com/errata/RHBA-2024:4855
version: 4.16.5
conditionalUpdates:
- conditions:
- lastTransitionTime: "2024-09-23T22:33:382"
message: |-

Could not evaluate exposure to update risk SRIOVFailedToConfigureVF (creating PromQL
round-tripper: unable to load specified CA cert /etc/tls/service-ca/service-ca.crt: open /etc/tls/service-
ca/service-ca.crt: no such file or directory)

SRIOVFailedToConfigureVF description: OCP Versions 4.14.34, 4.15.25, 4.16.7 and ALL
subsequent versions include kernel datastructure changes which are not compatible with older
versions of the SR-IOV operator. Please update SR-IOV operator to versions dated 20240826 or
newer before updating OCP.

SRIOVFailedToConfigureVF URL: https://issues.redhat.com/browse/NHE-1171

reason: EvaluationFailed
status: Unknown
type: Recommended
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release:
channels:
- candidate-4.16
- candidate-4.17
- eus-4.16
- fast-4.16
- stable-4.16
image: quay.io/openshift-release-dev/ocp-
release@sha256:fb321a3f50596b43704dbbed2e51fdefd7a7fd488ee99655d03784d0cd02283f
url: https://access.redhat.com/errata/RHSA-2024:5107
version: 4.16.7
risks:
- matchingRules:
- promql:
promql: |
group(csv_succeeded{_id="d6d42268-7dff-4d37-92cf-691bd2d42f41", name=~"sriov-network-
operator[.].*"})
or
0 * group(csv_count{_id="d6d42268-7dff-4d37-92cf-691bd2d42{41"})
type: PromQL
message: OCP Versions 4.14.34, 4.15.25, 4.16.7 and ALL subsequent versions
include kernel datastructure changes which are not compatible with older
versions of the SR-IOV operator. Please update SR-IOV operator to versions
dated 20240826 or newer before updating OCP.
name: SRIOVFailedToConfigureVF
url: https://issues.redhat.com/browse/NHE-1171

7.3.RAFTv KU S5 X4 —®D OPENSHIFT CONTAINER PLATFORM /\—
JavoEH

Hosted Control Plane t&., v hO—ILTL—V ETF—9 L —VBOEHFOLBEETREICLE T,

PSR —H—ERTANAYF =P ISR —BEE(IZ, AV bO—ILTL—rETF—95@ERICEHE
TXZEY,

JY hO—J)L 7L —>I% HostedCluster h 2% Y)Y —RZ (CR) 2 ZEHE G5 ETEHTE, /—RNi&
NodePool CR 4 Z & ¢ 5 Z & TEHF TX XY, HostedCluster CR & NodePool CR Tld., £65%
.release 7 1 —JL KT OpenShift Container Platform ) 1) =24 X =Y %BEL T,

BEHIOERAFICKRATY RIS RY— 462 EIERKIT2ICIE. JvbhOo—LTL—2E /=R
DEHFH A Kubernetes /N—2 3 v 2F2a—R D — [CHEMLTWBRELHY T,

7.3.1. multicluster engine Operator N 7 &I SR 4 —

multicluster engine for Kubernetes Operator ICI&, BV X4 —DHR— MAFRREBEHIFT 570
IZ. FFED OpenShift Container Platform /A— 3 Y AYWE T, multicluster engine Operator (.
OpenShift Container Platform Web 3> Y —JL® OperatorHub 54 Y A h—JLTE XY,
multicluster engine Operator D/X—2 3 V&, RDYR—KrT MY v I RESRLTEIL,

® multicluster engine Operator 2.7

® multicluster engine Operator 2.6

® multicluster engine Operator 2.5
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® multicluster engine Operator 2.4

multicluster engine Operator I&. JR® OpenShift Container Platform /A—> 3 V& HR— b LTV E
ER

o FHDKRD)—AN—=T3av
o EBHUY—ZN=S3Y
o BEHNY—ZN=3 VD2 DFIDN—T 3y

Red Hat Advanced Cluster Management (RHACM) ®—&B & L T multicluster engine Operator /X —
VavEAFITELRIELEETEET,

7.32.RAFT v KU SR8 —THR— hI N3 OpenShift Container Platform M /X—
vav

RATY ROSRY—%T704F 356, BEY S X4 —D OpenShift Container Platform /A—< 3
ViE, BRAT Y K975 2% —D OpenShift Container Platform /A=Y 3 VICRHE L £H A,

HyperShift Operator (£, hypershift namespace | supported-versions ConfigMap % #EB& L &
¥, supported-versions ConfigMap IZIE. 7704 AJgEAHR— b T TS OpenShift Container
Platform /N\— 3 v OEENGERINTWE T,

supported-versions ConfigMap DRDFI =SB L T X\,

apiVersion: vi
data:
server-version: 2f6cfe21a0861dea3130f3bed0d3ae5553b8c28b
supported-versions: '{"versions":["4.17","4.16","4.15","4.14"]}'
kind: ConfigMap
metadata:
creationTimestamp: "2024-06-20T07:12:31Z2"
labels:
hypershift.openshift.io/supported-versions: "true"
name: supported-versions
namespace: hypershift
resourceVersion: "927029"
uid: f6336f91-33d3-472d-b747-94abae725f70

BF

RATY ROSRY—%ERKT ZICIE, HR— b= 3 VEFERNO OpenShift
Container Platform N\—2 3 VA2 RAT20ENH Y F9, 7272 L. multicluster engine
Operator AEETX 2 DId. n+1 55 n-2 £ TD OpenShift Container Platform /3 —
JavDHATY, TITNIRREDOYAF—N"—23vaEHLEFT, multicluster
engine Operator Y R— b M) w 2 R%&F v U9 % &, multicluster engine Operator
ICE>TEBINSGKRRATY RVSRY—H, HR—FINTLB OpenShift Container
Platform DEEFNTH D I & AHRTE XY,

ERN—=TU a3V DERRT Y KU 5 A% —% OpenShift Container Platform (27 704 § % 1T,
multicluster engine Operator LW A F—N—=U 3V Y ) —ICTEHL T FHFFLWA—=T 32D
Hypershift Operator 7 704 § 2% EMNH Y £9, multicluster engine Operator Z# L L\/Xy F (z-
stream) IC7 v 7J L — K LTH. HyperShift Operator [RD/NN—T a VICEFHFINEHA,

47


https://access.redhat.com/articles/7027079

OpenShift Container Platform 4.16 Hosted Control Plane

hcp version 7Y RORODEAFZSRL T EZI W, EE Y S R4 —0D OpenShift Container
Platform 4.16 TH R — b I TL % OpenShift Container Platform /X—Y 3 VA RLTWE T,

Client Version: openshift/hypershift: fe67b47fb60e483fe60e4755a02b3be393256343. Latest
supported OCP: 4.17.0

Server Version: 05864f61f24a8517731664f8091cedcfc5f9b60d

Server Supports OCP Versions: 4.17,4.16, 4.15, 4.14

74. KAFTY RUVSRY—DEH

spec.release.image f&(&. A¥ bO—ILTL—VDN—V a3V ERELF . HostedCluster 4 7
17 ~iE. EBEL % spec.release.image fE %= HostedControlPlane.spec.releaselmage & 2% 1§
L. i#t07% Control Plane Operator O/XA—> 3 VAT LE T,

Hosted Control Plane (&, #1L W /X—2< 3 > ® Cluster Version Operator (CVO) IZ& Y., #L LW/ —
varvody hO—)L7L—r2aYVR—% k& OpenShift Container Platform IV R—%x > hdO—
W7o NEEEBLET,

B

Hosted Control Plane Tl&. NodeHealthCheck ') YV —A D CVO DA FT—4 XA &R HET
TFEthA, VIRYI—BEEL, VSRI—DEFLEDEELBRIEEREITT SHIIC.
FLWBET I a v ISR —DEFHICFSHTE2DOEHESOD

IC. NodeHealthCheck IC& > T N Y H—IN/BEEZFET—IHELETZ2HLENDHY
9,

1818 % —B¥{=1L 9 % 1Z1E. NodeHealthCheck ') ¥/ — 2 @ pauseRequests 7 1 —JL KD
fE& LT, XFFDBES (l: pause-test-cluster) Z AL 9, FFfllE. Node Health
Check Operator ICDWT #HR LTI W,

VSR —DEFINTT LS, BEZREEZIFHRTEET, Compute —»
NodeHealthCheck R—JIIBEIL., / —RKANIWRFzv P %9 1) v o LT, Actions %
g)wodBE, ROy T IV YA RMDBRRINET,

75. /—RT7—IJLOEH

J—R7—)%ERY 3 &, spec.release & & U spec.config DIE%ABIT 5 & T, /— NTET
INTWBYIRNVITERETEEY, ROAET/—RKT—)oO—) v JEHERKTETET,

e spec.release % 7z |4 spec.config DIEZZE L XY,

o AWSAYVRYIVRIATHREDTSY NI 4A—LBEBED714—ILRAZTBELET, BRI,
LW A TOHB\AVRIVADEY MY FT,

o VIR —REZERBLIYT (BED/ —RILEEINBIEA).

J—RT—JLId, replace BEFri& 1 v L —REH % HKR— b L FT., nodepool.spec.release fE (.
BED/—RT=IDNR—=U a3V %ERELE T, NodePool £ 7>/ b

I&. .spec.management.upgradeType {EICfE> T, BMFLIEM v L—2O0—-Y VYV JBHAETTL
7,

J—=RT—IEERLEEIZ. BFYATRIEETEE A, BHYA TE2EET2HERF. /—K
T—IVEER L, D/ — R T—IVEZHIRT Z2RENHY FT,
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https://docs.redhat.com/en/documentation/workload_availability_for_red_hat_openshift/24.4/html/remediation_fencing_and_maintenance/node-health-check-operator#about-node-health-check-operator_node-health-check-operator
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75.1. /— K7 =)L O replace Bt

BEXWZ BT, URION—U3 Uy oFiWA VYRV IANYEIBRIN, :iLWwA—23 Y TA VRS
VANMERINE T, COFHFIA TE, COLRILOFAEHENIR MIRICBATWE 59 RIBIE
THRMTY,

replace B Cld, /— RARLICEOEY 3 =0 J3ha7H,. FEICLZ2EREI—VRFINE
TA,

752. /J—RT—=ILDA VT L —AEH

AVTL—RAEHTIH, AVRAIVADARL—F A VIV RATLDNEERHFINET, ZDY1 TS
&, RTVAZGIVEBE, A VIFZAMNSI7Fvy—DHRIIEVWRIEICELTWET,

AVTL—RAEHFRTRFIANCLDZTEARETIEZT TN, kubelet SERRER Y, VSR —HNEEEIE

TE277ANVRTALAFLIEIAR L =T A VIV RATLADREILFETERAMADS E. T —DHRE
INFEd,

76. RATY RIVZAY—D/)—RT—ILOEFH

RATY RISRY—D/)—RT—=ILEEHT % & T. OpenShift Container Platform M/X— 3~

EEIFTEFT, /—RKRT—=ILD/N—T 3 U H Hosted Control Plane D/NN—Y 3 Vv ABZ DT EIFTE
FtA,

NodePool 1 2% 1s1) Y —X (CR) @ .spec.release 7 1 —/L KiZ, /—RT—)ILDNN—=TYarv%RL
7,

FIR

o XMAXY KEAHNLT, /—KTF—ILOD spec.release.image EAZEHL £,

$ oc patch nodepool <node_pool_name> -n <hosted_cluster_namespace> --type=merge -p
{"spec"{"nodeDrainTimeout":"60s","release":{"image":"<openshift_release_image>"}}}' ﬂ

Q <node_pool_name> & <hosted_cluster_namespace> %#. ThZh ./ — K7 —IIL&&
RRATY KU S RAH—D namespace ICEZHZA T,

9 <openshift_release_image> Z#{ix. 7 v 74J L — K$ %# L L) OpenShift Container
Platform ') 1) =24 X —Y %48E L £ 3 (ffl: quay.io/openshift-release-dev/ocp-

release:4.y.z-x86_64), <4.y.z> % R— b T TL % OpenShift Container Platform
N=UaVICEZHBAZET,

R

o MILWA—=U3upAO—ILT7I NINAZEEHRT ZICIE, ROOITX Y REERITLT, /—
K 7—JL D .status.conditions E5#EE L £ 9,

I $ oc get -n <hosted_cluster_namespace> nodepool <node_pool_name> -0 yaml|

H A B
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status:
conditions:
- lastTransitionTime: "2024-05-20T15:00:40Z2"
message: 'Using release image: quay.io/openshift-release-dev/ocp-release:4.y.z-x86_64"'
a reason: AsExpected
status: "True"
type: ValidReleaselmage

ﬂ <4.y.z> & HR— b I T3 OpenShift Container Platform /A= a VICBE I A £

ER

7.7.KR2Fv RIS R4—Day hO—ILTFL—VDFH

Hosted Control Plane THRAT Y KU SR8 —%EH T % I & T, OpenShift Container Platform @
N—=2av%uT7yFJL—RKTEFY, HostedCluster 1 X4 L!) Y —2 (CR) @ .spec.release (.
avhkO—ILFL—rvD/NN—2 3V %RLZET, HostedCluster I, .spec.release 7 1 —JL K%
HostedControlPlane.spec.release ICE#7 L. Et]7% Control Plane Operator d/N—2 3 V& ET L F

ER

HostedControlPlane ') ¥V — R (&, #7L L /X—< 3 > D Cluster Version Operator (CVO) IZ& Y, 7—
4 7L — > HAD OpenShift Container Platform IV R—% Y h& & B, FriLWA=Y3voav b
A=) FL—raVvR—xr bOO—ILT7 Y~ %A% L £, HostedControlPlane (ZI3RD T —7F 1
77U MDEFNATVWET,

CVvO

Cluster Network Operator (CNO)

Cluster Ingress Operator

Kube APIH—/N— R7TVa1—-5— BLUPVIYR—Iv+—DIY=ZT Xk
Machine approver

Autoscaler

Kube API #—/X—_ Ignition, Konnectivity &&, I> hO—ILTFL—Y IV RRA Y D
Ingress #BMICT DAV ITARNSIFv—1)Y—2R

HostedCluster CR O .spec.release 7 1 —JL K% 5&E Y % &. status.version.availableUpdates
7 14 —JL K & status.version.conditionalUpdates 7 + —JL KDIEHRAFEA LTI hO—ILTL—>
ZEHITEEY,

FIR

50

1.

ROIATY R&ERITL T, RRAT v KU Z X4 —IC hypershift.openshift.io/force-upgrade-
to=<openshift_release_image> 7/ 7—>a v %ZEML T,

$ oc annotate hostedcluster -n <hosted_cluster_namespace> <hosted_cluster_name>
"hypershift.openshift.io/force-upgrade-to=<openshift_release_image>" --overwrite ﬂ 9
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<hosted_cluster_name> & <hosted_cluster_namespace> =, ThENHKRXAT v K
SAY—RBERRTY KU S5 RAH — namespace ICEI|MAF T,

9 <openshift_release_image> Z#{ix. 7 v 74J L — K$ %# L L) OpenShift Container
Platform ') 1) =24 X =Y %48E L £ 9 (ffl: quay.io/openshift-release-dev/ocp-
release:4.y.z-x86_64), <4.y.z> % R— h TN TL % OpenShift Container Platform
N—=U 3 VICBEEH|AET,

2. ROAXR Y RAEERFTLT, "RTY KIS RX4H—O spec.release.image [EZZHE L X7,

$ oc patch hostedcluster <hosted_cluster_name> -n <hosted_cluster_namespace> --
type=merge -p '{"spec":{"release":{"image":"<openshift_release_image>"}}}'

o HILWA—=I 30— ILT7 I MNINALIEEHRTSICIE, ROAT Y RZETLT, KR
T v K95 24— .status.conditions & .status.version DE%EEL X T,

I $ oc get -n <hosted_cluster_namespace> hostedcluster <hosted_cluster_name> -o yaml

H A B

status:
conditions:
- lastTransitionTime: "2024-05-20T15:01:01Z"
message: Payload loaded version="4.y.z" image="quay.io/openshift-release-dev/ocp-
release:4.y.z-x86_64" ﬂ
status: "True"
type: ClusterVersionReleaseAccepted
#...
version:
availableUpdates: null
desired:
image: quay.io/openshift-release-dev/ocp-release:4.y.z-x86_64 9
version: 4.y.z

w4.y.z> % HR— b TN T3 OpenShift Container Platform /N\—Y 3 VICBE XA &
ER

7.8. MULTICLUSTER ENGINE OPERATOR MOV Y — )L A LK R
Ty RIS —DFEMFH

multicluster engine Operator DAY Y —ILZFERAL T, RRATY RIS RIS —%ZFHTEET,

BF

RATY RISRY—%EHTDR1IC. RRATY RIS —DOFFARTRERER & K
MNEEFZ2SRIZVLEELIHYET, BE2 V) ANV 3 VaBRTZE, KR
TYRISRI—DENDAEMDDHY T,
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FIE
1. Allclusters Z3&R L £ 7,

2. Infrastructure - Clusters ICBEIL T, EEWROKRATY KVSRAY—%2KRRLET,

3. Upgradeavailable ) 2 %2 Y v - LT, I hO—=ILTL—VE/—RT—ILEEHLE
_a—o

79. 1 VR—RMNINEHRRATY RIS RY—DBEEDHIRE

RATY RS —IE. R4¥ > K702 O OpenShift Container Platform 4% — K/X—F 1 —D /v 5
A5 —EIFER Y, multicluster engine for Kubernetes Operator ICEEIICA Y R—PMINET, KR
TYRISRI—IF, T—VVIPISRY—D)V—REFALBRVE DI, —HOI—2 Vb
“RATY RKE—K TEITLET,

RATY RIS RY—%=BENIIA VR— M LEIBEIK. BEY S 2X4%—0 HostedCluster ') ¥V —2
EEEALT. RRATY RKISRY—AHAD/—RKT—)L&aryhao—-IL7L—vaEEHRTEZFT, /—K
T—EaAv A= L—VEEHRTZICIE. [RATYRISRI—D/)—RT—ILOEHK] &

[RRATFY RISRH—DAY  A—ILTL—VOEH] 2#BRBLTLEIN,

Red Hat Advanced Cluster Management (RHACM) =3 % &, mRATY RIS RF—%0O0—AILD
multicluster engine Operator A DIFFATICA VY R— N TEF 9, FFflIE. [Red Hat Advanced Cluster
Management T® multicluster engine for Kubernetes Operator KRR 7Y RV 5 X4 —DHH | =58
LTI,

ZOMROY—TIE, 73R =KX MEINTLS multicluster engine for Kubernetes Operator @ 1

RYURSZA VAV =T ARFRIEAVY =L AEFRALT, RATYRISRAY—%FHITIHEN
HYET, RHACMNT ISR —5NLTHRRATY RIVSRAY—6BHITDHIEIITTEHA.

BTG IR
o RATYRISARY—D/—RT—ILOEH
o RAFY RISZRA—DaAY I NO—ILTL—VDOEH

® Red Hat Advanced Cluster Management T® multicluster engine for Kubernetes Operator 78 X

Fv RIS —DIKRH
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https://docs.redhat.com/en/documentation/red_hat_advanced_cluster_management_for_kubernetes/2.11/html/clusters/cluster_mce_overview#discover-hosted-acm

#58% HOSTED CONTROL PLANE D a] &It

58% HOSTED CONTROL PLANE Ml &R
ARty MEERET DI E T, Hosted Control Plane DX b Y 7 A% IRETE T, HyperShift
Operator (&, BEERRDKERATY RVSRI—T&IL, EBISRIYI—ADE=ZS YV IFvia
R— RAEERFLIFHIRTEET,

8.1. HOSTED CONTROL PLANE DX N 7 Z2tv NDERTE

Red Hat OpenShift Container Platform @ Hosted Control Plane I&, &3> hO—IL 7L —> D
namespace IC ServiceMonitor ') V — X & {ER L9, TNIZLY. Prometheus R4 v AV K
O—ILTL—UDBXARNY IV RERETEDLHICRY £F, ServiceMonitor ')V — ik, A YD
ZADBFINITIF%FEAL T, etcd ¥ Kubernetes APl H—/N—ZQ EDRFED I VR—R Y MIED A
NI)OREEDHDZD FREMRATEINEERZLET, I O—LTL—VICE>TERIND X b
O 20T, TNOEZNETHERRIYID) Y —RABHICEEZELFT,
ITRTORRICERAINZEERDOX M)V REERTE2RDYIC, IV b A—ILTL—V T EITER
TEIARN)OZ2DEY RN TEA NI IVRAEZY NERETEET, ROA NIV ZAtEy MY R—
RENRTWET,

o Telemetry: CDOX KN) VRIETULARN)—IHETY, ZOEY MIT7A4ILMNDEY NTH
V., XM AD&wINEY N TY,

e SRE:ZDtvy MllE, 75— A% L., O O—ITL—yaOVR—ZFXVMNDNSTIL
SA—FT A VT EARRICTBEDICHELRA NI ZANEEFNTVWET,

o Al ZDtvY MIiE, R4~ K70V ® OpenShift Container Platform 2> hO—JL L —V
AVKR—FRY MIE>TERINDZTRTDXN) IV ZANEFNET,

AN O2Ey NERET ZICIE. ROOY Y K% ASL T, HyperShift Operator 7 704 X~ KT
METRICS_SET BIEZHABEL 7,

I $ oc set env -n hypershift deployment/operator METRICS_SET=AIl

811L.SRE X NV ZXtv hDERE
SRE X ) U Xty M%EIEET % &. HyperShift Operator I, B —F— config %## D sre-metric-set
E WD AFID configmap 2% L £ 9, config ¥F—DEICIE, I bO—ILTFL—rIaAVR—FV K
AICEIE X /- RelabelConfigs Dtz v RAEFNTVWARENDHY 7,
ROAVR—%F Y MNEIEETEEY,

e etcd

® kubeAPIServer

e kubeControllerManager

e openshiftAPIServer

e openshiftControllerManager

e openshiftRouteControllerManager

® cvo
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e olm

e catalogOperator

e registryOperator

® nodeTuningOperator

e controlPlaneOperator

® hostedClusterConfigOperator

SRE X M) IRty FOREZRDHNCTLET,

kubeAPIServer:

- action: "drop"
regex: "etcd_(debugging|disk|server).*"
sourceLabels: ["__name__ "]
- action: "drop"
regex: "apiserver_admission_controller_admission_latencies_seconds_.*"
sourceLabels: ["__name__ "]
- action: "drop"
regex: "apiserver_admission_step_admission_latencies_seconds_.*"
sourceLabels: ["__name__"]
- action: "drop"
regex:

"scheduler_(e2e_scheduling_latency_microseconds|scheduling_algorithm_predicate_evaluation|schedu
ng_algorithm_priority_evaluation|scheduling_algorithm_preemption_evaluation|scheduling_algorithm_la
ency_microseconds|binding_latency microseconds|scheduling_latency_seconds)"
sourceLabels: ["__name__ "]
- action: "drop"
regex:
"apiserver_(request_count|request_latencies|request_latencies_summary|dropped_requests|storage_d
ata_key_generation_latencies_microseconds|storage_transformation_failures_total|storage_transformai
ion_latencies_microseconds|proxy_tunnel_sync_latency_secs)"
sourceLabels: ["__name__ "]
- action: "drop"
regex:
"docker_(operations|operations_latency microseconds|operations_errors|operations_timeout)"
sourceLabels: ["__name__ "]
- action: "drop"
regex:
"reflector_(items_per_list|items_per_watchl|list_duration_seconds|lists_total|short_watches_total|watch_
duration_seconds|watches_total)"
sourceLabels: ["__name__ "]
- action: "drop"
regex:
"etcd_(helper_cache_hit_count|helper_cache_miss_count|helper_cache_entry_count|request_cache_ge
t_latencies_summary|request_cache_add_latencies_summary|request_latencies_summary)"
sourceLabels: ["__name__ "]

- action: "drop"
regex: "transformation_(transformation_latencies_microseconds|failures_total)"
sourceLabels: ["__name__ "]

- action: "drop"
regex:

"network_plugin_operations_latency_microseconds|sync_proxy_rules_latency_microseconds|rest_client
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_request_latency_seconds"
sourceLabels: ["__name__ "]

- action: "drop"
regex: "apiserver_request_duration_seconds_bucket;
(0.15]0.25|0.3|0.35]0.4]|0.45|0.6]0.7]0.8]0.9]|1.25|1.5|1.75|2.5|3|3.5|4.5|6|7|8|9|15|25|30|50)"
sourcelLabels: ["__name__", "le"]
kubeControllerManager:
- action: "drop"
regex: "etcd_(debugging|disk|request|server).*"
sourceLabels: ["__name__ "]
- action: "drop"
regex: "rest_client_request_latency_seconds_(bucket|count|sum)”
sourceLabels: ["__name__ "]
- action: "drop"
regex: "root_ca_cert_publisher_sync_duration_seconds_(bucket|count|sum)"

sourcelLabels: ['__name__"]
openshiftAPIServer:

- action: "drop"
regex: "etcd_(debugging|disk|server).*"
sourceLabels: ["__name__ "]
- action: "drop"
regex: "apiserver_admission_controller_admission_latencies_seconds_.*"
sourceLabels: ["__name__ "]
- action: "drop"
regex: "apiserver_admission_step_admission_latencies_seconds_.*"
sourceLabels: ["__name__ "]
- action: "drop"
regex: "apiserver_request_duration_seconds_bucket;
(0.15]0.25|0.3|0.35]0.4]|0.45|0.6]0.7]0.8]0.9]|1.25|1.5|1.75|2.5|3|3.5|4.5|6|7|8|9|15|25|30|50)"
sourcelLabels: ["__name__ ", "le"]
openshiftControllerManager:
- action: "drop"
regex: "etcd_(debugging|disk|request|server).*"

sourcelLabels: ['__name__"]
openshiftRouteControllerManager:

- action: "drop"
regex: "etcd_(debugging|disk|request|server).*"
sourceLabels: ["__name__ "]
olm:
- action: "drop"
regex: "etcd_(debugging|disk|server).™"

sourceLabels: ["__name__ "]
catalogOperator:

- action: "drop"
regex: "etcd_(debugging|disk|server).™"
sourcelLabels: ['__name__"]
Ccvo:
- action: drop

regex: "etcd_(debugging|disk|server).™"
sourcelLabels: ['__name__"]

82 KRATYRISRY—DE=ZFN)VITF v aR—ROEMEL

configmap 2T 52 &ICLY, RRATY RIS RI—TE=ZY YV VI v a1 R—REBRIITE
i’a—o
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FIR

. local-cluster namespace IZ. hypershift-operator-install-flags config map Z/EE L £9 ., X

DEREFESR/LTILEIW,

kind: ConfigMap

apiVersion: vi

metadata:
name: hypershift-operator-install-flags
namespace: local-cluster

data:

installFlagsToAdd: "--monitoring-dashboards --metrics-set=All" 0
installFlagsToRemove: "

Q --monitoring-dashboards --metrics-set=All 7 5 /'l&, §XTDXAKNY IV ZADE=HY v
JHy o aR—REEBMLET,

2. hypershift namespace M HyperShift Operator 7 704 X ¥ kA EH I N, ROREEZHHIS

FINHITHLELET.

- name: MONITORING_DASHBOARDS
value: "1"

EZHN VU TH YD aR— RHBBMITHR S TWBIEAR. HyperShift Operator AEEY 27K R
Tv RIS RH—T &I, HyperShift Operator #* openshift-config-managed namespace I
cp-<hosted_cluster_namespace>-<hosted_cluster_names & L\ 5 ZHID config map % {ERX
L £9. <hosted_cluster_namespace> (37" AF7Y KU S X4 —D

namespace. <hosted_cluster name> (7R X 7Y RV S A9 —DHEFITY, TOHER., EE
VSR —OBEEIAVY—ILICH LWy Y aR— RANBEMINET,

HFywoaR—RERRTDICE, BEBEIVSRAY—0avY—)LicA% 4> L. Observe -»
Dashboards #27 1) v 7 LT, RRATY RIS RI—DF v aR—RIIBHLET,

FTaVviRRATY RIZREI—DE=ZS YV ITF v 1 R— RE\EMITTBIC

I&. hypershift-operator-install-flags config map #*5 --monitoring-dashboards --metrics-
set=All 75 V%ZHIBRLEFE T, RRATY RIZRI—%HIRT D&, WIKT 29y a1R—RE
HIfREI M X7,

8218y Ya1R—RDARYTAX

BRATY RIS —DF v a2 R— REERT 57-8IC. HyperShift Operator I&. Operator @D
namespace (hypershift) @ monitoring-dashboard-template config map ICREINTWE TV L —
FaFERALES, COTFYFL—NMIE Fy2aR—RDOXAKNY I ZEEL—ED Grafana /SRILH
BENTWVWET, configmap DRBAREL T, ¥y ah—RKEHRITAXTEET,

FyvoaR—RPERIND & ROXFINMFEDRATY RTFZRAY—ICRHBT BEICEZHTZ S

nxd,
EA:] Bl
__NAME__ RZAFY ROS5R5—DEH
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i BT
_ NAMESPACE__ RAT v KU S5 RXH—D namespace
_ _CONTROL_PLANE_NAMESPACE_ RAFY RIS —DaY hO—ILF L — Pod

HECE X N % namespace

_ CLUSTER_ID__ RATY RIVSAG—DUUID, THIFKRRATY KD
FRI—DARY VRO _idZNIE—HLZET,
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5592 HOSTED CONTROL PLANE O & At

9.1. HOSTED CONTROL PLANE OSSR AMICDWT

RDT Y araERET S I E T, Hosted Control Plane D& A AtE (HA) 2T £ 9,
o KATYRISAY—Detcd X/N\—%EELET,
o KRATYRISAY—Detcd NI Ty TELVETLET,

e RRATY RIS RH—DEEEBTOERERITLIET,

QILLEBEYI SR —AVR—XY NDEEDHE

BRI SRY—AVER—FXV MIBEIRELTE., 7—70—NIFEEZTEH A, OpenShift
Container Platform B 5 24 —Tld. EENZRET ZHIC. I O—LTL—VDBT—4 7
L—UDonBIhTVWET,

ROKIE, BEYIVSRY—AVR—V MNOEENOY MOV TL—VET—9TL—VIIE5 255
BERLTWET, 72720, TOREFBEISRAYI—AVER—RV MNOEEDIRTOY T ) + % iBE
LTWBbIFTEHY FHA,

FKOIMMEE L= R—FK > hd* Hosted Control Plane IC5 X 2 £

WLV R—% > bOAER Hosted Control Plane API 27—  HKRFT Y RKISRY—FT—497
8 R L—YDRT—F9 R

J—Hh—/—K FIFRBE FIFRBE

TRAZEY T4 ==V TR RE TR

BB SR —DHETL—> FIFARRE FIFRRE

BRI SR4—0av hO—=)L7  FELRA FIFE &

L—v&T—h—/—FR

9.2. NMELKR ETCD 7 S A4 —m[OiE

SHAMIY M O—ILTL—2TlE 32D etcdPod Hetcd VS5 AY—KHNDRATFT— MY hD—
ELTEITINET, etcd VTR —%[0A1ETDICIE, etcd VTR —DESEEEF vV LT,
EETHRWetcdPod ZHELX T,

9.2letcd VS RARI—DRAT—4 ADHER
FEDetcdPod ICATA VT BE, etcd VT AY—DELUERT—I RAEHERTIZET,

Flig
L ROOAT Y R%ZEZAALT, etedPodicAZ14 > LET,

I $ oc rsh -n openshift-etcd -c etcd <etcd_pod_name>
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2. RDAR VY RZEAALT, eted VSR —DREEMRT—FIRZHALET,

I sh-4.4# etcdctl endpoint status -w table

H A B

+ + + + + + + +--
+ + +

| ENDPOINT | ID | VERSION | DB SIZE | IS LEADER | IS LEARNER |

RAFT TERM | RAFT INDEX | RAFT APPLIED INDEX | ERRORS |

+ + + + + + + +

+ + +

| https://192.168.1xxx.20:2379 | 8fxxxxxxxxxx | 3.5.12| 123 MB | false| false |

10| 180156 | 180156 | |
| https://192.168.1xxx.21:2379 | abxxxxxxxxxx | 3.5.12| 122 MB| false| false |
10| 180156 | 180156 | |
| https://192.168.1xxx.22:2379 | 7cxxxxxxxxxx | 3.5.12| 124 MB| true| false |
10| 180156 | 180156 | |

+ + + + + + + +

+ + +

9.2.2. EENF4L L /= etcd Pod D [EITE

3/—RIVZRI—DFK etcdPod ICIE, T—FZRFTDLOOHEEDKEERY) 2 —LEK (PVC) A
HYUET, T—IDPBBLTVEIDIRELTWVWSEZDHIC, etcd Pod BT 2 HREMLHY £T, [
ENFEEL etcdPod EZDPVC #EETEET,

FIE
1. etcdPod ARBIL TWB Z &E%MERT BICIE. ROOAXY VY REAANLET,

I $ oc get pods - app=etcd -n openshift-etcd

DBl
NAME READY STATUS RESTARTS AGE
etcd-0 2/2 Running 0 64m
etcd-1 2/2 Running 0 45m

etcd-2 1/2 CrashLoopBackOff 1 (5s ago) 64m

KL 7z etcd Pod D X 57 —4 R % CrashLoopBackOff £ 7= (£ Error TH D AEEMEL H Y F
ER

2. RDAX Y REAALT, BEIRELK Pod EZDPVC ZHIBRL 7,

I $ oc delete pods etcd-2 -n openshift-etcd

i3
qEI-I.l

e DAYV RAEEFTLT, HiLWetcdPod W"BEIL TETLTWEDZIEAEHALET,

I $ oc get pods - app=etcd -n openshift-etcd
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H A B

NAME READY STATUS RESTARTS AGE
etcd-0 2/2 Running 0 67m
etcd-1 2/2 Running 0 48m
etcd-2 2/2 Running 0 2m2s

93. 47V T L IRBETDETCD ®/N\y U 7 v T EETT
FVTLIRBEORATY RISRAI—Tetcd 5Ny 4Ty 7TELCETLTC. BEABETEZ
-a—o

9031 A VT LIREBEDERRATY RIVSRY—TDetcd D/Ny U7 v T EETT
RRATFYRISRY—Tetcda/N\v I Ty TELVETTZHIET,. 3/—RISRI—Detcd XV
N—RICHBT— I DRIEBPREREDBEABETEZET, etcd VS AY—DEHA Y N—TF—4%

MIEK*° CrashLoopBackOff 27— 49 AN KET ZHE. TOT7TO—FIZLY eted 7+ —F LDIE
KEFISCZENTEET,

BE
CDFIEICIE, APIDYT IV A LDURETT,

[} =355
e ocBLULjQNNMF) =DMV ZAM—ILINTWS,

FIa
L FTRIBEREZHREL. API T —N—%2X5—LFDO 2V LET,

a. BMEIHLUTEEZBIBATROOAY Y REAAL, FRRAMNINZISRI—DBREBLTH
ERELET,

I $ CLUSTER_NAME=my-cluster

I $ HOSTED_CLUSTER_NAMESPACE=clusters

$ CONTROL_PLANE_NAMESPACE="${HOSTED_CLUSTER NAMESPACE}-
${CLUSTER_NAME}"

b. REICNUU TEAZBE XA TROOAYTY REAAL, RAMNINAISRY—DFEA—
BELELET,

$ oc patch -n ${HOSTED_CLUSTER_NAMESPACE}
hostedclusters/${CLUSTER_NAME} -p '{"spec":{"pausedUntil":"true"}}' --type=merge

c. ROAXY REAALT, APIY—NR—%275—)LFDo Y LZET,
i. kube-apiserver = X4 —IL¥ UV LET,
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I $ oc scale -n ${CONTROL_PLANE_NAMESPACE} deployment/kube-apiserver --
replicas=0

ii. openshift-apiserver =X —JILY UV LET,

I $ oc scale -n ${CONTROL_PLANE_NAMESPACE} deployment/openshift-apiserver -
-replicas=0

ii. openshift-oauth-apiserver # 245 —J)L¥ > L %7,

$ oc scale -n ${CONTROL_PLANE_NAMESPACE} deployment/openshift-oauth-
apiserver --replicas=0

2. IS, ROWTNHADFEEFAL Ceted DR Ty a3y NEEEBLET,
a. RNCNNy o7y T Llzetcd DR Fw Foay haERALET,

b. FEFEAIRE/A: etcd Pod % 25 &I, RDFIEEERTLT. 72U 714 T etcd Pod hH R
Ty Fray hEREBLET,

. RDODOAYY REAALT, etcdPod &) A MKRKRLZET,

I $ oc get -n ${CONTROL_PLANE_NAMESPACE} pods -I app=etcd

i. ROOAX Y RAEAHALT, PodT—9R—ADRFTyvTvayv haRBEL ¥2VD
AO—AIILICEREFELE T,

I $ ETCD_POD=etcd-0

$ oc exec -n ${CONTROL_PLANE_NAMESPACE} -c etcd -t {ETCD_POD} -- env
ETCDCTL_API=3 /usr/bin/etcdctl \

--cacert /etc/etcd/tls/etcd-ca/ca.crt \

--cert /etc/etcd/tls/client/etcd-client.crt \

--key /etc/etcd/tls/client/etcd-client.key \

--endpoints=https://localhost:2379 \

snapshot save /var/lib/snapshot.db

i, ROARVYRAEAANLT, RFyToay MR LIEZEEBELET,

$ oc exec -n ${CONTROL_PLANE_NAMESPACE} -c etcd -t ${ETCD_POD} -- env
ETCDCTL_API=3 /usr/bin/etcdctl -w table snapshot status /var/lib/snapshot.db

c. RODARY KEAALT, RFtvyFyay hoO—AILIE—%EKLET,
$ oc cp -c etcd

${CONTROL_PLANE_NAMESPACE}/${ETCD_POD}:/var/lib/snapshot.db
/tmp/etcd.snapshot.db

i etcd KA ML —UDSRFTYyToay hNTF—I9R—220IE—EEHRLET,

A ROOATY RZABNLT, etcdPod ) A RKRRLET,

I $ oc get -n ${CONTROL_PLANE_NAMESPACE} pods -I app=etcd
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B. EITH®D Pod Z#%& L. €DHHI%Z ETCD_POD: ETCD_POD=etcd-0 DfE & L T
FBEL, ROOAYXY REAALTZEDORFT Y TYay hF—9R—2%&JE—-LZ
ER

$ oc cp -c etcd
${CONTROL_PLANE_NAMESPACE}/${ETCD_POD}:/var/lib/data/member/snap/
db /tmp/etcd.snapshot.db

3. DAY Y REAALT, etcdstatefulset ERT—ILY oV LET,

I $ oc scale -n ${CONTROL_PLANE_NAMESPACE]} statefulset/etcd --replicas=0

a. DAYV RZAALT, 2BBE3BBDAYN—DR) 2 —L%ZHIKRLEY,

I $ oc delete -n ${CONTROL_PLANE_NAMESPACE]} pvc/data-etcd-1 pvc/data-etcd-2

b. ¥D etcd A V/IN\—DF—FICT I ERAT S Pod ZEKL T,
L RODOAXVKR%ZAALT, etecdM A=V &BISLE T,

$ ETCD_IMAGE=$(oc get -n ${CONTROL_PLANE_NAMESPACE} statefulset/etcd -
o jsonpath='{ .spec.template.spec.containers[0].image }')

i. etcd T—9NDT IV ER%FHFA TS Pod ZER L E T,

$ cat << EOF | oc apply -n ${CONTROL_PLANE_NAMESPACE} -f -
apiVersion: apps/v1
kind: Deployment
metadata:
name: etcd-data
spec:
replicas: 1
selector:
matchLabels:
app: etcd-data
template:
metadata:

labels:
app: etcd-data

spec:

containers:

- name: access
image: $ETCD_IMAGE
volumeMounts:

- name: data
mountPath: /var/lib

command:

- /lusr/bin/bash

args:

--C

- |_
while true; do

sleep 1000
done
volumes:
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- name: data
persistentVolumeClaim:
claimName: data-etcd-0
EOF

i. JROOAXY RAHAAHDLT. eted-dataPod DAFT—F RAAEMR L. 2T INBFTTHL
F9,

I $ oc get -n ${CONTROL_PLANE_NAMESPACE} pods - app=etcd-data

iv. k(OO REAHDLT. eted-data Pod DEBIEEELE T,

$ DATA_POD=$(oc get -n ${CONTROL_PLANE_NAMESPACE]} pods --no-headers
-| app=etcd-data -o name | cut -d/ -f2)

c. ROOARVRKRAHEANALT, etcd RFy T3y haPodicaE—LZET,

$ oc cp /tmp/etcd.snapshot.db
${CONTROL_PLANE_NAMESPACE}/${DATA_POD}:/var/lib/restored.snap.db

d kOAYY REAALT. eted-data Pod "SHFWTF—Y 5HIBRLE T,

I $ oc exec -n ${CONTROL_PLANE_NAMESPACE} ${DATA_POD} -- rm -rf /var/lib/data

$ oc exec -n ${CONTROL_PLANE_NAMESPACE} ${DATA_PQOD} -- mkdir -p
/var/lib/data

e. DAYV REAALT, etecdRF+yvTFoay hEaETLET,

$ oc exec -n ${CONTROL_PLANE_NAMESPACE} ${DATA_POQOD} -- etcdutl snapshot
restore /var/lib/restored.snap.db \

--data-dir=/var/lib/data --skip-hash-check \

--name etcd-0 \

--initial-cluster-token=etcd-cluster \

--initial-cluster etcd-0=https://etcd-0.etcd-
discovery.${CONTROL_PLANE_NAMESPACE}.svc:2380,etcd-1=https://etcd-1.etcd-
discovery.${CONTROL_PLANE_NAMESPACE]}.svc:2380,etcd-2=https://etcd-2.etcd-
discovery.${CONTROL_PLANE_NAMESPACE}.svc:2380 \

--initial-advertise-peer-urls https://etcd-0.etcd-
discovery.${CONTROL_PLANE_NAMESPACE}.svc:2380

f. O ROAT Y RAEAALT, Pod S —BEl A etcd ATy T ay MEEIBRLET,

$ oc exec -n ${CONTROL_PLANE_NAMESPACE} ${DATA_POD} -- rm
/var/lib/restored.snap.db

g DAY REAALT, T=F9T70ZAF7O4 XV N EHIRLE T,

I $ oc delete -n ${CONTROL_PLANE_NAMESPACE} deployment/etcd-data

h. ROAY Y REAALT, etcd VS RY—5RAT—ILT7yv T LET,
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I $ oc scale -n ${CONTROL_PLANE_NAMESPACE]} statefulset/etcd --replicas=3

L RDATY REAALT, eted A V/X—Pod DRI N, HAFARETHZEHREINDIDE
"HEET,

I $ oc get -n ${CONTROL_PLANE_NAMESPACE} pods - app=etcd -w

jORODOATY REAALT, §RTOD eted-writer T 7AA XY M ERT—IL Ty TLET,

$ oc scale deployment -n ${CONTROL_PLANE_NAMESPACE} --replicas=3 kube-
apiserver openshift-apiserver openshift-oauth-apiserver

4. ROARY RZAALT, RAKMINII SR —DRBZETLET,

$ oc patch -n ${HOSTED_CLUSTER_NAMESPACE]} hostedclusters/${CLUSTER_NAME} -p
{"spec"{"pausedUntil":""}}' --type=merge

9.4.AWS TDETCD D/N\v U 7w T &1ETT

PEEAIEIET S7/HIC. Amazon Web Services (AWS) THRAMINTWE IS XH —Teted /XY ¥
Ty TBLIVOETTEET,

BF

AWS 75w N7 # — L E®D Hosted Control Plane &, 727 /Oy —7 L E1—#EET
T, 70/0V—TLEa—#EElE RedHat BBEDY—ERALRILT I =X b

(SLA) DFRATH Y., HWEMNICKETIERWI EXHY £9, RedHat I&. EHREIR
BTINLAEFHITLZZEAHBLTWERA, 74/ 0V—7 L E1—#ElIX. &5
DEGHEEXVWERCIREL T, BEREBETHEDTAMNETW., 71— RKN\v %12
HLTWEESZEEZBHNELTWET,

RedHat @77 /Ay —7 L Ea—#EDHR— NEEICET 25MiE. UTFDY v s
EHRLTCESIL,

o T/ )OV—FLEa—#EDYR— MNEHE

941 KRANINIZISTAI—Detcd DRF Y Tay NEEE

RATYRISAY—DetcdBH/N\y I Ty TT3ITE, etcd DRFYy TV ay NaEERT Z2HEND
VFd, T, RFTvFay haFRHLCeted 2ETTEET,

BE
CDFEICIE, APIDYT IV LDURETT,

FIR

LRODOAY Y REAALT, ZRATY RIS R9—D) AV )T—ava—BELELET,

$ oc patch -n clusters hostedclusters/<hosted_cluster_name> -p '{"spec":
{"pausedUntil":"true"}}' --type=merge
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2. RDOAX Y RAEAALT, $RTD eted-writer 7 7OA XY M EEBEIELET,

$ oc scale deployment -n <hosted_cluster_namespace> --replicas=0 kube-apiserver
openshift-apiserver openshift-oauth-apiserver

3 etcdRAFyFoay NERBTDICIEK. ZOOYY REEITLT. Keted IV F7F—T exec
vV REEFERALEY,

$ oc exec -it <etcd_pod_name> -n <hosted_cluster_namespace> -- env ETCDCTL_API=3
/usr/bin/etcdctl --cacert /etc/etcd/tls/etcd-ca/ca.crt --cert /etc/etcd/tls/client/etcd-client.crt --key
/etc/eted/tls/client/etcd-client.key --endpoints=localhost:2379 snapshot save
/var/lib/data/snapshot.db

4. 2Fw T a3y NORAT—HRAEHRTDICIF, ROOYTY REEFTLT, etedAVFF—
TexecAV Y RKRAFERALEY,

$ oc exec -it <etcd_pod_name> -n <hosted_cluster_namespace> -- env ETCDCTL_API=3
/usr/bin/etcdctl -w table snapshot status /var/lib/data/snapshot.db

5 2FvFvav hTF—4%, S3NTy hpE, BTIRBTEZHMICOAE—LET, LUTOH
EHRLTCESI,

”.EELEE

ROBITIE, BEN—Yav2&EFALTWET, BELEN—Y3a v 452HR—
hg2)—U3 Y (fl:us-east-2) —2 3 V) ICWBIBEEIF. BR/NN—2av 4
HEALTLREIV, THLAVWE, Rty Fyay baS3Nsy MIOE—
THEXITYy TO—RPKRBLET,

B

BUCKET_NAME=somebucket
FILEPATH="/${BUCKET_NAME}/${CLUSTER_NAME}-snapshot.db"
CONTENT_TYPE="application/x-compressed-tar"

DATE_VALUE='date -R’
SIGNATURE_STRING="PUT\n\n${CONTENT_TYPE}\n${DATE_VALUE}\n${FILEPATH}"
ACCESS_KEY=accesskey

SECRET_KEY=secret

SIGNATURE_HASH="echo -en ${SIGNATURE_STRING} | openssl shal -hmac
${SECRET_KEY} -binary | base64

oc exec -it etcd-0 -n ${HOSTED_CLUSTER_NAMESPACE} -- curl -X PUT -T
"/var/lib/data/snapshot.db™ \
-H "Host: ${BUCKET_NAME}.s3.amazonaws.com" \
-H "Date: ${DATE_VALUE}"\
-H "Content-Type: ${CONTENT_TYPE}" \
-H "Authorization: AWS ${ACCESS_KEY}:${SIGNATURE_HASH}" \
https://${BUCKET_NAME}.s3.amazonaws.com/${CLUSTER_NAME}-snapshot.db

6. BTHLWISRY—TRFTyToav  NEERTTRICR. KRRATY RIS RI—DBRT S
Sy —J Ly heRELET,
a. ROAXY VY RZEFLTY—ILy NOBESEZERIELET,
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$ oc get hostedcluster <hosted_cluster_name> -
o=jsonpath="{.spec.secretEncryption.aescbc}'
{"activeKey":{"name":"<hosted_cluster_namex>-etcd-encryption-key"}}

b. ROOATY REEFTLTY—I Ly NOBSREZRELEXT,
I $ oc get secret <hosted_cluster_name>-etcd-encryption-key -o=jsonpath='{.data.key}'
HLWISRI—TRFTyToay heBETTDHEIIL, ZOF—%2ESILTEET,

RDRAFY S
etcd RFv Foayv hEaETLET,

942. KRAFTY RYSAHI—TDetcd RFTvY Tay hDETT

RRATFYRISRIY—DE5Detcd DRAFy Foay M H2BAIE. ThaExTTEExd, |BE. 2
SRAY—DEKRPICOM etcd RF v Toay haETTEET,

etcd R+ v F¥av N&EETT BITIE. create cluster --render <X KNS DH DA ER
L. HostedCluster {t#k® etcd £ > 3 > T restoreSnapshotURL {E%* E& L £ 7

pa )

hcp create I¥ > KD --render 75 713> —O Ly h&aL VS UV T LERHA, ¥—7
Ly h&L V41> Td %I, hep create 1< > KT --render 7 5 7 & --render-
sensitive 75/ OM A= ERAT 2HENHY X7,

AR
RRATFYRIVSRY—Tetcd ATy Tay haERLTWS,

FIR

L aws AX Y RSA VA V¥ —T x4 X (CLI) TERINICERLINL URL 2EmK L. FREIEHR%E
etcd T 7OA XY MIEIFTICSI DD etcd ATy Toay haFovO—RTEBLIICL
i‘a—o

ETCD_SNAPSHOT=${ETCD_SNAPSHOT:-"s3://${BUCKET_NAME}/${CLUSTER_NAME}-
snapshot.db"}

ETCD_SNAPSHOT_URL=$(aws s3 presign ${ETCD_SNAPSHOT)})

2. JRD URL #5889 % & 5 IC HostedCluster T2 Z&E L X7,

spec:
etcd:
managed:
storage:
persistentVolume:
size: 4Gi
type: PersistentVolume
restoreSnapshotURL:
- "${ETCD_SNAPSHOT_URL}"
managementType: Managed
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3. spec.secretEncryption.aescbc ENSSR L7 —I L v M, BIOFIETRELEZEDER
CAESF—DEFNhTWBIE%#HRELET,

95.AWS T/RA RINAEYVSRY—DEEEIH

RAT v KU S5 R4 —% Amazon Web Services (AWS) RDE LY —< 3 /£C1§7_|:'C TEY, LEA
& BEBISRY—DT7y FITL—RKHPRBL, RRANINWAEI SR —PHEHFINY ERREICAST
W35BEIF. BEEBENMVEICRY XD,

BF

Hosted Control Plane l&, &2 /AY—7 L Ea1—#egEE LTOAFATEEY, 77
/JOY—7LEa—#EElIL, RedHat RDHY—ERALRILT T ) —X 2 K (SLA) O3t
KATHY., BENICELTIERWIEDNHY £, RedHat . ERBERETING
BEATRZIEEHBLTVWERA, 77 /0 -7 E1—#EEIZ. REFORMMAE
EFWSBRCIRML T, BARBRETHEEDT A MNETWL, 74 —RKRy I %ERHLTVWE
ELZEEEMELTVWET,

RedHat @77/ QY —7 L Ea—#EDOHR— NEEICE T 25MiE. UTDY v s
EHRLTCLEIL,

o T/ /O —TLE1—#EDYR— NEEHE

BEEEEIOERIITROFIENEEFNET,
1L V—REBISRAI—TDRRATY RIVSRI—DNY I T7vT
2. WHEBEBISRAY—TDORATY RUVZRI—DET
3. RATYRISRI—DY—REEBY A5 —h5DHIMR

TOtRH, 70— RR@BIZMEIETINIT, V729 — APl Z—EHEFERATERWGEDH
DEITH. T—H—/—RTETINTVWEHT—ERICRIFELIEA

BF

APl —/— URL Z#R ¥ 3 ICIE, V—REBISRI—EREBEI SRY—DEA
IC —-external-dns 7 5 JHAMETY, NIk, H#—/X—URL IE hitps:/api-
sample-hosted.sample-hosted.aws.openshift.com T#&bh bW x93, UTDHIASEL
TLIEEW,

Bl: A& DNS 754

--external-dns-provider=aws \
--external-dns-credentials=<path_to_aws_credentials_file> \
--external-dns-domain-filter=<basedomain>

APl H—/N— URL %59 5729 IC —external-dns 7 5 7 5 SHHRWEE, mAT v R
VSR —%BITT B EIETEEHA,

OGNy I TPy 7THELVOET OERDEE
Ny I Ty TEETOTAOERIE. UTDLSAAEAER>TWET,
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L BRISRY—1(V—RBEISRY—ERATIENTEET)TIE, avhao—IL7FL—
VET—H—DHNEEDNSAPI Z{FRH L THELE I, AEEDNSAPIEZT7 YV ZAGEET, BB
ISR —BICO— RS U —HIEEIhTWET,

AWS region

Management cluster 1

]

External DNS API
(Accessible)

4

Hosted cluster 1

Control plane

Workers xN

eted

1

I

1

i
Accesses

|

Load
balancer

Points to

A

Hosted cluster N

Control plane

Workers xN

etcd

Management cluster 2

Hosted cluster N

Control plane

Workers xN

etcd

2. RATY RIS RI—DRFyToay MEFERLET, ThICIE eted. A bAO—ILT
L=, 8LUV7—h—/—KHEFIhET, COTOERDE. 7—H—/— RIEAEE DNS
APIICTVEATELRLL THEBIEHRET7 I/ R A2RAAF T, £/, 77— 00— RHAEITIHN,
I bA=LTL—=opO—HILIZT AN T 7AILICREIN, eted BS3 /87y MIC
Ny g7y TINES, =9 L—VET79747T, AvhO—IL7L—VIE—BEEIEL

TWE 9,
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]

External DNS API
(Accessible)

A
i
i
. 1
AWS region |
[ -]
Management cluster 1 Load Management cluster 2
! balancer
| |
Hosted cluster 1 (paused) Accesses Points to
< i |
Control plane !
Workers xN (active) .
etcd -~
i
Hosted cluster N ! Hosted cluster N
Control plane i Control plane
i
1
Workers xN Backs up Backs up Workers xN
i
etcd H etcd
]
i
1
!
1
v v
=" |
S3 Local manifest
files

3. BEISAY—2(BEBEBISAY—ERBRTIENTEETY) TlE. S3NNT Y MHV S eted
HExTL, O—AINYZTJzANZ7q4 0y bO—ILTFL—VvEETLEST, 2O
T 2DE., AEEDNSAPIFFIEL, RRATY RIS RAY—APIILT IV EATERLLARY, API
EERATEZT—N—ERZTJ AN I 7AIVEEHFTERCARYFITHN, 7—20—RiE5| X
MIERITINET,
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]

External DNS API
(Unaccessible)

AWS region
Management cluster 1 Management cluster 2
Hosted cluster 1 (paused) Hosted cluster 1 (paused)
Control plane R Control plane (active)

Workers xN (active)

eted . » etcd (active)

Control plane Control plane

Hosted cluster N i Hosted cluster N
1
1
1

Workers xN Restores Restores Workers xN

etcd etcd

S Lk

S3 Local manifest
files

4. HEEDNSAPIICBU 7V ERATESLDIIRY, 79—h—/—REZh=EEALTEEI SR
H—2ICBELFT, AZLDNSAPIIE, A bhO—ILTL—rESRTZO0—- RS UH—(C
TOEATEZXT,
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]

External DNS API
(Accessible)

A !
! ]
i :
i :
. 1
AWS region : !
; N [T
Management cluster 1 i Load Management cluster 2
! ! balancer
1 1
! 1
Hosted cluster 1 (stopped) Accésses i Poinlts to Hosted cluster 1 (active)
Control plane i i Control plane
; 1
Tttt i i | Tttt
i Workers xN E——————————————J L--~ Movesto -~------- }i Workers xN (active) E
eted etcd
Hosted cluster N Hosted cluster N
Control plane Control plane
Workers xN Workers xN
etcd etcd

L BBYSRY—2TlE, A hO—ILTL—rET—H—/)— RKHHEDNS APl 2 {FERH L Txf
ELFET, UY—RIF, etcdDSINY I Ty THERBRWT, BEISAY— 1D LHIKBRINE
T, RATYRISRI—BEBISRI—1TEBERELLIO>ELTE, #ELEFEA.
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]

External DNS API

(Accessible)
A
i
|
|
AWS region :
i
[0}
Management cluster 1 i Load Management cluster 2
! balancer
i I

1

Accesses Points to Hosted cluster 1 (active)

\—} Control plane

B |— -- Workers xN (active)
eted
Hosted cluster N Hosted cluster N
Control plane Control plane
Workers xN Workers xN
etcd etcd

952 RANINIIVZRY—DNY I T v T

=4y NEEBYISAY—TCHRAMNINAEISRAY—%ETTDICE. BHICTRTOEET—9 %
Ny ITy TIBRELrHY T,

FIR

L AFoa<YY REABALT, configmap 771 IVEER L. V—REEBISRY—%A2EELE
_a—o

$ oc create configmap mgmt-parent-cluster -n default --from-
literal=from=${MGMT_CLUSTER_NAME}

2 MFOaAT Y REAALT, RRAMNINEISRY—E/—RT—IVOREES vy NIV
L/i_a—o

$ PAUSED_UNTIL="true"

$ oc patch -n ${HC_CLUSTER_NS} hostedclusters/${HC_CLUSTER_NAME} -p '{"spec":
{"pausedUntil":"${PAUSED_UNTIL}"}}' --type=merge

$ oc scale deployment -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --replicas=0
kube-apiserver openshift-apiserver openshift-oauth-apiserver control-plane-operator

$ PAUSED_UNTIL="true"
$ oc patch -n ${HC_CLUSTER_NS} hostedclusters/${HC_CLUSTER_NAME} -p {"spec":
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{"pausedUntil":"${PAUSED_UNTIL}"}}' --type=merge

$ oc patch -n ${HC_CLUSTER_NS} nodepools/${NODEPOOLS} -p '{"spec":
{"pausedUntil":"${PAUSED_UNTIL}"}}' --type=merge

$ oc scale deployment -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --replicas=0
kube-apiserver openshift-apiserver openshift-oauth-apiserver control-plane-operator

3. LTF®Dbash A9 ) T RhEEIFTLT, etecdZENRXY I Ty T L, T—9%5SINTy MNMITv T
O—KLZEY,

B> b

DRV TREBEHTIy T L, A4 VEEHISHVOHELET,

# ETCD Backup

ETCD_PODS="etcd-0"

if [ "${CONTROL_PLANE_AVAILABILITY_POLICY}" = "HighlyAvailable" ]; then
ETCD_PODS="etcd-0 etcd-1 etcd-2"

fi

for POD in ${ETCD_PODS}; do

# Create an etcd snapshot

oc exec -it ${POD} -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} -- env
ETCDCTL_API=3 /usr/bin/etcdctl --cacert /etc/etcd/tls/client/etcd-client-ca.crt --cert
/etc/etcd/tls/client/etcd-client.crt --key /etc/etcd/tls/client/etcd-client.key --
endpoints=localhost:2379 snapshot save /var/lib/data/snapshot.db

oc exec -it ${POD} -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} -- env
ETCDCTL_API=3 /usr/bin/etcdctl -w table snapshot status /var/lib/data/snapshot.db

FILEPATH="/${BUCKET_NAME}/${HC_CLUSTER_NAME}-${POD}-snapshot.db"
CONTENT_TYPE="application/x-compressed-tar"

DATE_VALUE="date -R’
SIGNATURE_STRING="PUT\n\n${CONTENT_TYPE}n${DATE_VALUE}Nn${FILEPATH}"

set +X

ACCESS_KEY=$%(grep aws_access_key_id ${AWS_CREDS} | head -n1 | cut -d= -f2 | sed
"S/ //gll)

SECRET_KEY=$(grep aws_secret_access_key ${AWS_CREDS} | head -n1 | cut -d= -f2 |
sed "s/ //g")

SIGNATURE_HASH=$(echo -en ${SIGNATURE_STRING} | openssl shal -hmac
"${SECRET_KEY}" -binary | base64)
set -X

# FIXME: this is pushing to the OIDC bucket
oc exec -it etcd-0 -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} -- curl -X PUT -T
"/var/lib/data/snapshot.db™ \
-H "Host: ${BUCKET_NAME}.s3.amazonaws.com" \
-H "Date: ${DATE_VALUE}" \
-H "Content-Type: ${CONTENT_TYPE}" \
-H "Authorization: AWS ${ACCESS_KEY}:${SIGNATURE_HASH}" \
https://${BUCKET_NAME}.s3.amazonaws.com/${HC_CLUSTER_NAME}-${POD}-
snapshot.db
done

etcd DNy I Ty TOFHMIZ., THRRATFYRISAY—TDetcdD/N\y I 7w TEET] %
BRBLTLLEIL,
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4. LTFoav Y K& AAL T, Kubernetes & & U OpenShift Container Platform # 72V b &
NPTy TLES, ROFTI I NenNv Ty TT20ENHY £,

HostedCluster namespace ® HostedCluster & & Uf NodePool # 72 = ¥ k
HostedCluster namespace M HostedCluster > —72 L v b

Hosted Control Plane namespace @ HostedControlPlane

Hosted Control Plane namespace @ Cluster

Hosted Control Plane namespace ® AWSCluster, AWSMachineTemplate, & & U
AWSMachine

Hosted Control Plane namespace ® MachineDeployments. MachineSets. & & U
Machines

Hosted Control Plane namespace @ ControlPlane > —7 L v bk

$ mkdir -p ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}
$ chmod 700 ${BACKUP_DIR}/namespaces/

# HostedCluster

$ echo "Backing Up HostedCluster Objects:"

$ oc get hc ${HC_CLUSTER_NAME} -n ${HC_CLUSTER_NS} -0 yaml| >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/hc-${HC_CLUSTER_NAME}.yaml
$ echo "--> HostedCluster"

$ sed -i " -e '/"status:$/,$d' ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/hc-
${HC_CLUSTER_NAME}.yaml

# NodePool

$ oc get np ${NODEPOOLS} -n ${HC_CLUSTER_NS} -0 yaml >
${BACKUP_DIR}namespaces/${HC_CLUSTER_NS}/np-${NODEPOOLS}.yaml

$ echo "--> NodePool"

$ sed -i " -e '/"status:$/,$ d' ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/np-
${NODEPOOLS}.yam!

# Secrets in the HC Namespace
$ echo "--> HostedCluster Secrets:"
for s in $(oc get secret -n ${HC_CLUSTER_NS} | grep ""${HC_CLUSTER_NAME}" |
awk '{print $1}'); do

oc get secret -n ${HC_CLUSTER_NS} $s -0 yaml >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/secret-${s}.yaml
done

# Secrets in the HC Control Plane Namespace
$ echo "--> HostedCluster ControlPlane Secrets:"
for s in $(oc get secret -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} | egrep -v
"docker|service-account-token|oauth-openshift NAME|token-${HC_CLUSTER_NAME}" |
awk '{print $1}'); do

oc get secret -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} $s -0 yaml >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}/secret-
${s}.yaml
done
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# Hosted Control Plane

$ echo "--> HostedControlPlane:"

$ oc get hep ${HC_CLUSTER_NAME} -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} -o yaml >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}/hcp-
${HC_CLUSTER_NAME}.yami

# Cluster

$ echo "--> Cluster:"

$ CL_NAME=$(oc get hcp ${HC_CLUSTER_NAME} -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} -o jsonpath={.metadata.labels.\*} | grep
${HC_CLUSTER_NAME})

$ oc get cluster ${CL_NAME} -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} -0
yaml > ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/cl-${HC_CLUSTER_NAME}.yaml

# AWS Cluster

$ echo "--> AWS Cluster:"

$ oc get awscluster ${HC_CLUSTER_NAME} -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} -0 yaml >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}/awscl-
${HC_CLUSTER_NAME}.yaml

# AWS MachineTemplate

$ echo "--> AWS Machine Template:"

$ oc get awsmachinetemplate ${NODEPOOLS} -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} -0 yaml| >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}/awsmt-
${HC_CLUSTER_NAME}.yami

# AWS Machines
$ echo "--> AWS Machine:"
$ CL_NAME=$(oc get hcp ${HC_CLUSTER_NAME} -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} -o jsonpath={.metadata.labels.\*} | grep
${HC_CLUSTER_NAME})
for s in $(oc get awsmachines -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --no-
headers | grep ${CL_NAME]} | cut -f1 -d\ ); do

oc get -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} awsmachines $s -o yaml >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}/awsm-
${s}.yami
done

# MachineDeployments
$ echo "--> HostedCluster MachineDeployments:"
for s in $(oc get machinedeployment -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}
-0 name); do

mdp_name=$(echo ${s} | cut -f 2 -d /)

oc get -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} $s -0 yam| >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/machinedeployment-${mdp_name}.yaml
done

# MachineSets

$ echo "--> HostedCluster MachineSets:"

for s in $(oc get machineset -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} -0
name); do
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ms_name=$(echo ${s} | cut -f2 -d /)

oc get -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} $s -0 yam| >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/machineset-${ms_name}.yaml
done

# Machines
$ echo "--> HostedCluster Machine:"
for s in $(oc get machine -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME]} -0 name);
do

m_name=3$(echo ${s} | cut -f 2 -d /)

oc get -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} $s -0 yam| >
${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/machine-${m_name}.yaml
done

RO REAALT, ControlPlane L— &2V 1) —>T7y FLET,
I $ oc delete routes -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --all

ZmaAx Y R%&EANT B &, ExternalDNS Operator A Route53 TV M) —%HIRTE 5 &S
(AN

CROZO) TR EETLT, RouteS3 TV NY—D 0 —V THBIEHHRELET,

function clean_routes() {

if [ -z "${1}" ]];then
echo "Give me the NS where to clean the routes"
exit 1

fi

# Constants

if [ -z "${2}" ]];then
echo "Give me the Route53 zone ID"
exit 1

fi

ZONE_ID=${2}
ROUTES=10
timeout=40
count=0

# This allows us to remove the ownership in the AWS for the API route
oc delete route -n ${1} --all

while [ ${ROUTES} -gt 2 ]
do
echo "Waiting for ExternalDNS Operator to clean the DNS Records in AWS Route53

where the zone id is: ${ZONE_ID}..."

echo "Try: (${count}/${timeout})"

sleep 10

if [[ $count -eq timeout ]];then
echo "Timeout waiting for cleaning the Route53 DNS records"
exit 1

fi
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count=$((count+1))
ROUTES=$(aws route53 list-resource-record-sets --hosted-zone-id ${ZONE_ID} --max-
items 10000 --output json | grep -¢ ${EXTERNAL_DNS_DOMAIN})
done

}

# SAMPLE: clean_routes "<HC ControlPlane Namespace>" "<AWS_ZONE_ID>"
clean_routes "${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}" "${AWS_ZONE_ID}"

R

I RT®D OpenShift Container Platform # 7Yz & S3NTy hEF v I L, IRTHEEES
YUTHdIExHRLET,

RDRATY S

RATFY RUVSR9—%BTLET,

953.K"RAFTv KU S RY—DETT

Ny IGTyFLEITRTOF TV MEREL, BEBEBIZRY—ICETLET,

AR

V—RABBIFRI—DOT—F NI Ty TLTWS,

vk

SBALEEE Y 5 X4 —D kubeconfig 7 7 1 JLH. KUBECONFIG Z#ICREINTWREBYIL, HD
Wik, 24U 7 EERT 218413 MGMT2_ KUBECONFIG ZHICHREIN TV R EBYICEEI N

TW3ZE%aMER L EY, export KUBECONFIG=<Kubeconfig FilePath> =3 20, X271 7k
Z={EA Y 23553 export KUBECONFIG=${MGMT2_KUBECONFIG} Zf#AH L £7,

FIR

L UTFOaAT Y REABALT, HFILWERERB I S RY—IT, BTT 57 5 XY —D namespace H'S
FNTVWRWT EZHERLET,

I $ export KUBECONFIG=${MGMT2_KUBECONFIG}

I $ BACKUP_DIR=${HC_CLUSTER_DIR}/backup

BEEME Y 5 XY —TD namespace DHIR

I $ oc delete ns ${HC_CLUSTER_NS} || true

I $ oc delete ns ${HC_CLUSTER_NS}-{HC_CLUSTER_NAME} || true

2. MDY Y RZAAL T, HIBRI N7 namespace ZBER L £,

namespace fEl I~ > K

I $ oc new-project ${HC_CLUSTER_NS}
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I $ oc new-project ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}

3. RO Y R&EABDLT, HChnamespace DY —J L v BT LET,

I $ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/secret-*

4. PLFoav > K& AAL T, HostedCluster 3> hO—J)L L —> namespace DA T T ¥
FeBTLET,

—yLybhavvREETLET,

$oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/secret-*

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-

955 —ExaATV K
I ${HC_CLUSTER_NAME}/hcp-*

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/cl-*

5. /J—REJ—RT—ILEETLTANS A VRYVAEBFATIHEAIE. ROOTY RAEA
ALT, HCOY bAO—=J)LT L —Y namespace DA TV ¥V M EBTLET,

AWS DOV K

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/awscl-*

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/awsmt-*

{HC_CLUSTER_NAME}/awsm-*
i I N

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/machinedeployment-*

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-

I $ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
7
I {HC_CLUSTER_NAME}/machineset-*

$ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME}/machine-*

6. RDbash RV ) ThERTLT, etecd T—FHERRTY RIZRI—%ETLET,

I ETCD_PODS="etcd-0"
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if [ "${CONTROL_PLANE_AVAILABILITY_POLICY}" = "HighlyAvailable" ]; then
ETCD_PODS="etcd-0 etcd-1 etcd-2"
fi

HC_RESTORE_FILE=${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/hc-
${HC_CLUSTER_NAME}-restore.yaml
HC_BACKUP_FILE=${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/hc-
${HC_CLUSTER_NAME}.yaml
HC_NEW_FILE=${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/hc-
${HC_CLUSTER_NAME}-new.yaml
cat ${HC_BACKUP_FILE} > ${HC_NEW_FILE}
cat > ${HC_RESTORE_FILE} <<EOF

restoreSnapshotURL:
EOF

for POD in ${ETCD_PODS}; do
# Create a pre-signed URL for the etcd snapshot
ETCD_SNAPSHOT="s3://${BUCKET_NAME}/${HC_CLUSTER_NAME}-${POD}-
snapshot.db”
ETCD_SNAPSHOT_URL=$(AWS_DEFAULT_REGION=${MGMT2_REGION} aws s3
presign ${ETCD_SNAPSHOT})

# FIXME no CLI support for restoreSnapshotURL yet
cat >> ${HC_RESTORE_FILE} <<EOF
- "${ETCD_SNAPSHOT_URL}"
EOF
done

cat ${HC_RESTORE_FILE}

if | grep ${HC_CLUSTER_NAME}-snapshot.db ${HC_NEW_FILE}; then
sed -i " -e "/type: PersistentVolume/r ${HC_RESTORE_FILE}" ${HC_NEW_FILE}
sed -i " -e '/pausedUntil:/d' ${HC_NEW_FILE}

fi

HC=$(oc get hc -n ${HC_CLUSTER_NS} ${HC_CLUSTER_NAME} -0 name || true)
if [ ${HC} == "" ]];then

echo "Deploying HC Cluster: ${HC_CLUSTER_NAME} in ${HC_CLUSTER_NS}
namespace"

oc apply -f ${HC_NEW_FILE}
else

echo "HC Cluster ${HC_CLUSTER_NAME} already exists, avoiding step”
fi

7. J—REJ—RT7—=ILAEETLTAWNS A Y RY VRABHATZESIE. kOoa<T Y REA
ALT/—RT—=ILEETLET,

I $ oc apply -f ${BACKUP_DIR}/namespaces/${HC_CLUSTER_NS}/np-*

BREE
o /—RIREILETINALIEZHET ZICIE, ROBEZFEALETT,

timeout=40
count=0
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NODE_STATUS=$(oc get nodes --kubeconfig=${HC_KUBECONFIG} | grep -v NotReady |
grep -¢ "worker") || NODE_STATUS=0

while [ ${NODE_POOL_REPLICAS} = ${NODE_STATUS} ]
do
echo "Waiting for Nodes to be Ready in the destination MGMT Cluster:
${MGMT2_CLUSTER_NAME}"
echo "Try: (${count}/${timeout})"
sleep 30
if [[ $count -eq timeout ]];then
echo "Timeout waiting for Nodes in the destination MGMT Cluster"
exit 1
fi
count=$((count+1))
NODE_STATUS=$(oc get nodes --kubeconfig=${HC_KUBECONFIG} | grep -v NotReady |
grep -c "worker") || NODE_STATUS=0
done

RODR7v TS
V529 —%vvy MUV LTHIBRLETY,

954 KRATY RV ZRI—DY—REEI XY —HbDHIR

RATYRISRY—Ny I Ty TLTRBEBEISRY—IET LR, V—RABEISZAY—OD
KRRATYRISRY—%T vy NIV LTHIBRLET,

HITR A
T=HENYITy L, V—RABEEBI SR —ILEATLTWS,
B b

BEEEY 5 X4 —D kubeconfig 7 7 1 LA, KUBECONFIG ZHICEREINTWE EBYIL, HD
Wik, 221 7 EERYT 235413 MGMT_KUBECONFIG ZHICBRESNMTWA EBYICRBINT
W2 Z &R LT, export KUBECONFIG=<Kubeconfig FilePath> = #fEd2mn. A2 T %
BT 5155 d export KUBECONFIG=${MGMT_KUBECONFIG} =R L £ 9,

FIR

1. LFoa< > K& AL T, deployment & & U statefulset 7 7> =V bR —) VL E
-a—o

BF

spec.persistentVolumeClaimRetentionPolicy.whenScaled 7 «+ —JL KD{ED
Delete ICEREINTWBIHEIE. T—FDIBKICDAN B HREMED B B 72D,
AT—=hI7IEY FERT=) VT LIRVWTLKEEIW,

Ok & LT, spec.persistentVolumeClaimRetentionPolicy.whenScaled
74—V RDIE% Retain ICEHFLET., AT—bTIEY FZYIAVHAIL
L. % Delete ICRELTLED LD AR Y MO—F—HIEELRVI & 2HERR
LTLEIW, ZDL5RI M NO—F—D2'H2E. T—YDERDVEET ZH
REMELHY XY,
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I $ export KUBECONFIG=${MGMT_KUBECONFIG}
F7OA AV NIAT Y RORT— YTV

I $ oc scale deployment -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --replicas=0 --all

I $ oc scale statefulset.apps -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --replicas=0 -
-all

I $ sleep 15

2. ROAT Y RZAH LT, NodePool 7 7Y =/ MEHIFRLZE T,

NODEPOOLS=$(oc get nodepools -n ${HC_CLUSTER_NS} -o=jsonpath="{.items[?
(@.spec.clusterName=="${HC_CLUSTER_NAME}")].metadata.name}')
if [[!-z "${NODEPOOLS}" ]];then

oc patch -n "${HC_CLUSTER_NS}" nodepool ${NODEPOOLS} --type=json --patch=" {
"op":"remove", "path": "/metadata/finalizers" }]'

oc delete np -n ${HC_CLUSTER_NS} ${NODEPOOLS}
fi

3. kDY Y RAEAALT. machine 8 & machineset 7 7Y =7 M&HIBRLE T,

# Machines
for m in $(oc get machines -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME]} -0 name); do
oc patch -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} ${m} --type=json --patch=" {
"op":"remove", "path": "/metadata/finalizers" }]' || true
oc delete -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} ${m} || true
done

I $ oc delete machineset -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} --all || true

4. RDAXV REAANLT, V5R9—FTIVxV MEHIBRLET,

I $ C_NAME=$(oc get cluster -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} -0 name)

$ oc patch -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} ${C_NAME]} --type=json --
patch="[ { "op":"remove", "path": "/metadata/finalizers" }]'

I $ oc delete cluster.cluster.x-k8s.io -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME]} --all

5 KRNIV REAALT, AWST TV (Kubernetes # 79 x9 b) ZHIBRL £9, D AWS
T VDHIREDET ZVERFHY EFEA. V7TV RAIVRIVIAANDHERIHY FEA.

for m in $(oc get awsmachine.infrastructure.cluster.x-k8s.io -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} -0 name)
do

oc patch -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} ${m} --type=json --patch=" {
"op":"remove", "path": "/metadata/finalizers" }]' || true

oc delete -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} ${m} || true
done
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RDIAY > K& AL T, HostedControlPlane & & U ControlPlane HC namespace 74 7'
Y1l MEHIFRLET,

HCP & & U ControlPlane HC NS O <~ KDHlg

$ oc patch -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}
hostedcontrolplane.hypershift.openshift.io ${HC_CLUSTER_NAME} --type=json --patch=" {
"op":"remove", "path": "/metadata/finalizers" }]'

$ oc delete hostedcontrolplane.hypershift.openshift.io -n ${HC_CLUSTER_NS}-
${HC_CLUSTER_NAME} --all

I $ oc delete ns ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME} || true

RDAX Y K% AN LT, HostedCluster & & U' HC namespace # 7V = 7 M &HIBR L 9

HC & & TF HC Namespace < ~ KDHIER

$ oc -n ${HC_CLUSTER_NS} patch hostedclusters ${HC_CLUSTER_NAME} -p
'{"metadata":{"finalizers":null}}' --type merge || true

I $ oc delete hc -n ${HC_CLUSTER_NS} ${HC_CLUSTER _NAME} || true

I $ oc delete ns ${HC_CLUSTER_NS} || true

¢ INTHNEET DI EZMRTBICIE, ROAYY RFZAALET,

3 I

I $ export KUBECONFIG=${MGMT2_KUBECONFIG}

I $ oc get hc -n ${HC_CLUSTER_NS}

I $ oc get np -n ${HC_CLUSTER_NS}

I $ oc get pod -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}

I $ oc get machines -n ${HC_CLUSTER_NS}-${HC_CLUSTER_NAME}

HostedCluster H OOV K

I $ export KUBECONFIG=${HC_KUBECONFIG}

I $ oc get clusterversion
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I $ oc get nodes

RORTv S

RATY RIS ZAH—KHD OVNPod ZHIFRL T, ILWEEBYV S RY—TEITINZH LW OVYNID
vhO=ITL—VICERTEDLIICLET,

1. RAT v K5 RXF—D kubeconfig /S % fF L T KUBECONFIG IRIEZH % st A H &
ER

2. UTFToav Yy REAALET,

I $ oc delete pod -n openshift-ovn-kubernetes --all

9.6.0ADP A L/=HKRRTY RUVSRY—DEEEIR

OpenShift API for Data Protection (OADP) Operator Zf#£F L T. Amazon Web Services (AWS) & & T
NP AL TEEEIRZERITTEIT,

OpenShift API for Data Protection (OADP) % L/<EERIB IO RICIE. ROFIELIEFLF
-a—o

1. OADP A {#ERT 57281 Amazon Web Services PR T XY IR ED TSy N T+ — LB Hlg
2. T FL—r07—o0—RONv I Ty S
3. avhO—ILTL—rO7—40—RONY I Ty S

4, OADP 2R LK ATY RUSAY—DIETT

9.6.1. RIS
BRI SR —TROFRFH 2 ®mI-ITBEIHYTT,
® OADP Operator 4 YA h—JL L TW3,
e XML—=YUFREEML T,
e cluster-admin #f[R TV S X4 —ICT7 VLA TE %,
e H¥OTY—REBUTOADPH TR )T avIlF I ERATE S,

® S3. Microsoft Azure, Google Cloud. MinlO % &, OADP E E#MEDH 2BV 5V KA ML —Y
TONA T —IIT IV ERATE S,

o FEEFMRIETIE. OADP EH#MDH % Red Hat OpenShift Data Foundation ¥ MinlO & &M
TIWVTRRANBEZ ML= FANA I =TI ERATE S,

® Hosted Control Plane @ Pod »#&@ L TW %,

9.6.2. OADP % {§fi 9 7= D AWS D #{iF

RATY RS RY—DEEERIBZEITT 5ICIE. Amazon Web Services (AWS) S E#A ML —TT
OpenShift AP for Data Protection (OADP) % {8 C X & ¢, DataProtectionApplication # 7> = &
N%/ER T % &. openshift-adp namespace IZ#7 L\ velero 7 704 X >~ k& node-agent Pod H*/E
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BRINFT,

OADP AT %7-9HIC AWS 2 #{H 9 5 1CI&.  Multicloud Object Gateway % f&F L 7= OpenShift
API for Data Protection D& E] #SR LTI W,

BIER R

® Multicloud Object Gateway % f# 3 L 7= OpenShift API for Data Protection D% E

RORFy S
o F—AH4TL—rDI7—o0O0—RONYITYvS

o OVNO—ILTL—rDT7—O0—RDONY I Ty TS

9.6.3.0ADP AT 27=0ODDRT X 4 )L DHE(H

RRAT7TY KOS5 —DEEEIBEEITT BICIE. RT7 X4 JLET OpenShift API for Data Protection
(OADP) % TX %9, DataProtectionApplication = 7> =7 N %{Ef$ % &. openshift-adp
namespace ICHT L L) velero 7 7’01 X > b & node-agent Pod BMERRINE T,

OADP (T 27=DICRT X7 )V &2 %fmT 2 I1Cid. TAWSS3E#R L —2 % F A L 72 OpenShift
API for Data Protection ME&E] Z#SRL T EZI W,

BIER R

o AWSS3H#tX kL —Y %M L /= OpenShift API for Data Protection D3&E

RORFy S
o F—HATL—rDI7—4oO0—RONvITYvS

o OVMNO—NILTL—VDT7—20O0—RKRDNNY I Ty TS

964.7—4897L—>D7—70—RDNv O T7v T
T—=HTL—rDT7—70—RKRHPEETRWVGEIX. COFIEERFY S TEXF9., OADP Operator

EHEALTCT—9L—r0—o0—RaRXv I Ty TT2ICE. 7TV r5r—2avonNy o7y
71 ZEBRLTCESY,

BEETEIR

o 7Y —23 DNy ITy S
RORTY S

e OADP AR LKA TY RUSRAY—DIETT
965.avhO—ILTFL—rvOT7—o0O0—RKRDONy O Ty T

Backup h R4 L)Y —Z (CR) Z{FKT 52 &T, Ay bhO—ILTFL—rvO7—2O0—RK%&ENY
Ty ITTEEY,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.16/html-single/backup_and_restore/#installing-oadp-mcg
https://docs.redhat.com/en/documentation/openshift_container_platform/4.16/html-single/backup_and_restore/#backing-up-applications

#5923 HOSTED CONTROL PLANE & ol At

Ny 7y T7TAOCRAZERBLIUVERIT 2ICE. 1INV I Ty THELTERERTTACADERE] 25K
LTI,

FIR

1. ROOY Y K%&EZEITL T, HostedCluster ') YV —RDiAEEA—EEIE L F T,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
patch hostedcluster -n <hosted_cluster_namespace> <hosted_cluster_name> \
--type json -p '[{"op": "add", "path": "/spec/pausedUntil", "value": "true"}]'

2. DAYV RAEEFTL T, NodePool )V —RADiAEEA—EEIE L F T,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
patch nodepool -n <hosted_cluster_namespace> <node_pool_name> \
--type json -p '[{"op": "add", "path": "/spec/pausedUntil", "value": "true"}]'

3. RDAXY Y RAEZETL T, AgentCluster ) V—RD) AV )T -3 v a—REILELET,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
annotate agentcluster -n <hosted_control_plane_namespace> \
cluster.x-k8s.io/paused=true --all'

4. ®ROAX ¥ K%EZEFTL T, AgentMachine )V —XDY VY )I—>avia—FEILELZE
ER

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
annotate agentmachine -n <hosted_control_plane_namespace> \
cluster.x-k8s.io/paused=true --all'

5 DAY R%ZxE1TL T, HostedCluster ')V —RI(Z7 / 7— 3V %fFlF. Hosted Control
Plane namespace DHIFRI NAWVWEL I ICLEF T,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
annotate hostedcluster -n <hosted_cluster_namespace> <hosted_cluster_name>\
hypershift.openshift.io/skip-delete-hosted-controlplane-namespace=true

6. Backup CR#E&HT 5 YAML 7 7 1 LAEERR L £,
$519.1 Bll: backup-control-plane.yaml 7 7 1 JL

apiVersion: velero.io/v1

kind: Backup

metadata:

name: <backup_resource_name> ﬂ

namespace: openshift-adp
labels:

velero.io/storage-location: default
spec:
hooks: {}
includedNamespaces:
- <hosted_cluster_namespace> 6

- <hosted_control_plane_namespace> ﬂ
includedResources:

85



OpenShift Container Platform 4.16 Hosted Control Plane

- sa
- role

- rolebinding

- pod

- pvc

- pv

- bmh

- configmap

- infraenv 6

- priorityclasses

- pdb

- agents

- hostedcluster

- nodepool

- secrets

- services

- deployments

- hostedcontrolplane

- cluster

- agentcluster

- agentmachinetemplate
- agentmachine

- machinedeployment

- machineset

- machine
excludedResources: ]
storagelLocation: default
ttl: 2h0mO0s

snapshotMoveData: true G
datamover: "velero"
defaultVolumesToFsBackup: true 6

backup_resource_name %* Backup ')V —ADHAFIICEZ|MZA XY,

FFE®D namespace Z3E& IR LT, TINSA TV NNV I Ty T LET, BRATY
K9 S X4 —®D namespace & Hosted Control Plane @ namespace ==& 32 hELH Y
x7,

<hosted_cluster_namespace> %#. "R 7 v K% 5 X4 — namespace D& (fl:
clusters) ICE XA XY,

O o o090

<hosted_control_plane_namespace> (. Hosted Control Plane D namespace D% il
(f3l: clusters-hosted) ICE X2 F 7,

infraenv ') Y — X % BID namespace IC/ER T 2 EAHY E T, Nv o7y F7OER
il infraenv ') V — R ZHIFR LAAWTCZE W,

OQcs XV 1—s2FyTyay bEEMICL, AV AL TL—YDT—IO— &S
ZURRMNL—=VICEEBNICT Yy 7O—-KLZET,

KiEARY 2 —L4L (PV) D fs-backup /Ny IV 7y THEET 74N MELTHRELET, &

MDEXE L. Container Storage Interface (CSI) RY 2 —L R+ v T 3 v k& fs-backup
FRZHEAEDLETHEAYT 2HAICEFTY,
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pa

CSIRYa—LRFyFay NaFERATIHEEIE. PVIC
backup.velero.io/backup-volumes-excludes=<pv_name> 7 / 7—> 3 V%18
mysuENHY LT,

7. RODAT Y RZETL T, BackupCRZ#EAL T,

I $ oc apply -f backup-control-plane.yaml

e XMV R%&ZEITL T, status.phase D{EA Completed IC> TWBENE DI &R L £
ER

$ oc get backups.velero.io <backup_resource_names> -n openshift-adp -o
jsonpath='{.status.phase}’
RORTY S

e OADP AFRHLTHEARNINEZYITRAY—DIETT

9.6.6.0ADP #ffAH L TRR MINI T RY—DIETT
Restore 71 A9 LYY —R (CR) #/ERT B ET, RAMNINAEISRAY—%5BTTEIET,

o AVTL—REHAMMAHALTWSBIBEA, InfraEnv ICART / — REIHEBHY FHA, FILLWE
BYOSRY—DbT—hH—/—REaBOEEY 3=V IT30E DY FT,

o replace BFAEFEAL TWRIGEIK. 7—H—/—RKE2FT70O4F 3%70HIC InfraEnv BDF i
J—RDBWLDOHIRETT,

BF

RATYRISRY—HNY Ty T L% BEx/OCRERATHICE. TDIS
A —HRETIVHE HYET, /—ROTAEYa=ZVIEHEBTSICIE. RR
T RIS RY—%5HIBRT DRI, T—9TL—VADT—70—RENNY 7y Td
IRELrHYET,

=S5

o OVY—I)LaERLEI RS —DHIR OFIRICKE > THRAMINALI XS —%ZHIFRLTW
%)O

o VSR —DHIREICEYD) Y —XADHIFR OFIEZZT LTWS,

Ny Ty TTOEREERSLIVCERTZICE. Ny I 7y THLVETTOCRADERE] 28R
LTLIEIW,

FIR

1. JROOAY Y R%ZFETTL T, Hosted Control Plane namespace IC Pod & kifiER ) 2 — LK
(PVO)RBEELABAWC & &2BREL T,
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I $ oc get pod pvc -n <hosted_control_plane_namespace>

FRINhBSHA

I No resources found

2. Restore CRA2E&Hd 5 YAML 7 71 ILEEK L F 9,

restore-hosted-cluster.yaml 7 7 1 JL D

apiVersion: velero.io/v1

kind: Restore

metadata:
name: <restore_resource_name> ﬂ
namespace: openshift-adp

spec:
backupName: <backup_resource_name> 9
restorePVs: true
existingResourcePolicy: update ﬂ
excludedResources:
- nodes
- events
- events.events.k8s.io
- backups.velero.io
- restores.velero.io
- resticrepositories.velero.io

<restore_resource_names % Restore ') YV — X DEZRFIICE I X
<backup_resource_name> % Backup ')V —ZXDEZFIE I X

KGR 2—L (PV) &EZDPod DY ANY —%BIIBLE T,

0009

BEOA TV MDENY O Ty FEINCLAVFT VY TLEEEINDLDICLET,

BF

infraenv ') ¥V — X % Bl D namespace ICE T 2 HEAHY £F, Ex7OER
il infraenv )YV — X EHIBRLAWTLEIW, FrILW/ —REBSOEY 3
—v 9 3%ICIE, infraenv )Y —ADWNETT,

3. ROATY Y K%#ZETL T, RestoreCR Z##EFEL X9,

I $ oc apply -f restore-hosted-cluster.yaml

4. ROAT > R%EZE{TL T, status.phase D{EH Completed IC72> TWENE I DN &R L X
ER

$ oc get hostedcluster <hosted_cluster_name> -n <hosted_cluster_namespace> -0
jsonpath='{.status.phase}’
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5, Ex7O0AART LASL, A bhO—ILTL—rT7—90—RKRONy I Ty ThRII—EEL
L 7= HostedCluster ') ¥V — 2 & £ U NodePool ')V —Z2 D) Oy )T —>avaRBLE
£

a. DAYV RAEETL T, HostedCluster ) V—2D AV )IT—>ava@EBLE
£

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
patch hostedcluster -n <hosted_cluster_namespace> <hosted_cluster_name> \
--type json -p '[{"op": "add", "path": "/spec/pausedUntil", "value": "false"}]'

b. kDA< REZEITLT. NodePool VYV —ZAD)aAvI)T—ava@EBLET,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
patch nodepool -n <hosted_cluster_namespace> <node_pool_name> \
--type json -p '[{"op": "add", "path": "/spec/pausedUntil", "value": "false"}]'

6. AvhO—ILTL—rvo—o0O0—RDONy o7y THIC—EEFELELLAI—Y Y N TONS
H—)y—20)aryo)I—>avsaERBLET,

a. ROAYY R%ZZEITL T, AgentCluster ) V—XD) AV ) T—ravzRABLET,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
annotate agentcluster -n <hosted_control_plane_namespace> \
cluster.x-k8s.io/paused- --overwrite=true --all

b. kDAY F%&ZE1TLT. AgentMachine )V —XD) IV )T —> 3 v akBLE
ER

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
annotate agentmachine -n <hosted_control_plane_namespace> \
cluster.x-k8s.io/paused- --overwrite=true --all

7. RDODAT Y R%ZE1T7L T, HostedCluster ') V — X ® hypershift.openshift.io/skip-delete-
hosted-controlplane-namespace- 77 / 7— 3 ~ % HIfR L. Hosted Control Plane
namespace D FENHIFRZ OIE L £,

$ oc --kubeconfig <management_cluster_kubeconfig_file> \
annotate hostedcluster -n <hosted_cluster_namespace> <hosted_cluster_name>\

hypershift.openshift.io/skip-delete-hosted-controlplane-namespace- \
--overwrite=true --all

8. RMDOAT Y R%ERETLT. NodePool )V —R&EMERL T WEIRT—) VI LET,
$ oc --kubeconfig <management_cluster_kubeconfig_file> \

scale nodepool -n <hosted_cluster_namespace> <node_pool_name>\
--replicas <replica_count> ﬂ

Q <replica_count> % 2 {E (§: 3) ICBEM-AF T,
9.6.7.\v U7y FEETDTOEADER
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OpenShift API for Data Protection (OADP) 2L CRRTY RIS RY—% Ny I T v TELVE
Y RGAIE. TOER BRI VRRTEET,

FIR
1L ROARY RERFTLT, Nv o7y 77O @R LET,

$ watch "oc get backups.velero.io -n openshift-adp <backup_resource_name> -o
jsonpath="{.status}"

2. ROV REERTLT, Ex/ O EHEELET,

$ watch "oc get restores.velero.io -n openshift-adp <backup_resource_name> -0
jsonpath="{.status}"

3. RDAT Y R%EZEITLT, VeleroOVzfERLE T,
I $ oc logs -n openshift-adp -Ideploy=velero -f
4. RDARXY RERTLT, IXTODOADP A7V ) hOETIKREHELFT,

$ watch "echo BackupRepositories:;echo;oc get backuprepositories.velero.io -A;echo; echo
BackupStorageLocations: ;echo; oc get backupstoragelocations.velero.io -A;echo;echo
DataUploads: ;echo;oc get datauploads.velero.io -A;echo;echo DataDownloads: ;echo;oc get
datadownloads.velero.io -n openshift-adp; echo;echo VolumeSnapshotLocations: ;echo;oc
get volumesnapshotlocations.velero.io -A;echo;echo Backups:;echo;oc get backup -A;
echo;echo Restores:;echo;oc get restore -A"

9.6.8.veleroCLI 2R L TNy 7y THELVPETY Y —RA&EHT S

OpenShift API for Data Protection Z 3 %217&(3. velero AY Y R4 V(4% —TJ x4 X (CLI)
%{FA L T. Backup & U Restore ) V —RDFEMARMISTIET,

FIR

LROOATY RAEERFTLT, AVvFFHF—5n 5 veleroCLI 2T 540D ITA ) 7AAEMLZE
-a—o

I $ alias velero='oc -n openshift-adp exec deployment/velero -c velero -it -- ./velero'
2. RDAX Y R%AEFTL T, Restore h 2% LYY —2R (CR) DFEFMZERELET,
I $ velero restore describe <restore_resource_name> --details ﬂ

Q <restore_resource_name> % Restore ) YV — XA DEARNIEIHMA T,

3. ROOY Y R&EFETL T, Backup CRDFEMAZEREBLE T,
I $ velero restore describe <backup_resource_name> --details ﬂ

Q <backup_resource_name> % Backup ')V —ZXDEZFIIEZIHAF T,
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5510% HOSTED CONTROLPLANED NS TNV a—F14 VT

Hosted Control Plane TREIBEARE LB IE. RDOBEHRESB LTINS TN a1 —FT1 VT %1T7o5T
KXW,

10.1. HOSTED CONTROLPLANE D NS T IV a2 —F 14 VT HADIERINE

Hosted Control Plane 7 S A9 —DEEE NS TV a—FT 4 VI T 2UELNRD BHEIE. must-
gather YV RZETLTHEREZNETEET, ATV NiE, BEISRY—EKRRATY RIS
AY—DHENEEMLET,

BV ZRAY—DHEAIITROABTIEENE T,

VR —2A—FDVY—R:ZhbD)Y—RE, EEISR9—D/—RKEHTYT,

hypershift-dump EfE 7 7 A I: CDT7 74V, ATV AMODANEHRET Z2URENH S5
BICRIIBET,

namespace YV —R: N 5D ')V —RITIE, configmap, H—ERX, 41XV OTRE,
BEE 9 % namespace DI RTDA TV MDEFNE T,

Xy bh7—o0%7:2hs50O7IiE,. OUNJ —ANI Y RF—HIR—EHHRNT YR
F—IR—R, BLVTEFNFTNDORT—YADEEFNET,

RATY RISRI— ZDLNILDEAICEK, RRATY RISRI—ADIRTDY) Y =N
BENFY,

RATY ROSRHI—DHAICIE, ROABTHEFINIET,

PDSRY—Z2A—TDNVY—-R:ZhE5DYY—RIZIE., /— KPP CRDABEDY S RY—L1K
DATITI MDD TRTEETNET,

namespace YV —R: N 5D ')V —RITIE, configmap, H—ERX, 41XV Kk OTRE,
BEE 9 % namespace DI RTDA TV hDBEFNET,

HAIKRISREI—D6DY =Ly ATV MIEENFIEAD, ¥P—I L v NOEZRINDSER
NRENDAEMEIDHY TT,

=55

FIR

BIEY 59 —~O cluster-admin 7 7 Z XN H 5,
HostedCluster ') ¥/ — 2 ® name {E&. CRAT 704 X1 % namespace h'%H %,

hep ARV RZAVAVI—T A ANM VA M—=ILEINT WS, FFffllid. Hosted Control
Plane DAY Y RSA VA VI =T x4 R4 VA M—IT2 ZERLTIEIW,

OpenShift CLI (o¢) B4 Y 2 h—JLIhT W3,

kubeconfig 7 7 1 LAAO—RIh, BRI SRY—%ELTW5,

NSTINa—T4 VI DEDICHAZIRET BICIE, ROAXVY REAALET,

o1
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OpenShift Container Platform 4.16 Hosted Control Plane

$ oc adm must-gather --image=registry.redhat.io/multicluster-engine/must-gather-
rhel9:v<mce_version> \

/usr/bin/gather hosted-cluster-namespace=HOSTEDCLUSTERNAMESPACE hosted-
cluster-name=HOSTEDCLUSTERNAME \

--dest-dir=NAME ; tar -cvzf NAME.tgz NAME

2T, LFD LS IChY £,

o <mce_version> (&, £ L T3 multicluster engine Operator M/N—2 3 > (fl: 2.6) I
BEXMAIFET,

o hosted-cluster-namespace=HOSTEDCLUSTERNAMESPACE /X5 X —4% —|&#+ F> 3 ¥
TYo TONRFA—S—%FRALABWVE, RAMNINLIZRAI—DBTT2ILED
namespace (clusters) ILHZHDLHICITY RHAEITLE T,

o -dest-dir=NAME /X5 X—% —(34 7> 3 TY, AV NOBEREEMRT7 7 1 IVITIRTE
TBHAE. TDNRIA—9—%BELT. NAME %2, BREREITZ2T1LI M) —0D
BRNICES]MA LT,

10.2. HOSTED CONTROL PLANE OV R—RX Y NOBEIEE)

Hosted Control Plane O EIE& Diz&E. hypershift.openshift.io/restart-date 7 / 7—> 3 v % {EH
LT. ¥ ED HostedCluster ) YV — 2D I ARTHOIAY hOA—ILTFL—VAVR—XV N2BRETE

F9, &z SIAEOO—FT—YavAIKaAY  NO—LFL—raVR—3V N2BEHTIHNE
NH2GENHY XY,

FIR

o OV hO—ILTL—VaEBEHTSICIF, )ROOYY K%E AHL T HostedCluster ') ¥V — R I
7)r—vavEafiTEd,

$ oc annotate hostedcluster \
-n <hosted_cluster_namespace> \
<hosted_cluster_name>\

hypershift.openshift.io/restart-date=$(date --iso-8601=seconds) ﬂ

‘D F)TF—avOEHIEHLBECIC, A hO—ILTL—UhrEEHINET, date I~
v RIiE, —BOXFEIDY —RELTHELET, 7/ T7—>3aVRIM LAYV TTIE
BAXFHELTHRDODNET,

*

v bhO—ILTFTL—riaBiRET5E&, @E. RO Hosted Control Plane Y R—Xx ¥ MO BiEEN L &
-a—o

pa )

. DAV ER=F2Y MCE > TEEAREIND ZEITHL, ILHICVLOHDIVR—
N *Y hO'BESBTHEDHY ET,

® catalog-operator

e certified-operators-catalog
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cluster-api

cluster-autoscaler
cluster-policy-controller
cluster-version-operator
community-operators-catalog
control-plane-operator
hosted-cluster-config-operator
ignition-server
ingress-operator
konnectivity-agent
konnectivity-server
kube-apiserver
kube-controller-manager
kube-scheduler
machine-approver
oauth-openshift
olm-operator
openshift-apiserver
openshift-controller-manager
openshift-oauth-apiserver
packageserver
redhat-marketplace-catalog

redhat-operators-catalog

88103 HOSTED CONTROLPLANED bS5 TN a—F 4 VY

103. R AT v RS R4H—& HOSTED CONTROLPLANE DY O> )
I—>3vD—E=EIE

PSR —A4A VA9V RAEBEIE, KRRATY KU S5 R4 —& Hosted Control Plane @) a2 !) T—

avE—REILETEET, etcd T—IR—RENY I Ty TELPETTEEEZP, FRFY KIS
24 —F 7= 1& Hosted Control Plane ORSBA T /Ny J§ 32BN H B EXE, YAV )I—vavk
—BEIETEIENTEET,
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1. IRAFT v KU 5 R4 —& Hosted Control Plane @) AV ) T — 3 VA —BEIET 3
l&. HostedCluster ') YV — 2 ® pausedUntil 7 1 —JL RZZEL XY,

o BEMERKIFZFTYIVII—YaveE—RELETSICIE. XOOTYYREAALET,

$ oc patch -n <hosted_cluster_namespace> hostedclusters/<hosted_cluster_name> -p
{"spec™:{"pausedUntil":"<timestamp>"}}' --type=merge ﬂ

RFC339FRTH A LAY Y THIEEL £9 (fl: 2024-03-03T03:28:48Z), IEE DHF
BARETZET, Vavy)I—ravhr—BELELET,

o )IOVI)I—2 3V aBEBARIC—FEILETSICIE, ROOATYV KEAALET,

$ oc patch -n <hosted_cluster_namespace> hostedclusters/<hosted_cluster_name> -p
{"spec"{"pausedUntil":"true"}}' --type=merge

HostedCluster )V —2ZH05 7 4 =)L RAZHIBRT A E T, VAV YI—2 3 vid—BE
FEInZEd,

HostedCluster ') YV — XD —BEE) AV ) IT—2 a3V T4 —ILRDPBEINDB E, %
D7 4 —I)L RIZEES 7 5N 7= HostedControlPlane ') YV — R ICEEFMICEMINE T,

2. pausedUntil 7 1 —JU RZHIBR$ % ICIE. JRD patchIYY REAALZF T,
I $ oc patch -n <hosted_cluster_namespace> hostedclusters/<hosted_cluster_name> -p

{"spec"{"pausedUntil":null}}' --type=merge

104. F—4 L —rAaEOICRT—ILE VT3

Hosted Control Plane ZfHA L TWAWSESIF, VY —REARNEGHNTELHDIC. T—9TL—V
EEOICRAT—ILY o vTEET,

R

T8 T —VaEOIKRAT - I VT HEBN TEITND I EE2RALTLLES
Woe AT =IO VEBET—HA—/—RDBoDT—I 00— KPR RBEDTT,

FIR

LRDATY RZERITLT, RRATY RIS RI—IZT7 I 2RXT %L I kubeconfig 7 7 1 )L
ZRELET,

I $ export KUBECONFIG=<install_directory>/auth/kubeconfig

2. RDAR Y REFRITLT, KRRATY RIS R —ICEEMIT 5N 7 NodePool 1)V — X DEHI]
ERRLES,

I $ oc get nodepool --namespace <HOSTED_CLUSTER_NAMESPACE>

3. A7 a3 V:PodDRLAVERHIETSICIK, ROOYY K&EEF4TL T, NodePool ')V —XIC
nodeDrainTimeout 7 1 —JL KZEBML £,
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I $ oc edit nodepool <nodepool_name> --namespace <hosted_cluster_namespace>

H A B

apiVersion: hypershift.openshift.io/vialphai
kind: NodePool
metadata:
#...
name: nodepool-1
namespace: clusters
#...
spec:
arch: amd64
clusterName: clustername ﬂ
management:
autoRepair: false
replace:
rollingUpdate:
maxSurge: 1
maxUnavailable: 0
strategy: RollingUpdate
upgradeType: Replace
nodeDrainTimeout: Os 9
#...

‘D RATFY RUSRI—DERIEEELE T,

I hO—5—HN/—RERLAVTHDICECTAABREEELET, 774 KT
I¥. nodeDrainTimeout: 0s 8 Eld/ —RKRKL4 v OotRx&=70v o LEd,

% = 5]
' J—=RRLAv 7022 —EHBBKETE 2L DICT2ICE. ZTHITIKEL
T. nodeDrainTimeout 7 1 —JL RDEABRETEE T (I

nodeDrainTimeout: 1m),

4, ROAYY RERITLT, RRATvY RV A5 —ICEEMIT 5N 7 NodePool ')V —X % X
7_)l/y"7\/bi-a—o

$ oc scale nodepool/<NODEPOOL_NAME> --namespace
<HOSTED_CLUSTER_NAMESPACE> --replicas=0

L—ridm@LixzFiIchyExd, HEICKH LT, NodePool )YV —R % R/ —

' pa 3]

T=ATSVELOQIKRAT—IVI IV L, A hO—LTL—VAD—E0D

' Pod IZ Pending 27 —4 A0 F £IcAY, KA MIhTWZaY btO—LT
. W7y TTEET,

5, 773y kROAY Y REEIFTLT, KRRATvY RS54 —ICEAER T 5N 7= NodePool ')
V—REAT—)ILT7yvTLET,
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$ oc scale nodepool/<NODEPOOL_NAME> --namespace
<HOSTED_CLUSTER_NAMESPACE> --replicas=1

NodePool ) V—2X%&#H A4 —1) 7 L71%. NodePool ) ¥V — A H'#(t Ready JREE TEEAT
BEICRD X THOBERFLET,

i
EI-I;

e ROV K%ZEITL T, nodeDrainTimeout 7 1 —JL RKDEHN 0s L Y KEWTZ & &AL
x99,

$ oc get nodepool -n <hosted_cluster_namespace> <nodepool_name> -
ojsonpath='{.spec.nodeDrainTimeout}'

RS

o RAT v KU ZRAXH—D must-gather
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https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_management_for_kubernetes/2.9/html/clusters/cluster_mce_overview#trouble-hosted-cluster-backplane

	Table of Contents
	第1章 HOSTED CONTROL PLANE の概要
	1.1. HOSTED CONTROL PLANE の一般的な概念とペルソナの用語集
	1.1.1. 概念
	1.1.2. ペルソナ

	1.2. HOSTED CONTROL PLANE の概要
	1.2.1. Hosted Control Plane のアーキテクチャー
	1.2.2. Hosted Control Plane の利点

	1.3. HOSTED CONTROL PLANE と OPENSHIFT CONTAINER PLATFORM の違い
	1.3.1. クラスターの作成とライフサイクル
	1.3.2. Cluster configuration
	1.3.3. etcd 暗号化
	1.3.4. Operator とコントロールプレーン
	1.3.5. 更新
	1.3.6. マシンの設定と管理
	1.3.7. ネットワーク
	1.3.8. Web コンソール

	1.4. HOSTED CONTROL PLANE、MULTICLUSTER ENGINE OPERATOR、および RHACM の関係
	1.5. HOSTED CONTROL PLANE のバージョン管理

	第2章 HOSTED CONTROL PLANE の使用開始
	2.1. ベアメタル
	2.2. OPENSHIFT VIRTUALIZATION
	2.3. AMAZON WEB SERVICES (AWS)
	2.4. IBM Z
	2.5. IBM POWER
	2.6. 非ベアメタルエージェントマシン

	第3章 HOSTED CONTROL PLANE の認証と認可
	3.1. CLI を使用してホストされたクラスターの OAUTH サーバーを設定する
	3.2. WEB コンソールを使用してホステッドクラスターの OAUTH サーバーを設定する
	3.3. AWS 上のホステッドクラスターで CCO を使用してコンポーネントに IAM ロールを割り当てる
	3.4. AWS 上のホステッドクラスターで CCO のインストールを検証する
	3.5. OPERATOR が AWS STS を使用した CCO ベースのワークフローをサポートできるようにする

	第4章 HOSTED CONTROL PLANE のマシン設定の処理
	4.1. ホストされたコントロールプレーンのノードプールの設定
	4.2. ノードプール内の KUBELET 設定を参照する
	4.3. ホステッドクラスターにおけるノードのチューニング設定
	4.4. HOSTED CONTROL PLANE 用の SR-IOV OPERATOR のデプロイ
	4.5. ホステッドクラスターの NTP サーバーの設定

	第5章 ホステッドクラスターでのフィーチャーゲートの使用
	5.1. フィーチャーゲートを使用した機能セットの有効化

	第6章 HOSTED CONTROL PLANE の証明書の設定
	6.1. ホステッドクラスターでカスタム API サーバー証明書を設定する
	6.2. ホステッドクラスター用の KUBERNETES API サーバーの設定
	6.3. カスタム DNS を使用してホステッドクラスターにアクセスする際のトラブルシューティング

	第7章 HOSTED CONTROL PLANE の更新
	7.1. HOSTED CONTROL PLANE をアップグレードするための要件
	7.2. ホステッドクラスターのチャネルの設定
	7.3. ホステッドクラスターの OPENSHIFT CONTAINER PLATFORM バージョンの更新
	7.3.1. multicluster engine Operator ハブ管理クラスター
	7.3.2. ホステッドクラスターでサポートされる OpenShift Container Platform のバージョン

	7.4. ホステッドクラスターの更新
	7.5. ノードプールの更新
	7.5.1. ノードプールの replace 更新
	7.5.2. ノードプールのインプレース更新

	7.6. ホステッドクラスターのノードプールの更新
	7.7. ホステッドクラスターのコントロールプレーンの更新
	7.8. MULTICLUSTER ENGINE OPERATOR のコンソールを使用したホステッドクラスターの更新
	7.9. インポートされたホステッドクラスターの管理の制限

	第8章 HOSTED CONTROL PLANE の可観測性
	8.1. HOSTED CONTROL PLANE のメトリクスセットの設定
	8.1.1. SRE メトリクスセットの設定

	8.2. ホステッドクラスターのモニタリングダッシュボードの有効化
	8.2.1. ダッシュボードのカスタマイズ


	第9章 HOSTED CONTROL PLANE の高可用性
	9.1. HOSTED CONTROL PLANE の高可用性について
	9.1.1. 管理クラスターコンポーネントの障害の影響

	9.2. 不健全な ETCD クラスターの回復
	9.2.1. etcd クラスターのステータスの確認
	9.2.2. 障害が発生した etcd Pod の回復

	9.3. オンプレミス環境での ETCD のバックアップと復元
	9.3.1. オンプレミス環境のホステッドクラスターでの etcd のバックアップと復元

	9.4. AWS での ETCD のバックアップと復元
	9.4.1. ホストされたクラスターの etcd のスナップショットを取得
	9.4.2. ホステッドクラスターでの etcd スナップショットの復元

	9.5. AWS でホストされたクラスターの障害復旧
	9.5.1. バックアップおよび復元プロセスの概要
	9.5.2. ホストされたクラスターのバックアップ
	9.5.3. ホステッドクラスターの復元
	9.5.4. ホステッドクラスターのソース管理クラスターからの削除

	9.6. OADP を使用したホステッドクラスターの障害復旧
	9.6.1. 前提条件
	9.6.2. OADP を使用するための AWS の準備
	9.6.3. OADP を使用するためのベアメタルの準備
	9.6.4. データプレーンのワークロードのバックアップ
	9.6.5. コントロールプレーンのワークロードのバックアップ
	9.6.6. OADP を使用してホストされたクラスターの復元
	9.6.7. バックアップと復元のプロセスの観察
	9.6.8. velero CLI を使用してバックアップおよび復元リソースを記述する


	第10章 HOSTED CONTROL PLANE のトラブルシューティング
	10.1. HOSTED CONTROL PLANE のトラブルシューティング用の情報収集
	10.2. HOSTED CONTROL PLANE コンポーネントの再起動
	10.3. ホステッドクラスターと HOSTED CONTROL PLANE のリコンシリエーションの一時停止
	10.4. データプレーンをゼロにスケールダウンする


