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525 NETWORK OBSERVABILITY OPERATOR ) ) —X /J —
D7 —hA47T

2.1. NETWORK OBSERVABILITY OPERATOR ) ) —R /= D7 — 514
-

oY) ) —R/— K& OpenShift Container Platform @ Network Observability Operator O B %
BREZEHZRLILEEDNDTT, INLIEHETTSERICRBEINTULIET,

Network Observability Operator ZfEfA 9 % &. B (F OpenShift Container Platform 2 5 24 —®
FYRNTDT—O NS T4y 70 %52BRELIUDMTEET,
2.1.1. Network Observability Operator1.9.3 7 K/\ A H#1) —

Network Observability Operator 1.9.3 Tl&., JRD7 RNA H ) —ZFATET XY,

® RHEA-2025:15780 Network Observability Operator 1.9.3

2.1.2. Network Observability Operator1.9.2 7 K/ A #1) —

Network Observability Operator 1.9.2 Tl&, JRO7 RNNAH) —%ZFIBETXZXT,

® RHEA-2025:14150 Network Observability Operator 1.9.2

2.1.3. Network Observability 1.9.2 D /X J{E1E

o ZDEHAEIIE. OpenShift Container Platform /X— 3 > 415 LI Tl& TC_ATTACH_MODE
BREIFTR—PFINTWEEATLE, THICLY, IRV RSA VAV —T x4 X (CLI)
IZ—HAFREL. Ny NeT7O—DHANHIFONFE L, DY —RTIE, Traffic
Control eXtension (TCX) D7 v I F7H v F XAV KNE— KD, ThoOHWAA—T 3 VEIFICHE
BIhiElA, THICEY, tex 7y DI —HEEIN, 70—/ y MOEAIA AT
ICRY EY,

2.1.4. Network Observability Operator 1.8.0 M7 K/\A #'1) —
Network Observability Operator1.8.0 ') ) — XD 7 R4 H1) — %R TE X7,

Network Observability Operator 1.9.1 Tld, JRD7 KN4 H 1) —ZFATEZ T,

® 2025:12024 Network Observability Operator 1.9.1

2.1.5. Network Observability Operator 1.8.0 TIEIE X /=&
Network Observability Operator1.8.0 ') ) — A T EIN/-EEZHZRTI X7,

o ZOEHEIE. THYFE—RDEREHIEE> TLW/z®, OpenShift Container Platform 4.15
TRy M7= 70-DBAINTVWEEATLE, TDRD, FICHEDNOHSI DI T, 1—
P—DNRxy h7—270—%ZELKEHRATETVWEHATLE, DY) —XTIE, OpenShift
Container Platform /A—2 3> 4160 S YRID/N—2 3 VDT 74 IV N T H v FE—RKHtc I
BREINTWB7&H, OpenShift Container Platform 415 T7 O—H&AII B LD ICRY L
7o (NETOBSERV-2287)

o ZEHAEII, IPFIXOAL VY —1EBEETZE, IPFIX TV RAR—Y—DFRTEEFICERIN KD
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N, ALY —~ADRY NT—070—DEEMELETZErHYFE L, TDYY—RT
&, EHEAETIN, Xy NT7—270—DB|ZHExaL V59— ICEEINTT,
(NETOBSERV-2287)

o ZODEHMAEIL, IPFIX TV RAR—F—%FZET D&, R— MEROLWIO— (ICMP b
T4V IRE)MVERIN, OJICIS—HPEHEINTWELEL, TCP 757 & ICMP 7—%
HEIPFIX TV RAR—IDORELTVWE L, DOV ) —XTE, ThLDFMEIEEND &
DICARYFE L, RELTWE 74 —ILR(R—FREVICE>TIZT—HDRELARLAY, T
DAR—KMNINT—HICEEFNDLDICRY £ LA, (NETOBSERV-2287)

o ZDEHHEIIE. OpenShift Container Platform 418 T1—H#—E&*vY h7—72 (UDN) ¥ v &
VUHSREDRELDRBEEENRTIINTVWE L, Ihid. OpenShift /A=Y 3 VB
O—RATESTEEINTWEZENRERTLE, nFA—H—IT AR IV RICHE
FEZTWFEz LA, 2DV Y—RTIE, UDN R v EY A OpenShift Container Platform 4.18
HHR—KNTBLIICRY, BEFPRTIINLLL Ao LD, I—F—ITIARY IV IHNR
L—ZXTHY) £ L7z, (NETOBSERV-2305)

o Z DEHAIE. Network Traffic R— DHLIRIEEEIC. OpenShift Container Platform Console

419 EDERMEDOEELIHY L. TORER, BAKICEDA Z 1 —AR—ZAHRTIN,
A—H—A VI —T A R—EMEIFHY EFHEATLE, TDY ) —ZTIE NetflowTraffic
i8> & theme hook D E#itE DEREA R I N &E L7z, Network Traffic Ea—DH 4 K X
Za—N@EICEEINSLDICRY, A—HF—A V5 —T 14 RADOBRFEUIRALL T L1,
(NETOBSERV-2287)

2.1.6. Network Observability Operator 1.9.0 M 77 K/\A H'1) —

Network Observability Operator1.9.0 ) ) — XD 7 RNA H) — %R T XY,

® Network Observability Operator 1.9

2.1.7. Network Observability Operator 1.9.0 DHEEE & HERELAR

Network Observability Operator 1.9.0 1) |) — X DFTHEEE & MEBEIL R 2 FESR T E 7,

2171 21— —E&HF* v b7 —72 & Network Observability DE$#%

Z®D') ) —RTIE, Network Observability © 1 —H—FZx v b7 —72 (UDN) #EEN —RZIRMHIC A Y
F L7, Network Observability T UDNMapping B8ENBMICR > TWBIHE, Traffic 70—7—7
JUIZ UDN labels AR <IN E 9, Source Network Name & Destination Network Name D1&#R IC
EowWTOv%74)W9 YV ITEET,

21.72.70—O7BYRAHFDO T 4L )T

ZDYY)—RTIE, EHRINBE XY hT7—2 70—0D# & Network Observability AV R—R>¥ kD 1)
V—AEAEZEIRT 27DDT 4 IV —%FTEET, RETED 74— RODEBYTY,

® cBPFI—YxVhMT74I)LY—

e flowlogs-pipeline 7 4 JL % —

2.1.7.3.IPsec DY R— b

ZDEFHIZL Y, OpenShift Container Platform T IPsec B34435 &, Network Observability (2R D
HREILRDBAINE T,
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® |Psec Status & LD #1 L WFIAY Network Observability @ Traffic 7A—E 1 —ICRRIN, 7
O—MIEFIC IPsec THRBEINENE DD, FLEFESIL/BESERICTIS—DRELELLE
IMHRRINZET,

o BSEINAISI T4 v IDEGERTHLVWS Yy Y aR—RPERINET,

2.1.7.4. Network Observability CLI

Ny h, 78—, ANYITRADF Y TFv—T, ROT4NI )V TFToavhFIBETESELIC
BYFLE,

o -—sampling 7 7> avaEFERLT, YUV IIndRTy NOLREBRELET,

o —queryF T avAEMALT, hRYLIVIT)—%AFALT7O0-%274)L% )T LZE
_a—o

e --interfaces 7 7> a v EFEAL T, BRI M V99— T 1 REZHEELFT,
o --exclude_interfaces = 7> a VA FRALT. BATZM 9 —T7 1 R&EBELET,
o -include list A 7> a v aFEHALT, £EXTE2XAPMNY IV REZERBELET,

MBI TZEZSRLTCEIY,

® Network Observability CLI YV 7 7 L > X

2.1.8. Network Observability Operator ') J —X / — § 1.9.0 DERFM LOEE R
Network Observability Operator1.6.0 ) I) =2 D F R FEM EOEE R AR TET XY,

® Network Observability 1.9 Tl&. NetworkEvents #8Eh%. OpenShift Container Platform 4.19
DHF LW LINUX A—RIVTEMFS B LD ICEHINE L, TOEFHICLY, AVWA—FILE
DE#BEN KON E T, TD7H. NetworkEvents #aE(E OpenShift Container Platform 4.19
TOHMEATEZ X9, Network Observability 1.8 & & Uf OpenShift Container Platform 418 TZ
DIEEEFER L TWBI5A1E. Network Observability @7 v 77 L — K& [EE 9§ % D,

Network Observability 1.9 {7 v 74 L — K L. OpenShift Container Platform % 4.19 IZ7 v
TJL—RTBHZEERFTLTLLREIL,

o netobserv-reader 7 5 X ¥ —O—J)LDZREIH netobserv-loki-reader ICEE I F L 7=,

¢ BPFI—YITVRDCPUNRT =TV RNAELF LT,

2.1.9. Network Observability Operator1.9.0 D57 / OY —7 L E a2 —#EE

Network Observability Operator1.9.0 Y ) —2DF - / OV —F L Ea— 5 MEATXZ 7,

WE, TOVYY—RICEFTNBHEICIEIT V7 /A —TLEI—DEDLHY ET, Th DRI
i, ERERECOFEAZEHNE L TWEHA, N ODOKEEICEL TIE, RedHat AR Y —R—
ZILDLUTOHR— MEEZSRLTEI W,

T7/00—7LEa—#EDYR— MEH

2.1.9.1. eBPF Manager Operator & Network Observability D&%

eBPF Manager Operator l&. §XT®D eBPF 7OV S LA%EET 52 & T, WERNREHZHIFEL. O
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VITSATVR, EFa) 71— HRABHLEERKRL £, Network Observability (¥, eBPF Manager
Operator 2L T7v2%Z0—RTEEY, InICLY., ¥¥EE— K. CAP_BPF ¥
CAP_PERFMON 72 EDEHID Linux 74 /SEY 74 —% eBPF T—Y ¥ MIRBETIHRENRLA
) £9, eBPF Manager Operator & Network Observability DE#l&, 64 Ev 8 AMD 7—F%7 7%
Fy—TODHFR—FINTVIET,

2.1.10. Network Observability Operator 1.9.0 @ CVE
Network Observability Operator1.9.0 1) ) —2® CVE =R T 7,

® CVE-2025-26791

2.1.11. Network Observability Operator 1.9.0 TIEIE X /=&
Network Observability Operator1.9.0 ) ) — R TIEEIN/-MEAHRTE XY,

o LIFNE. AVY—ILTSTA4 VD OEETELBERFBELEIPTIANSI IV ITEESX
IC. 10.128.0.0/24 7% & @ Classless Inter-Domain Routing (CIDR) Re2 %= FH ¥ % S #eet 9.
BRAINZIETTORBRIBEINTWELE, ZOFHICLY., CIDRREEZFATES LI ICR
Y, BR/MPFEBYICTAIWLE ) TINBEHICRY F L, (NETOBSERV-2276)

o LFNE, Ry N7—070—MFEHRABRORY NT—V A4V —T x4 RA%EB>THANT B &
NHY., Filethd & enss WNERIINZ YRV AHY F Lz, TOFEIE. e BPFI—2 YV
N %Y Privileged & L TEREINTWVWBIGRICOARELTWE L, ZOEFHICLY., BED
BOMIEBEIN, FEIRTORYNT—DA4 V9 —T A ZANELLHENIND LD ITA
Y& L, Fild. UTORMOBEZSRL T LIV, (NETOBSERV-2257)

o LIHIIX, Operator NEMEZ BRI H 57O ICFIFARIBE/R Kubernetes API ZF T v 7§56 & X
IZ. EWWAPI '3 5355, Operator DIERQREEN ZIHITH2 I —DRELTWELEL, TDE
LY, Operator [FEZEDRWAPIOIS—%ZEHR L, B&ET S APIOITS—% 07 ICEEHk
LT, EBICETEMITTI DL DICAY F L, (NETOBSERV-2240)

o LIFNE, AYY—ILTST4 VD Traffic 7O0—E21—7T, 70—% Bytes £ 7% Packets T
WREZDIENTEEFHATLE, COEHICELY., 2—H—HT70—% Bytes & Packets
TUHREZOND LD ICY F L, (NETOBSERV-2239)

e LIEIIE. IPFIX TV RAR—4% —%{FEH L T FlowCollector ') YV —X %% ET D&, IPFIX 70—
RO MAC 7 RLZADTRDD 2 /84 MHIYBTONRTWELAE, TOEHICLY., MACT R
LABIPFIX 7A—ARTREICKIEIND LD IC4Y F LA, (NETOBSERV-2208)

o LIFII&, Operator #REE Webhook MSEEIN B ELED—ERIC, RITTI2MENHIAETHEH
BICRINTWRWEDLHY E L, TOEFHMICLY, COLIBAvE—YVD—HHIARE
Ih, JYEANGEDIEBEINF L, (NETOBSERV-2178)

o LI, ANITS—AENHRLE LBE. FlowCollector ') ¥V — X H 5 LokiStack #5883 %
EXICHENEELIZDONE D DD EREICHOAY FEBATLE, COEFHICEIY., TDLOA
BEIC. BRI N7 LokiStack "R DD 574\, 2 & ¥ FlowCollector 2 57— 4% R ICBRFEICR S
nad&SICAY F L, (NETOBSERV-2174)

o LIFNE, AVY—=IWTST4 D Trafficflows E2—T, TFR P FA—N—70—-F 3¢,
THEFAPMNDEESICEY., RRINBZTFANDKREIM/RBNTLES 2 &AHY F L
CDEHFICELY, ARBRYS<DTFRAIRIIND LD ICAY X LA, (NETOBSERV-
2119)

e LIFNIE. Network Observability 1.8.1 ARID 3 > Y —IL 75 74 >~ H* OpenShift Container
Platform 419 Web J YV —IL CEIE L A 2 7. Network Traffic R—VICT7 VR TE
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FEATLE, COEHICLY., AVY—ILTST4 VICEBRESBINI N, Network
Observability 1.9.0 T Network Traffic R—JICT7 VA TE R LD ICRY F L,
(NETOBSERV-2046)

LRI, 25 ~Z v ¥ 7 (FlowCollector ') ¥ — X ® logTypes: Conversations Z 7= (&
logTypes: All) #{FH3 25 &, ¥y aR—RNIZRRIINS Traffic L—bD XA MY 2 RICTKE
ENREL., NTT74 v I DEMIPFIERETH S ER>TERTIINTVWE L, BERK., &£
YEHBRNZ T4 v I L—rDBAN) IRICRRINZET, /L. Conversations & & U
EndedConversations T— KT, REEICHZ2ERIE[RATHZH., cho5DA N
JAREAE LTREICIFER TRV EIEFRELTCESI W, ZOBWMIIFFa XY MIE
MmINFEFLE, COLIBARERIEZRITZLDIC. T7 1)L ME— KD logTypes: Flows H°
WRINET, (NETOBSERV-1955)

2.1.12. Network Observability Operator 1.9.0 M EEA1 D &R

Network Observability Operator1.9.0 ) I) — X DB DEEAER TE £ J,

o I1—H#—FHFRY MNIT—7 (UDN) BEEIZHR— b INTWETH. OpenShift Container

Platform 418 THEMY 5 &, REDHBELESHARRIINE T, COBESRFERTEET,
(NETOBSERV-2305)

FNIZ, e BPFI—Y Y MEREDR Y M7 —2 namespace 1'% BIRIE T privileged E— K
TEITINTVWERIEE., 7O0—CEAET I VY —T o/ 25 BUICHEIEZ &N TER
W ELrHYET, COBBOARIBAIESEDY ) —ATHEINMRINE L, LHL,
BFilens5 4 V9 —7 x4 REAL T, WSODDREEI K> TWET, (NETOBSERV-

2287)

2.1.13. Network Observability Operator1.8.1D 7 K/N A 1) —

Network Observability Operator1.8.1 Y 1) —X D7 K/ H1) — &R TE X7,

Network Observability Operator 1.8.1

2.1.14. Network Observability Operator 1.8.1 M CVE

Network Observability Operator1.8.1 ) ') —X®D CVE 2R TE X7,
e CVE-2024-56171

o CVE-2025-24928

2.1.15. Network Observability Operator 1.8.0 TIEIE X /= ERE

Network Observability Operator1.8.1 J ) — X TEIEEI BB EHIATE X7,

o ZMDEIEIZLY. OpenShift Container Platform @& #&M/NA— 3~ Tld, Observe X Za1—

MIELEIFTRTIIND L DICARY FT, (NETOBSERV-2139)

2.1.16. Network Observability Operator 1.8.0 M 77 K/XA 1) —
Network Observability Operator1.8.0 ) ) — XD 7 R/NA H1) — %R TE X7,

® Network Observability Operator 1.8.0
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2.1.17. Network Observability Operator 1.8.0 D HEE & HEBEHLAR

Network Observability Operator 1.8.0 1) |) — X DFTHEEE & BB R Z R T 7,

YARVAWAG AN -3
THMINAEIY RRA Y MERAFHALTCRY N7—270—45T V) vy FTEXDLIICARYE LT,
H—EREFTHRLEEDNRY VTV RPod ERFTINBLH, EDPod 'Y VTR NEMIBLES
AT,
HMIILTESRBLTLEI WY,

o TV RKRAYVMNEH (xlat)

o TV KRKRAVMNEH (xlat) DRE
2.1.17.2. OVN-Kubernetes X v N7 —2 4 XY KN DB

BF

OVN-Kubernetes %y N7 —0 4RV KDEHE, T2/ 0V—TLEa2—#ETT,
T/ =7 E1—#EEIE. RedHat BRDY—ERLRILT T Y =XV b (SLA)
DOXRHATHY ., BEMICEETIEBRWI ELHY FJ, RedHat ld. EREERIETT
NOoAEFERAITIZIIEAHBELTVWERA, 77/00—FLEa1—#EEIE. SFOER
HEEWERIREL T, AREETHEEDT AN ATV, 74— KXy 0&RHELT
WS ZEZEMELTVWET,

RedHat @77 /Ay —7 L Ea—#EDOHYR— NEEICE T 25MiE. UTDY v s
EHRLTCESI,

o T/ OV —TFLEa—#EEDYR—MNEHE

Network Observability D%y T =V A XY NNSv XV JTE2FERLT, xvy bI7—0R) > — BB
XY NT—DRY) > — Egress 774 77 #—)L72ED OVN-Kubernetes 1 X MIBEY 2 1EHR % BX
BTEDLIICRYFE L,

AMIELUTZZRLTLEI W,

¢ Xy NT—UARYMNDRT

2117.3.18 ICBIT 2 eBPF /N7 # —< Y ADHE

® Network Observability Tl&., per-CPU Xy Z7ORKbYIZNYy Y axy THERAINZ LD IR
YFE L, 2FY, 2y b7 —2070—FT—49DBD—RIVEETEHIN, FILLWATY E
ZIIIKENINET, XY M7= 70— DEEHRDI—RIVATEITTES LD LA 2%
e, A—RNEA—HF—ZREOBDOT—FEET A XL > TR T+ —T VAP EELZE
T, INLDeBPF N7 4—<T Y 2DALICEY, e BPFIT—2 Y N TCPU Y Y —ZHD 40%
DD 57% BRI B AREMENH Y F T,

2.1.17.4. Network Observability CLI

Z®MY 1) —2RTlE. Network Observability CLI IRDF L WHEE., T3>, 749 —pEINTN
F L7,
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oc netobserv metrics AY Y REZEITL T, 74 —5BMILTX RN VR EFv T
Fvy—LZEY,

720-8LVT Yy M+ FF+—T--background + 7> a VEFRALTCLI ANy VTS
7~ RTZEITL. oc netobserv follow ZZE{T L T/N\v 7 757 Y RETOETINR 2 HER
L. oc netobservcopy #£/T L CTEKRIN/ZOV %25 U vO0—RKLET,

--get-subnets # 7> 3 VAFRAL T, Y2V, Pod. BLVHY—ERDHY TRy hT7O—&
ANV ZADFv FFrv—%@blLEd,

LTk, "y b, 70—, XKNYIPRADF v TF v —CTHETEDIZHLWIT ALY YV TH
A VAC I

o IP, A=k, FOMIN, 7UPay, TCPISTREICEDL eBPF 714 ILY —
o --node-selector #{FHTZ2HAY L/ —FR
o -drops DH%EFEAT S ROy S

o -regexes AT Z2HEEDT 1 —IL K

I T ZZRLTIEI W,

Network Observability CLI ') 7 7 L > X

2.1.18. Network Observability Operator ') ) — X / — b 1.8.0 DB IE I h /=&

Network Observability Operator1.8.0 ) ) — A T EIN/-EBEZHRTI X7,

LARGIE. Network Observability Operator (i, X bY 2 24 —/X—D RBAC 2 BT 578
@ "kube-rbac-proxy" AV FF—MHBLTVWE Lk, TOAMIAVER—RY MIFEHETH
272, BIRTBE2HELGHYFE LI, ThiEk. Y4 FA—=TOF> —2NE L LAV,
Kubernetes AY hO—5—5 V94 LN LETLS 8L RBAC DERERICEXHMA LN
# L7, (NETOBSERV-1999)

LAET®M OpenShift Container Platform A >V —IL 7554 v Tld, BHEOEE—BLABWVF—
T74NWFN U TETBETAINI)VITINEFHATLEL, TOBEICEY., 74085000
INEN—TIEFNAVNT7TO0-CVWIHFESY DBERMRINE T, (NETOBSERV-1990)

BARTIE. Loki A& IC A > T W% OpenShift Container Platform 3> Y —IL 75 4 ¥ Tld.
BEBMHEOLRWT 1 ILY —EKETDE Y MEEIRT 52 & T "Can'tbuild query” T —DHET
B2IENS Ao TVWE L, RER. I—H¥—ICT7 1LY —DFEHRMEEZRHIEDD, B
BHEDREWT 1)Ly —ZBHNICEMNICTZIET, OIS —%2EORLTVWET,
(NETOBSERV-1977)

PR, AV =TS T4 06 70—0F MERTTDE, ICMPIFEBRIEICH A R/IxX
JVICKRRIN, ICMP LUAD 7 O—DIiFE L "undefined" DEARRTINTWE Lz, TDEE
ICE Y. ICMP LA DT O—TIX ICMP EBRARIZINAR LAY F9, (NETOBSERV-1969)

LARGIE. Traffic flows E 2 —® "Exportdata" ) VOB L& B Y ICHEEEE 3. 22D CSV
LIR—FDPERINTVWE L, BEIF. TV RAR— MEENETTIN, ZTIERWVWCSY 7—
INERINE T, (NETOBSERV-1958)

Plaiid,. £5EA VT Loki BNEMARIZEICOMMRIIDICE MDD 5T, loki.enable % false [Z5%

i L T. processor.logTypes Conversations. EndedConversations. 7z All AL T
FlowCollector Z5&E 9 5 Z ENAIRET LT, TDMER. VYV —RZEKICEALTWEL
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feo BIE. CDBREIFEMTHY . HEE Webhook ICL > THEEFINFE I, (NETOBSERV-
1957)

FlowCollector T. processor.logTypes % All ICERET B &, DA TP ar kUt CPU,
AE)— XY M=V FERAREDY Y —IAMIEEINMMIECHEINE T, ORI, LAD
RB’XEBLEINTVWEEATLE, ThIFREXEILINTEY, 1REE Webhook DO EF D b
YH—Sh*d, (NETOBSERV-1956)

LRI, BEAEWEARIC. e BPFI—Y YV MIL>TERIN/Z—EO 7O —HEE> T
BEIN, NST74 v oEEBENAF A TR > TWE LA, RE. ERINE7O0—IZHEIL
FtA. (NETOBSERV-1954)

LAgil&. FlowCollector 5% ETx Y hT—2U R —%FMIZT 5 &, Operator Webhook ~
DEZ74voHT 0Oy I3, FlowMetrics API MEEDHERE LR < Ao TWE LA, BRTE
&, Webhook AD N Z 7 4 v 7 IEFFAII N E T, (NETOBSERV-1934)

Pgnlg, 74 bDxy NT7—2R)>—%F7 7043 % &, additionalNamespaces

7 4 —JL RIZT 7 # )L b T openshift-console & openshift-monitoring @ namespace H'5%E
Ih, —IHAEERLTWE L, REE. 774/ M TEIMD namespace M E&E I 172 <
o), W—ILDEBRZFLETEZ T, (NETOBSERV-1933)

BaTl&. OpenShift Container Platform A Y —=IL 7554 VNS TCP 750 T74ILH ) v
J¢BE. BRD 7S 7DAHEFOD7O-—DN—HLTVWFE L, BEE. PRCEEEHDY
SUEFDIA—DTANLNY ) TINETO—ICRRINDZLDICARYET,
(NETOBSERV-1890)

eBPF T—Y v MOFHEE— N TEITIN, Pod M EGRICEBINE ZIFHIBRI B E, 77
AIERF (FD) ) —IDRELET, TDEBEICELY. RvY M7 —2 namespace DHIFREFIC
FD WMEEIICEALONB LD ICRY £Y, (NETOBSERV-2063)

LlRTIE, CLIZT—Y x>~ b DaemonSet (¥ A9 —/—RiICF7O/4 3IhFttATLE, RE
&, taint ARREINLIBEICTRTD/ —RTRAT YV a2—)L T 57DD toleration AT—I =
>~ N DaemonSet ICEIMINTWE T, CLIT— x> b DaemonSetPod (T XTDH ./ — R
TEITINFET., (NETOBSERV-2030)

P g1, Prometheus A AL —Y DA %ZFHT 5355, Source Resource $ & U Source
Destination 74 LY —DA— AV T —MNIBELFHEATLZ, BE. CTORBEIXEBIE
Ih, REMAREBYILEKRRINSE LD ICARY F L7, (NETOBSERV-1885)

DRETE. B8O P 2#FRHT2) Y —RIE Topology E 2 —TEBICKRRFTINhTWE LA, BE
. VY —Z2EE1—ATE—DIROY—/—RE LTRRINET, (NETOBSERV-1818)

LRI, SO RARA 9 —%FDOEICEL &, 3V —JLT Network traffic 7— 7L E 2 —
DABLPEFINTVWE L, BERRTHIBEEIN, R VY —%2BVWTEHETOEIIE—FE
DEFTT, (NETOBSERV-2049)

2.1.19. Network Observability Operator ') ') — X / — ~ 1.8.0 D EE I DE7E

Network Observability Operator1.8.0 ) I) — X DEEFIDEEA R T £ J,
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o UVSRI—RILERT B Y TRy MeFRAITB NS T71 v IDHBIHE, eBPFTI—Y Vb

NERLEZIPIALO7O—%ERATEVAI’DTNIHY FT, Thidk. BRZEHEN E-
T<EUZEETIPLRBEIPZFS, R—bE&7O0MILHSHOBEARRICHY., BL/ —
FTHRELTWRIGEICRET 2aMELrHY ET, EhYFY—Fy NT—2 F7I3 UDN
ZRELBRWVWRY, ZhIEFHTETT., TOBETH, BEIIEETR— M EIMEER & 22
2780, BEONS 74 v I TRETHARMEIIEEITECRY FY, (NETOBSERV-2115)
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® OpenShift Container PlatformWeb 3> Y —I)ILD 7 # —ALE a1 —H 5, FlowCollector ') ¥/ —
A spec.exporters £~ a VY THRET DIV AR—Y—DY A THERBRIRLIK. TDY( T
DFHREREN 7 # —LICKRINFHA, EEKE LT, YAMLZBEESZRELEX T,
(NETOBSERV-1981)

2.1.20. Network Observability Operator 1.7.0 77 K/N A 1) —
Network Observability Operator1.7.0 ) ) — 2D 7 KNA H — % BT Z 7,

® Network Observability Operator 1.7.0

2.1.21. Network Observability Operator 1.7.0 D ¥#&AE & #BEHLR

Network Observability Operator 1.7.0 1) V) — 2 DR DFikEe & BEBENLR A HEER T £ 9,

2.1.21.1. OpenTelemetry M 7R— b

IVYyFINxy NT7—270—%, RedHatbuild of OpenTelemetry R EDE#IMED H %
OpenTelemetry T RiRA YV MIIVRAR—IMTEB LD ICRY F L,

AMIELUTZZRLTLEI W,

o ITVYwFINhkRy NIJ—270—F—9DITYRAKR—FI

2.1.21.2. Network Observability Developer /X\— 22X 714 7
Developer /X— 2% 7 1 7T Network Observability #fFETE 5 LD ITRY F L,
FMIELTZSRL TSI,

® OpenShift Container Platform 3> Y —IILD#HE

21.213.TCP 7307415 ) Vv T

tcpFlags 7 1 LY —%FHA L T, eBPF 7O S ALILEL > TUEBINZ Ny NOEXFHIRTE D LD
IC7Y £ L7,

EMIEULTAESRBLTCETY,
o JO—TJAINY—DBTE/INTA—4—
o BPF 7O0—DIL—ILT7 4% —

® FlowMetricAPI & TCP 75 7% ERHL/EZSYN 7Sy T4 7 DBRE

2.1.21.4. OpenShift Virtualization @ Network Observability
Open Virtual Network (OVN)-Kubernetes @ EZ N L TEAV S ) —y N7 =2 ICERINLRET
DUDNLEFEINDBPF IV vy FbRYy N7 =07 0—%&HET 5 & T, OpenShift
Virtualization RIBED XY hT—J /R -V ZBATEET,
AHHMIIUTZESRL TSIV,

o RETYY (WMYDEAVS)—%FY NIT—04 % —T x4 X% Network Observability FIZ

RET D

19


https://issues.redhat.com/browse/NETOBSERV-1981
https://access.redhat.com/errata/RHSA-2024:8014

OpenShift Container Platform 4.18 Network Observability

2.1.21.5. FlowCollector # 24 1)V —Z (CR) TD xRy hT7—2URYL—DF70OA

Z?MY)—2RTlE. FlowCollector H1 2% L)Y —2Z (CR) #5REL T, *v N7 —JA&RAMDD
DY MT—=IRY—%FTO4TEET, YA, xY bT7—0R) O —DRBELIFEIEF. FET
ERT 2HENHY E L, XY NT—OR)O—%2FHTERT 24 7> a3 VIFEISHEEFIRATEET
_a—o

AMIELUTZZRLTIEI W,

® FlowCollector AR % LYY —R%&FEA L7 Ingress *Y NT—V R —DE&RE

21.216.FIPSOAY 7SAT7 VR

® FIPS £E— R TEITIN TL S OpenShift Container Platform 2 5 X 4 —IZ Network
Observability Operator 4 Y 2 h—JLL CTHERTE X7,

BF

JS5RAH—TFIPSE—REEMICT BICIE, FIPST—RTEMET B L D ICKRE
X N7z Red Hat Enterprise Linux (RHEL) A Ea—4—Hm564 Y 2 =)L 70O
TSLEEITTBIZURELNHY FT, RHEL TFIPS E— RABET 2 AEDFEM
&, RHEL ™5 FIPSE—RADYIUEZ #SRBRLTCEIL,

FIPS E— K T7— b XN 7z Red Hat Enterprise Linux (RHEL) % 7zl Red Hat
Enterprise Linux CoreOS (RHCOS) Z= 3179 %33 &, OpenShift Container
Platform A7 Y R—% ¥ ME, x86_64, ppcbdle, HLUVs390x 7—F 77
F v —DHT. FIPS140-2/140-3 MREED 7= IC NIST ITIRHE X7z RHEL B &
>4 73)—%=FEHALET,

2.121.7.eBPF T—< = N OHEBELER
eBPF T—Y v N CTROMEENRAFIETE XY,

e DNSH—EZXNBIUADKR—KMITYEYITINTWBIHFE
I&. spec.agent.ebpf.advanced.env.DNS_TRACKING_PORT %Zf#f L T. Z ® DNS EEf
R—KEZBETEET,

o NSYRAR—KMFONIIL (TCP, UDP, F/IESCTP)D 7 4ILH YV TIL—ILIZ2 DDKR—
NeFERTE2LDICRY F L,

o JORINTA—ILREZDFFICLTHLLZIET, 74 KRA—R7OorINEFHLTH
SYRR=NR=RETZAILY Y TTEBLSIIRYFE L,

AMIELULTZZRLTIEI W,

o FlowCollector API {4k

2.1.21.8. Network Observability CLI

Network Observability CLI (oc netobserv) A — it ICARY £ L7z, 16 77/ 0V —FLEa—Y
) —ZLARE, ROBERERIEDN THONE LT,

o JO—FvIFvy—CLEAKIC. XTIy MY TFYv—HDeBPF IV YFAVYNT ALY —
MAEMINFE L,
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JO—F+v TFv =Ty b v TFr—OBATT 1LY —tcp_flags #FEATETD LD
IC7Y £ L7,

BRANA MIFREERRBEICELLEZIC, BEITA 7Y F T avafATEEY,

I T ZZRLTIEI W,

Network Observability CLI {ICDWT

Network Observability CLI

2.1.22. Network Observability Operator 1.7.0 TIE1E ST L /= EIRE

Network Observability Operator1.7.0 ) ') — R TEIEINRDOEEZHERTEE T,

PgTld, RHEL92 D 7ILA A LA—FIVEFEHAT 2 &, —E D Webhook B'BEEL FEATL
Teo WEIF., TORHELO2 V7ILA A LA—RILBMERINTWVWELNE I N EHERT 572D
DEBEHNBAINTVWIET, COH—XILABFEAINTWVWSHEE, s3900x 7—F T/ F v —D
FABFIC/ATYy MROY TRSO Y RNy TREALEDHENEITINAVNE VW) ABDE
ENRRINET, ZTDIBIEIFE OpenShift 416 LIBETHEAINE 4, (NETOBSERV-1808)

LITl&,. Overview ¥ 7 M Manage panels ¥ 4 704 T, total. bar. donut. X7zl line T
ALY ) VT LTH, BRIPIRRINFEATLE, BEE. FIBEATER/IRILHAELL
T4 YV TINET, (NETOBSERV-1540)

PEiE, @AMV ATTeBPF I—Y v MASEONIRT7O—%ERT HREICARY, 7
A—MIFEAEENIhABAVWCERrHY F LA, TOBEICLY. ENO0ELINFEVWA N
ATFTHEMBIIN, ERINZ 70D DR<RYF LA, TOBIEICLY, e BPFI—Yx
v M TR <, flowlogs-pipeline 8L U Loki THE ) YV —ZHEEHNHEINZE T,
(NETOBSERV-1564)

L RiIIE. namespace_flows_total X k) 2 X Tl&72 <. workload_flows_total X k') 7 XA
AWM O>TWBRE, BE2M4S v 217R— KIC By namespace 7O—F ¥ — hARRINFH
ATLE, TOEEICELY. workload flows total AEMRIBEICELMESY v P 2 R— KNI
A—Fv—MDBARRIND LD IIAQY X L/, (NETOBSERV-1746)

LaTi&. FlowMetrics APl #FA L THRYLANY IV REERL, BTHLWVWSNILAEED
TERELTEDINILEZEETDE. A M) TZADAANMZIE L, flowlogs-pipeline B 7'iC
IZ7—HARDINTWVWE L, TOBEICELY, INIVEZELTEH, flowlogs-pipeline 07
IKCZ S —HAFRRIN@<RY F L, (NETOBSERV-1748)

Lliix. &7 7 )L b®D Loki ® WriteBatchSize 38 EICA—HHH Y F L7, FlowCollector
CRDDF 7 #) NTILI00KBICEREINTWELAED, OLMDY Y FILFELIFXT 7 +I)L b E&
ETIEIOMBICEREINTWE L, WERK. MAEEIOMBIZRY F LA, IHIZLY, £
BN T A —< V2D ALEL, VY—RT7y KTV MHHIBI N E L, (NETOBSERV-
1766)

PR, 7RIV ERELRDI 2HE. R—MLEDeBPF 70—7 1 LY —DERINT
WF Lk, TOBEICLY, R—rPFORINTEICeBPF 70— 7 4 LY —&ERIICHRTE
TE5LDI1ICRY F LA, (NETOBSERV-1779)

PlaiE, Pod D5 —EZXAAD NS 714w oh MARAY—Ea— ILRXRRFINFHFATLEL,
H—EZXANS PodNDRY FZ 74 v IV DHADRRRIINTWE L, TOBEICLY,. ZD K
ST74vIHELLERRIND LD ICAY F LA, (NETOBSERV-1788)

LUEIE,. Network Observability IC7 7 ZATEZ V5 R4 —BEEUADI—H—H,
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namespace 72 &, HEIfTEZ M) A—TBHEBZ 745 )T LELDS&THE VY —IL
TSTAVILIS—DRRINTVWE L, TOBEICLY., TS—DERRINKRLARY, B
EfTICL > THRFEB Y DBERMMEIND LD IR Y F Lz, (NETOBSERV-1798)

o THUFY—AVI—TIARADYR—IPEBMINLEZIL, A V=T 4 ADBMEZHE
R BEHIC. XY MT—9 T ED namespace % netlink ICEERT 2 FE A BEOIE Y R T %
ENHYF L, BRFIC. TCERERY, TCXTYITRAVI—T A ADI IV LEE
NV RS—%BARMICHIRT Z2BENH o 7ccdd. KB LNV RT—ICE>2T7714 0L
S FD)—IDFEELE L, IHIC. *Y T —7 namespace DNHIERI N 5 & T,
netlink goroutine V4 v R T79 2% Go 7O—XF v RILA RV MBFEELTWARD -7
. Go ALY KA —2 LTW&E L7, IREIE. Pod ZEME/ZIHIBRT & XIS, 774
JVEBIRF» Go ALY KA =7 L 2Y £ L7/, (NETOBSERV-1805)

e LIEjlE, 7O0—® JSON THEYT BT —YHFBEAETH > TH. Trafficflows T—TILD
ICMP D% 4 T EMEIC, 'n/a' ERFINTWE LA, TOEBEICELY, ICMPAIIC7O—FT—
TIVADEZE T 2ENMARESYICKRRINSD LD ICRY F L7, (NETOBSERV-1806)

e LRI, AVY—ITSTA4 VT, KEBEEDDNS LAT VY —REDKREBEED T 1 —IL K%
TANI )V TTERVWZERrHYF L, TOBEICLY., RKEBEEDTA4—ILRTDT 1)L
&) IHEREICIRY F L7, (NETOBSERV-1816)

o LIgEIIE. OpenShift Web AV Y —IL TS T4 VT4 —%2 YT LT, BOR—IICTEED
LTHOSTANI—DHIER—VIIRDE., T4 I —DBRRINZGENHY F L1,
ZOBEICEY, YT LERBRICZANVLIY—DFHEITERRIND Z &R ARY F L
(NETOBSERV-1733)

2.1.23. Network Observability Operator 1.7.0 D EL &1 D E=E

Network Observability Operator1.7.0 1) ) — 2 DR DEEADOEE%= R TE X 7,

® Network Observability T must-gather YV —IL &R 2B &, ¥ 5 XY —T FIPS BAERIC
BoTWHEOTNPREINFHEA, (NETOBSERV-1830)

e FlowCollector T spec.networkPolicy " Ea1IC7 > TL %35 E. netobserv namespace IC
XY RNT—=ORY)S—DA VA R=ILENB7D. FlowMetrics API = EATEEFHA, XV
h7—20R)>—IZ&Y, HREE Webhook ADIFUH LA 7Oy 2 INEY, KRS LT,
RORYy NT—ORY Y —%FERLTLLEIV,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-from-hostnetwork
namespace: netobserv
spec:
podSelector:
matchLabels:
app: netobserv-operator
ingress:
- from:
- namespaceSelector:
matchLabels:
policy-group.network.openshift.io/host-network: "
policyTypes:
- Ingress

(NETOBSERV-193)
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2.1.24. Network Observability Operator ') ) —2 / — s 1.6.2 D7 K/XA H1) —
Network Observability Operator1.6.2 ) ) — XD 7 RN\A H) — %R T XY,

® 2024:7074 Network Observability Operator 1.6.2

2.1.25. Network Observability Operator ') ) —X / — K 1.6.2 D CVE

Network Observability Operator1.6.2 ') I) —2® CVE 2R TEX £,

® CVE-2024-24791

2.1.26. Network Observability Operator ') ') — X / — ; 1.6.2 DIEIEE X N /-[H&
Network Observability Operator1.6.2 V) I) — R TIEEIN/-MEAHERTE XY,
o EAVHY—AVI—T A ADYR—IDPEBMINIEZIC, 1 V9—T 21 ADBH%HE

R BEHIC. XY MT—9 T ED namespace % netlink ICEERT 2 FE A BEDOIEY R T %
ENHYFE L, BRI, TCERERY, TCX 7Y I TRERAVI—TIAANI IV LEE
FICNY RS—%2BTRHICHIBR T 2RELNH o /cd. KELENY RS—IZE>2TT7714 L
ERFO)—IWNEELFE L, INT. Pod DIEMS L CHIBREFIC 7 7 1 ILEERFHN) — 2
L#< %Y % L%, (NETOBSERV-1805)

2.1.27. Network Observability Operator ') ) — 2 / —  1.6.2 O BE X1 DERE

Network Observability Operator1.6.2 ) 1) — X DB HIDEBZ R TEF 7,
o IAVY—ITSTA4VEDEBMEDEEDLH Y. OpenShift Container Platform ¥ 5 24 —®D
D /N— 3 7 |T Network Observability &4 ~ XA h—JLTERQRWVWAEEMENHY £ L7, 162

K7y T L —RK95E, BERMEDORENER I N, Network Observability ZHifFEH W IZA
VARN—LTEDELIICRYET, (NETOBSERV-1737)

2.1.28. Network Observability Operator ) ') =X/ — M 1.61 D7 K/XA 1) —
Network Observability Operator1.6.1 1) 1) — XD 7 K/XA H1) — %R TEZ 7,

® 2024:4785 Network Observability Operator 1.6.1

2.1.29. Network Observability Operator J ') —X / —  1.6.1 D CVE
Network Observability Operator1.6.1 ) |) —2® CVE 2R TX X7,
® RHSA-2024:4237

® RHSA-2024:4212

2.1.30. Network Observability Operator ') ') — X / — M 1.6.1 DIBIE I W /=&
Network Observability Operator1.6.1 J 1) — X TIEIEI N/-BBEHIRATI X7,

o LIETIX. EEA® TCPREAED/y b ROy FICEAT ZERIE. LokiT—Y A MNTTDH
AFTZE, Prometheus TIEAFTEFHATLE, TD&H, OpenShift Web VY —IJLF
STAVOBME O ROy THEHE, Loki COAFIAABETLL, TOEBEICLY., Ty K
FOw FICEATZBREA MYV RITEMIN 72D, Loki KMEMICA>TWSEXICIROY
TIRETERTTED LI Y £, (NETOBSERV-1649)
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24

eBPF T— ¥ b @ PacketDrop B4EENBMICAR>TWT, BTV I 1 LY KEWE
IKEREINTWS &, MEINALZ ROy TINENS e ROy FINETy KTREY VT
)Y TRENBEBEINET, chidk, FOy T2REILVESICEHNICITOhAZEDTTY
A BHEAELT, ROV TRLOBRERLEBELAROY 7TORERME>TLEVEL
oo ToEZIE 111000 R EDFEEICEVWH Y TY VT L—RMTIE, AVY—=ILTST14VUHh5
RzE, BEIRTOINS T4 v oA ROy TINTWEBEIICRAZHREME DY ET, &
DIBEICLY., FOy TINENA MNERT Y NTHY TV TRENEEIND LD ICAY
% L7, (NETOBSERV-1676)

LA, |ICA V=T 24 ADBMERINTHA S eBPF T—Y Y AT TOMINB &
SR-IOVEAYF)—AVI =T 24 ADREINFIEATLE, Ihid. &RAICT—T TV
M F 7043, ZDOESR-IOVA VI —T 24 ANMERINBEICOAREINF L
oo TOEEICEY., 7704 AV bOIBFICERRL SRIIOVEAVY I Y —( V5 —T x4
APNMHEINZ LD ICRY F L, (NETOBSERV-1697)

LARIIE. Loki MEMICR > TWB &, FEBENBMICA > TWRWEETH, OpenShift
Web I~ Y —JL®D Topology Ea—T, Xy NT7—V NROAY =514 T IS LDWEICHDRZ
4 #'—IZ Cluster & Zone DEMNA T a UHARRINTWE LA, TOEBEICLY., XF4
F—IIEBNREEICE LA T a v DANRRIIND L DICAY F L, (NETOBSERV-
1705)

LARTIE. Loki BMEMICA > TWT, OpenShift Web IV Y —ILAHIH THRHAETND
& . Request failed with status code 400 Loki is disabled TS —H»"F4E L TWE LAk, D
BEICLY., T5—RRELALCRY X LE, (NETOBSERV-1706)

LaTI&. OpenShift Web AV —IL®D biIROATV—E21—T, FEDIS7/—RKOEILH B
Stepinto 74 IV 450U w9 32&, BRLIELVS T/ —RILTA—HRERET B70I1Td
BRI 4L —PERAINT. OpenShift Web 3>V —JLIZ Topology E 2 —®DEWVWE 2 —24°
RRIINTVWE Lz, TOBEICELY., 7149 —DELLHREIN, bAROT— HHRHIC
BYRLAEFNZET, COZTEOD—BELT, /J—K LD Stepinto71aAV %50 YvI§3

&. Namespaces A O0— 7 Tld7: < Resource AA—FICBEIT DL ICARY F L1,
(NETOBSERV-1720)

LARTIE. Loki DMEMICAR > TWB &, Scope H' Owner ICERE I T W% OpenShift Web O~
Y —I)L®D Topology E2—T, FEDIS7/—KDHEICHS Stepinto 7A AV EI ) vy
95 &, Scope B Resource ICBRELE LA, IhidLokiR L TIFFIETEARWVWED, T
T—AYE—IDPRRIINTWVWE L, TOBEICLY, Loki BMEMICR>T WS &, Owner
AO—7T Stepinto 74 AVHIERTICR DD, ZDVFYAFRELBRIRYET,
(NETOBSERV-1721)

LIATIE, Loki MERNICA > TWBBEIL, FIL—T%5RET % & OpenShift Web A~V —ILD
Topology E2—ICTS—HARRINFELEDN. TORRI—THEEINLLD, JIL—TF
DEMICARY E L, TOBEICKY., BWARTIL—THEIRIN, TS5—HIBRHLEINET,
(NETOBSERV-1722)

YAML Ea— Tid72 <. OpenShift Web 3~V —JL®D Form view 5 FlowCollector ') ¥/ —
2%&VEM Y % &. agent.ebpf.metrics.enable & & U
processor.subnetLabels.openShiftAutoDetect D& EA Web IV —JLICL 2 TiR> TERE
INTVWELE, ThS5DEREIE. Formview Tld7A <. YAML view TOAHEMICTEE T,
RELEE T 27D, CNOSDERE Formviewh SHIBRINE L, Th 55| EHiX YAML
view TP/ A TEE ¥, (NETOBSERV-1731)

LIEIIE, eBPF T—Y v M, SIGTERMEBICL BV Sy vakE, FHLAWI Sy a
DEICA VAN —=ILEINERNS T4y 87 O—%9) -7y TTXFHATLE, Th
IC&Y., AVWEDHHIRIN AL >/kd, ALELFDP NS 74 v I8E7O0—7 1)L —H
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BEUERINE Lz, TOBEICLY, I—S Y FNORERFIC, :TILWANS T4 v 2817
A—HA Y RM=ILINBHENT, BRHCA YA M= INE NS T4 v 28 70-DFTRT
Y-V Ty FENBESICAY ET, (NETOBSERV-1732)
o LIFIIE. ARILYTRY RTINRIVEREL. OpenShift 7y NOBEHRHEZBMIC L
FFXICTDE, OpenShift 7Ry MARY LY TRy MEYUEEBEIN, VSR —HT
FY MHADODHRAY LASRIVDOEELHIFONTWE LA, TOBEICLY., HRYLEEIN
7Ry ROBBEIN, VTR —ADHTRY MIARILIRIVEEETEDLDICR
Y £9, (NETOBSERV-1734)
2.1.31. Network Observability Operator 'J ) —X / — M 1.6.0 D77 K/NA 1) —
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3.1. NETWORK OBSERVABILITY OPERATOR

Network Observability Operator I&. 2 5 2% — 23— 7 ® FlowCollector APl 124 L)Y — A %12
HLET, Chid. *vy NT—2 70—% Loki £/l Prometheus ICIX&E. #ib. BLTHRETS
BPF T—Y IV hEH—ERDNRA TSA VEEBLET,

FlowCollector 1 VA% > Rld, BERRNA TSA VAEFHT % Pod EH—EREF7O/4 LET,

eBPFT—Y v hld daemonset 7 7Yz h&ELTFFAMIN, Ry M7= 70—%EMLZE
T TDNRATSA VI, 2y h7—270—%R%E L. Kubernetes X4 5F—4TT V) wFLTH
5. Loki ~NDIRTEN Prometheus X M) 7 ADEREITWVE T,

3.2. NETWORK OBSERVABILITY OPERATOR DO # 7 3 ¥ Ok EFRE%

Network Observability Operator Z 70— 2 b L — F® Loki Operator ¥ AMQ Streams (Kafka) 7 &
DA T avDRERREKELT. QEADHZ2ABEBLRT—INEBPRr—5EY 71 —%MHRL
i’a—o

HR—MINTVWEA TS 3 VDOKREBRRKICIE. 70— L —IHD Loki Operator ¥, Kafka % &
A L7 XIEET— 4 0IEBED AMQ Streams 2 EDH Y 9,

Loki Operator

IREINALITRTODI7O— %2 KROFMETHREFT 57HIC, Lokiz/N\y VTV RELTHEAT
XFEF, LokiZA VA M—JL T BITIE. RedHat H’YR— b F % Loki Operator RT3 Z & %
WL FJ, Loki ZAE T IC Network Observability #FH T2 LD IGBIRTZ I EHTEET
B, WKODDERAEZETZHENHY £9, FFMIE. TLoki 2 L AL Network
Observability] ZZ8L T ZI L,

AMQ Streams Operator

Kafka I, KIEELRT TOA X > MEIFIC OpenShift Container Platform 7 5 X4 —IC A —S EY
T4—, BExH. aTAERHLET,

#

pa )

Kafka Z A9 3% &1, Red Hat BAH7R— b9 % AMQ Streams Operator % {19
BIEEHELIT,

BIER R

e |oki =R L %Ly Network Observability

3.3. OPENSHIFT CONTAINER PLATFORM OV YV —IL DS
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Network Observability Operator I& OpenShift Container Platform 3>V — L&A I N, BE. bR
AY—Eai— 8LV ZT1v o 70—FT—TILERHELET,
Observe - Dashboards @ Network Observability X M) 2 24 v > a2 R—KiE, EEBET7 I EZAE.R
FO1—H4—0#HP’FETEET,
pa 3]
BRET7 7R & namespace NDT7 VAN FIRINTWEREEZFICH L TIILFTF
VU—ZBMICTBICE, O—IZEHEL THERZIEET 2LENHY F7, FMIE.
[Network Observability TORIFTFFro—DFME] #25RLTLEIWN,
B EfE R

e Network Observability TOXIF T+ v —DAERIE

3.3.1. Network Observability X f) 7 2D ¥ v 2 R— K

OpenShift Container Platform 3> Y —JL TRy NT—JFEBIMEX M) VRS v Y 2 R— REfEERL
F9, Chid, 2EMNR NS 7090 70—0OFKH, 7409 ) TF T av, 8LV Operator D
EFEMEERTIHODFERY v aRh— RERHELET,

OpenShift Container Platform 3> Y —JL® Overview ¥ 7 Cld, V75 R4—LDxy hT—U 5
749 70—DREMBEFARN) IR ERRITEET, V59—, /— K. namespace. FiE
#. Pod. y—ERZEIBERERTIDLDIGERTEEY, 74 NI —ERTT T avItL Y,
XM I REISHICRYIAT I ENTEZXY, FMlld, [Overview Ea—D5DFRY hT—9 5
74y DA 2SR TIEIVL,

Observe - Dashboards @ Netobserv ¥ v & 21 7/R— R|ZI&, OpenShift Container Platform 7 5 X
Y—HOXY 7= 70—DEZHAMENKRTIINE T, Netobserv/Health ¥y > 127 R— KiZ,

Operator DELMICETEIA M) VR ZRMHELEF T, FHllE. [Network Observability X b 2 X ]
BLU TREEBHROKRR] 25BLTILEIVL,

BEEER
e Overview Ea—hm5Dxy NT7—0 NS5 14 v 7 ORI
® Network Observability X k') 7 X

o LMY Y aKR—F

3.3.2. Network Observability k7RO —E 21—

OpenShift Container Platform 3>V —JLDx vy N7 — 2@ &AIE M ROY —Ea—ICE, JVR—X
YVANEDNZ 74w 0 70—DTZT74ANKRRINET, hid, IEIFRT A4S —BFUVERR
A7 avEBFALTRYIADIENTEET,

OpenShift Container Platform O~ Y —JLi&. OpenShift Container Platform AV R—3x > NED k5
T4v0%xYy NT—0757ELTEKRY Topology ¥ 7R LET, 71N —ERRA TV a Yy

HHEALT. V72 72RUYADIENTEET, VT7RF—, V=Y, udn, /— K. namespace. Fff
BE. Pod. Y—EXDEBRICTIVEATEZXT,

333. 274y oO—F7—7
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OpenShift Container Platform Web 3 >V —JL® Traffic flow 7 —7JLICIX, £OxRy T —2 70—
DFHE 1 —DRRIN, FHADNDOIODBABRT A IS —F T a3y EREARERIINEFZFNT
W&,

OpenShift Container Platform Web 3>V —JL® Traffic flows # 7ICi&, *v b7 —0270—-D7—
FERT T4V IENRRINET,

3.4. NETWORK OBSERVABILITY CLI

Network Observability CLI (oc netobserv)id. Network Observability Operator DT 1 >~ X h—Jb
ERBEETIC, 7O0—BLUVONRT Y hTFT—9%2FB XY MNT—VOBBICRELLAN) =3V T
T%’E&%‘y_)bt\‘-a—o

Network Observability CLI &, eBPF T—Y v M aFBALTNEL AT —9 2 —BFHNLRIL V45—
Pod ICRA MY =307 9270-8L™NRTy TRV —ILTT, Fv7TF v —FITKEHARZR b
L—YREHY FHA, BTHR. BAOPO—HILTD VICEEINT T, TDLDH, Network
Observability Operator 4 Y X h—JL LR TH, NTy heTO—T—49%2FIEP< 4 T TR
TXFY,
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4% NETWORK OBSERVABILITY OPERATOR DA ~ X b—JL

Network Observability Operator % {9 % A1(C. LokiOperator #4 Y A =L 2 Z & #HREL F
9, Loki % L T%H Network Observability ZRTEE M, X M) IV RFLIEABITIRAR—45—0D
ADVERIBEICE., FREBEEEN ERAINET,

Loki Operator (&, RIVFTF U —ERAERET IS — MM % Loki EMELT, T—9 70—
AML—Y%RBFLET, LokiStack )V —R &, RT—Z 7 TRUBAMO~XILFTF+r hOJTEYN
VAT LTH S Loki &, OpenShift Container Platform E35E % X 7= Web 7OF > —%2EE L &

¥, LokiStack 7’0 F > —I&. OpenShift Container Platform 83if = FHA L T I F T+ V¥ —%EH
L. Loki BT R R T TDT—9DREFEA VT Y IV RAEREBTHICLET,

4.1. LOKI = L 72 \» NETWORK OBSERVABILITY

Loki Operator D4 Y A h—ILOBFJEICOH D ST, FIATTRELEEEZ xy NT—Ja&AIEE EE L
i_a_o

JO0—%Kaftka A2 a2a—<—FLIFIPFIXOAL Y —DHITIRAR—MNTBHBE. FEdFva
R—=RARNY I ZADOHAMERIBEAIK, LokizA VYA M—=JLL7=Y, LokiBORNL—YAIBH LAY
TEIMREEFIHY FHA, ROKIE. LokiZFALABEEFRALAWVEEOF EARELMEEALLLEL T
\I\i-a_o

F4.1Loki ZEA L /-35A EEHA L ARWGE DS AR RE AR EED L&

Loki #ff[ 9 2155 Loki M L &2V gS
I AR—%— X X
RIWVFTFF+ro— X X

TERT 1Y) VT &K X

gell

BOWBRT1 NS ) TEERE X X
Bel2]

TJO0—R—ZADAMYVIREY Y X X
Yak—F

Traffic flows £ 1 —D#FEB] X X
Traffic flows Ea—F7—7 )L X

fROY—Ea1— X X
OpenShift Container Platform X X
VY —IL®D Network Traffic ¥

TOHE

1. Pod T &R,
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2. 77— 0— RZF/IE namespace TE& R E,

3. N4y b ROy TOKEHERIE Loki TOHFHAAEETT,

BIER R

o TVYwFIXINhkRy NI—270—FT—9DITYRAKR—FI

4.2. LOKIOPERATOR DA VA M=)l

VI2bhozT7ASOTMNSYR—NINS LokiOperator ' A\—Y 3 VA4 VAM—=)LL T, XY b7 —
JHEAMEDBE Y SR —HNDRIAS L VKR ERET 2252 77% LokiStack 1 VR ¥V A &=HFW
ICLET,

Loki Operator /A—3 > 6.0+ I&, ®*v b7 — 2V AEAIETH R— b I N3 Loki Operator /X —Y 3 &~
TY, Ihod/N—2 3 v, openshift-network 77> FNEEE— K% L T LokiStack 1 > X %
VREERL, XY hT—V0BRAMICH L TRRICV T RY —HNORIAES L URAIHR— N &Rt
DR LET,
([} =355

o TIREMRNH S,

® OpenShift Container PlatformWeb 3> Y —JLICT7 VA TX %,

o HR—FNINTWBATITIVNIANTIZTIVEATES, ffl: AWS S3. Google Cloud
Storage. Azure, Swift, Minio. OpenShift Data Foundation,

FIR

1. OpenShift Container Platform Web 1> —JL T, Operators » OperatorHub =2 ') v 7 L
x7,

2. {EHTAIBEAR Operator M) X b A5 Loki Operator #3&R L., Install #21) v 2 LE T,

3. Installation Mode T. All namespaces on the clusterZZERL 7,

1. Loki Operator B YA h—JLEINTWB Z & =R L £, Operators — Installed
Operators R—J|Z7 7 X LT, LokiOperator Z# L £7,

2. LokiOperator g RTDTOY 49 bT Succeeded @ Status TY A MINTWB Z &%
mLET,

BF

Lokiz7 VA4V AM—=ILTBITIE, LokiDA YA KN—ILICERALEAEICRINT 27 >
AVAN=TOERESRBLTLEIV, BT Z2HENH S ClusterRoles &
ClusterRoleBindings. = 7z A MNT7ILRBEINEZT—4. BLPKEHRY 2—
LDFES>TWBAEMENHY X7,

421 Loki A NL—Y DY —2 Ly NDERK
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Amazon Web Services (AWS)RED Y 50 KRR ML —VBREIEHRAFERALTY—2 Ly MEERK L.
Loki Operator A JXKFGLICHREBRA TV TV NAMNFILTIERATESRLIICLET,

Loki Operator I£. AWS S3. Google Cloud Storage. Azure. Swift, Minio. OpenShift Data
Foundation 2 &, WL 2ADOJRA ML= F T avaHR—MLTVWET, ROBIEZ. AWSS3 R
NL—2DY—0 Ly MafERT 2HE2R"LTVWEY, ZOBITERINILZ—2 L v b loki-s3

&, TLokiStack AR & L) YV —RDEI TERINTWET, TDY—IL v M WebaAvV—
IWEIECLITHERTEET,

FIR

1. Web 2>V —J)L%ERL T, Project > All Projects KO 4 > IC#%&) L. Create Project
EERLET,

2. 7AY Y M netobserv & WD ZRiA 7T, Create 22 v o LEFT,

3. ALEBICHZAVER— 742 +IIBELET, YAML 7 74 )LETT 49 —ICR—Z ML
i’a—o
LUFIE, S3AMNL—YDY—2 Ly NYAML 7 74 IILOHITY,

apiVersion: vi
kind: Secret
metadata:
name: loki-s3
namespace: netobserv ﬂ
stringData:
access_key_id: QUIJQUIPUOZPRE5ONOVYQU1QTEUK
access_key_secret:
dOphbHJYVXRuRkVNSS9LNO1ERU5HL2JQeFJmaUNZRVhBTVBMRUtFWQo=
bucketnames: s3-bucket-name
endpoint: https://s3.eu-central-1.amazonaws.com
region: eu-central-1

@ OFFIXVMRBBMINTLEA YR P—PITE, TRTOAVR-—XY PTRAL
namespace T# % netobserv #fEA L TWEd, #F>av T, ERZIVEA—XV b
TR72% namespace 2 FHTEXZ 9,

o V— YLy NEEKRTBE, Webd>Y —I)LD Workloads - Secrets IC!) A kI —2
Ly NORRINET,

BIER R

® |okiStack HRAY L)Y —RDIERK
® Flow CollectorAPI) 77 L VR

® Flow Collector %> L)Y —2R

4.2.2. LokiStack H A% L)Y —2DIERK
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3¥Y —JLE 7=l OpenShift CLI (oc)% fEF L T LokiStack A2 9 LY Y —R&F 70 L.

LokiA 7Yz NAML—YDIELW namespace, T 7O4 XY M4 X, BLUVY—I Ly bE%E
BETEHLIICLTLEIY,

LokiStack h X% 1Y Y —Z(CR)A2 7 704 LT, namespace £EFLWIOY TV M EFRTE
i’a—o

FIR

1. Operators - Installed Operators IC#&J L. Project KO v 74 >~ H 5 All projects % KRR
LE9.

2. Loki Operator ##£ L £ 9, ##l®D Provided APIs T, LokiStack ZEiRL 7,

3. Create LokiStack% 7 ') v o7 LZE 9,

4. Form View £721& YAML view TRD 7 1 —JL RBHEEINTWB & 2R LE T,

apiVersion: loki.grafana.com/v1
kind: LokiStack
metadata:
name: loki
namespace: netobserv ﬂ
spec:
size: 1x.small 9
storage:
schemas:
- version: vi2
effectiveDate: '2022-06-01"
secret:
name: loki-s3
type: s3
storageClassName: gp3 6
tenants:
mode: openshift-network

@ OFFIXVMRBBMIMTLEA YR P—PITE, $RTOAVR-—XY PTRL
namespace T# % netobserv AL TWE 9, HEIZIGE LT, BID namespace % {FH
TEEY,

@ 770XV PYAXEEELET. LokiOperator 5.8 BIFEMD/N—Y 3~ Tld, Loki D%
BEAVRYVATHR—MNINTWE YA XA 7> 3 Ik 1x.extra-small, 1x.small.
F 7= 1% 1x.medium T9,
BE
FIOAAY A ZDIXDBEITETCEXTHA,
g ReadWriteOnce 7 7 R E— KDY SR Y —CHEATREARRAN L —Y VS5 2G%5FERL

9, ocgetstorageclasses ZFALT. V5 RY—THHETEZLDZHRTEZE
-a—o
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BR
AJE&ICHER LD ER U LokiStack CR 2BFA L AW T LI L,

5 Create =7 )y LX9Y,
4.2.3. cluster-admin 21— —O—JLOFIR T IL— T DVERK

8%

cluster-admin 1 —4'—& L THEHD namespace D7 ) r—>a v OJ5RE9 5
& VT AF—RDE namespace DEETXFHA 5120 Z#8 A . Parse error: input size
too long (XXXX >5120) TS —HMREL T, LokiStack DO ADT7 VR %& &L Yi#E
PIUCHIE T % 1ZIE. cluster-admin 11— —% cluster-admin 7' )L— 7D X > /X—(Z L
9., cluster-admin 7 )L—7HEHELAWVGEIX. ERL THELI—Y—%EML
7,

ROFIEAFERE L T, cluster-admin #REDH 2 21— —FHIC, FILWITIL—TEEKRLF T,

FIa
L UTOATY REAALTHRIVN—TEERLET,

I $ oc adm groups new cluster-admin

2. UWTFOav Y REERFTLT, BEALI—H—% cluster-admin Z)L—7I13BIML T,

I $ oc adm groups add-users cluster-admin <username>

3. UFoa~vy R&EZEFTLT cluster-admin 21—H%—0O—J)L & JIIL—FIEML T,

I $ oc adm policy add-cluster-role-to-group cluster-admin cluster-admin

424 hRY LEBEIIN—TDT7 U RIE

HTLIBEBETRLTEIZIRY— 20072 MR T 2UENHZHBE. TLEIITHERALELW
TIV—TH T TICEEZINTWSISEIX. adminGroup 7 1 =)L REFRA L THRY LTIV —T5IBE
TXZ9, LokiStack 124 A1) —2Z (CR) ® adminGroups 7 1 —JL RTIREINALTIL—TD X
VN=THZ21—H—IlE, BEELALOVDHRARY 77 EXELHY FT,

cluster-logging-application-view O—J/L£EY X TOHNTW B EEREI—H—IE, TXTD
namespace DI RTCDT7 T r—>avaJIlT7IERATEET,

EREI-—Y—1F. VFRI—2EKDITRTORY M7= 0OTICT7 IV EATEXY,

LokiStack CR Ml

apiVersion: loki.grafana.com/v1
kind: LokiStack
metadata:

name: loki
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namespace: netobserv
spec:
tenants:

mode: openshift-network ﬂ
openshift:

adminGroups: g
- cluster-admin

- custom-admin-group 6
WA LBBEITIN—TI1E, TOE—RTOAMEATETET,
ZDT7A—ILRIZEDYZAME[ZANTEE, EBFEITIN—THEMIRYET,

T 74 hDJIL—T (system:cluster-admins. cluster-admin. dedicated-admin) %4 —/\—
24 RKLET,

-~

425.Loki 7 7O4 AV DY A X

Loki D4 XiF 1x.<size> DERICHEWE T, TDFED IxIFA VY RAIVADE %, <size> (T MHRE
BELEY,

BE
FTOAXY ML XD IXDEIIZTETTFIE A,

K42 LokiDHY A X

Ix.demo Ix.extra-small Ix.small Ix.medium
Data transfer TEFEAOHA 100 GB/H 500 GB/H 2TB/H
1¥h-vynsx TEFERADOH 2003 Y®MTI1- 200 S YMT25- 200 X YMT25-
) —8 (QPS) 25QPS 50 QPS 75 QPS
LV yr—>ay L 2 2 2
¥
&5t CPUEk L k8 CPU 14 {& R*8 CPU 34 & {R#8 CPU 54 &
BEIAEY —EXK &L 31Gi 67 Gi 139 Gi
BEtT1 RV EK 40Gi 430 Gi 430 Gi 590 Gi

4.2.6. LokiStack DEX Y IAAFIR ENILA T 5 — b

LokiStack 1 ¥ 28 Y ZICld, N7+ =Y RAZEEL, YATLTS—MPIZ—%MIETB7HIC
EEENELEETERT 74N MOBRYRHEIT) —HIRFEINLTWVET,
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R

aAVY—ITZ 74 > Fid flowlogs-pipeline O 7'IC Loki TS —HARRINZHBE
iE. MYRAAEI T —DHIREZEHRT D& 2HELET,

REINLHRDOF ZRICRLES,

spec:
limits:
global:

ingestion:
ingestionBurstSize: 40
ingestionRate: 20
maxGlobalStreamsPerTenant: 25000

queries:
maxChunksPerQuery: 2000000
maxEntriesLimitPerQuery: 10000
maxQuerySeries: 3000

INSDBEDFMIZ. LokiStack API ) 77 L YR ASZBLTLLEIL,

4.3. NETWORK OBSERVABILITY OPERATOR MDA X h—JL

Network Observability Operator &4 > XA h—JL L. setup 7 1 #'— K% {EMH L T FlowCollector 77 X
FLY)Y—ZAEHFRCRD)ZEK L. FHAREZTT LT,

FlowCollector Z#{FX 3 % & X, Web IV Y —IL CHEKERETEF T,

BF

Operator DERED AT —HEBEEIX., V5 RY—DH A X704 3Ini)VY—RD
BICE>TEARYET, THIZIEL T, AT —HEEZ AT IUNENHIHENH
YEY, FMiE. [Flow Collector SREICET2EEREREIE] €723 VD

[Network Observability A~ hO—5—YR—Y v —Pod DA EY) —HFRT 2] =25
BLTLEIW,

AR
o |oki #EHT 3B A, LokiOperator /N\—U 3 v 570 4 VYA M=)LLTW3,
e cluster-admin #ERZHF > TWBHELHY T,
o HR—FMINTWBT7—FF7UFv+—TdHhs amd64. ppcédle, arm64, s390x DL\ hhH,
® Red Hat Enterprise Linux (RHEL) 9 THR— M X 2FE®D CPU,
o XA YRy NI—=UTS514>& L TOVN-Kubernetes 2 L TRET 2HENHY., 7

23 VT Multus BLUSR-IOV 2FRHLEEAYI)—A V9 —T 24 A5 FRTIUNELND
L)i’a—o

R

TSI, ZDA VA M=ILBEITIE. IRTOAVR—%> M THEAINS netobserv
namespace AR L &9, HEICH LU T, BID namespace ZFHATEZ 7,
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FIR

1. OpenShift Container Platform Web 1> —JL T, Operators » OperatorHub =2 ') v 7 L
x7,

2. OperatorHub T{fE 8% Operator @ ') X k5 Network Observability Operator % iR
L. Install 22y o LZET,

3. Enable Operator recommended cluster monitoring on this Namespace ¥ = v 7Ry ¥ X %
BRLET,

4. Operators - Installed Operators IC# &) L £ 3, Network Observability @ Provided APIs
T. Flow Collector ') > 7 %&RL X7,

5. Network Observability FlowCollector setup 7 1 #'— RIZHEWF T,

6. Create 27 1)wv o LET,

WBEE
NI LT & AR T BICIE. Observe ICHENT % &. 74 7 3 »IC Network Traffic A RRE
hi_a—o

OpenShift Container Platform 2 S R —RIC 7 FIY5—>a v 374997 BRWESIE. 774
RDZ7 1ILH%—B"Noresults" ERRIIN, BEMNRI7O—DEELBWVWZELGHYET, 7145 —
EIROBEICH D Clear all filters #:#IRL T, 7A—%2KXRR-LFT,

4.4, NETWORK OBSERVABILITY TOVYILFTFF+ v o—DFRE

2R —0O—)b& namespace A—J)LZREL T, *Yy N7 —JRIGAMETOYINFTFVo—%F
WMICLET, ChIC&Y, 7OV ) NEEBES L UREREEIE Loki & U Prometheus D7 O — & X
M) ZANDHDIWNT VR EFHFTLET,

TOERFE IOV NEBEICR L TEMIIARY £9, —EBD namespace IFICT 7 Z ADHIR X
nTwa oy y NEEEIX, ThoH® namespace D7 A—ICDIRT IV EZATEET,

BREBDIFE. Loki & Prometheus DA TYINFTF Uy — e FIATEE TN, RELTI7ER
WENELY FT,

([} =355
o LokizfERHLTWaAIHEIK., DA< & LokiOperator /N\—2 a3 57 A4 VA M=)LEINT
W5,

e JOvz/NEEBELLTAVIVYLTWS,

FIR

o THUNITEDT UV ERADIGFE. Developer IR—ZARIF 4 T%FEHAT 5720HIC. netobserv-
loki-reader 7 5 2 ¥ —O—JL & netobserv-metrics-reader namespace A— /)L A2t 59 2 hE
BHYET, TOLRNIVDOT I ERERBETZHIC, ROAT Y REEFTLET,

I $ oc adm policy add-cluster-role-to-user netobserv-loki-reader <user_group_or_name>

$ oc adm policy add-role-to-user netobserv-metrics-reader <user_group_or_name> -n
<namespace>

51


https://catalog.redhat.com/software/containers/openshift-logging/loki-rhel8-operator/622b46bcae289285d6fcda39

OpenShift Container Platform 4.18 Network Observability

VSR —2FDT7 IV EADIFE. V7R —EEFEUHNDI—H—IZ. netobserv-loki-
reader. cluster-monitoring-view. & &' netobserv-metrics-reader 7 2 X% —0O—JL % {¢
5320ENHY EFT, ZDIFA. Administrator /83— R 7 1 T £ 721F Developer /81— R
DT 14TOVWThDEFEATEET, TOLRILOT IR &R ETHLHIC. kROOATV KR
ZERITLET,

I $ oc adm policy add-cluster-role-to-user netobserv-loki-reader <user_group_or_name>
I $ oc adm policy add-cluster-role-to-user cluster-monitoring-view <user_group_or_name>

I $ oc adm policy add-cluster-role-to-user netobserv-metrics-reader <user_group_or_name>

45.FLOWCOLLECTORREICEAT 2EERERFIA

FlowCollector 1 VA Y VA% EKT 5 &, TNEBRETDIEIETEFETN, Pod MET L TEF
KEIND7H, FHPAELCZAREELHY T, TDRH. #¥HT FlowCollector %= 1ERK 3 5 IR IC I,
UTDA T aVvaBRETHIIEARTLTLEITY,

® Kafka Zf#F L 7z Flow Collector ) ¥ — 2 DE&E
o TV)yFINkRy NI—0T70—T—% % Kafka FLIEIPFIXICZVRAR—KT 3
® SRIIOVA VI —TIARARNT T4 v I DEHRDRKE
o RFEBHIDOEMA
e DNS B A
o N4y ROy FDEH
BEE AR

Flow Collector M{t#*. Network Observability Operator D7 —FF IV F ¥ —& )Y —ZADFERICET
ZEMMRERIE. ROV Y —RESRBLTLEIW,

Flow CollectorAPIY) 7 7 L > X
Flow Collector %> L) YV —2R
)y —Z2ADBEEIE

Network Observability Y hA—5—<YRX—Y+—Pod DA EY —FRBD STV a—FT4
27

Network Observability 7 —F 7 7 F v —

4.5.1. FlowCollector CRD DHIR X N/ RFE/N—2 3 v DRIT

JEHEEED vialphal /X—2 3 ~ % FlowCollector 7 X% 41) ¥V — X EZH(CRD) storedVersion ') 2 kH
S5FETHIBRL., 7v 7L —RIT5—%[OE L. Network Observability Operator 1.6 I[CIEEICFIT L

i_a_o

BREINEN=—VaVvaEHIBRT ZICIE. RO2D2DF T avhrbhy 9,
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1. Storage Version Migrator Operator @R L £ 9,

2. Network Observability Operator a7 A4 Y AN =)L LTHBA VAN =)LL., 1 VA N—=IHD
)=V THD &R LET,

AR

o HLWA—I 32D Operator ' YA M—JILINTHY., &HF/N— 3 2D Operator 14 ~ R
N—ILT2LDICITRY—%%EFET 2UENH D, F/zld. Network Observability Operator
116%Z4 YA M—=JLL &S & LT, Failed risk of data loss updating
"flowcollectors.flows.netobserv.io": new CRD removes version vialpha1 that is listed as a
stored version on the existing CRD TS —A/"F4E L TW 3,

FIR

1. &\ FlowCollector CRD /X—< 3 VA%, storedVersion TE| X ISBINTWSE Z & AR
LEY,

I $ oc get crd flowcollectors.flows.netobserv.io -ojsonpath="{.status.storedVersions}'

2. f@ROD ) X M vialphal RIS NBI5EIFE. FIME a ICEA T Kubernetes Storage Version
Migrator 29 %5 H. FME b ICHEA T CRD & Operator 274 VA M—=JLLTHBA VR
I\ _)l/ L/ i _a—o

a. A 7> a > 1: Kubernetes Storage Version Migrator StorageVersionMigration + 7' <
U NEEHRT D YAML Z4ER L % 9 (f5l: migrate-flowcollector-vialphal.yaml),

apiVersion: migration.k8s.io/vialpha1i
kind: StorageVersionMigration
metadata:
name: migrate-flowcollector-vialphal
spec:
resource:
group: flows.netobserv.io
resource: flowcollectors
version: vialphal

. 72714V ERELEY,

i. RO~ KAEFTL T, StorageVersionMigration Z&EH L £ 9,

I $ oc apply -f migrate-flowcollector-vialphat.yaml

iii. FlowCollector CRD %= & #7 L T. storedVersion 75 vialphal #F&THIR L
-a—o

I $ oc edit crd flowcollectors.flows.netobserv.io

b. & F> 3> 2:84 > X b—JL: Network Observability Operator 1.5 /X—>3 > @
FlowCollector CR % 7 7 1 JL (f§l: flowcollector-1.5.yaml) ICREFE L £ 7,

I $ oc get flowcollector cluster -o yaml > flowcollector-1.5.yaml
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i. Network Observability Operator D7 ¥4 ~ A h—J)L| DFEIZHE > T, Operator %
7oA A M=JLL. BEFED FlowCollector CRD Z=HIfR L £ 9,

ii. Network Observability Operator D&#F/3A—>3 v 160%14 VXA M—=ILLET,
i. FIEb THREFELR/NNY YTy F%HEALTFlowCollector 1R L £9
MREE
o UFToav v REERITLET,

I $ oc get crd flowcollectors.flows.netobserv.io -ojsonpath="{.status.storedVersions}'

RO X MIE vialphal NRAI NG QY &H/N—2 3 20D vibetal DADNRERI N
7,

BIER R

® Kubernetes Storage Version Migrator Operator

4.6.KAFKA DA VA M=) (AT 3 V)

Kafka Operator (F KIRBEARRIETHR—MINFE T, Katkald, EEHEERT—ZEY 71 —DBEWA
ETRY NI —070—T—9%EET2DIC. BRIV—TY A DEEBEDT—4 7 1 — K& iR#
L/i-a—o

Loki Operator & & U Network Observability Operator B4 Y A h—JILIN/=DER L L D IC. Kafka
Operator % Operator Hub A* %5 Red Hat AMQ Streams & L TA Y XA M—J)LTE XY, Kafka xR b
L—oA T2 avELTERET 25AIE. [Kafka ZEMA L7z FlowCollector V) YV — R DERE] =5
LTLEIW,

pa 3

KafkaZ 7 VA VA MN=ILTBICIE. A VA M—=ILICFERBLEAERICHBRTZTZVA Y
A= 7TOERESBELTLEIL,

BIER R

Kafka Z{#H L 7= FlowCollector ) ¥ — X D3R E

4.7.NETWORK OBSERVABILITY OPERATOR D7 >4 Y XA b—Jb

Ecosystem — Installed Operators T ') 7 T{E% 9 % OpenShift Container Platform Web 3>V —JL
Operator Hub % {#f L T. Network Observability Operator # 7 >4 Y A h—JIL L E T,

FIE
1. FlowCollector 1 X% L)Y — XA &HIBRLZF T,

a. Provided APIs 7] Network Observability Operator D1#IC4 % Flow Collector =7 ') v
7LFT,
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#54% NETWORK OBSERVABILITY OPERATOR DA Y A h—JL

b. cluster M Options X — 21— 7 ') w7 L. Delete FlowCollector &R L £ 7,
2. Network Observability Operator # 7 >4 Y A h—JL L E T,

a. Operators — Installed Operators T') 7IZRY £9,

b. Network Observability Operator D4 % Options X =1 — =0 )vy
L. Uninstall Operator %#:&R L £ 7,

c. Home - Projects %3&3R L. openshift-netobserv-operator %3ZR L £ 7,
d. Actions IZ#E) L. Delete Project #:#IRL £,
3. FlowCollector h 2% L1s1) YV — X% (CRD) %#HIBR L £,

a. Administration - CustomResourceDefinitions ICFZEI L & ¢,

b. FlowCollector Z1#£ L. Options X =1 — =0y I LET,

c. Delete CustomResourceDefinition &R L £ 9,

BF

Loki Operator & Kafka (&, 41 YA b—ILINTWIBE, B> T\
&, BRICHIRT Z2HELNHY ET, ILIC, TPV MAMTICRES
nreRYOT—4%, BJ:ZF%UB%T%LZ‘%ﬁ%%RﬁTJ{U 1—LDHBIGFED
HYFET,
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555 OPENSHIFT CONTAINER PLATFORM D NETWORK
OBSERVABILITY OPERATOR

OpenShift Container Platform ® Network Observability Operator (&, E=8 )Y I IR4 FS5A4 V& T
7O4LFET, DR TS4 ik eBPFagent iC& > TERINARY NKT—V NS5 T714v 07
A—%ZNESLTIERLET,

5.1 KR DRR

ocget <> R%{EMAL T FlowCollector ') V—ZADRXF—4% &, eBPFI—Y x> b, flowlogs-
pipeline. LUV Y —ILTZJ4 Y Pod DRAT—9 X% F v Y LT, Network Observability
Operator DIEEARAT—Y R &ERTLET,

Network Observability Operator I& Flow Collector APl =12t L £ 9, Flow Collector ') ¥V — X HMER
hd&, PodEH—EREZTTOMALTRY b7 =2 70— %ML TLokiODV R MT7ICREL.

FyvaR—K, A N) VR, BLUV70O—% OpenShift Container Platform Web O~ Y —JLIZRTR L
x7,

FIR

1. ROoaO~v Y K%&EZE4TL T. FlowCollector DIRFEARRL X,

I $ oc get flowcollector/cluster

H A B

NAME  AGENT SAMPLING (EBPF) DEPLOYMENT MODEL STATUS
cluster EBPF 50 DIRECT Ready

2. ROOX Y R%EZE1TL T. netobserv namespace TEITLTW3 Pod DRAT—4 X &AL
£7,

I $ oc get pods -n netobserv

H A B
NAME READY STATUS RESTARTS AGE
flowlogs-pipeline-56hbp 1/1 Running 0 147m
flowlogs-pipeline-9plvv 1/1 Running 0 147m
flowlogs-pipeline-h5gkb 1/1 Running 0 147m
flowlogs-pipeline-hh6kf 1/1 Running 0 147m
flowlogs-pipeline-w7vv5 1/1 Running 0 147m

netobserv-plugin-cdd7dc6c-j8ggp 1/1  Running 0 147m

flowlogs-pipeline Pod (Z 7 0—%ZIX& L. ELAT7O—%ZIT V) vy FIETHL, 70—%
Loki 2 b L —UI0EE L 9. netobserv-plugin Pod (&, OpenShift Container Platform 3~
V—IVRADEELETS T4V EERLET,

3. kDAY R%EAH LT, namespace netobserv-privileged TE{TL TW% Pod DR 7—%
AR LET,

I $ oc get pods -n netobserv-privileged
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o
NAME READY STATUS RESTARTS AGE
netobserv-ebpf-agent-4lpp6 1/1  Running 0 151m
netobserv-ebpf-agent-6gbrk 1/1  Running 0 151m
netobserv-ebpf-agent-kipl9 1/1  Running 0 151m
netobserv-ebpf-agent-vrecnf 1/1 Running 0 151m
netobserv-ebpf-agent-xf5jh  1/1  Running 0 151m

netobserv-ebpf-agentPod (&, / —RKDxy NT—0 A V9 —T A RZBEH L T70—%E
B L. Th% flowlogs-pipeline Pod ICEE L E T,

4. Loki Operator ZfFH L TW3H&IE., ROOT > K% AH L T, netobserv namespace IZ#
% LokiStack 1 2% L)YV — D componentPod D A7 —4% A =MAL £,

I $ oc get pods -n netobserv

DBl
NAME READY STATUS RESTARTS AGE
lokistack-compactor-0 1/1 Running 0 18h
lokistack-distributor-654f87c5bc-ghkhv 1/1 Running 0 18h
lokistack-distributor-654f87c5bc-skxgm 1/1 Running 0 18h
lokistack-gateway-796dc6ff7-c54gz 2/2  Running 0 18h
lokistack-index-gateway-0 1/1 Running 0 18h
lokistack-index-gateway-1 1/1 Running 0 18h
lokistack-ingester-0 1/1 Running 0 18h
lokistack-ingester-1 1/1 Running 0 18h
lokistack-ingester-2 1/1 Running 0 18h
lokistack-querier-66747dc666-6vh5x 1/1 Running 0 18h
lokistack-querier-66747dc666-cjr45 1/1 Running 0 18h
lokistack-querier-66747dc666-xh8rq 1/1 Running 0 18h
lokistack-query-frontend-85c6db4fbd-b2xfb 1/1 Running 0 18h
lokistack-query-frontend-85c6db4fbd-jm94f 1/1 Running 0 18h

5.2. NETWORK OBSERVABLITY OPERATOR D7 —F 57V F v —

Network Observability Operator 7 —*% 7 7 F v+ — 5 L T< /£X W\, FlowCollector ')V —ZH'
eBPF TI—J Y b2ERIDHAEICOVWTHLCGHGHALIEY, COT—Yz b 70-ZREL
Tt L. A ML —Y F7d Prometheus ICT—9 2 FEEFELTA M) VAN BWHDEFMERLET,

Network Observability Operator &, FlowCollector API 22 L £9, ik, 41 VA M—JLBFICA ~
24 v Z2{tX . eBPF agent. flowlogs-pipeline. netobserv-plugin Y R—3x > N&FAET 2 LS
ICBREINTWE T, FlowCollector (&, 75 R4 —T&IC1DEFHR—MINET,

eBPF agent (3, &V S R9—LTEITIN, XYy M7= 70—-%ZRN&ETZLDDWVWL DHDMHER%
F>TWZx 9, flowlogs-pipeline I3y 7 —270—F7—4%%%F{E L. T—4% IC Kubernetes 5IF
EBMLET, Loki 2T 2 I &% BIRLBE. flowlogs-pipeline 7 0—0OJF—4 % Loki I
EEL. RESLITMI VT v I REKREITVWE T, netobserv-plugin (&, E#J OpenShift Container
PlatformWeb AV Y=L 7S5 4 v THY, Lokiic/ T —%2EFTLTRY hD—270—F—4% %
MEBLEST, 75R9—BEEIE WebIA VY —ILTT—Y5ERRTEET,
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Loki Z2{EH LAWE &I, Prometheus AL TA M) VR EEMRTEET, ThHDXMN) IR E
BEYT DYy arh—RIZIE, Web AV Y —ILHWSTIERATEEY, FMIE. "Loki ZFERA LAV
Network Observability" ZZBR L T I W,

Network Kubernetes
Observability Operator objects’
(FlowCollector) metadata

| oo

eBPF agent Raw ) Flowlogs- | ' Enriched - - netobserv-
(privileged) flow data pipeline [~ flowdata "~ \'—/ 4> plugin
. Loki storage
Pl (optlonal)
o
I 1
i Derived )
oo metrics .
o Prometheus
L storage
.Ntework /Packet listening at I i
RKISaceS Traffic Control ingress/egress P Enriched i Kafka :
A T flowdata > i (optional) i
I 1 1
%Odes s S L S Enriched g IPFIX 5
(DaemonSet) flow data ! (optional) !

ROBICTT LT, Katka A T a v aFERALTWSHBE. eBPFagentldxy h7—270—7—

% % Kafka IC%f5 L. flowlogs-pipeline (& Loki IZ3X{59 2 R0IC Katka PEY 7 DS EHEY £,
Network Kubernetes
Observability Operator objects’
(FlowCollector) metadata
i 1'1 v
eBPF agent > > Flowlogs- Enriched - netobserv-
(privileged) Kafka pipeline | flowdata > ,, <> plugin
P Loki storage
bt (optlonal)
E 3 Derived
P metrics > .
Packet listening at i i Prometheus
Network Traffic Control ingress/egress I storage
interfaces i . i i
O Enriched > ' Kafka '
! flow data ! (optional) !
Nodes o Enriched ! IPFIX i
(DaemonSet) flow data ! (optional) !
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BEE R

e |oki = L A\ Network Observability

5.3. NETWORK OBSERVABILITY OPERATOR D X 7 — 4% R & & E DR

oc describe flowcollector/cluster 1~ > K% {#H L T. Network Observability Operator DIR{ED R
T—H R, BREDFHM., BLUVERINL)Y—REZRELEXT,

¥
1. RDOY Y R%EZEFTL T, Network Observability Operator DA T —49 R EREEZRRLET,

I $ oc describe flowcollector/cluster
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56E NETWORK OBSERVABILITY OPERATOR D% E

Network Observability Operator Z5&E 9 5 ICl&. 7 5 X5 —2{KD FlowCollector AP ') VY — X (V5
A=) EBEFHLT, JVR—FR YV MREE 7O NEREEZEELET,

FlowCollector (1 V' A k=L RICEATRBICERINE T, COYY—RFIVSRAY—2EKTEET 3
7=, B —O FlowCollector DA HMEFRI I 1, cluster & WD ZaiE T2 HEADHY 9, 5
. FlowCollectorAPI) 77 L VA %#HBLTLEI,

6.1. FLOWCOLLECTOR ) YV — 2 D7~

FlowCollector ') V — &, #idty b7 v 7, BFll 7+ —L, FLIEZYAML 2 BERET 2 & T,
OpenShift Container PlatformWeb AV Y — )L CRRE L VERTEE T,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF5EI L £ 9,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,

3. cluster Z:ER L. YAML# 7% ZEIRL FY, €I T. FlowCollector )V —X%ZZEHEL T
Network Observability Operator 58 ETX X 7,

LR DfE. OpenShift Container Platform Network Observability Operator @ %> 7' JL FlowCollector
)Y —R%RLTWVWET,

FlowCollector ) YV —XDY > FI)L

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: Direct
agent:
type: eBPF
ebpf:
sampling: 50
logLevel: info
privileged: false
resources:
requests:
memory: 50Mi
cpu: 100m
limits:
memory: 800Mi
processor: 6
logLevel: info
resources:
requests:
memory: 100Mi
cpu: 100m
limits:

o0
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memory: 800Mi
logTypes: Flows
advanced:
conversationEndTimeout: 10s
conversationHeartbeatInterval: 30s
loki: (4]
mode: LokiStack 6
consolePlugin:
register: true
logLevel: info
portNaming:
enable: true
portNames:
"3100": loki
quickFilters: (6]
- name: Applications
filter:
src_namespace!: 'openshift-,netobserv'
dst_namespace!: 'openshift-,netobserv'
default: true
- name: Infrastructure
filter:
src_namespace: 'openshift-,netobserv'
dst_namespace: 'openshift-,netobserv'
- name: Pods network
filter:
src_kind: 'Pod'
dst_kind: 'Pod'
default: true
- name: Services network
filter:
dst_kind: 'Service'

I— 1V Mtk spec.agent.type &, EBPF THZMENHY £9, eBPF I&. OpenShift
Container Platform THR— NI TWBH—DF T3> T,

> 7)) ¥ Jt#k spec.agent.ebpf.sampling #5%EL T, VY —REEETEXEY, 774/ b
TlE. eBPFH YT YV JIEB0 ICEREINT WSS, 70— H 2TV JIN KL 50
PDNIRYET, YTV TRERDENNIWEZEE, LUYZBLDEE, XTY—, BLTR L
L= )Y —ADBREICRYET, ENF0FRIE1DIHE. IRTO7O—HDPH VT IEh
FY, TIAIMEDSHDT, ERERAEICHAEL., VSRV —ILRBELREERET S
HWRLET,

70O+ v % —{1#k spec.processor. #:XE T 5 &, RFEFDEHHIEMICRY ET, AMITS
E.Web AVY—IVTRFEAIRVYNZIIT)—TEBLDIIRYZE

9, spec.processor.logTypes DfElE Flows T9, spec.processor.advanced D&

I&. Conversations. EndedConversations. £7/<|X ALLTY, A ML —VZEH#IT Al THREE
<. EndedConversations THREE RY 7,

Loki {t#kCTd % spec.loki I&. Loki 754 7 h&IBELE T, T 7 4L MBI, Loki Operator
DAVAN=ILEID I VICEBEINTWS Loki41 VA RM—IL/IXRE—BLF T, Loki DRIDA
VARN=IAEEFERALESBEIX. A VAN —IIVIIEYRI AT MEREIEELZ T,

LokiStack E— Ki&. W\ < DHDERE (querierUrl, ingesterUrl. statusUrl, tenantlD. & & U'XF

592 TLSERE) #BEMICKRELE T, V5 RY—O—ILEISRIY—O—ILNLI VTV T
N Al AMNOAOTNEEARL S ZXAANTE-NITIER X Fd  anthTaken [ Farnmard [TE27F X
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AR SV TN s N LUV FIA 4 N B N AV Vo I s T [ [N = TV OS 7 0 AL I WINWEE TUS 1 W UE AT W T L A -

NFd, Manual E— REFHTZE. CNOAEFHTRETEET,

6 spec.quickFilters {f#kid. Web AV YV —JLICZRRINZ 71 I Y —%EHLXT, Application
7 1 )L% —F—_ src_namespace & & U dst_namespace IFEE () SNTWB
&. Application 7 1 )L ¥ —Id. openshift- & 7= (3 netobserv namespace ML FEFEIN T Wi
W, FLEBEENBZVWIRTOIN S T4 v I 2RRFLET, FHlIE UTOIMYv 77415 —D
BREZSRLTLLEIW,

BIER R

® FlowCollectorAPIY) 77 L V2R

o REREIDEM

6.2. KAFKA %= f#fi L /= FLOW COLLECTOR ) YV — X D& E

Kafka ZEm AN —Fv MO DIEBEDT—4 7 1 — RDDIZERT 5 & 5 IC. FlowCollector ) V¥ —
A%ZRETEET, Katka 1 YV RI VR ZRITTDHENHY. TDA 2V RXH 2 AT OpenShift
Container Platform Network Observability EF® Kafka hEY V2 {ERT 2 EBAHY £9, FFil

&, AMQ Streams Z#{#f L7 Kafka R¥F a2 X b #8RBLTLEIWN,

AR

o Kafka M Y A b—JLEINTW3, RedHat I&., AMQ Streams Operator % {9 % Kafka %
HR—MLZET,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF5E1 L £ 9,

2. Network Observability Operator M Provided APIs &\ 5 R L DT T, Flow Collector % &
RLZET,

3. VA9 —%BRL. YAMLY T% 0y LZET,

4. ROYHY TV YAML ITRT & D IC, Kafka 2 % & 5 IZ OpenShift Container Platform
Network Observability Operator @ FlowCollector ') V —X % Z&E L £ 7,

FlowCollector V) ¥V — 2 M Kafka 2 DY >~ TIL

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:

name: cluster
spec:

deploymentModel: Kafka ﬂ

kafka:

address: "kafka-cluster-kafka-bootstrap.netobserv" g

topic: network-flows
tls:

enable: false G
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Kafka 7704 X ¥ NETFTILEBMICT %ITIE. spec.deploymentModel % Direct T id 7k <
Kafka ICEREL 7,

spec.kafka.address (Z. Katka 7— A NSy TH—NR—DT7 RL 2SR L ZF9., R— bk 9093
TTLS =R %7-%. kafka-cluster-kafka-bootstrap.netobserv:9093 72 &, HEICH LT
R—REZIBETEET,

spec.kafka.topic (4. Kafka THERINZ M NEY VDEZFIE—RTIBENHY FT,

6@ ® o

spec.kafka.tls £ L T. Kafka & DED TR TDEE%Z TLS £7/IE mTLS THESIETE X

T, BWICLEIGE. Kafka CASIBAZ (L. flowlogs-pipeline 7Oty H—d Y R—%x > MO FT T
A4 XN TW3 namespace (T 7 # )L b: netobserv) & eBPF T—Y v MO T 7O14 IR TV

namespace (7 7 # JU : netobserv-privileged) M5 T ConfigMap F 72 & Secret & L TEAT

XHZMENHY £, spec.kafka.tls.caCert THSRI Z2MENHY XY, mTLS 2 EHT 25

B VAT —U Ly MEINSD namespace THHRATE (Fc& A 1K, AMQ Streams

User Operator Zf&f L THEM TX £ 7). spec.kafka.tls.userCert TSRINZNELNHY F

ER

63.IT VY ywFINXxYy NTJ—270O0—FT—49DITYAR—h

v M7 —7270—%, Kafka. IPFIX. Red Hat build of OpenTelemetry, F7/&IZIN 5 3 DFTARTIC
FBFIOEETEE T, Kafka £72I1d IPFIX DIFE. Splunk, Elasticsearch, Fluentd 4 &, Kafka 7 (&
IPFIXDAREHR— T2 7Oy —FLEAMNL—IYT, TVYyFINixy b= 70—
T—49%FHATEZXT, OpenTelemetry DigE. xv NT—0T70—F—% & X N) U X%, RedHat
build of OpenTelemetry. Prometheus 72 &, E#iED#H % OpenTelemetry T KR4~ MIIT I R
R—bhTEET,

AR

® Network Observability @ flowlogs-pipeline Pod n* 5. Kafka, IPFIX. F7I& OpenTelemetry
ALII—TVRRA YV MERATES,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF5EI L £ 7,
2. NetObserv Operator M Provided APIs R4 L DT, Flow Collector %#:&R L £7,
3. cluster #3&R L. YAML %Y 7%&RL XY,

4. FlowCollector %% L CT. spec.exporters # XD L HIZREL T,

apiVersion: flows.netobserv.io/vibeta?2
kind: FlowCollector
metadata:
name: cluster
spec:
exporters:
- type: Kafka ﬂ
kafka:
address: "kafka-cluster-kafka-bootstrap.netobserv"
topic: netobserv-flows-export 9
tls:
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64

enable: false
- type: IPFIX

ipfix:
targetHost: "ipfix-collector.ipfix.svc.cluster.local"
targetPort: 4739

transport: tcp or udp 9
- type: OpenTelemetry G
openTelemetry:
targetHost: my-otelcol-collector-headless.otlp.svc
targetPort: 4317

type: grpc ﬂ

logs: 6
enable: true

metrics: Q
enable: true

prefix: netobserv
pushTimelnterval: 20s @
expiryTime: 2m

# fieldsMapping: m

#  input: SrcAdadr

#  output: source.address

M7 H—% IPFIX, OpenTelemetry, Kafka ICEBIF/2IEEEICTI AR—KTEET,

2]
©

9090 o

o0

Network Observability Operator (&, §RXTD7O—%&EI N/ Kafka hEY 2 ICT S
Z/_j_:_ I\ L/ i’a—o

Kafka & DEID TR TDBIE%AR SSL/TLS £7/21E mTLS THREB{ELTE X, BRICLESG
A. Kafka CAFEBAZ (L. flowlogs-pipeline 7Ot v #—aYR—x Y hAAF7O4 I h
T3 namespace (7 7 # JU b: netobserv) T, ConfigMap F7zId Secret & L TERTE
ZENHY T, Ihid spec.exporters.tis.caCert TSR ITZ2MENHY £9, mTLS
EERATRHE. VA7 M= Ly MEIN 5O namespace THFARBETH Y
(7= & 2 1E. AMQ Streams User Operator #{#H L TERTE Z

7). spec.exporters.tis.userCert CSRINZNENHY 7,

AT aVTChSIVRAR—MA2BETEET, 774 MEEtep TTH, udp 2#IBET
5EETEFXT,

OpenTelemetry #5070 O )L, EATEEAA 7> 3 ~Iid http & grpc T,
Loki RICER IO/ A LOJ AT RAR—MNT B7HD OpenTelemetry %,

Prometheus AAICERIN/XA M)V REBUA MY I RETZVRAR—PNT B72D
OpenTelemetry 2. TN 5DRE%. FlowMetrics h X9 L)Y —X&FRALTEEL
TeARZLANY VR EEHIC, FlowCollector RS LYY —ZAD
spec.processor.metrics.includeList /X5 X —4% —T#EEL 7,

A MU 2 2% OpenTelemetry L 7 4 — 05T % BEEIREMR.

74 7> a3 >: Network Observability @& v k7 —%2 7 0—DFA L. OpenTelemetry #H#lL
DEXICELET. BEMICKZRINEREINE T, fieldsMapping (k% ERT 2 &.
OpenTelemetry BRDHENE DR ITA XATEZET, &z, YAMLY Y FILT

l&. SrcAddr A" Network Observability D A7 1 —JL RTY, Ihid. OpenTelemetry
MDHE ST source.address ICEAFINEEINEY, Ry ho—270-0OFKXY 77L
v A1 T. Network Observability D4,z & OpenTelemetry DX DM A AR TE
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ER

BREZR. xy h7—270—7—4%% JSSONFERATHEATELAEADIGEETESET, FMIE. TRy b
J—270—FKXDYT77LVR] ASBLTLEIWL,

BIERHR

o Xy h—o7O0—FRADYT77L VR

6.4.FLOW COLLECTOR ) YV — R DE#
OpenShift Container Platform Web 3>V —JL T YAML %#R&E 9 51 Y IZ. flowcollector 1 2 ¥ L
)Y —Z(CR)ICNRY FEFEHATDHIET, eBPFH YT VI REDEHERETEET,

FIR

1. ROV R%EEFTL T, flowcollector CR IC/Vy F% &M L. spec.agent.ebpf.sampling {&
ZEIFLET,

$ oc patch flowcollector cluster --type=json -p "[{"op": "replace", "path":
"/spec/agent/ebpf/sampling”, "value": <new value>}] -n netobserv"

65 %Y NT7—270—BYRAHAEFDT71ILY )T
T4V —%EKTBE, ERINZ Ry M7= 70— EROLTIENTEET, xRY NT—7
JO0—%74)W% 1) 94 BE, Network Observability AVR—X >V hD )Y —AFHEEAEIBTEZ
-a—o
RD2FBFEED 74 IV —%RETIET,

¢ BPFI—YTVhT4IL5—

e flowlogs-pipeline 7 1 JL % —

6.51.eBPFTI—Y VY N7 4 )LF—

eBPFT—Y xRN —ENRT =TV RERKIELET, COT74IL5—IF. xRy NT—9 7
O—NETOFERORLREVEETENICRS-HTT,

Network Observability Operator L TeBPF T—Y 1Y R 74 LY —5BRET BICI1E. [HEOD
W= AEFEALALeBPF 7O0—7T—49 D745 YV T] 25RLTLEIW,

6.5.2. flowlogs-pipeline 7 1 JL. 4 —

flowlogs-pipeline 7 4 LY —Tld, bZ 74 v I DRREL VAN KHETEEST, CDT 1LY —
. Ry b= 70-RETOELADBVEETEMIIRDLHTYT, ChIFEILT—YDREEN
ETHLEODICERAINET,

flowlogs-pipeline 7 4 LY —I&, ROFICRT LI, B T) —EBZAFERALTRY NT7—2 7
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(srcnamespace="netobserv" OR (srcnamespace="ingress" AND dstnamespace="netobserv")) AND
srckind!="service"
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JI) —SETIROBXZHEALIEY,

F6.17 1) —SRDEBX

AhrdY— WEF

MET—IILEEF (KX and. or
FENXFORBAL)

SRR F =(FLW).
I=(F L <20,
=~ (ERKRBICT v F).
I~(ERRRICT vy F LAW),
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without(field) (7 1+ —JL RAFEEL2W)

Xa
&

flowlogs-pipeline 7 14 JL4 —I&. FlowCollector ') ¥V — X ® spec.processor.filters 27> 3>~ T
TEFEY, UTICHZRLET,

flowlogs-pipeline 7 1 JL. 9 —® YAML Dl

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
agent:
processor:
filters:
- query: |
(SrcK8S_Namespace="netobserv" OR (SrcK8S_Namespace="openshift-ingress" AND
DstK8S_Namespace="netobserv"))
outputTarget: Loki ﬂ
sampling: 10

ﬂ Ry FLE7O0—%%EDHT (Loki. Prometheus, AEBY AT LRE)VICEEFELET, BB LEL
BEE. BEINTVWEIIRTOHAICEELET,

g EE, YUYV IBERAEERLT. BEIERIIAR— N F3YyFLEZ7O—DOHAESIRL
F9., & zlE, sampling: 10 (&, 109D 1 DEERTIO—DNREINDZIEEEKLET,

BEER

o BHOI—IAEFEALZeBPF 7OA—FT—89DT4ILY YT
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HEE®D namespace ICEAETZ NS 71y 05745 Y VT LET,

BEDPod, y¥—ER, FlE/ —KERAMRY NT—=I NS T7 197D
A)mE BEDY—T7VYV—RAIEETDEINZ 714 v 7T 4)LY—LE
LEY.

RED)Y —ADERICEETE NS 714 v 0274008 TLET, Y
Y —ZADFEHEITIE, V=T Y Y —RA (Pod. Service, 7 lE Node). F7IZFR
BE' Y —2R (Deployment & U StatefulSet) A& FEN E T,

BEDYY —AFMEBICEETEZINS 7149052748 ) VT LET, DF
U, 7—20—RKFXLIEPodDtEY bTY, & XL, Deployment &,
StatefulSet &7 & T,

—RBICHT2ERETRINDIR/ED) YV —RICEET BN T4 v 0%
7408 YT LEY, EROKREEEIE. namespace DIEFEDIHE I
kind.namespace.name. /— R®D#HZE&(F node.name TT, /&%

I¥. Deployment.my-namespace.my-web-server T9,

P7RLRICEETZ NS 749 0%T74I8 YT LET, IPv4 & IPvE D
PR—FINTVWET, COREELYR—FINTVLET,

MACZ7 RLRICBEETZ NS 7149 0% 745V LET,

HEDR—MIBEAETDI NI 71490927408 ) VT LET,
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V—R %% S

hosta src_h dsth PoddEIFTLTVWBKRAMNIPTZRLRAILEETSZ NS 74 v 9%T74)L51) Y
ddres osta osta “ZLZET,
s ddre ddre

ss ss

proto B B TCP® UDP AEDTONINICEETZ NS 74 v & 749 ) VT LE
col RL 2L ER

o V—RFLEBEDVWITNADIN—HILF—T IV —, Fz&zE Z4IWE)VV T
name: 'my-pod’ |&. FHEIN 2 —H4Y 1 7 (Match all 72| Match any) IR <, my-
pod HS5DTRTDIT T4 v & my-pod NDITRTDIZ T4 v I 5BKRLET,

6.7. )Y —REEBBIUN T A—TVRICEAT 2EESEIE

Network Observability ICAERY) YV —ZADEIE, VTR —DHAXE, V5 RY—DAI&AT—4 %
BRYRAATRETZLODEHICI>TERYET, VY—REZEHEL, VFRIY—DRT+—T VR
BEAERETHICIE. ROBRELBRETDIEEAMRTILTLKEIN, TNOLDREELRET 5E. &l
Bty N7y TEAEAMD = —XEHITAREES DY T T,

ROFBEE. RANOL) Y —RENRT =XV RAEEEBTHDIRIEET,

eBPFY > 7Y 4

> 7)) ¥ Jt#k spec.agent.ebpf.sampling Z:%EL T, VYV —R&ZEEBTEXFEd, 774 IT
&, eBPFH Y 7)) U JIEB0 ICEREINTWS LD, 70—V YV ITINZERIZS00D 1
IKRYEST, YY)V EROENNIWVEE, JUZKDEFHE, AT — BLUVRIL—Y
)Y —2ZNRBEBIZRY ET, ENF0FLIE1DFE. §RTO7A—DBY YT II3nhEd, 7
74 MEDNSIEDH T, RBREREZEIAEL, /SR —IIRBERBRELERET DI & AMHREL
Y,

eBPF OH##5E

BWMCINEENMIBAZIFE, CPUEXE) —~DEEIKRICRYET, ZETIHEOTSD
BRYZAME, "FY NT—=O NS T4 IDEZF YT HSRBLTLEIN,

Loki Z{Ef L a\Wiga
Loki Tl&7%: < Prometheus ZfXH YU ICFEA T % Z & T. Network Observability ICIAEAR) Y — D
EFHIRTEE T, 72& 21X, Network Observability % Loki & L CERET 2 &, 7 Y IR
DEICIHEL T, XEY—FHENEETT20-65%HIBI N, CPUBERAERA10-30%ETLET,
EfMIX.  TLoki Zf#HA L7 L Network Observability] &L T XL,

A9 —7 x4 ADFIRF - IXBE44
spec.agent.ebpf.interfaces & & U' spec.agent.ebpf.excludelnterfaces DIE%:%XE L T, EflIh
285714y 02F%ERLET. T4 MNTIE, T—Y 7 ~ME. excludelnterfaces & & O
lo(A—ANA VI —TIAR)ICYRAMNINTWVWES VI —T A RAERL. YRATLADTART
DAVI—T A REBLET, 1 V9 —T7 x4 XK. FEHI NS Container Network
Interface (CN) ICL > TERBZIFEDH DI LITEFRELTLLEI W,

NIA—IVADIFPAVFa1a—=9
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Network Observability & L I&5 < T L72R. ROBREEAFERAL TR 7+ —I VA2 WAETEZE
ER

o Y —REHLHIBR: spec.agent.ebpf.resources $ & U spec.processor.resources {1k
HFEALT, V5 R9—TFRINZEHEAT) —FHEICEHDETY YV —IXEHLHFHIR
ERELET, ZLOFBREDISRY—ICIE. T7 ) NDOFHIBRD SOOMB TH+oRIHE
BHYET,

¢ XvrvyadDRAIO—FIAMLT I MeBPFI—YT VD
spec.agent.ebpf.cacheMaxFlows & & U' spec.agent.ebpf.cacheActiveTimeout {t#k% {§
ALT, T—Yz Y MIEo>TI7A—DNRESNIBEZHELE T, ENKREWVEE,
I—YVIVRTERINDE T T4 v IDBDELRY, ThIEFCPURBTEOETEMEEL X
T, L, BEZRELLTBEXEYY —SHEENDTNIEBML, 7J0-RETEIYSD
BENFEET SEEMLHY T,

671 VY —2ADEBEEEIF
ROKIF, BEDT—O0—RYAZXDISRAY—D) Y —RICEATHZEEZTHEHOHANEZTRLTVET,

BF

RICBEERLEAIZ, BEDT7—7O0—RICEDLDETHEHEINALYF)AERLTWY
F9, &hlF. 72— 0—-RFO=Z—XIIEDLETHEAITILDODOR—IXS4ELT
DHEELTLEI,

6.3V —RADOHEEIR

BNEEE (10 / —F) ISR (25 7 —F) KHIE (250 / — K)I[2]

7—h—/—F®DvCPU 4{RFBCPU|16GiB * E 16 {R#8 CPU| 64 GiB X 16 {R#8 CPU| 64 GiB X

EXAEY— ) —1m £y —10M £y ="

LokiStack ¥4 X 1x.extra-small 1x.small 1x.medium
Network Observability 400 Mi(T 7 AL M) 400 Mi(T 7 AL M) 400 Mi(T 7 AL N)
A hO—5—0DOXE

1) —HIBR

eBPF Y 7YV JER 50(F74) 1K) 50 (F7 #JLR) 50 (F7 4L R)
eBPF X €Y —#IfR 800 Mi (F7 #JL 1) 800 Mi (F7 #JL 1) 1600 Mi
cacheMaxSize 50,000 100,000 (F7 #JL 1) 100,000 (F7 #JL )
FLP X €Y —4IfR 800 Mi (F7 #JL 1) 800 Mi (F7 #JL 1) 800 Mi (F7 #JL 1)
FLP Kafka/8’—7 1> 3 - 48 48

v
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1w/ NREE (10 / — K) MR (25 / —F) KIEE (250 / — F)[2]
Katkad>v>a—~v—L - 6 18
YA
Kafka 7O—h— - 3(F74IK) 3(F74IK)

1. AWSM6i 4 Y RY YV ATTANEH

2. ZOT—A—EZOAY MA—F—ICMAT, 3204 ¥ 75/ — R (44 X M6i.12xlarge) &
1207—-20—K/—RK (¥4 X M6i.8xlarge) BT A I hZF L7,

6.7.2. X E!)—¢& CPU DA FERE

RDFRIE, 2DODEMLBT AN (Test1, Test2) ICDOWT, YV YV IEN1ELVE0THEIS
2 —DEEF) YV —RAFEHEDFEHEZRLTWVWEYT, TAMIRDORATERYFT,

e Test 1 (&, OpenShift Container Platform ¥ 5 X4 —® namespace. Pod. 8L UPH—EX
DEFEICIA. KE®D Ingress T 74 v I %ZEERBLTEY., eBPFI—Y Y MIERZD
7z, BEDIVSRAY—HYA XL TEHOT—IO0— R EETZ21—RT—RA5KLT
WEd, 7z&z X Test1(E., 76 {B®D namespace. 5153 D Pod. & & V2305 EDH—E
ATHERIN, XY M7= 85714 v DIREIE ~350 MB/MTT,

e Test2 (&, OpenShift Container Platform ¥ 5 X4 —R® namespace. Pod. 8L UPH—EZR
DEFEHICIA. RKE®D Ingress hZ 74 v I ZEERBLTEY. FEDI ZRY—H 4 XIIH
LTEZ2EO7— 70— RKIRETZ1I—RT—RAERLTWVWET, L& xIlE, Test2 (., 553
B D namespace. 6998 fAD Pod. H LU 2508 DY —ERATHERIN, XYy NT—F S
714 v DKL ~950 MB/FH T,

IFIXFERTAMNTIFEFIERYSATOISRI—A—RT—ADBFIRINTWBLH, TOXRDOEE
FAEARTHE L THEBRMICEMLEEA. KDYIC, ThSEEADYISRY—FRKTEZTET 3
ODODRYFI—VE LTHERTIIEEBNELTVWEY, RIBEERLEAIE. BEDT—2
A—RICEDETRBINLZD TV AEZRLTVWET, ik, 7—70—-RD=Z—XIIEHLETHE
HITDIZHDDR—=RASA4A v ELTDAHERLTLIEIL,

R

Prometheus ICT YV AAR—FMINA M) I RIE, VY —RADFERRKRICHEEEZ 5T
BEMRHYET, XMNVIZRDA—TFT14FT VT4 —EIE VY —ZADNEDOREFEET
\T2HhZHIRTT 2DICZRIIBEE T, Fillld. BEBHREI>a YD xRy NT7—0 7
O—DFR] ZBRL T LIV,

*6.4 )V —-AA5HTEHEREE

Yo FIVVJTE FEAXh3YY—2X FAM1(25/—K) FAKM2(250/—F)
Sampling =50 NetObserv @ CPU &&t 1.35 5.39

FHE

NetObserv RSS (X E 16 GB 63 GB

)—) DEFHERE
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YoYU JE FEAXhZYY—2R FAM1(25/—K) FAKM2(250/—F)

Sampling =1 NetObserv @ CPU &&t 1.82 11.99
ERE
NetObserv RSS (X € 22 GB 87 GB

)—) DEFHERE

BE: ZOXRIZ. TRTOEEINEMIIAR>TWEIT— TV M, FLP. Kafka. Loki #& % Network
Observability DFEHEE) V—AEHEAZRLTVWEY, BWAEEDFMIE. TRy hT7—J 35
74y DA THEINTWBHEEZSRBLTKEIVL, TOTRXAMNTEMITR>TVWEITARTOD
HEEAEHINTWET,

BEEER
o Trafficflows Ea—D56DRY M7=V NS5 T7 4 v I D&
e |oki = L%\ Network Observability

o Xy D= 7O0—FKD)T77L VR
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B7TERY NT—O R —

EIEE L. netobserv namespace D XY NT—V R —%FRTEET, TORYI—ITLY,
Network Observability Operator N\OZES L UVEEFET7 VX2 REL T,

7.1. FLOWCOLLECTOR h R L)Y —R%=FRH L=y NT—2R)

> —MDERE

PodDMZ 714 v U %&HIET B7-0IC. Ingress BL U Egress xY M7 —0R) O —%BETEET,
ZhiC&Y, ExaY 7 —pREIh, RERRXY M7= 70-FT—9RFIFPNEINET., h
IC&Y, JAZXHPEEEIN, AV TSA T VAN R—MNINZEEHI. Ry M7= BEICHTS
AfAMEIrELELET,

FlowCollector 7 X% L)Y —X (CR) 2% E 9 % Z & T. Network Observability M Egress & & U
Ingress *v N —9RY>—%F7TO04TEEY, 774/ hTIE spec.NetworkPolicy.enable ft
Bkl true ICEREINTUVWE T,

xv RT7—20RY S —%FDH D namespace IC Loki, Kafka, FIEEEDIIRAR—F9—%1 VR
b —JL L7c3%E &, Network Observability AV R—3% Y RAEN L EBETE DI E%2HIRT H2REN
HUYUFET, By M7y TIZDOVWT, ROREZEELTLLEIL,

o Loki ~(D#¥: (FlowCollector CR @ spec.loki /X5 X —4 —TEH
e Kafka ~D#Ei5% (FlowCollector CR @ spec.kafka /X5 X —4% —CEH
o FEDI Y RAR—H—~DEHK (FlowCollector CR D spec.exporters /X5 X —4H —TEH

o LokiZHEALTVT, LokiZRY Y —9—4y MNIBDDBEIE. A TSI R ML —
I~ DR (LokiStack BIED Y — ¥ L v h TES

FIR

1. Web O~ Y —JL T, Operators - Installed Operators XR— BB L XY,

2. Network Observability ® Provided APIs &\ B L DR T, Flow Collector Z#3ZR L %
ER

3. cluster #&R L. YAML %Y 7&ZERL F 7,

4. FlowCollector CR =52 L £ 9, FREMIIRDEEY TY,

Xy h7—2KR"Y) S —HFH® FlowCollector CR Dl

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
networkPolicy:

enable: true ﬂ

additionalNamespaces: ["openshift-console”, "openshift-monitoring"] 9
#...
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CLIZERALERY hT—2KRY Y —DER
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812 MEL 1 —DFFMA T2 3 v DERE

HMA T avEMFERALT V5714 AMEA—%FHRIRAXTEEY, FMliA T avil7oER
¥ %ICIE. Show advanced options =2 ') v 2 L £9, Display options KOy F¥ DV XA =21 —%fF
ALT, V7270 M%JZETEEY., FIAAREARL TV avidROESY TT,

e Scope: RY NT—U NS T4y INFENZAVE—IV NERTTZBEIRIRLET., R
J—7I&. Node. Namespace. Owner, Zones, Cluster, F7: (% Resource ICERETE
¥, Owner (1) YV —ZADEEATY., Resourceld. RAMRY NT—U NS5 T7 1 v IDGE
& Pod. H—ERX, /=R, FLEFRERIP 7KL RATY, T 74/ MElX Namespace T
ER

® Truncatelabels: KOY 74OV YA MDA SRERSNILOBEZEIRLEYT, T 74/ MEIZ
M Td,

BI21LNRRIVETA AT LA DEE

KRG DUBLANRIVERIRLIEY, ERBALY, FEDNRIVICEREHTLYTEHIENTEE
T, NRIVEEBIMFIZBIRYT 2ICI&. Managepanelsx®2 Y v 7 LEY,

T AW AT RDNRRIVHBRRIINET,

o R XDIIGPNA ML —F

o FRIXD/XA ML — b EABFOEHLEITFE
fth D /X% JLIE Manage panels CEEINTX 9,

o ERIXDIEHPYNRT vy hL—F

o FRIXD/Xry hL—hEEETOBEALEITE
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Query options Zfffi 95 &, Top5. Top10. F7/iE Top15DL — M ERRTEINE I N%EERTE
i’a—o

8.1.3. /8w b KOw T D&

Overview E2—T, Xy NAZAHDIFRELRXY N7 —270—-L3—RKRDIZ 74 v IRTERTE
TXZEJ, e BPF NL—RRAV N7 v 0 &FEATSBE, TCP, UDP, SCTP, ICMPv4, ICMPv6 7O
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NEELPTWREDT NI A, AV —T AR, FLFIL—IDHEHIHBTLET,

o RARADHT: eBPF 7OV T ALICL>TIEINAEZT—9%REL. Xy brkOy TORR
HIRBEBLET, L& zE TEE Ny 77 —0OB& BFEDORY NT—JA4ARY MNREDRA
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o NRI7A—IVADFBL: /N7y hROY T LYBRRICEEL. Ny 77 —H4 XDOREE,
W—T 14 VTR ZADBEZRE. Quality of Service (QoS) WEDERERE, Xy NT—U /17 +—
RYAGRELT2ODFIBERITTEET,

Ny ROy 7OEBDIENICE > TWBIBE. T 7 2/ M T Overview ICRDIRRIVHDRRIINFE
£

o XDy ROy TOREEAFOEARLITHE

o ERIXD/4ry bk ROy TORRAEEFOEHSLIFE

o HXDIEYNRFy hkOayFL—»
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e SKB_DROP_REASON_NO SOCKET: V4 v MRS WAL, /Sy kA ROy FSh
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FIELEMIFERTEET,
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ZEIILEY, IPT7 RL REEEZMEMICKRTEDTT, Ingress & Egress N T 74 v I D@AICEL
T, EETIPT7 RLRD, CIDRRETHEINLTAINI—IL—ILERET Z7-DICKAMMFERAIN
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BHER—PDEELICEFEATEIY, E—DR—b 2T Y )V TFTBIC
. B—DR-—PME2BEEES LTRELEFT, &X I ports: 80 TT,
R—MOSEEAET ALY ) V7T 2ITE. XFIHAO B - KT BE%ME
BLEY, /=& z2E, ports: "80-100" T¥,

sourcePorts 70—DT740LY )V TIERYTSEETR—MEeERLET, E—DR—F
HEIANY )V TTRITIE B—DR— M EEBHEE LTERELE T (HI:
sourcePorts: 80), R— bDEHAZ 7 1LY ) VT 9 BITE. XFHHRD
"FEtE - R T EE %= ER L 9 (I sourcePorts: "80-100").

destPorts destPorts &, ZO—D74ILA )V TIERT BRER—MEERELET,
B—DR—FETAILI)ITTBITIE, B—DR—MNEEBHEE LTEREL
F 7 (fil: destPorts: 80), R— hD&EEZT 1LY ) VI T BT XFF
RO "FEts - & 7" sE%ER L £9 (B destPorts: "80-100"),

icmpType 720-DT74 LSV IIERTBICMP Y1 TEEELET,
icmpCode JA—D74NMI ) TICERATSICMP O—-F2EHELEX T,
peerlP Z2A—DT74NME VY TICERTBIPTRLRZEELET (B
10.10.10.10),
B EfE R

¢ JL—ILICLBeBPF 7O —FT—89D7 4S5 ) T
® Network Observability X k1) 7 X

o EEMY Y aKR—F

817. 1 —H%—E&EXY N7 —7

A—H—EHERXY NT7—2 (UDN) I&, BRI LD Layer2 8L W lLayer3 Xy NT—0 T AV NEE
MIZT B & T, KubernetesPod %y NT—2 DT 7 4L MD Layer3 hAROY—HDEFOFHMEE
TAVT—2 a3 VHBEEBIETE2EDTY, INLDEITAY MEITARTT 74 MNTOBINTWE
T IhoDEIT XY ME, T724I)0 D OVN-KubernetesCNI 7S 74 V& EFERT 2V T+ —
Pod BLMREI VDTS4 =y ND—0FidAVd)—3y hTO—0 & LTHREL E
ERS

UDN 2T 3 & T, BEWRY ND—0T7—F%F 0 Fv—& hROY—DHEICRY, XV b
D—JDFRHME, EXa)FTa— NT74—TVADEMELET,

Network Observability © UDNMapping B48EA°B30IC AR > TWBHBE, Traffic 7O0—7—7JLIC UDN
labels FINRRINZF F., Source Network Name & Destination Network Name T7 4 JL& ) v JT
xZE9,

BIER R

79



OpenShift Container Platform 4.18 Network Observability

o 1—H—FFERXRYNT—DIZDWVWT
e CLI| A#{#F L 7= UserDefinedNetwork M {EEK
o Web VY —IJLA{HER L /= UserDefinedNetwork D {ERK

o 1—H—FHFEXRY NT—TDEME

8.1.8. OVN Kubernetes *v N7 —2 A4 R K

BF

OVN-Kubernetes *v N7 —0 A4 XY NDEMIE., 77/ 0Y—FLE1—#EETT,
TU/0Y—7LE1—#EEIE. RedHat BBRDY—ERLRILTTY—XV b (SLA)
DOHRATHY ., HENICKEETIIABRWI ELHY £, RedHat &, ERERIETT
NOoAEFERATIZIEAHBELTVWERA, 77/00—FLEa1—#EEIE. SFOER
HEEWERCIREL T, AREETHEEDT AN ATV, 74— KNy 0&RHELT
WS ZEZEMELTVWETY,

RedHat @77 /Ay —7 L Ea—#EDHR— NEEICE T 25MIE. LT v s
EHRLTCESIL,

o T/ OV —FLEa—#EDYR— MNEHE

Network Observability D%y T =V A XY NNSv XV T E2FERLT, xYy b7—0R) > — BB
XY NI —=DRY) > — Egress 774 77 #—)L72ED OVN-Kubernetes 1 X MIBFY 2 1E#HR % B
BTEFET, XY NT—VARY NOEHILB/OLNDERIZ. ROYRIICEKILIEET,
¢ XY NI—VEZSY VT FHAINLEINS T4 v 0ETAYIINEINS Ty I EERL,
FYRT—=ORYS—EEEBRXY NIV R —ICEDENTy MOHFTINTWVWED, H
ZWE7Oy I I TVwBhaERELET,
o RYyKNT—VtFaUTFT4—FEENTT1vI%EBHL. Egress 774 77 4 —JLIL—ILIC
ERWLTWEIHIERTEET, FAIINTUOVAVWEEEREMRBE L, Egress L—ILIGERT %
EENS T4V IILTISTARITET,

COE1I—DBEMEEFERDOFMIE. Ot va v BEER #5BLTLEIL,

BIER R

o Xy RT—UARYFDRF

8.2. TRAFFICFLOWS Ea—D5DXRy NT—T NZ5 T 14 v 7 DEA

Trafficflows Ea2—ICid. XY NT7—207A0—DF—9E RN T4V IDENT—TIICKRERINE
¥, BEEEZ. M 74y 70-FT—TIEFERLT, 7TV 5r—yarv2E0MS 74 v 0858
H|TEFEd,

8.2.1. Traffic flows £ 2 —D1#{E

EEE(IX, Trafficflows T—7ILICRREIL T, 2y N7 —2 70— 1BHREERTTET,

FIR

80


https://docs.redhat.com/en/documentation/openshift_container_platform/4.18/html-single/multiple_networks/#about-user-defined-networks
https://docs.redhat.com/en/documentation/openshift_container_platform/4.18/html-single/multiple_networks/#nw-udn-cr_about-user-defined-networks
https://docs.redhat.com/en/documentation/openshift_container_platform/4.18/html-single/multiple_networks/#nw-udn-cr-ui_about-user-defined-networks
https://access.redhat.com/support/offerings/techpreview/

FEERXRYMNI—V N7 14 v I DEA

. Observe - Network Traffic ICFEEIL £,
2. Network Traffic R—< T, Trafficflows% 7% v o LF T,

BiTZ27 )y LT, WMiE9270—BERZEGTEET,

8.2.2. Traffic flows £ 2 —DF#lA 7~ 3 vV DRE
Show advanced options #{Ff L C. Ea—%ARIITA XBLUVITV AR—KNTE XY, Display

options KOy 74U A —a—%FRALT. THA4 XE{ZETEET., 77 4J)L MEIE Normal T
ER

8.2.2.1. 5| DEE

RRTEDVDEDH DI ERIRL, TREZDZIENTEET, JI5EET 5(TIE. Manage columns %
2)v I LET,

8222. 574y 7O0—FT—9DIYRAR—F

Trafficflows E2a—HWS5F—9 5TV AR—KTEXET,

FIR

1. Exportdataz2' v  LZET,

2. Ry TF7vT o4V RIT, ExportalldataF v /Ry V REBIRLTIRTDT—¥ %L
PDAR—ML, FzYvIRYIREATICLTIZVRR—NTDUEDH S 7 1 —I)L K& &R
TEEY,

3. Export =2 )w 7 LET,

8.2.3. FlowCollector h R 4% L)YV — X &{FF L 7= IPsec DRE

OpenShift Container Platform Tld, IPsec (7 7 #JL N TEWICAR>TWE T, [IPsec BEESILDEE
El OFIBICHE> T IPsec EAMICTEET,

AR

® OpenShift Container Platform T IPsec BES{t A BMIC L 7=,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CF581 L £ 9,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster &R L. YAMLY 7%:&RLET,

4. |Psec @ FlowCollector h A& L)Y —2R&BELZET,

IPsec @D FlowCollector Mi& EH

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector

81



OpenShift Container Platform 4.18 Network Observability

metadata:
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spec:
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ebpf:
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metadata:
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spec:
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apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
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spec:
namespace: netobserv
agent:
type: eBPF
ebpf:
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RedHat @77 /Ay —7 L Ea—#EDHY R— NEEICET 25MiE. UTDY v s
EHRLTCESIL,

o T/ )OY—FLEa—#EEDYR— MNEHE

1. Web O~Y —JL T, Operator » Operator Hub ICBE) L £ 7,
2. eBPF Manager =1 YA h—JL L E T,

3. bpfman namespace M Workloads > Pod ZF v ¥ LT, IXNTHHEELTWVWS I & =R
LET,

4. eBPF Manager Operator #fff 9 % & 5 IC FlowCollector H 24 L)V —R%F/ZEL T,

FlowCollector D& EHI

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
agent:
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ebpf:
features:
- EbpfManager

WREE
1. Web O~ Y —JL T, Operators - Installed Operators I[CF58I L £ 7,

2. eBPF Manager Operator — Allinstances ¥ 7% 7 ) v 7 L £ 9,
%/ — KIZDWT, netobserv &\ 5 &Z71D BpfApplication &. BpfProgram A+ 7> =/ K
DR (Traffic Control (TCx) Ingress Fi& TCxEgress HOE D) AFEET B & =R L
T, LD eBPF T—Y Y MEBEZBWMICT2E, A7V MHIBAZHEMELNHY X7,

BIER R

® e¢BPF Manager Operator D4 ~ X h—)b

8281 XA NI T LDEA

Show histogram%= 2 ) v 732 &, 70— DEEZEI/ 7 LTHRELELT BODY —IL/N—
Ea—»DNRRINET, AN FLE. BEAOKRBICHESIOJDOBZRLET, EXANT S LD
ZBERLT V—INRN—IIRCKRTRY NT—070—FT—89%2T74)8 )V JTEET,

829.7RAZE) T4 —V—VDFEH

VIR —DTRAZEN) T4 —V—VILETZEREINET 5 & D IC FlowCollector ZFET X £
T, TDHREICLY., /—NITEBRIN 3 topology.kubernetes.io/zone S NJVEEFH L TRy b
J—970—T7—%%IV)yvFTEEY,

FIR
1. Web O~ Y —JL T, Operators - Installed Operators I[CFEI L £ 7,
2. NetObserv Operator M Provided APIs R4 LD T, Flow Collector %:&R L £7,
3. cluster &R L. YAMLY 7% #8IRLZ T,

4. FlowCollector 71X % L)V —X%Z5%E L. spec.processor.addZone /X35 X —% —7% true |
BRELFT, REMNIIRDEEYTY,

TRAZEY) 74—V —VINERIC FlowCollector %#5&E Y %

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
#...
processor:
addZone: true

88


https://docs.redhat.com/en/documentation/openshift_container_platform/4.18/html-single/networking_operators/#installing-the-ebpf-manager-operator
https://kubernetes.io/docs/reference/labels-annotations-taints/#topologykubernetesiozone

FEERXRYMTI—V S T714 v 7O
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TA—V—VICEATBHLWERIRTIINET,
1. Overview ¥ 7IZ, fEFAARE/R Scope & LT Zones "RIRINZET,

2. Network Traffic » Traffic flows @ SrcK8S Zone 7 1 —JUL K & DstK8S _Zone 7 4 —JU KIC
Zones "ERIRINZE T,

3. Topology E2—T, Scope F7Id Group & L T Zones 5% ETX X7,

8.210. BH DI — IV EFAHAL/eBPF 7O0—F—489 D74 LF ) VY

FlowCollector h A9 L)Y —RA%REL T, BHDOIL—IA2FRALTeBPF 7A—%714)L% YT
L. eBPF 7O0—F—JIICF vy aIhda\yy ho7Oo—%4lHTcEEd,

BE

o J4)LH—IL—ILTILE® T % Classless Inter-Domain Routing (CIDR) % {#H ¥
2ZElFTEEHA,

o P7RLANEHD 7 4ILY—IL—ILicT vy FT 28B4, &t EAFML CIDR #
SR (RERVERR) 2B DI —IILMEEINE T,

1. Web O~ Y —JL T, Operators - Installed Operators I[CF581 L £ 9,

2. Network Observability @ Provided APIs & W\ D B L DT T. Flow Collector #:#IR L %
ER

3. cluster #:#R L. YAMLY 7%2IRL X,
4. DYV FIVEEER L LS IC FlowCollector h R L)Y —RAEHRELET,

4 RTD North-South F5 714 v 2 & 1:50D East-West NS 714 v 952 TY)V VT4 3
YAML DO

FTI7FIMTIE, DT RTO7O0—DHEEINET,

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: Direct
agent:
type: eBPF
ebpf:
flowFilter:
enable: true ﬂ
rules:
- action: Accept 9
cidr: 0.0.0.0/0 €)

sampling: 1 ﬂ
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- action: Accept
cidr: 10.128.0.0/14
peerCIDR: 10.128.0.0/149
- action: Accept
cidr: 172.30.0.0/16
peerCIDR: 10.128.0.0/14
sampling: 50

eBPF 7O0—7 4% ) v J2BMIT %L, spec.agent.ebpf.flowFilter.enable % true IZ5%
ELET,

7O0—4NM8—=I—IDT7V>avaEEETDICIE. BEQaction/ XA —F—%ZRELFE
¥, BiAElL Accept X 7| Reject TT,

o

g JO—T740LY—=IL—ILDIP7RLRAECIDRYRVAEEHT DICIE. HDER cidr/SS X —4—
HRELFT, TODNRSA—F—FIPv4 & IPV6E DIEADT7 RLRAFEREHR—MLTWET,
TARTDIPTZ RLRICTY FIEBICIE, IPv4 DIHEA1X0.0.0.0/0. IPv6e DIEEIE /0 #{EHL
F9,

QD XYy FIEZIA-OY YT U IEREESRL. FO—/N\IY YT U URE
spec.agent.ebpf.sampling =4 —/N\—Z 4 K ¥ 2I(l(E. sampling /X5 A —F—%Z&ZELZXT,

9 PeerlPCIDRT70O—%74J)L% > T3 %ICIE, peerCIDR/IXS X —4—%FZEL XTI,

Ny ROy Fcoa0—%74)9Y 4593 YAML OH
FTI72IMTIE, DT RTO7O0—DHEEINET,

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: Direct
agent:
type: eBPF
ebpf:
privileged: true 0
features:
- PacketDrop 9
flowFilter:
enable: true 6
rules:
- action: Accept ﬂ
cidr: 172.30.0.0/16

pktDrops: true 9
Ny b ROy T=BMWIIT BITIE. spec.agent.ebpf.privileged % true ICEREL 7

Exrv bho—o70—0/ vy ROy Fa#HET 2ICIE. spec.agent.ebpf.features ') Z kI
PacketDrop fEZEML £,

O 09

eBPF 7O0—7 4% ) v J%=BMIIT %L, spec.agent.ebpf.flowFilter.enable % true IC5%
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TJO—7 4NN —=IL—=IDT I aveEEETDICIE. BERaction/ NS A —4—%%ELZE
¥, BiAElL Accept X /=i Reject TT,

9 KOy 7&E&0L70—%74)L% Y > J 9 3ICI1dE. pkiDrops % true ICFREL £9

821. TV RiRA ¥ NEH#: (xlat)

Network Observability & #:3k Berkeley Packet Filter (eBPF) 2R L T, MiGE2a—ThZ 71 v 0 %
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NSV —%@EBT2HE. M7 v o 70—1FRIF. FIRTEDR PodDI1DICIL—T1 T3NS
EXICHREINET, I T4 v VICATRIERENBLEDETZE. Y—ERIPPR— M
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D7A—¢ELTHFY TFvr—3N27%D. NSTIYa—TFT4 Y ITHEHICRY FT,
COBBDOERICEWT, TV RRA Y Mxlat lRDO &S ITHRIEF T,

o N—XILARILTRYNTI—97O0—%5F v TF¥—LET, TOBEDNN T+ —<T Y AAD
FZEIL, RNRICIIALGNE T,

o TMINIIYRRAYVMEREFARALTRY h7—270—%#FEL. Y—ERFZIFTHEL
BEDODNYIIYVRPodERRTHBIET, EOPodPYIVITRARNAEMIBLANESRTEZE
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XY RTD—=O1RFy NHPBIND E, eBPF 7y 21d, ZEINAI YV RRA Y MIBETEIAYT—
4T70—0O7%TVv)yFLET, ThIllE. Network Traffic R—VIC 1T TRRTI 3 RDIER
NeaEhzxd,
e Y—RXPodIP
o FE{ETAR—Fb
e 384 PodIP
o ZEHER— b

® Conntrack Zone ID

8.212. TV KR4 v NEH: (xlat) DIEEE
Network Observability & eBPF {9 % &. Kubernetes t —EXNSDRy T —0 70— %Z#

INEIVRRAYMEBRTIVIYFLT M T74 v 0 %0BTZTY NRA >V MIEAY BEMIE
WeFGHIENTEZET,

FIa
1. Web 3>V —JL T, Operators — Installed Operators ICBE L £ 7,
2. NetObserv Operator ® Provided APIs & W\ 5 BH LD T T, Flow Collector %#:&R L £ 7,
3. cluster &R L. YAMLY 7% #8IRLZ T,
4. PacketTranslation @ FlowCollector h1 X% L)YV —X %, BELXT, UTEZDHTY,

FlowCollector D& EHI
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apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
agent:
type: eBPF
ebpf:
features:
- PacketTranslation ﬂ

spec.agent.ebpf.features {t#% ') X ~IC PacketTranslation /X5 X—4%—% )X T3
ET, B]INANATy MEREZFEALTRY M7=V 70— %2REIEZIENTEE
ER

2405 TDH
Network Traffic R—YABHFIT B &, TINALNTy MCEATRBERE74ILY) VI TEET,

1. Destination kind: Service ICEDE, Ry N7 —070—F—4%%274)W% )V LET,
2. BRINBEBROIRRINDGEAEZXFIT S xlatFlE, RDT 7 A4V MAIDNKRRIINET,
® XlatZone ID
® Xlat Src Kubernetes Object
e Xlat Dst Kubernetes Object

EBID xlat FIDFERIE. Manage columns TEETE T,

8213. A —H—E&HEXRY NT—7U DEIE

Network Observability ') ¥V —XTCa1—H—E&HERY b7—2 (UDN) ZBEMICTET XY, ROH
I¥. FlowCollector ')V —XADHBEERLTWVWET,

AR

® Red Hat OpenShift Networking T UDN % &% L7z, F¥ffllld. TCLI&={ERA L
UserDefinedNetwork DERK] F7z1& Web 3>V —IL%{EMA L 7= UserDefinedNetwork D{E
Kl #5BLTLIEIW,

FIg
1L ROOAT Y R%EFERTLT. Network Observability @ FlowCollector 1) V — X % fR&EL £ 9,
I $ oc edit flowcollector
2. FlowCollector )V —2®D ebpf 20> a VAR ELZE T,

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
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name: cluster
spec:
agent:
ebpf:

sampling: 1 ﬂ
privileged: true
features:

- UDNMapping

Q) TRTCOIVO—EEATEZ LI, TOBEN/HRINET,

R

e Network Traffic R—L & & #H L T, Traffic Flow & Topology £ 2 —TE#H I /< UDN DiE
BeRTLIT,

o Network Traffic > Traffic flows Tl&. SrcK8S_NetworkName 7 1 —JL K &
DstK8S_NetworkName 7 1 —JL KT UDN %22 CX X9,

o Topology E2—TIl&. Network % Scope F7=|d Group ICFRETZ X7,
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e CLI %#f#H L 7= UserDefinedNetwork M YERK

o Web VY —J)LA&{HEMAL % UserDefinedNetwork MDERK
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OVN-Kubernetes %y N7 —0 4 RV NDEHIE. T2 /0V—TLE2—#ETT,
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WS ZEZEMELTVWET,

RedHat @7V /Ay —7 L Ea—#EDH R— NEEICET 25MiE. UTDY v s
EHRLTCESI,
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FlowCollector #fg&E L T, RO Y —RiICL>T ROy FTFEFHFITIhAERYy hD—o70—~E
DEYNT—I RS TAvIARY NMIBEATHIRBERERRTTITET,

o NetworkPolicy
e AdminNetworkPolicy
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e UserDefinedNetwork 4B

o TILFF¥RAKACL

AR

e cluster &\ 5 &71D FeatureGate 1 2% 4') Y — X (CR) T TechPreviewNoUpgrade #£8E
Yy N&2ERET S & T. OVNObservability #B3WIC L7z, FE#lI&. TCLI AZfER L 72848
Ty hOBEME] LT ICLIZFERALTOVS > 7Y >~ T OVN-Kubernetes * v k7 —
IR T4y 0 %ERT 2] 2SR L TLEILW,

o NetworkPolicy. AdminNetworkPolicy. BaselineNetworkPolicy. UserDefinedNetwork @
DEE, TILFF+ R b, Tk EgressFirewall DW\WFhhDxy M7 —2 APl % 1 DLLEVER
L7,

FIR

1. Web 3>~V —JL T, Operators — Installed Operators ICBEI L £ 7,
2. NetObserv Operator ® Provided APIs & W\ 5 BRH LD T T, Flow Collector #:&R L £ 7,
3. cluster &R L. YAMLY 7%:&RLET,

4. NetworkEvents DRI<AZEMICT %1CI%. FlowCollector CR #s8EL 9., #l:

FlowCollector D& EHI

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
agent:
type: eBPF
ebpf:

# sampling: 1 a
privileged: true
features:

- "NetworkEvents"

Q@ 7703V IRTORY PTI—VARY N EF v TF ¥ —F B0HIC. sampling /<5
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OpenShift Virtual Network (OVN) 7—48 R—=IIT7 VR T 2MENH B 71
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ZDFTHRRETESDARY MO kind DFIFRDESY TT,

Network Events @ 714l

I <Dropped_or_Allowed> by <network_event_and_event_name>, direction <Ingress_or_Egress>

BAERR
o CLIZERLEeEEY hOBEMEL
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FIR
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EMHRENT CICRTIINZE T, Prometheus Query Language (PromQL) 7 TY —%EHALTC7 5 —
NehRITAXTBHIEETEET,

7 7 # )L hTlE. Network Observability IC& W, BRIC LABEEICIG LT 57— MDMERRINE T,
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DA MY 2RI, FlowCollector CR D spec.processor.metrics.includeList 7 7> = 7 N T5&
ETEET,

QI TI7FNINDTS— TV TL—MDY R K
ROTS—MFYTL—MNEIFITHIVRTAVARN—ILENZET,

PacketDropsByDevice
T /34 Z (/proc/net/dev) ™S5 D/N4y b ROy TRKAFWEEICNY H—InZET,
PacketDropsByKernel
A—FRIWICE By ROy TEAFBWHEIC M) H—3h 9, PacketDrop T— =~ MEE
PLETY,
IPsecErrors
Network Observability IC& > T IPsec BB S —HMHREINZ E M) H—INZET, IPSec T—
Vv MEBENMBETY,
NetpolDenied
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XY RT—=ORYS—ICL>TEBINEZ NS 7 14 v U5 Network Observability IZ& > THRHI N
&MY H—XNZET., NetworkEvents T— =~ MNERENMETT,

LatencyHighTrend

Network Observability IC& 2 TTCP LA TV —DBMMREINZ E M) H—I N X
3., FIoWRTT T —Y = v MERENRETT,

DNSErrors

Network Observability IC& > TDNS T —HpHEIhd & M) H—IhFF, DNSTracking T—
Vv MEBENMBETY,

BUFI&. Network Observability BADRELMICEET 2 ER7Z—MTY,

NetObservNoFlows

—EHE 7O —DEAINRWVESICN ) H—IhFET,
NetObservLokiError

Loki TZ—IC&Y 70— ROy FINALEZICMN)IHA—INET,

Network Observability D7 2 — k&, &E. R, TLEFEMICTETET, ROATYY REETT B
&, 77 # )L h®D netobserv namespace IC4E K I 7= PrometheusRule ') YV — 242K R"TE XY,

I $ oc get prometheusrules -n netobserv -oyaml

9.1.2. Network Health ¥'v ¥ 27 R— K
Network Observability Operator T7 7 — MDA EMRIFGE. RO 2DDELEDHARTINE T,

o HLWF7Z— A, OpenShift Container Platform Web 3> ¥ —JL® Observe — Alerting -
Alertingrules ¥ 7ICRRINFE T,

e ¥ L UL Network Health ¥ v & 278 — K A%, OpenShift Container Platform Web 2>~V —JL -
Observe [CRI™INFE T,

Network Health ¥ v ¥ 2 R—RiE, M) A—INET7S—bMEREBFOT7S—MOBEZRHEL, B
;gﬁﬁ%ﬁ\ Z2E, BLUBRMABBEICOBELET, V-ILERICEATZ275— MIRODY TIZRTIN
® Global: 7 A% —2FICNT 27 7—haRRLET,
® Nodes: / —RZTEICI—IERICETZT7S—heRRLET,
e Namespaces: namespace Z &I —ILERICET 275 —hE2RTLE T,
VY —=ZRA—R&EI Vv T3 EHEMBRIVRRIINET, 877 — MOHEIC, BARESX =1 —NK

RINFET, TDOX=a—h5, Network Traffic » Traffic flows ICFEEIL T, BIRLAZY Y —RADEFE
MEHRARR-TITET,

9.2. NETWORK OBSERVABILITY 75— N (77 /O o =T Ea—)D
Bk
Network Observability Operator 7 5 — &7 4 / OV =T L Ea—H#EETT., TOMEEFERT 3IC

i&. FlowCollector 124 1Y)V —X (CR) T DHREEBMICLTH L, BEHRO=-—XICEDET
77— MNEBRETIBRENHY X,
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FIE
1. FlowCollector CR Z#R&E L CT. EBRMABTS—M DTS5 7% true ICEREL X T,

apiVersion: flows.netobserv.io/vibetai
kind: FlowCollector
metadata:

name: flow-collector
spec:

processor:

advanced:
env:
EXPERIMENTAL_ALERTS_HEALTH: "true"

75— hDERICEAL T, RERDAEZBISHMESFEATEIY, FMlE. 75— bOERI 258K
LTSI,

921 FRIEHEFHT 57— FDERE

Network Observability Operator @7 2 — b &, FlowCollector 1 X% L) —2X (CR) D
spec.processor.metrics.alerts 7 7 =V NADT7 S — TV L —bELUNY 7Y NEFRLT
EEINET, 774N MDTYTL—FERYTUNEARITAALT, ZRTEHHIART 5 —
NEERTEET,

7Z—MNEAMICT B E. OpenShift Container Platform Web 3> Y —JL®D Observe 27 > 3 >V |(C
Network Health ¥ v ¥ 2 R— RARRINZE T,

TYFL—hTEIK, TRETREBEO LI WVMEE JIL—TREELRONY TV MDY AN EEHRTE
F9, #FMlE. [F74LMDT7S5—b TV TL—rDYRNMN ZBRLTIEIW,

UFICHZERLET,

apiVersion: flows.netobserv.io/vibetat
kind: FlowCollector
metadata:
name: flow-collector
spec:
processor:
metrics:
alerts:
- template: PacketDropsByKernel
variants:
# triggered when the whole cluster traffic (no grouping) reaches 10% of drops
- thresholds:
critical: "10"
# triggered when per-node traffic reaches 5% of drops, with gradual severity
- thresholds:
critical: "15"
warning: "10"
info: "5"
groupBy: Node
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R

To2—hNahRIRAXTDE, ZDTVTL—MDT 74 MERENBEI A ONE
T, TN INEEEHTT 225G, FEMTERTIVEN N HYET,

9.22. 77— h® PromQL KICDWT

Prometheus Query Language (PromQL) DRX—X /L) —&, ENhaHRAIITA AL TRHED=—X
IC& T Network Observability 75— N %% ET 2 AE5HBALET,

Network Observability @ FlowCollector 1 X% L)Y —X (CR) RD 7 Z— k API {E. Prometheus
Operator APl ICX v E>Y 73X TH Y. PrometheusRule #4£/M L £d, RDOAXY Y K&EEITT 3
&, T 7 4L kD netobserv namespace M PrometheusRule Z#FEE2TEX X9,

I $ oc get prometheusrules -n netobserv -oyaml

9221 REMNZ T4 v VDOREICEATZT7S—bDo ) —fI

COFITIE, BENS T4y I DORBICEATEZT7S— MDD PromQLR—R I T =Ry —V B RLE
£

sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-ingress"}[30m]))
by (DstK8S_Namespace)

IOy I —I&, #BE 30 29I openshift-ingress namespace S5 WIFNHNDT—2 O0— KD
namespace ICEEIN/Z/NNA NL—KE2ETELZ T,

CDYVT)—%HAIRAALT, —EDL—hNDAHAEFRFLALY., BEOHMEICIT) —%2FTL
Y, RRPBRLEWMEZRELALYTEET,

IAXDTA4NEI )T
DY IT')—IT>1000 2EMT 2 &, 1KB/s ZBAZEHAUL — bOAMMRFI N, BEEN DR
WIVYa—I—moD/ 4 ANBREINET,
(sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-
ingress"}[30m])) by (DstK8S_Namespace) > 1000)

/N4 ~L— ML, FlowCollector 124 1))V —R (CR)ERETEZINLY > T v JRER &85t
HARRICHY ET, vV T) Y TERA 1:100 DIFE. EED NS 74 v JIFHREI A MY
J2ADI00fETHEEEZLNET,

MR D&

offset B F A2 HHT 2 &, FHEDPHBEICAL VLYY —%2RTTXFT, & xid. offset 1d EFH
THETHBICI I —%E{TTE, offset5h 2 AT 5 & SIFAERIICV T —%ZRTTIXT,
sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-ingress"}
[30m] offset 1d)) by (DstK8S_Namespace))

100 * (<query nows - <query from the previous day>) / <query from the previous day> & \\ 5 #
RNEFEATZE, AIHEHBRLAENEZFETEZ T, SHONA ML—MRIB& Y HEWE
B, JDEREICAZZEDHY FT,

B L EWME
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ERHNALIWVMEZERT S L, BRON—tE Y T—VITHERWVEND ZRATE XY, L&A
(. >100 (£ 100% RiBDIBEMD ZRA L T

F & H3E. PrometheusRule DEEAKITRD L D ICHY F T,

expr: |-
(100 *
(
(sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-ingress"}
[30m])) by (DstK8S_Namespace) > 1000)
- sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-
ingress"}[30m] offset 1d)) by (DstK8S_Namespace)
)
/ sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-ingress"}
[30m] offset 1d)) by (DstK8S_Namespace))
> 100

9222. 77— NDAZT—HT4—ILKR

Network Observability Operator l&, E=4 ) VTR & v U7 &, fthd OpenShift Container Platform
KEDIVR—X Y NEFALT, FYy NT—I b S T714v 7 OREMEZBRIELEF T, FFMlIE. TE=
VIR )T —FT 0 Fv—] Z5RLTLEI,

To2—hEEETDIE. WKODPDAIT—IEBRETIVEN’HYET, CDXIT—FF, E=
&) TR v D Prometheus & & U Alertmanager % —E X, F7|& Network Health 4w < a2
/_.R‘_ I\\\‘:ct D—Cﬁﬁﬁﬁnij—o

ROBlE, X5 TF—HHEREINL AlertingRule ) YV —2X%RLTWET,

apiVersion: monitoring.openshift.io/v1
kind: AlertingRule
metadata:
name: netobserv-alerts
namespace: openshift-monitoring
spec:
groups:
- name: NetObservAlerts
rules:
- alert: NetObservincomingBandwidth
annotations:
netobserv_io_network_health: '{"namespacelLabels":
['DstK8S_Namespace"],"threshold":"100","unit":"%","upperBound":"500"}'
message: |-
NetObserv is detecting a surge of incoming traffic: current traffic to {{
$labels.DstkK8S_Namespace }} has increased by more than 100% since yesterday.
summary: "Surge in incoming traffic"
expr: |-
(100 *
(
(sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-ingress"}
[30m])) by (Dstk8S_Namespace) > 1000)
- sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-
ingress"}[30m] offset 1d)) by (DstK8S_Namespace)

)
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/ sum(rate(netobserv_workload_ingress_bytes_total{SrcK8S_Namespace="openshift-ingress"}
[30m] offset 1d)) by (DstK8S_Namespace))
> 100
for: 1m
labels:
app: netobserv
netobserv: "true"
severity: warning

2T, LTFD LS IRy £,

spec.groups.rules.alert.labels.netobserv

true ICERET 2 &, DT F— bH NetworkHealth¥ v & 2 R— RICK > TREINBZRET
S—hMELTHEREINIT,

spec.groups.rules.alert.labels.severity
T3 hNDEAREZEBEL XY, BAENIL. critical. warning. F7id info TY,
message 77/ 7T —Y 3V TERINTWVWS PromAL XN S DHATNILEZFRATEE T, ZOHT

I&. ¥R DstK8S _Namespace T & IC I —FbINDedD, AvE—ITFTFAPMT{
$labels.Dstk8S_Namespace }} E WO ANMFERINTVE T,

netobserv_io_network_health 7 / 57— 3 VIIEETH Y. Network Health R—2 TF7 S5 — k& &
DEDICLVI) T EFIELFT,

netobserv_io_network_health 7 / 7—> 3 V&, RO 7 1 —J)L RTER I N5 JSON XFF T,

Z9.1netobserv_io_network_health 7/ 57—>3a>v® 74 —JIL K

74—J)E il B

namespacelab XFHDY) R b namespace A& T2 1 DU LEDINI, IBET D E. 75—
els kY Namespaces ¥ 7ICRRINE T,

nodeLabels XFFDY R b J—REEFRFETD1DOULEDOINIL, BETDE, 75—

Nodes ¥ 7ILERRINE T,

threshold XF5 75—hLEWE, PromQLEXTEZLALIWMEER LEIC
TEILERAHYET,

unit X FF RTENTOM;MEAIND T — 9 B,

upperBound XF5 MUARECRIAT7%HET2DIFEAIND LRE, D
FREBAZAN) I RBEIFROONFET,

links FTToz o MDY T7o5—HMIGLCTRRINB YV IDYR M, U TIC
Z b &, name (RT=H) url ®BETT,
trafficLinkFilter XF75l Network Traffic R—Y D URL IC3EAT ZEBMD T 1 LY —,

namespacelabels & nodeLabels [FHHE ICBHENTY, EE5L5EHBEINTUVRWIESIE. Global
HTIT 77— MDBRRINET,
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923. HRY LT S—MNIL—ILDVERK

Prometheus Query Language (PromQL) ZfA L T, HEDRY NT—O ANV IR (NZ 749D
BELAEICEODWTCTZS— M N)H—9 28R4 L AlertingRule )V —R%=EHZLE T,

(1} =355
e PromQL (ZBI9 2 HIFH,
® OpenShift Container Platform 4.14 LIEA 1 Y A h—ILEI T W3,
e cluster-admin O— /)L ZH 21— —E LTI ZRY—ILT IV ERATE S,

e Network Observability Operator B4 Y A h—JLINTW3,

1. AlertingRule ') ¥V —X % &%, custom-alert.yaml &\ ZFID YAML 7 7 1 JL&/ERR L &
ER

2. RDAR VYV RZEHRITLT, BRILTS— ML= ZBERLEY,

I $ oc apply -f custom-alert.yami

1. RDOa< Y R%ZETTLT. PrometheusRule ') ¥ — X A" netobserv namespace IC{EB S 17z
JEERBLET,

I $ oc get prometheusrules -n netobserv -oyaml

HHIC, ¥ERK L 7= netobserv-alerts L —ILAASENTWVWBIXT T, chicky, VY —H
FEULLERMRINAEZEAERTEET,

2. OpenShift Container Platform Web 3> YV — )L ® Network Health ¥ & 2 78— K - Observe
EFIVvILT W=D TIT14TTHDIEEERLET,

9.2.4. ZRIEFREH T 7— M DEML

FlowCollector 71 X% L) ¥V —X (CR) @ spec.processor.metrics.disableAlerts 7 1+ —JL KT, 7
S—hTFUTFL—NEE|PICTEEYT, COREEE. P5— b TV TL—FEDY RN EZIFFITE
T, 75— hTYTL—REDYZAME, [F7AIMDTS5—PDYRM Z2SRLTLEIN,

TV 7L — MDEMIEI N, 5D spec.processor.metrics.alerts 7 1 —JL RCH—/N\—54 REINT
WaIHE, BWEDORENBEIN, 75— ML—ILIZERINEE A,

RS

o TIAIKNDTZ—ID) R
® Network Observability X ) 2 2D 4 v ¥ 27 R— KRDFRR

o 75— MNDIERK

104



#59% NETWORK OBSERVABILITY 75— b

o TN VIRV I T—FFT I Fv—

105


https://docs.redhat.com/en/documentation/openshift_container_platform/4.18/html-single/monitoring/#monitoring-stack-architecture

OpenShift Container Platform 4.18 Network Observability

BIOE Y aR—RETS—RMNTOAN) V RDER
Network Observability Operator |&. flowlogs-pipeline I R—x > RAFRL T, 720—07Hh 5 %
N)OREERLET, ARILT - E2EEL, XY NT—VT70T4ET 4 —HADY v 2
R—RERRTBICE. TNHoDA MYV REFERALET,

10.1. NETWORK OBSERVABILITY X N 2 2D & v ¥ 27— KDEXRR
OpenShift Container Platform 3> Y —JL® Overview ¥ 7R L TRy N7 —Ja&RIEX K1) &
Ay aR—RERRL, 2HRMRINS 749770V RATLDOEEHEERL, / — K,

namespace, FiE#H. Pod. BLUVY—ERTEILXNY I REZTANI)VTTEA T aVvERE
Lji_a—o

Flia
1. Web 3> —JL® Observe - Dashboards T. Netobserv¥ v a1 R—RKZZIRLZ T,

2. ROATIN)—DRYNTI—U R S T4 v I XNV RERRLET., KAFTTY—ITIE
/ — R, namespace. EfETT. WETEDH TEY MHYET,

e XA hL—F
e RXyybhkov7
e DNS
e RTT
3. Netobserv/Health ¥y > 2 R— K& RIRLE T,

4. Operator OELMICEIT Z2ROAT IV —DARN) IV RERRLET, EHFTTY) —ITIE,
/ — R, namespace. EfETT. WETEDH TEY MHYET,

e 00—

e JO—DA—N—~AY K
e JO—L—F}

e T—YxVh

o JOtvy—

® Operator

Infrastructure & & U Application X ') 7 &, namespace € 7—7 00— RDQEE1—THRRIN
9,

10.2. NETWORK OBSERVABILITY X ) U R
netobserv_ & WD EEEFEFNMIWERY RO —0F&HAMEXA N) v 7 DBFENRY) AN EHERELET,

Zhik. FlowCollector )V —RXATERETE, S 74 v V%5 L. Prometheus 75— M E{EKRT
51OICFERATEET,
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flowlogs-pipeline IC & > TERMI N2 X ') U Zi&. FlowCollector X% L)YV —ZD
spec.processor.metrics.includeList TF&E L TEMF /ZIFBIRTE T,

Prometheus Jb—JL @ includeList X N V R =#ERALT7S—bAERT B EETEET, [7
Z—MDERK] DRIESIRLTLEI W,

d> Y —JLT Observe —» Metrics %3&iR$ %72 E L T Prometheus TCNSD XA N I R %IRT 5
B, FEET7S—MNEEERTBHFE. IRXTDOX MY U RKZIT netobserv_ & WD FBEFHENMTEZE T,
=& 2 1E. netobserv_namespace_flows_total T3, FIFEAEER X MYV RZIEIUTDELY TY,

includeList DX N 2 24
ZRIDBICTRAY YR * PN TWBEDIE, T72IL NTEMTT,

® namespace_egress_bytes total
® namespace_egress_packets_total
® npamespace_ingress_bytes_total
® npamespace_ingress_packets_total
® namespace_flows_total *

® node_egress_bytes_total

® node_egress_packets_total

e node_ingress_bytes total *

e node_ingress_packets_total

e node_flows_total

o workload_egress_bytes_total

o workload_egress_packets_total
o workload_ingress_bytes_total *
e workload_ingress_packets_total

e workload_flows_total

PacketDrop DX kY 7 2%

PacketDrop #8E A" (privileged €— KIC & YY) spec.agent.ebpf.features TEMICA > TLW 55
B, ROEBMDOXA M) VXA %2ERATEEY,

® namespace_drop_bytes_total
® namespace_drop_packets_total *
e node_drop_bytes_total

e node_drop_packets_total
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e workload_drop_bytes_total

e workload_drop_packets_total

DNSDX M) U R£

DNSTracking #£8E 1" spec.agent.ebpf.features TERICA > TWBIFE., RODEMDX M) U X%
FRATEZEY,

e npamespace_dns_latency_seconds *
e node_dns_latency_seconds

e workload_dns_latency_seconds

FIOWRTTD X hY U R &

FlowRTT #8EA" spec.agent.ebpf.features TEMICR > TWBIFHE. ROEBIMD X M) 7 X% {EH
TEET,

e namespace_rtt_seconds *
e node_rit_seconds
e workload_rtt_seconds
XYBMNT—OARVYEMABMIY I RE
NetworkEvents #EENBMICR > TWBIFEE, COX M) VAT T4 M THATEET,

® npamespace_network_policy_events_total

10.3. 7 5 — ~ DYERK

Netobserv 4w > 27/ R— KX MY J ZIZEDWTAHRS L AlertingRule ') VYV — X % ER L. OpenShift
Container Platform A Y —ILT75— b A2 M) H—F 2542 EELE T,

AR

e cluster-admin O—J)LAaFED>1—H—, FLEITARTOTOY Y NORTIERAF > —H—
ELTIOSRI—ICTIVEARATE %,

® Network Observability Operator B4 Y A h—JLINTWZE T,

FIE
LAVER—=b 74+ %)y LT, YAML7 74 EEHRLET,

2. 75— MIL—=ILEREE YAML 7 741 JLIEBIILE T, RO YAML B Y LTk, 95X —D
Ingress N2 74 v INEET—IO—RTEDIEEL ZWME (IOMBps) ICELZEXIC, 7
S—MDERINE T,

apiVersion: monitoring.openshift.io/v1
kind: AlertingRule
metadata:
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name: netobserv-alerts
namespace: openshift-monitoring
spec:
groups:
- name: NetObservAlerts
rules:
- alert: NetObservincomingBandwidth
annotations:
message: |-

{{ $labels.job }}: incoming traffic exceeding 10 MBps for 30s on {{
$labels.DstkK8S_OwnerType }} {{ $labels.Dstk8S_OwnerName }} ({{
$labels.DstkK8S_Namespace }}).

summary: "High incoming traffic."
expr: sum(rate(netobserv_workload_ingress_bytes_total
{SrcK8S_Namespace="openshift-ingress"}[1m])) by (job, DstkK8S_Namespace,
DstK8S_OwnerName, DstK8S_OwnerType) > 10000000
for: 30s
labels:
severity: warning

netobserv_workload_ingress_bytes_total X k') 7 X
I%. spec.processor.metrics.includeList T7 7 #JL N TEMTT,

3. Create 7 )Yy I LTEREZ? 7ANE ISR —ICEBLET,

104. h A L XN O R

FlowMetric APl 2 L T flowlog 7—4 DO ARY LA RNV R%&EEHL, OV 714 —IL K%
Prometheus IRV E LTERAL, vy a1 R—RKEREHRITYAI XL, FEDIZAY—FT—4 %
EELET,
IREINZITARTD7O0—A7T7T—FICIE. EETRYRELRE, O TEDIRILIMTITFLNE

TJ4—ILRDBWL DD HYET, TNS5DT 4 —JL K% Prometheus SRJILELTGERALT, Fvy>a
R—REDIVSRAY—IERENAITAXTEXLT,

10.5. FLOWMETRICAPI Z{FR LA RI LA N U ZDEE

BEDEZAY VI Z—XA&#ETEHIC, 7200774 —ILRESRLELTIYEYSTLTAHR
4 In Prometheus X N1 27 A &{EKT % & 5 IC FlowMetric APl 2% E L £ 9,

FIR

1. Web O~ Y —JL T, Operators - Installed Operators I[CFEI L £ 7,
2. NetObserv Operator M Provided APIs R L T. FlowMetric 23R L £ 7,

3. Project: KOy 74> 1) M T, Network Observability Operator 1 Y 2% >V 20D 7FOY ¥
PEERLET,

4. Create FlowMetricx 2 ) v o L9,

5 ROYYTIEERELEL &L IC FlowMetric ) YV —R&REL T,
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110

ISR —DHEY —AD5Z{E L7 Ingress /N1 MAEBHTEA M) VR EERT
3]

apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric

metadata:
name: flowmetric-cluster-external-ingress-traffic
namespace: netobserv ﬂ
spec:

metricName: cluster_external_ingress_bytes_total 9

type: Counter
valueField: Bytes

direction: Ingress ﬂ

labels:
[Dstk8S_HostName,Dstk8S_Namespace,Dstk8S_OwnerName,Dstk8S_OwnerType] €

filters:

- field: SrcSubnetLabel
matchType: Absence

FlowMetric ') ¥ — X |, FlowCollector spec.namespace T E % X 117z namespace (7
7 # )L b Tl& netobserv) ICIER T 2 HELNHY T,

Prometheus X b 1) 2 ZMD&HRI, Web 1Y —)L TIX#EEEF netobserv-<metricName>
EEHIIRRIINET,

type EX MY O ZADY A TEIBEL £7 . Countertype (&, /31 MRFF/ Ty MK
HEHOVNTBOICEIBET,

¥vIF¥—9Bb3T74 v IDAEMA. BELBRWERIE. Ingress & Egress DA A"
Fr7Fv—In, BEELLAYY MIRET 2TRESDHY £,

SRIVIE, ARV ZADHBEIFIFRI VT4 T4 —RBOBAREERLET, T,
ARNVOZRDA—T14FTVT714—bEFEELEY, & XL, SrcK8S_Name & h—7 1 F
)F 4 —hDEBWXN) I RTT,

@ ® 6 0 o 9o

DZMINEEEIIEDVWTHREZRYIAAE T, ZOBHITIE. SrcSubnetLabel H'1F7E
LBRWIO—DHERETEIEILEST, VTRI—DHARNZ T4 v IV DH%EZERL
9., Zhid. (spec.processor.subnetLabels (C& W) BT Ry b T RILEBENBMIC
BOTWBRIEARMIRELTWEY, COMEERT 74 M TEMICA>TWET,

1. Pod "E#FHFIN/= 5, Observe = Metrics ICEEIL T,

2. Expression 74 —JUNICXA NY IV ZRZZANL T, WihT 2ERERR"LET, topk(5,
sum(rate(netobserv_cluster_external_ingress_bytes_total{DstK8S_Namespace="my-
namespace'}[2m])) by (DstK8S_HostName, DstK8S_OwnerName, DstK8S_OwnerType)) %t
EDXZEZANTBIEETEET,

PSR —HNEIngress 571 v VD RTTEBEAXRTT S

apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric
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metadata:
name: flowmetric-cluster-external-ingress-rtt
namespace: netobserv ﬂ
spec:
metricName: cluster_external_ingress_rtt_seconds
type: Histogram
valueField: TimeFlowRttNs
direction: Ingress
labels:
[DstK8S_HostName,DstK8S_Namespace,DstK8S_OwnerName,DstK8S_OwnerType]
filters:
- field: SrcSubnetLabel
matchType: Absence
- field: TimeFlowRttNs
matchType: Presence

divider: "1000000000" @)
buckets: [".001 "’ ".005"’ ".01"’ ".02"’ ".03"’ ".04"’ ".05"’ ".075"’ ".1"’ ".25"’ "1 "] °

FlowMetric ') ¥ — X |, FlowCollector spec.namespace T X 117z namespace (7
7 # )L b Tl& netobserv) ICIERXT 2 HELNHY T,

type (EXA MYV RDY A THEIBEL XY, Histogram type . ZEIEfE (TimeFlowRttNs)
ICIRIIBE T,

SOVRMN)YTHIALRTDIE7O0-HNTH/ WEMTREINS D, BEAMAICEH
THITIEBRHBELTIOEAFEARALE T, INnlL Prometheus 4 RS A4 VDIEHTT,

O ® ® o

AR LNy NEIRTTOHREZEBELE T, REARBEIXS I VNS5 250 I U#HD
gEHETT,

WAL

. Pod E#F XN 7/=5. Observe —» Metrics ICEEIL X7,

2. Expression 7 4 —JLRICA MYV ZZEANLT, W 2ERERRTEET,
10.6. TRAFFICFLOWS T—JILD R A NINT=T 14 —IL KX = IXEF
Z4—ILRDBXNY D R%EENRT B

FlowMetric H R4 L)Y —REER L, XY MNT—OARVY K A VI —T 214 A ED Traffic
flows T—TILTRANMNINZ T4 —ILRFLIFEIN T —ILRDARN) VR EERL 9,

m



OpenShift Container Platform 4.18 Network Observability

BF

OVN Observability/NetworkEvents DER-RIxT Y / AV —FL E1—#ETT, 72/
AY—7 L E1—#EEIE. RedHat HEDH—EXLRILT ) =X b (SLA) DR
ATHY., BENICER2TIFARWI EAHY £T, RedHat . EREIRIETCINS %
FRITZIEEHBELTVWERA, 77 /0 7L E1—#4EEIZ. SHFOSERILEE
WEBR IR L T, BAREBBETHEDT A M ATV, 74— KRNy 2 &RELTWEE
ZEEERNELTVWET,

RedHat D77 /Ay —7F L Ea—#EDHYR— NEEICET 28MiE. UTDY v s
EHRLTCLESIL,

o F/,/)AOY—TLEa1—HEDHYR— NEGEH

BF

OVN Observability & %Y h 7 =24 Ry hDORRE L BIFHEEEIZ. OpenShift
Container Platform 4177 8 £ V' 418 TOAXFEATE £ 7,

KDL, Ry hT7—9 RS —A R MO Networkevents 74 —ILRDSOX NY IV REEMRTEAH

EERLTWET,
AR
e NetworkEvents feature #65%1ICd %, IhETDHEIE. BEBRESBLTLREIVL,

FIR

12

XY RT—=OR)—PIEEINTWS,

. Web 3>V —JL T, Operators — Installed Operators ICBE L £ 7,

NetObserv Operator @ Provided APIs R L C. FlowMetric Z:#RL ¥ 7,

Project KA Y 74> 1) b T, Network Observability Operator 1 Y 2% > 20D 7FOY ¥
MEERLET,

. Create FlowMetricx27") v LT,

FlowMetric ') V — X Z{EK L T, ROBEEZEML XTI,
RY>—F & namespace CEIKRY M T—IR)—ARVY N EAD Y T B

apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric
metadata:
name: network-policy-events
namespace: netobserv
spec:
metricName: network_policy_events_total
type: Counter
labels: [NetworkEvents>Type, NetworkEvents>Namespace, NetworkEvents>Name,
NetworkEvents>Action, NetworkEvents>Direction] ﬂ
filters:
- field: NetworkEvents>Feature


https://access.redhat.com/support/offerings/techpreview/
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value: acl

flatten: [NetworkEvents] 9

remap:
"NetworkEvents>Type": type
"NetworkEvents>Namespace": namespace
"NetworkEvents>Name": name
"NetworkEvents>Direction™: direction

‘D INSDIANJLIE, Traffic flows ¥ — 7LD Network Events DR X kX7 4 —JL K
HERLET, ERY MT—0A4ARYMNIIE. BFEDY A 7. namespace. &Rl 7> 3
v, ABARHY T, @FAHL TLS OpenShift Container Platform /X—2 3 » T
NetworkEvents AFlIF TE 2 WGHEIE. Kb Y IT Interfaces 2IBET 5 &HTE X

ER

Qg AT a3V TATFLDY RN AEEL 74— K%, BROT7AFTLELTERT I EAE
RTxFT,

9 Z 73 Prometheus D7 41 =)L ROZRIAZETCE T,

R

1. Web O ~Y —JL T, Observe —» Dashboards I[C#5&1 L. TICX %2 O—JL L T Network Policy
5 TERRLET,

2. FERLIZA N DRERY RD—=DORY S —ERRICEDE, ANV IRADT71ILE )V ITHE
HINhTW3IETTT,

5F
A—TFT14FT V714 —DHEWE, Prometheus DA E) —FHEICHET ZAEEIHY F

To BWEDIRNILDA—T 14 F T4 —=DEWHEINE Xy hT—270—FAD
)77V CHERETEET,

10.7. FLOWMETRICAPI ZERA L7Ic WA I LT 5T DERE

FlowMetric 1 X% L) Y — D charts £ > 3 » & E#E L T. OpenShift Container Platform Web 1
VY= aR—ROARILFv— b EEHRLET,

Dashboard X —Z21—TC, BEZEEL L THRYLFYy—MERRTIET,

Fa
1. Web O~ Y —JL T, Operators - Installed Operators I[CFEI L £ 7,

2. NetObserv Operator M Provided APIs R4 L T. FlowMetric Z:Z&IRL £7,

3. Project: KAy 74> 1) b T, Network Observability Operator 1 Y 2% v 2D 7FOY ¥
FNaZEIRLET,

4. Create FlowMetricZ2 ') w7 LE 9,
5 ROYYTIEREERL L D IC FlowMetric )V —RA2BRELE T,

ISR —DHEY —AD5%{E L7z Ingress /31 M EAEBHT 570D F v— b
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apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric
metadata:
name: flowmetric-cluster-external-ingress-traffic
namespace: netobserv ﬂ
#...
charts:
- dashboardName: Main g
title: External ingress traffic
unit: Bps
type: SingleStat
queries:
- promQL: "sum(rate($METRIC[2m]))"
legend: "
- dashboardName: Main 6
sectionName: External
title: Top external ingress traffic per workload
unit: Bps
type: StackArea
queries:
- promQL: "sum(rate($METRIC{DstK8S_Namespace!=\"\"}[2m])) by (DstK8S_Namespace,
DstK8S_OwnerName)"
legend: "{{DstK8S_Namespace}} / {{DstK8S_OwnerName}}"
#...

FlowMetric ') ¥ — X |&. FlowCollector spec.namespace T X 117= namespace (7
7 # )L b Tl& netobserv) ICIERX T 2 HELNHY T,

i
EI-I;

1. Pod "EFFIN7/= 5, Observe —» Dashboards ICFEEIL £,

2. NetObserv/Main¥'v > 1 R— R%&®RFELF T, NetObserv/Main¥ v aRh—RKDTF, £
TEMBICIECTHER LY Y Y 2 R— REDOTICHDRD2 DDNNRIEFERLET,

o IRTDTA AV aIvIZhiY 7O—/NLiaHNEB Ingress L— b &2 HBETL7ZTF R MR
DEBE—D#RET

o FEEERMUXRNYIRZRY, BET—V7O—RTEDEFERINIT ST
JIT)—FEDOFHMIE. Prometheus D RF a2 AV KN ZSBRBLTLIEIL,

VSR —NEBIngress 571 v VD RTTEEDT 57

apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric
metadata:
name: flowmetric-cluster-external-ingress-traffic
namespace: netobserv ﬂ
#...
charts:
- dashboardName: Main g
title: External ingress TCP latency
unit: seconds

14
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type: SingleStat

queries:
- promQL: "histogram_quantile(0.99, sum(rate($METRIC_bucket[2m])) by (le)) > 0"
legend: "p99"

- dashboardName: Main 6
sectionName: External
title: "Top external ingress sRTT per workload, p50 (ms)"
unit: seconds
type: Line
queries:
- promQL: "histogram_quantile(0.5, sum(rate(SMETRIC_bucket{DstK8S_Namespace!=\"\"}[2m]))
by (le,DstK8S_Namespace,DstK8S_OwnerName))*1000 > 0"
legend: "{{DstK8S_Namespace}} / {{DstK8S_OwnerName}}"
- dashboardName: Main ﬂ
sectionName: External
title: "Top external ingress sRTT per workload, p99 (ms)"
unit: seconds
type: Line
queries:
- promQL: "histogram_quantile(0.99, sum(rate(SMETRIC_bucket{DstK8S_Namespace!=\"\"}[2m]))
by (le,DstK8S_Namespace,DstK8S_OwnerName))*1000 > 0"
legend: "{{DstK8S_Namespace}} / {{DstK8S_OwnerName}}"
#...

FlowMetric ') ¥ — X |&. FlowCollector spec.namespace TEZ I 117 namespace (7 7 # )L bk
Tl netobserv) IC{EX T 2 BN HY £ T,

2712 % dashboardName % {9 % &, $E3EFH Netobserv THZFH LW v 2 R— KA
ERENF 9, /=& ZIE. Netobserv/ <dashboard_name>T9,

Z DBITIE. histogram_quantile Bz A L T p50 & p99 Z#XRRL X7,

EANITSLEERTDEZICEBFMICERINE A M) X SMETRIC sum A2 X f) I R
SMETRIC count TE|22&ET, EARNITSTLDFEHNZRRTELT, FIRDBFITIE, ThhEERITTS
7= ® Prometheus 7 ') —IZRDEHEY TY,

promQL: "(sum(rate(SMETRIC_sum{DstK8S_Namespace!=\"\"}[2m])) by
(DstK8S_Namespace,DstkK8S_OwnerName) / sum(rate(SMETRIC_count{DstK8S_Namespace!=\"\"}
[2m])) by (DstK8S_Namespace,DstK8S_OwnerName))*1000"

i
EI-I;

1. Pod "EFIN/= 5, Observe —» Dashboards ICFEEIL £,

2. NetObserv/Main¥'v > 21 R— R%a®RFELF T, NetObserv/Main¥ v aRh—RKDTF, £
TFREBBIGCTER LAY Yy Y aR—REOTICHZFLWAARILERTLET,

JIT)—SEDOFHMIE. Prometheus D RF a2 AV KN ZSRBRLTLIEIL,

10.8. FLOWMETRICAPI & TCP 72 7 % {EHL7=SYN 7Sy T4 TD
R H

115
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HA X% L AlertingRule & & U FlowMetrici2E%7 7HA LTTCP 737 Z&EHL. V5 RY—LD
SYINTSYTAVIRED)TLIA LRES I TS —MEBMIILET,

FIR

1. Web 2>V —JL T, Operators — Installed Operators ICBEI L £ 7,
2. NetObserv Operator M Provided APIs R L T. FlowMetric 23R L £7,

3. Project KOw 74> 1) Z KT, Network Observability Operator 1 X4 > 20 7O x4
FEERLET,

4. Create FlowMetricZ2 ') w7 LE 9,

5. FlowMetric') YV —X &/ LT, ROFBEZEML T,

TCP 757 %ALT, BERAMEYY—RZTEIKTO—%HAV Y T DK

apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric
metadata:

name: flows-with-flags-per-destination
spec:

metricName: flows_with_flags_per_destination_total

type: Counter

labels:
[SrcSubnetLabel,DstSubnetLabel,DstK8S_Name,DstK8S_Type,DstK8S_HostName,DstK8S_N
amespace,Flags]

TCP 755 &ALT. YV—REKRAIMEYY—RZEIC7A—%hDV T 5%

apiVersion: flows.netobserv.io/vialphai
kind: FlowMetric
metadata:

name: flows-with-flags-per-source
spec:

metricName: flows_with_flags_per_source_total

type: Counter

labels:
[DstSubnetLabel,SrcSubnetLabel,SrcK8S_Name,SrcK8S_Type,SrcK8S_HostName,SrcK8S_N
amespace,Flags]

6. SYNITSYT 4 VI EEETDHDDRD AlertingRule ) V—2%7 704 LET,

SYN 75 v 5 14 ~ % ® AlertingRule

apiVersion: monitoring.openshift.io/v1
kind: AlertingRule
metadata:
name: netobserv-syn-alerts
namespace: openshift-monitoring
#...
spec:
groups:
- name: NetObservSYNAlerts

16
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rules:
- alert: NetObserv-SYNFlood-in
annotations:

message: |-

{{ $labels.job }}: incoming SYN-flood attack suspected to Host={{
$labels.DstkK8S_HostName}}, Namespace={{ $labels.DstK8S_Namespace }}, Resource={{
$labels.DstkK8S_Name }}. This is characterized by a high volume of SYN-only flows with
different source IPs and/or ports.

summary: "Incoming SYN-flood"
expr: sum(rate(netobserv_flows_with_flags_per_destination_total{Flags="2"}[1m])) by
(job, Dstk8S_HostName, DstK8S_Namespace, DstK8S_Name) > 300
for: 15s
labels:
severity: warning
app: netobserv
- alert: NetObserv-SYNFlood-out
annotations:
message: |-

{{ $labels.job }}: outgoing SYN-flood attack suspected from Host={{
$labels.SrcK8S_HostName}}, Namespace={{ $labels.SrcK8S_Namespace }}, Resource={{
$labels.SrcK8S_Name }}. This is characterized by a high volume of SYN-only flows with
different source IPs and/or ports.

summary: "Outgoing SYN-flood"

expr: sum(rate(netobserv_flows_with_flags_per_source_total{Flags="2"}[1m])) by (job,
SrcK8S_HostName, SrcK8S_Namespace, SrcK8S_Name) > 300

for: 15s

labels:

severity: warning

app: netobserv
#...

ZDFITIE. 7Z—PDLEWMEIZ300 TTHA, COEIRRRBICINCTHETEET, L
SWMENMET THERREDVREET DAERMIHYITY, T, LEWVMEDNETEDEE
ROWBZ BRI AL HY £,

1. Web O~ Y —JL T, Network Traffic 7—7 /L E 2 —® Manage Columns =% ') v 2 L, TCP
flags=2 ) v o LZET,

2. Network Traffic 7—7JLE 2 —7T, TCP protocol SYNTCPFlagT7 4 /L% )V JLZEd, @
U byteSize ZF D27 O0—NEHH2HEIF. SINT v RARELTWET,

3. Observe - Alerting IC#5&1 L. AlertingRules ¥ 7%:&RL X7,

4. netobserv-synflood-inalert C7 4 L&YY I LET, SINVSYTAVIDNRETRE, 7
Z—hEREITZI1ET T,

BIER R

o JO—NJLI—ILEFEHRALZeBPF 7—F—9D74ILY )T

o I H—FEHESOVILYI MNDTS5— MNL—ILDIER,
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¢ SN—FTAFTVTA—AMN)TADINZ TN 2—TFT 1427 -Prometheus " RKEDT 1 X7
PRI HE L TWHIERADRE
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#1123 NETWORK OBSERVABILITY OPERATOR DE$5

2£11%= NETWORK OBSERVABILITY OPERATOR D& 4R
OpenShift Container Platform Web 3>V —JL %/ L T. Network Observability Operator O£

ICEAETZT7S—MAERLETT, ThICLY., YATLOLEMA#HIFL, ERLOBEAREICH
HTEZET,

1L LMY Y Y2 R—R
OpenShift Container Platform Web 3> Y —JL T Network Observability Operator NV A Y v & 2 7R —
RERIRL. Operator BLUPZDAVR—RY FDANILAZRT—H R, VY —ZDFERAKR. LV
ARt ZER L 7,
A MY 2 ZIE, OpenShift Container Platform Web 3> Y —JL M Observe —» Dashboards XR— (Z#H
Y £9, Network Observability Operator DL M BT B XA M) V7 RIE, ROAFT T —THERTE
£7,

o 1WHEYDTIO—H

® Sampling

e BEISBEOIS—H

o 1HHI-YDOKOY FXhi7O—H

o flowlogs-pipeline 5t

o flowlogs-pipeline 5t 21—

e eBPFI—YxI v MEEtE21—

e Operator 5t

e )Y —2DEAKR

n2.@2Mr7>—=5
Network Observability Operator IC& 2 TEMINZIAINRTS—MNEBRELE T, ik, Loki DE
YIAATZ—, TO70—0BYRA#H, FhEROY TINK eBPF 7O0—-REDFENRE LGS
IKNF—%RMNYH—-LET,

To2—RrDBMNYH=—INDZE, ¥y PaR—RNIIFEETBEANILAT T — b/NF—1 Network Traffic
R—U & Home R—JICRRINZZEDPHYET, 75— MIRDBEICERINE T,

e NetObservLokiError 7 5 — b id, Loki BRYIAA L — MHIRRICE LB ERE, Loki T7—H
[RE T flowlogs-pipeline 7—7 O— KA 70—% KOy T2 EHELET,

e NetObservNoFlows 7 5 — b &, —ERE 7 O—2EYRAFTNQAWEEICKELE T,
o NetObservFlowsDropped 77 5 — k&, Network Observability eBPF T—< = > k D HashMap

F—TIHBWNSEVNT, e BPFI—V VY MDBNT 4 —T VANMETLIZRETT O— & UNIE
LTW2GE., FLEBEFHRNI N A—SNGEICRELET,

n.3. EeMBEHROTR
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OpenShift Container Platform Web 3> Y —JLA® Netobserv/Health ¥ v ¥ 2 7/R— K% XKL T,
Network Observability Operator E ZD AV R—RY NDEEMERT—F R E) Y —ZDFERIRE % B
BHBLET,

([} =35
e Network Observability Operator B Y A h—JILINTWVWET,

e cluster-admin O— /)L /AT RTOTOYV T NORRNN—I vy avasEo>a—Ho—&L
TR —ICTIVEARATE %,

FIR

1. Web 3> Y —JL® Administrator /X— X% 5 4 TH 5, Observe - Dashboards ICFEE) L £
ERR

2. Dashboards KO Y 74> X Za—H5, Netobserv/Health #:#IRL £,

3. R—=IIIRRINT Operator DELMICEHTEIA M) VR EERELE T,

N3LANILVRATS5— MDOESHE

FlowCollector ') ¥V — X % #HE& L. spec.processor.metrics.disableAlerts {t#&% {#FH L
T. NetObservLokiError > NetObservNoFlows 72 EDIFEDEEMET7 5 — M EEMICLF T,

FIa
1. Web O~ Y —JL T, Operators - Installed Operators I[CF581 L £ 7,
2. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,
3. cluster &R L. YAMLY 7% #8IRLZF T,

4. RO YAML B> FILD & S IT, spec.processor.metrics.disableAlerts %3 L TNV T
S—hEEMILET,

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
processor:
metrics:

disableAlerts: [NetObservLokiError, NetObservNoFlows] ﬂ

@ EHTBTSI-LOIDIREEADIA TEEC YA M EIBETEFT,

1N.4.NETOBSERV ¥ v > 27/R— KD LOKI L — hEIBR 7 5 — M DYERK

Loki X k1) 2 ZICEDWTHRS L AlertingRule ')V — 2% EM L. Loki DERYAH L — MEIBRICE
L7cEERT7 - b 2ERELVC MY H-LEY., Ihid HTTP429 IS5 —THRINEY,
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Netobserv ¥ v > 2/ R— KX NV ZADHRAY LEEIL—ILEERL T, LokidDL — MRIBRICEL 7=
BT >—h e N)AHA—TEFY,

=55

FIR

cluster-admin B—J)LEF D221 —H%—, FLEFIRTOTOVIY NORFEREFE DI —H—
ELTIOSRI—=ICTIVEARATE %,

Network Observability Operator B4 Y A h—JLINTWE T,

AVR—=KNT7A42V+&21)v LT, YAML7 74 )L AERMRLZET,

75— RMNIL—ILEREE YAML 7 71 JLICEBIMLE T, RO YAML %> FILTlE, LokidDL —
NEIRRICEL =B BICT S— MDMERI N E T,

apiVersion: monitoring.openshift.io/v1
kind: AlertingRule
metadata:
name: loki-alerts
namespace: openshift-monitoring
spec:
groups:
- name: LokiRateLimitAlerts
rules:
- alert: LokiTenantRateLimit
annotations:
message: |-
{{ $labels.job }} {{ $labels.route }} is experiencing 429 errors.
summary: "At any number of requests are responded with the rate limit error code."
expr: sum(irate(loki_request_duration_seconds_count{status_code="429"}[1m])) by (job,
namespace, route) / sum(irate(loki_request_duration_seconds_count[1m])) by (job,
namespace, route) * 100> 0
for: 10s
labels:
severity: warning

3. Create 7 )Yy IV LTEREZ?7ANE ISR —ICEBLET,

N5.EBPFI—Y Y N 75— NDEA

FlowCollector 1 2% A1) ¥V — X M spec.agent.ebpf.cacheMaxFlows {E = 1E 9 Z &IC& Y, eBPF
I—VzVhnyaxwy THV WA > E ZITHKET 5 NetObservAgentFlowsDropped 77
S—hafBRLET,

BREVIvI—NIYH—-IhBE, 75—k NetObservAgentFlowsDropped © k) H—Sh F
¥, TDT7T7— MRRINLFEE. ROFICERT &£ IC. FlowCollector @ cacheMaxFlows % 1%
PIIEERFTLTLESI W,

R

cacheMaxFlows #3183 &, eBPF I—Y TV DX T —FHEENEINT 2 ATREMD
HYFEd,
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FIR

. Web 2>V —JL T, Operators — Installed Operators ICBEIL £ 7,

2. Network Observability Operator @ Provided APIs R4 L O T. Flow Collector Z#ZR L F
ER

3. cluster #&R L. YAML %Y 7&ZERLF T,

4. RO YAML %> FILIZRT &£ 5 IC. spec.agent.ebpf.cacheMaxFlows D{E%IE» L 7,

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: Direct
agent:
type: eBPF
ebpf:
cacheMaxFlows: 200000 )

Q NetObservAgentFlowsDropped 77 5 — M FE&£BFD{EH 5 cacheMaxFlows (%155 L £7,

BIER R

o ¥y aR—RNICRRTZDT75—MNMEROZFEMIZ, 21—V —EH OV MDODT5— b
IL—ILDIER #5R LT EI W,
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BREYY—RAODRTT 21—V T

BRENY—ADATa—Yvy

taint & toleration (&, €D/ — NICHFED Pod 2EE T 20 % FlE T2 DICERIIBE E 9., Network
Observability AV R—% Y NOEEBEAZFHIET ICIE. ChoDFERE/ —REL V- &EITERAL
i_a—o

J—RELIVY—E. /—ROARIY LSRN E Pod TEEINALEZL VY —%2FHALTEEREINS
F—/EDODRTOYY THEBELET,

Pod A"/ — RTEITTZ2EHEZB/ALTICIE, PodIZiE/ —RDINILERULF—/EORT I RITNIE
Y FHEA

RLEFED ./ — RICHIF S NETWORK OBSERVABILITY 704 XV K

NodeSelector. Tolerations, Affinity #5247 Y a—1) v J{t#%EH L T FlowCollector ') ¥ —
AEHREL. BED/—RFTOXY h7—JFHAMIVR—R b OTTO4 XY MEHEBLFET,

spec.agent.ebpf.advanced.scheduling. spec.processor.advanced.scheduling. & & U

Ea—]

spec.consolePlugin.advanced.scheduling {t# T. JXDEREHNTRETT .
® NodeSelector
e Tolerations
e Affinity
® PriorityClassName

spec.<components.advanced.scheduling @4 > 7JL FlowCollector !) ¥V — X

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
#...
advanced:
scheduling:

tolerations:

- key: "<taint key>"
operator: "Equal”
value: "<taint value>"
effect: "<taint effect>"
nodeSelector:

<key>: <value>
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: name
operator: In
values:
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- app-worker-node
priorityClassName: """
#...

BEER

® taint B & U toleration ICDWT
® Assign Pods to Nodes (Kubernetes KF a2 X > )

® Pod Priority and Preemption (Kubernetes KF a1 X > )
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.18/html-single/nodes/#nodes-scheduler-taints-tolerations-about_nodes-scheduler-taints-tolerations
https://kubernetes.io/docs/concepts/scheduling-eviction/assign-pod-node/
https://kubernetes.io/docs/concepts/scheduling-eviction/pod-priority-preemption/#priorityclass

BREEHIF)—Xv bT—0

BRELHAVY)—RY NT—2

Network Observability Operator &% L T. SR-IOV > OVN-Kubernetes 2 EDtH V4 —% v K
T—IOhHRy 7= 70—-FT—89%2R&EL, T—F9%2ITV)vFTBHIEHNTEIEY,

13.1. BIIRSR M

o EAVHY—AVI—TIARANL2FRY NT—0RE BMORY NT—0 4V F—T AR
% g 2 7= OpenShift Container Platform 2 S A4 —~D7 7 X,

13.2.SR-IOVA V9 —T T4 ARNST 4 v I DEHDHTE

spec.agent.ebpf.privileged 7 4+ —JL K% true IC5%%E L T. Single Root I/O Virtualization (SR-IOV) 7
NAREDMNZ 74 vV %BERT BL I FlowCollector )Y —X %/ ELEF T, ThilLY. eBPF
I—YzV MNIthDRY T —% namespace #BE(RTEX D LD ICRYET,

eBPFT—Y YV ME, 72 MTERINDZERANERY KT —2 D namespace ICINA T, fhd
XY N —OZRIEEEERLET, REBE (V)M V9 —T (M REFE D Pod BMERIND E.
LWxw kT —% namespace B’MER I E 9, SRIOVNetwork /KR! & —®D IPAMZREAIEET 5 &,
VFA V85— x4 ADKRRANRY bT—7% namespace H5 Pod & b7 —% namespace IZBiT3 1
x9,

AR E A
® SR-IOV 7/3A R & L T OpenShift Container Platform 2 S A4 —ILT7 VA TX 3%,

e SRIOVNetwork 124 1Y) Y —2Z (CR) @ spec.ipam ZE(E. 1 V9 —T 4 ADY RAMIH
ZEEAF IO TS TAUDNLDIP7RLAAZFEALTERETI2HLELNHY T,

FIR

1. Web 3>~V —JL T, Operators — Installed Operators ICBE L £ 7,

2. NetObserv Operator M Provided APIs RH L DT, Flow Collector %#:&R L £7,
3. cluster Z3&R L. YAMLY 7% #IRLZ T,
4. FlowCollector h X9 L)V —RZHZRELET. REHTRDEEY T,

SR-IOV £=# 1) > /' HIC FlowCollector %#:8%E 9 %

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
namespace: netobserv
deploymentModel: Direct
agent:
type: eBPF
ebpf:

privileged: true 0
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ﬂ SR-IOV E=% ) v JZ=BMICT %Ik, spec.agent.ebpf.privileged 7 1 —JL RDfE%
true ICERET H2HENHY X T,

BEfEI

® SR-IOVRY NT—UFNA ZADBE

B3 REYY (VM) DEAVI ) =Ry NT—0A4 V9 —T (%
NETWORK OBSERVABILITY BICERET S

eBPFI—Y IV NAKHEE—RNICBEL, EHVF)—IXYvNT—IDA VTV IRAEETDHI &
IK&Y, VMEAVY =Ry ND—=O NS5 T7 14 v 0 %5BHRT %L DI FlowCollector 5% 7E L.
OpenShift Virtualization 5D 7 0—DF v+ TF v — & @b EBMIL E T,

FTI7A4I MDA Pod 2y NT—JICEHINZVMBALEEINZRY NT7—270—F,. Xv k
D= DEEAMEICE > THENICEF Yy TFvr—3hEd,

FIR

L RODOAT Y REEFTLT, REYY VYOSV Fvy—Pod ICEAT3EHREMELET. ZDIFR
A5y 5 TFEALET,

I $ oc get pod virt-launcher-<vm_name>-<suffix> -n <namespace> -0 yaml

apiVersion: vi
kind: Pod
metadata:
annotations:
k8s.v1.cni.cncf.io/network-status: |-
[{
"name": "ovn-kubernetes",
"interface": "eth0",
"ips": [
"10.129.2.39"
],
"mac": "0a:58:0a:81:02:27",
"default": true,
"dns": {}

"name": "my-vms/I2-network", ﬂ
"interface": "podc0f69e19ba2", @)

"ips": [ e
"10.10.10.15"
1,
"mac": "02:fb:f8:00:00:12", °
"dns": {}
}]
name: virt-launcher-fedora-aqua-fowl-13-zr2x9
namespace: my-vms
spec:
# ...
status:
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O090®9 —

BREEHIF)—Xv bT—0

ThVH)—%y ND—D DEHI,
TtHVH ) -y NT—DODRYNT—DA VI —T 124 R%E,
THVF)—y ND—OTHERINDIPDY R K,

AV =%y hT—JILEAINS MACT7 KL R,

2. Web 3>V —JL T, Operators - Installed Operators [C#81 L £ 7,

3. NetObserv Operator M Provided APIs Rt L O FT. Flow Collector &R L £ 7,

4. cluster &R L. YAMLY 7&ZIRL X7,

5 EBMDxy N —VRABETHRRLIBERICED WL T FlowCollector 2528 E L £ 9,

apiVersion: flows.netobserv.io/vibeta2
kind: FlowCollector
metadata:
name: cluster
spec:
agent:

ebpf:
privileged: true \0

processor:

advanced:
secondaryNetworks:

- index: 9
- MAC
name: my-vms/I2-network ﬂ

#...

‘) LAV ) —A V=T A A0 70—DIREINDLIIC, eBPFIT—Y VMY

2]

©
o

privileged E— KIZR>TWB Z & %#MEAL XY,

RIETY Y SV Fv—Pod DA YTy I RENRICERTZ 71— ILREERLET, A
VH)—A V=T TAADXY NT—27O0—DIV )y F AV MNEEET BIC

&, MAC7RLREAVTFYIRT4—)ILRELTHERTEZIEAHELET, PodE
TMAC 7 RLANEEL TWBIHBEIX, IP Interface B EDBIMDA VT v I R
74—I)LREBMTDE, EERI VY YFAYMNEREBTEEY,

EBMDXRY N7 —21BHRICMACT RLADH BHEIFX. 714—IL K1) X MIMAC %358
mLEd,

k8s.v1.cni.cncf.io/network-status 7 / 57— 3 YV TCROM 2 7cx v N7 —J DE&REI %35
ELFz9d, BEIX <namespace>/<network_attachement_definition_name> T,

6. RETY VDM 74 v 5ERALET,

a. Network Traffic R—JICBEL F 9,
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b. k8s.v1.cni.cncf.io/network-status 7/ 7 —>a Vv TCROHD o 7RV VD IP AFER L
T. SourcelPTZ74IWL% VT LET,

c. TV YFTDUHENHD Source 7 4 —JL K& Destination 74 —JIL RKOEAFAERTL.
REYY VS YFv—Pod EREYV VA VAY VYV RAEMAEBE LTIEELE T,
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5145 NETWORK OBSERVABILITY CLI

14.1. NETWORK OBSERVABILITY CLID A4 >~ X b =)L

Network Observability CLI (oc netobserv) i&. Network Observability Operator & IERICTF 7O4M X h
F9., CLII&. OpenShiftCLI(oc) 7574 & LTHIATEE Y, CLIIE. Network Observability %
FRALT ARICTNYITBLIP NS TN a—FT1 VT ETOIBERAETT,

14.1.1. Network Observability CLI (D W T

v M7 — U A& CLI (oc netobserv) AL T, *v N7 —JDBEEZRZRICTNNY I L, b
TWNoa—FT1VTLFES, TDY—ILiE. Network Observability Operator 24 Y XA h—JL§ B T &
B, B, SATORRE7O0—BLU/Ty MIRELET,

Network Observability CLI &, eBPF T—Y v b aFBALTNEL AT -9 2 —BFHNRIL V45—
Pod ICA MY =X 79270-8LU1Ty MNAIRIEY—ILTT, Fv TF v —HITKENRZ ~
L=V EHY FE A, EITER. BAD’O—HITI VICEEINET,

BF

CLIOFv7Fv—Iid, 8-10 90 EDEVHIBDAEITIND L DICHSFIhTVE
T, EFREARTEZE, E2ETHOTOEREHKBRTZ2ONEH L B2 aEEMENH Y
i’a—o

14.1.2. Network Observability CLIDO 1 > X b —Jb

Network Observability CLI {&, &y N7 =0 ®ERHMEDT NNy JELVNZT TV a—FT 14 VT &5 RR
ICITOBERAETT.,. IhiE, BIEA VYA N—ILT BZBEINHY XT,

Network Observability CLI (oc netobserv) 1 > X b —JL &, Network Observability Operator D1 >~
A=V EEERDFIETYE, DF Y., Operator VY 7 bz T7AHSOTHLA VA M=ILINTWS
BEaTH, CLIZREA VA N—ILTE2UENHY XTI,

pa )

A—H—iE BEICIELC T, Krew 28 L Tnetobserv CLI 75714 %14 VX h—JL

TEFT, FMIE., KrewZFEARALEZCL ZSTA VYDA VAN=IL] #BBLTLE
-S\/\O

AIRE 4
e OpenShift CLI (oc) A Y X h—IL LTS <,
® macOS FAIWE Linux AR —FT a4 VIV RATLDH S,

o docker 7| podman =1 Y XA =)L BUENHY T,

pa )

4V KM=)LbOaAT Y ROETICIE, podman F7-IE docker #FHETXZF 9., ZDOFIE
Tl podman =FEHA L X7,
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FIR

L ROOAYY RAEETLT. RedHat LA MY —icO¥14 > LET,

I $ podman login registry.redhat.io

2. ROAT Y REETLT, 41 X—IU D5 oc-netobserv 7 7 1 JLEHHE L F 9,

$ podman create --name netobserv-cli registry.redhat.io/network-observability/network-
observability-cli-rhel9:1.10

$ podman cp netobserv-cli:/oc-netobserv .

$ podman rm netobserv-cli

3.ROAR Y RERITLT, IBLAET7 74NV EY AT LD PATHICHZ T4 LY MY —
(/usr/local/bin/ 72 &) ICFEEIL £ 77,

I $ sudo mv oc-netobserv /usr/local/bin/

1. oc netobserv A*FHAEETHB & A2HBEL X T,
I $ oc netobserv version
CDAXR VY RERITTEE, ROFIDL D BERIPERINDIET T,

I Netobserv CLI version <version>

BTG IR
o CLITSUA4 VDA VAMN=ILELVER

® CLIManager Operator D4 ~ X h—JL

14.2. NETWORK OBSERVABILITY CLI O

70—y NT—4 %59 —IFI)IATEZEURELS LTIV ITTBE, BEDR— N%EE
ALTW31—H—DFERE., FHlRERRRZHEFETE XY, Network Observability CLI &, 7

A—% JSONBLUVT—IR—=T 74 ELT, XYy hEPCAP 7 74)LELTINELET, &
N7 7AINVEY—RNR—=F 4 =Y —)LTEHEHRETEZEY,

1421 70—DF v IF v —

Xy hNT7—o70—%FvTFv—L, VUY—RFLEFY—VICEDWTCLI TEE 1LY —%EH
LET., Thidk, 2D00EALZY— VD RTT (Round-Trip Time) #REMICREL T 240, EHMA
A—RT—R%EERTBDIRIILBET,

CLITOTF—7IEREICEY, REBEE 70— RREENMRBINI T,

AR

e OpenShift CLI (oc) 4 Y 2 h—ILI N T W3,
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%143 NETWORK OBSERVABILITY CL|
® Network Observability CLI (oc netobserv) 75 74 U1 VA h—ILINTW3B,

FIE
LROAT Y REERFTLT, 7409 —sFMILT7O—%Fvy Fvr—LFT,

$ oc netobserv flows --enable_filter=true --action=Accept --cidr=0.0.0.0/0 --protocol=TCP --
port=49051

2. 9—XFI)LD live tablefilter 7O 7 TT7 4L Y —%EBML T, BETZHZ 705 ISR
Vs Fd, UTFICHIERLET,

I live table filter: [SrcK8S_Zone:us-west-1b] press enter to match multiple regular expressions
at once

3. PageUp ¥— & PageDown ¥—7% @A L T. None. Resource. Zone. Host. Owner. & &
U all of the above ZHIUE X £ 7,

4, ¥ v TFv—%EIETZITE, Cr+CEIBLET, F+v TFvr—IniT—4FIE CLIDA >V
AN=IVIZFERLEZOERL/RRILHS Joutput T4 LI M) —HD 2 DDERD T 714 LIC
EXAFhZET,

5 ¥v TFv—INikT—4 %, JSON 7 7 1 )L .Joutput/flow/<capture_date_time>.json THE
RBLEFT. TOT7A4IICIE. Fv¥ TFv—INET—F9DISONEFINEEFNTVWET,

JSON 7 7 1 LD Hl:

"AgentIP":"10.0.1.76",

"Bytes": 561,

"DnsErrno": 0,

"Dscp": 20,

"DstAddr": "f904:ece9:ba63:6ac7:8018:1e5:7130:0",
"DstMac": "0A:58:0A:80:00:37",
"DstPort™: 9999,

"Duplicate": false,

"Etype": 2048,

"Flags": 16,

"FlowDirection": 0,

"IfDirection": 0,

"Interface": "ens5",
"K8S_FlowLayer": "infra",

"Packets": 1,

"Proto": 6,

"SrcAddr": "3e06:6¢10:6440:2:a80:37:b756:270f",
"SrcMac": "0A:58:0A:80:00:01",
"SrcPort": 46934,

"TimeFlowEndMs": 1709741962111,
"TimeFlowRttNs": 121000,
"TimeFlowStartMs": 1709741962111,
"TimeReceived": 1709741964
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6. SQLite Z{FFH L T. ./output/flow/<capture_date_time>.db 77— 9 X—X 7 7 (L ZRETI
F9, UTICHZRLET,

a. RDAXV RERITLTI7 74 IV EREET,

I $ sqlite3 ./output/flow/<capture_date_time>.db

b. SQLite SELECT AT — XAV hERTLTT—49%29T)—LET, RIHIZERLET,

sqlite> SELECT DnsLatencyMs, DnsFlagsResponseCode, Dnsld, DstAddr, DstPort,
Interface, Proto, SrcAddr, SrcPort, Bytes, Packets FROM flow WHERE DnsLatencyMs
>10 LIMIT 10;

H A B

12|NoError|58747|10.128.0.63|57856]|17]172.30.0.10|53|284/1
11|NoError|20486/10.128.0.52|56575||17|169.254.169.254|53| 2251
11|NoError|59544|10.128.0.103|51089||17|172.30.0.10|53|307|1
13|NoError|32519]|10.128.0.52|55241(|17|169.254.169.254|53|254|1
12|NoError|32519]10.0.0.3|55241[17|169.254.169.254|53|254 1
15|NoError|57673|10.128.0.1959051(]17]172.30.0.10|53|313|1
13|NoError|35652|10.0.0.3|46532]|17|169.254.169.254|53|183| 1
32|NoError[37326|10.0.0.3|52718||17|169.254.169.254|53|169| 1
14|NoError|14530|10.0.0.3|58203||17|169.254.169.254|53|246| 1
15|NoError|40548)10.0.0.3|45933||17|169.254.169.254|53|174|1

14.22. X7y RD* + jal_\—,_

Network Observability CLI ZEAL T, *y 7=y NZBREBLET, §—IFILTT4IL5—
FEAL. ThHEWRLT, EERYTZILIALDTNY THITIZENTEET,

GRS a3
e OpenShift CLI (oc) 4 Y &2 h—JLI N T W3,

® Network Observability CLI (oc netobserv) 75 74 U1 VA h—ILINTW3B,

FIg
L 7409 —%BMILTRTYy hE¥ v TFvr—%RTLET,
I $ oc netobserv packets --action=Accept --cidr=0.0.0.0/0 --protocol=TCP --port=49051
2. #—X7F )LD live table filter 7OV 7R TT7 4 LY —%EBML T, RET 2/ v bEfRYA

HET, 74LI—DHIIRDEBY TT,

I live table filter: [SrcK8S_Zone:us-west-1b] press enter to match multiple regular expressions
at once

3. PageUp ¥— & PageDown ¥—% @A L T. None. Resource. Zone. Host, Owner. &&
U all of the above Z U B X £ 7,

4. ¥ v TFv—%{E1LTBICIE, Crl+C AL F T,
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5. ¥+ TF+—INAT—95HRBELET. TOTF—FIE CLIOA YR M=JLILERALELDE
B LC/RRICH S Joutput/pcap T4 LV M) —RHD1DDT7 7 A ILICEZIAEFNF T,

a. .Joutput/pcap/<capture_date_times.pcap 7 7 1 JLI& Wireshark TR ZENTE XY,

14.23. X ) 7 ZDEF

H—ERE=ZH—%FAHLT. Prometheus TAHYTFYY KXy ND—VaEAIESY v 2 R—RKRE4E
BLET, ThIZLY, TYRT—=IXARMN) IR EFTIEPLRRELIVCPTTEET,

AR

e OpenShift CLI (oc) 1’1 Y 2 h—IL I T W3,

® Network Observability CLI (oc netobserv) 75 74 U1 VA h—ILINTW3B,
¥

LROAR Y RERFTLT, Z4M9—52BPLTAMNI IR Xy TFv—LET,
H A%

I $ oc netobserv metrics --enable_filter=true --cidr=0.0.0.0/0 --protocol=TCP --port=49051

2. =3I FITREINTWB Y >~ U %W T NetObserv/ On-Demand ¥ v & 2 7/h— K& KRR
LET,

URL Dl

https://console-openshift-
console.apps.rosa...openshiftapps.com/monitoring/dashboards/netobserv-cli

v )
‘ BT > TWAWERIXED TS T7E LTERRINET,

14.2.4. Network Observability CLID 2 ) —> 7 v 7

oc netobserv cleanup % {# A L T. Network Observability CLIIC& > TA YA M—=ILINFZTRTD
AVR—RV NEV SR —DOFETHRLET., 7547V MEF v IFvRICCOIAT Y NEE
FRICETLE T, BEROBEIREELLBEEFEITETTI2LENHY £,

FIR
o LIFDIYYREERITLET,

I $ oc netobserv cleanup

RS

® Network Observability CLIY) 7 7 L > X
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14.3. NETWORK OBSERVABILITY CLI (OC NETOBSERV) ) 7 7 L~ X

Network Observability CLI (oc netobserv) (&. Network Observability Operator CERATE 2T EA E
DHEEE 7 AN T AT avaEBATVWEY, AYY RS UEIH%EET I ET, #EPT 1L
) TF T avERMNICTEET,

14.3.1. Network Observability CLI D {# A

Network Observability CLI (oc netobserv) ZfEH L T, IY Y RS4 VBIHEZEL TILICANT B
HD7O—FT—8. Ty hTF—8, ANV I R%EF+ FFv+—L7%&Y. Network Observability
Operator Y R— Mg 2HEEZBMIC LY TE X,

14.3.1.1. #8XC

oc netobserv 1< >~ KOEKREX
oc netobserv M3
I $ oc netobserv [<command>] [<feature_option>] [<command_options>] ﬂ
BEEA 7> 3 ~IE. oc netobserv flows ¥ RTOHERATEX £9 ., oc netobserv packets 1

YV RTRERATEEEA,

14312 EAXa<v U R
ECAP-%. Nu V0 N

avv Rk B

flows JO0—EREX v IFvr—LET, Y7V R, 720—FvTFv—0D
FToav] RESBLTLLEIWL,

packets Ngy hNTF—=49%F v TFv—LET, 727V NE. X7y hxv T
Fr—OAT av] RESBLTIEIW,

metrics AMNYIRTF=H%5F v TFr—LFET, 7TV RIE, TARNYIZF¥
TFv—DFAToav] ORESBLTLLEIL,

follow Ny P75 RTEFTLTWSEZIFAL 29 —O7ICHVWET,
stop I—YVIzVbhTF—FEVvEY FEHIBRLTNEEEFELELET,

copy JLYY—DER L7 74 )lEO—A)ICOAE—LET,
cleanup Network Observability CLI AV R—% > M &HIBR L FJ,

version VIMNDzT7ON=UavEHRALET,

help NVTERRLETD,

134



8514% NETWORK OBSERVABILITY CL/|

14313. 70—F% v JFv—DA T ay

70—Fv 7Fv—IliF, RAEIATY RDIEFEH, X4y ROy 7, DNSEBIE, SOV KNy T4
AL, 7409 )V TICETEMEREOEMEREDEBNA T avrbhy 9,

oc netobserv flows DL

I $ oc netobserv flows [<feature_option>] [<xcommand_options>]

P 1 8

--enable_all T RT D eBPF e BERIL false
--enable_dns DNS B DB ML false
--enable_ipsec IPsec hZvF>vT7DEMEL false
--enable_network_events XY PNT—=OARVYNEZH )V false

T DEMIE
--enable_pkt_translation N7y NEBROARE false
--enable_pkt_drop Ny MRkOoy 7oaste false
--enable_rtt RTT BEF DB false
--enable_udn_mapping 1I—HY—EERXY M7=V E false

v 7 DAEME
--get-subnets Y7 xy MEROES false
--privileged eBPF I—Y v MNFEE—RD auto

Gz
--sampling Ny MY 7)) v TR 1
--background Ny 20579 KTDRT false
--copy HAZ774)0%O0—H)LICIE—  prompt
--log-level AVR—xv Oy info
--max-time BRAF v TF v —B5HE 5m
--max-bytes BAF¥F v TFv—/N1 MK 50000000 =50 MB
--action F7ooavnIrqaIvs vy Accept
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--cidr

--direction

--dport

--dport_range

--dports

--drops

--icmp_code

--icmp_type

--node-selector

--peer_ip

--peer_cidr

--port_range

--port

--ports

--protocol

--query

--sport_range

--sport

--sports
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CDRDZ 48 YT

AEADT 4 INE )T
EEER—b DTALIY VT

EELER—MERD 7 1LY v
pe

2DODEEFXKR—IDEESENT
RS AN

ROy F7EhirTry KkOBFTY
AO—%74)L5% YV

ICMPO—KRDZ740L% ) VT
ICMP %4 7D 7 41L& )V
RHED/—RTOFvTFv—
EZIPOT74NE YT
E7 CODROZ7 1LYV
R—rEBEDT ALYV YT
R—=bDTaNZ VT

2DODR—bDEELHNTT 4L
A7

pA=R =IO RS- 27

HAY LT —%FRALED
O—D74IIL8 )T

EETR—MERD 7 1LY v
p

EETR—MDT4ILI YT

2DODEETR—IDEESENT
RS AN

T4k

0.0.0.0/0
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T4k

--tcp_flags TCP 737D 714IV8 YT -

—-interfaces EHRITZA VY —T A1 ADY R -
M (AYRREY)

—-exclude_interfaces BRHATBA VI —TTAADY R lo
M (AYRRGY)

PacketDrop 8L U RTT#gEAAMICLTCTCP ORI ER— M 49051 C7O—F+v 7
Fvy—%R{TT5H:

$ oc netobserv flows --enable_pkt_drop --enable_rtt --action=Accept --cidr=0.0.0.0/0 --protocol=TCP
--port=49051

14314. X5y X v TFv—DF T av
TANWY—%FATEZE, 720—DF v TFvy—ERALEIICTY NDF Y TFvr—FT—9%T7 1)L

HYVUITEEY, ANy ROy 7 DNS, RTT. ®Y NT—0 4RV NREDREDHEEL. 7
A—8LVARN)VADF ¥ TFv—TOHREATEIET,

oc netobserv packets D

I $ oc netobserv packets [<option>]

P 1 8
--background Ny 25579 KTDRT false
--copy HAZ774)0%O0—H)LICIE—  prompt
--log-level AVR—xv Oy info
--max-time RA¥ v 7F v —BfE 5m
--max-bytes BAF¥F v TFv—/N1 MK 50000000 =50 MB
--action F7ooavnIrqaIvsyvy Accept
--cidr CDRDZ4IE )Y 0.0.0.0/0
--direction FRADZ 1Y) VT -
--dport EEER— DTS )T -
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T4
--dport_range EELXR—NEEDOT7 LYY -
o
--dports 2ODEFBER—PDELLNT -
ZaNE) T
--drops ROy 7EINTy KOHTT7  false

O—%274I)L89 Y)Y

--icmp_code ICMPO—RD7 45 YT -
--icmp_type ICMP %4 7D27 4 1LF Y VYT -
--node-selector BED/—RKRTOFv TFv— -
--peer_ip E7IPODT74NE) T -
--peer_cidr E7 CIDRDZ7 14L& )Y -
--port_range R—NEEOZ 45 )T -
--port R—=bDT71NE) T -
--ports 2DODR—bDEELHNTT 1L -
s) T
--protocol ZOMANDT4NE )T -
--query AR LT —%FERALED -

O—D74IIL8 )T

--sport_range EETR—MEEO 7L Y -
o

--sport EETR—bDT4NY )T -

--sports 2DODEFTR—IDELLNT -

JaNE) T

--tcp_flags TCP 72070745V T

TCP ORI ER—K 49051 TRy M+ FFv—&ETT 5460

I $ oc netobserv packets --action=Accept --cidr=0.0.0.0/0 --protocol=TCP --port=49051
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14315 ANV RF v TFv—DF T3>

TJA—F v T7F¥—ERAULEIIC. XM IVRF Y TF v —CHEEEBDICLTITIAILIY—AFEHRT
XET, ERINFZTS 7Yy a2 R—RICBERTINE T,

oc netobserv metrics 3

I $ oc netobserv metrics [<option>]

P 1 8

--enable_all T RT D eBPF e BERIL false
--enable_dns DNS B DB ML false
--enable_ipsec IPsec hZvF>vT7DEMEL false
--enable_network_events XY PNT—=OARVYNEZH )V false

T DEMIE
--enable_pkt_translation N7y NEBROARE false
--enable_pkt_drop Ny MRkOoy 7oaste false
--enable_rtt RTT BEF DB false
--enable_udn_mapping 1I—HY—EERXY M7=V E false

v 7 DAEME
--get-subnets Y7 xy MEROES false
--privileged eBPF I—Y v MNFEE—RD auto

Gz
--sampling Ny MY 7)) v TR 1
--background Ny 20579 KTDRT false
--log-level AVR—xv Oy info
--max-time BRAF v TF v —B5HE 1h
--action F7oavnIrqaIvsyvy Accept
--cidr CDRDZ4IE )Y 0.0.0.0/0
--direction FRADZ 1Y) VT -
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--dport

--dport_range

--dports

--drops

--icmp_code

--icmp_type

--node-selector

--peer_ip

--peer_cidr

--port_range

--port

--ports

--protocol

--query

--sport_range

--sport

--sports

--tcp_flags
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EEER—b DT7TALI YT

EELER—MERD 7 1LY ¥
o

2DODEEFXKR—IFDEESENT
RS AN

ROy F7EhirTry KkOAFTY
O—%74)L5% YV

ICMPO—RD740L% ) VT
ICMP %4 7D 7 41L& )V
RHED/—RTOFvTFv—
EZIPODT74LE YT
E7 CODROZ7 1LYV
R—rBEDT ALYV YT
R—=bDTaNZ VT

2DODR—bDEELHNTT 4L
A7

pA=R =IO RS- 27

HAY LT —%FRALED
O—D74IIL8 )T

EETR—MERD 7 1LY v
P

EETR—MDT74ILE YT

2DODEEFETR—IDEESENT
DI AN

TCP 227D 40WL8 0T

T4k

false



8514% NETWORK OBSERVABILITY CL/|

*Fav S5aBH S | 7 S
—-include_list EWRITDAN)IRED) R K namespace_flows_total,node_ingr
(AVIEHY) ess_bytes_total,node_egress_byt
es_total,workload_ingress_bytes_t
otal
--interfaces EHRITZA VY —TIAADY R -

N (avTREHY)

--exclude_interfaces BRATBA VI —TTAADY R lo
M (AYRRGY)

TCP KOy 7DA MY I RAFx v TFv—DRTHI

I $ oc netobserv metrics --enable_pkt_drop --protocol=TCP
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%15% FLOWCOLLECTORAPI Y 77 L VR

FlowCollector APl (2, &2y hT7—270—%2IR&ET3/-HDT 7O/ XY MNaflHBLVERET D7
DICHFRAINZEREREZAF—VTT, TOVIT7LYRAAARIEF, TOLOIREELRBRTEEIET
ZDICEBIBET,

15.1. FLOWCOLLECTOR API £ %k

Bdi:]
FlowCollector (3, EB &R 27 7O/ XY NeBIESLVRETZ Ry hT7—2 70—N&E AP
OJZ#_?T\‘?—O

it}
object

apiVersion string APWVersion (g4 7 bDIZ D
RIBON—V 3V AF—THEER
LEd, ——l@FRF IR
F—VYERMOREBEICERL,
REINARVMEIRIES T &N
HYFET, FE
(&, https://git.k8s.io/community
/contributors/devel/sig-
architecture/api-
conventions.md#resources & &
BLTLCEI W,

kind string kind i dZ DA 7T MHKRT
REST )V —R%&XKTXFIDIE
TY, —NR—iEF 77475
NEREZEETZIVRRSA VB
NOIhEHRTESZENHY
FY, INZEHITHIEETE
FtH A, CamelCase #fFH L F
¥, FFAb:
https://git.k8s.io/community/con
tributors/devel/sig-
architecture/api-
conventions.md#types-kinds

metadata object BEF TSI NDOXIT—4,
FEHE:
https://git.k8s.io/community/con
tributors/devel/sig-
architecture/api-
conventions.md#metadata
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spec object FlowCollector ) V —ZXDEZF L
WREZEEZLI T,

*ZDRFa2AVKIT HER=FK
RN F/oid [FEHERE] CEH
INTWBIHE, RedHatl&ZD
HWEEEZ ARICHR—MLTVWEH
ho TcEZIE, AI2a=F1—IC
Lo TIRHEIN, AVFTFVRIC
I 2 EXREERLICZITAN
Sni-agEELrHY FT, BED
AVTFF—lE, RAMIZT7+—F
ICBRELTINSDHEEICRTT 5
YR— N E2RET2HBENHY £
ER

15.1.1. .metadata

BTL

BEF T MDAYT—4, FEMIL. https;//qgit.k8s.io/community/contributors/devel/sig-
architecture/api-conventions.md#metadata SR L T EX Wy,

it
object

15.1.2. .spec

Bdi:]
FlowCollector ) YV —ZDEF LWREAEZL X T,
X ZDRFAXAYINT THR—MRH] Tk TIEHEE] CRBHEINTVWEES. RedHat &%
DHEBEEENARICHR—RNLTWVWERA, LEAE, AIa=Z714—ICL>TRESIN, AVvTFV
AEATRIEXBEERERLICRIFANONAZAEEIrHY ET, BEHROAVTF—IE, RIAMI
74— MIBELTINSOHEICHT 2T R— MN2RET 2B’ HY XY,

it

object

agent object JO0—%HET5HDI -
v hE&E,
consolePlugin object consolePlugin (&, FIFARRER

%4, OpenShift Container
Platform AV —=I 7S 54 VIC
BAEY2HRELEELET,
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deploymentModel string deploymentModel (&, 70—
WBICHERT TOA AV NDF
1 7%2EHELET, AREREIXR
DEHBYTY,

-70—Jotvd—HAr—vz
VEDLEE)YARAVETDRLDIC
9% direct (F7#ILK) . R
By 529 —7T05 /—KRUTF
DYHEERINFET,

- Kafka »i54&. 7Oty H—IC
Lo THEINSREICZO—%
Kafka /8 TS5 A4 VICEELZE
E

Kafka I&. LYW EBNhAXT—5E
V74, EEYE BLUETRMKE
HIRETEEY (FHA

(&, https://www.redhat.com/en/
topics/integration/what-is-
apache-kafka 8B L T X
WMo

exporters array exporters (. HRY LEEF
FANL—HOEMDA T 3
VOIYAR—H—EERELEFE
ERS

kafka object Kafka 5% &, KafkaZ70O—21L
9oavnA T4 v0—EEL
T7a—h—¢&LTERATEE
¥, COREEZFATEZD
I%. spec.deploymentModel

»* Kafka D% & T,

loki object loki(ZR—X N7)DIZA4 TV
hE&TE.

hamespace string Network Observability Pod 7 7

04 TN % namespace,

networkPolicy object networkPolicy |£. Network
Observability DAV R—x ¥ M &
DT BDDRY NT—URY
V—BREEEELET,
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processor object processor (. T—Y TV khH
L70-%2%fFELTTIVI YT
L. XBMU Y R%EERL T Loki
Kile L 4 ¥ —PRARTRAET Y
AR—F—ICEE T B IV R—F
VhOREEEELET,

prometheus object prometheus (&, J> YV —J)L 7
ZTAVHDLAN) VR ERGT
2OICERAINZ VT —BE
72 E D Prometheus SXE% EE L
=

15.1.3. .spec.agent
A
JO0—%ZHMETSHODI—I TV MR
B
object

il

o

ebpf object ebpf (&, spec.agent.type »*
eBPF ICEREI N TL2I5FE.
eBPF R—2070—LKR—%—
ICEET 28 EERLET,

type string type [FEHEEE ()] TlE. 7R—h
L—2I—YzV hEZBRLE
9, LlEIE. D714 —ILRTIX
eBPF /21X IPFIX ##RTx &
L7, IR¥E. e BPFOHHIHFTX
nNTWahidH, 07 1—ILRIE
JEHETHY., APIDSED/IN—
Y avTHRINSFETT,

15.1.4. .spec.agent.ebpf

A
ebpf . spec.agent.type »* eBPF [CEREINTWBIHFE., eBPFR—Z2D 70— L KR—4% —|TF
EIEREERLET,

il
object
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advanced object advanced =Y % &, eBPF
I—Yzv hOREBPHEEDWNL D
NrOREERECEET, Dt
v aviE, GOGC »
GOMAXPROCS ®RiEZ#a &
DTNy JEFMBNT +—< v
ADmELZEERENELTVE
T, INLDEIFSEHROERED
HEERELTLEIY, Z0OEY
2 a VT, 774 hD Linux
TANREY T4 —%F—N=541

REBZEHTEET,
cacheActiveTimeout string cacheActiveTimeout (&, L

R—=9—D270—%FHL TEE

THITORAREART

9, cacheMaxFlows &
cacheActiveTimeout %159
ECARYRNT=O NS T4V ID
F—/N\—~w K& CPUBRT &R
LPTIENTEETN, XEY—
SHESMEZ, 70—3L VY3
VOLATFUY—DEMT B &
NFEBINET,

cacheMaxFlows integer cacheMaxFlows (&. &#RD
70—DHRABTY, FET S
s LR=49—3oo—%#EL
9., cacheMaxFlows &
cacheActiveTimeout =13
ECARYRNT=O NS T4V ID
F—iN—~w K& CPU BRT &R
LYIENTEETHN, XEY—
HESMEZ, 70—3L VY3
VOLATUY—DEMT B &
NFERINZET,

excludelnterfaces array (string) excludelnterfaces IC(%. 7

A—RL—ZDSBRATDA
H—T 1A RE%EEHET, /br-/
RE, RSy aTHEHIENEIY
MNU—IFERKKTE LTRES N
F9, ThLSE, RXFEMX
FEXNTEXFIE LTRES
nExY,

features array (string) BT HEBMEREDY X b, T
NSET 74 N TETRTEDIC
O TWET, BINEEEZFMIC
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& NU d SIS

- PacketDrop: /X7y kKO vy 7
J0—00xF v JBREEEBEMICL
FY, JOHBELZFERT 5ICIE.
A=—XNWTNRY T T 7AWV AT
LEID VNS BUEDNH BT
&, eBPFT—Y x>V b Pod %
spec.agent.ebpf.privileged %
U TR X Pod & L TET
IRENHYET,

- DNSTracking: DNS B Ffit#ag
EEMICLET,

-FlowRTT:eBPFT—>Y Vv b
TTCP 574 v hBD7
O—EE (sRTT) i =H/hic L
9,

- NetworkEvents: 7 O0—% % v
fo—2o KR >—OEEMAITRE
Dxry NT—04 R NEEIAREE
EEMICLEY, JOMEAFER
T BITE. A—RILTNNY T T 7
AWV ATLEIIY NTEHE
KHd=H, e BPFT—Y TV b
Pod %
spec.agent.ebpf.privileged %
L CTHERE Pod & LTERTY
ZEMNHY FY, Observability
T4 EE % {i 2 7= OVN-Kubernetes
XY ND—=0TST4 Vv EFERY
IRENHYFET, BEE: T
gElEF s/ 0Yy—7LEa—&L
TREINTVET,

- PacketTranslation: Service
NAT 72 ED /Ry N EHIBIR %
BALT7O0—%ITYvYyFTZED
£OICLET,

- EbpfManager: [ R— hXh
TWEHA ("], eBPF Manager
A LT, Network
Observability eBPF 707 5 A%
BELET, AIEREFMHE LT,
eBPF Manager Operator (& 7z &
7y FZAKY —L®D bpfman
Operator) B4 Y A k=)L I N T
WEBENDHY T,

- UDNMapping: 21 —%—%E&

ry NT7—72 (UDN) ~ADA ~
F—JDTAADIYEVTEBM
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;

WTNRY TIT 7AWV AT L%ER
VY NTREIRENDHBD,
eBPFT—Y x> b Pod %
spec.agent.ebpf.privileged %
U THRMEMNE Pod & LTERITY
ZWENHY FF, Observability
HBE % fi§ 2 7= OVN-Kubernetes
xYNID—=O0 TS T4V EFERT
ZRENHYET,

-IPSec: IPsec BES1L&FHAL T

flowFilter object flowFitter A0 2&My %%
YIIETBeBPFT—Y TV b
REEEELETT,

imagePullPolicy string imagePullPolicy (. L TES

L7=4 X —® Kubernetes 7JL
’_.ﬁ U 9_—63—0

interfaces array (string) interfaces ICI&. 7 O0—DN&E
TCTHBA VI —T 4 ZDAHI
EaHE7T, ZOREe, I—Y
> b & excludelnterfaces (2 1)
ARINTVWREDERWT, ¥
AT LAADETRTDA VY —T T
A RZRIFLET, /br-/ 12 &,
ATy yaTHEHIEFzNAIV RN —
FEMKFE LTREINIT,
ZNLUAE, AXFENXFER
MTBXFIE LTREINZE
ERS

kafkaBatchSize integer kafkaBatchSize (Z. /X\—7 ¢
L avVICEEINBEDOY VTR
NDJEARY A X% /X4 MBI THI
FRLZFY, Kafka Z{EMA LARWE
BRERINES, 771401
MB.,

logLevel string logLevel I&. Network
Observability eBPF Agent 0O %
LNV EEELET,

metrics object metrics (. X b I RICET B

eBPFI—Y TV hNEEAESHL
E3C I
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privileged boolean eBPF Agent OV 7+ —D451E
E— K, true IFRET 5 &,
I—YzV P, AV )—1
VH—TTARDLDINST T4
VEEH, JUELDITT 1Y
VEXFvTFr—TEBLIIIR
YEd, BREINS D false 1T5%
EINTWB &, Operator 3
VTF IR A NE Y
7 4 — (BPF. PERFMON,
NET_ADMIN) #&&E L 9, /N
v b KOy 7 0ER (features
% BH8) ® SR-IOV #R— M A
E. —EBOI—T v MEREICIE
HIET—RORETY,

resources object resources (&, DAV TF—
MREETZAVEI—FT1 VY
)Y —2TY, il
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
I,

sampling integer eBPF 7O—70H v 7)) v JHE
. 100 Z18ET 5 &. 100 2D 1
DTy MHEFEINET, 0F
I Z8EESTHE, TRTON
Ty RBYYTYUTEINET,

15.1.5. .spec.agent.ebpf.advanced

e
advanced {35 &, eBPFI—2 Y FORAEEREDWK DMDAIEAZZETCEET, ZDt
72 avid, GOGC > GOMAXPROCS IRIREH MR EDT /Ny J LM/ T # —< V AD &L
ZEREHNELTVWET, CNODEIRRSEFRDODEEDE EHRELTLEIWN, 2LV VT
& T7AI MDD Linux T4 RE) T4 —%FA—N—54 K$TBIEETEET,

i
object

FO/NRT 1 —

capOverride array (string) HEE— FTERITIINTUWARWNE
HIZ. Linux 74 /RE) T4 —%
F—N—Z4RKLZXT, 774
DT A/NEY T4 —IE, BPF,
PERFMON, NET_ADMIN T¥,
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env object (string)

scheduling object

15.1.6. .spec.agent.ebpf.advanced.scheduling
A

env A AT 2E. hRYLRE
THEEBERZOAVER—RV b
ICET CENTEEYT., GOGC
> GOMAXPROCS % &, 35
ICEFEMRN T+ —< VA F 21—
ZVTF T avEEBETDICEIL
5%9., IhoDAF T avid,
Iy IDTNy TENMYR— K%
ZT2HBEICOAERREDTH
%78, FlowCollector 23k F D
—EELTAALAWTESX
(A

scheduling l&., Pod A/ —RKT&
DEIICRTTa—IINdD%E
wELET,

scheduling l&, Pod n'/ — R TEDLDIICRT TV a— LIz EHELET,

i
object

FONRT 1 —
affinity object
nodeSelector object (string)
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EBELLBZE. Pod DR Y 1—
VU THER, RFaxXxyk

(&, https://kubernetes.io/docs/r
eference/kubernetes-
api/workload-resources/pod-
vl/#scheduling #8RL T 72X
(A

nodeSelector = EAY % &, 15
ELEEINVERD/— RO
HPodHRTTa1—)LTEET,
REaslLrh

(&, https://kubernetes.io/docs/c
oncepts/configuration/assign-
pod-node/ ZZHL T LI L,


https://kubernetes.io/docs/reference/kubernetes-api/workload-resources/pod-v1/#scheduling
https://kubernetes.io/docs/concepts/configuration/assign-pod-node/
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priorityClassName string BE LB E. Pod DEBEELE TR
LEFJ, RFaxrh
(&, https://kubernetes.io/docs/c
oncepts/scheduling-
eviction/pod-priority-
preemption/#how-to-use-
priority-and-preemption &8 L
TLEIV, BEINTULRWS
BRT 74 NOBEENEAS
e T7 4 bOBREDLEWEG
BIEOMERINET,

tolerations array tolerations (&, —39 % taint
HRD/—RICPod BRI Y a—
I TEBELDITT B toleration D
DARMTY, RFaxXvh
(&, https://kubernetes.io/docs/r
eference/kubernetes-
api/workload-resources/pod-
vl/#scheduling #88 B L T X
(A

15.1.7. .spec.agent.ebpf.advanced.scheduling.affinity

BTL

BELEBE. PodDRTTa—Y Y JH#H, K¥axy b
l&. https:;//kubernetes.io/docs/reference/kubernetes-api/workload-resources/pod-
vl/#scheduling Z5BR L T EI L,

i
object

15.1.8. .spec.agent.ebpf.advanced.scheduling.tolerations

Bdi:]
tolerations 3. —§ % taint 2F D/ — KICPod DR Y 2 —ILTE B &L HIZT B toleration D

)R PMTY, FFaX2 M, https//kubernetes.io/docs/reference/kubernetes-api/workload-
resources/pod-vl/#scheduling #2888 L T 23 W,

]
array

15.1.9. .spec.agent.ebpf.flowFilter
A

flowFilter (. 70— 48 YV JICET 2 eBPFI—Y Y bEREZEHELE T,
B

object
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action

cidr

destPorts

direction

enable

icmpCode

icmpType

152

string

string

integer-or-string

string

boolean

integer

integer

action ¥, 745 —II—HT
270-ICRLTETTSZT7Y
YavEEHELIY, FERATER
F 7> avid, Accept (77 #
JL ~) & Reject T,

cidriz, 7o—o74L%5 )Y
ICERATZIPCIDREEZL X
¥, & xE. 10.10.10.0/24
7213 100:100:100:100::/64 T
E

destPorts (. Z7O—D7 1)L
&)U TIERYT %8ER— M
EHELFT (ER). B—DR—K
EI7ANWI YIS BRI, B—
DR—PMNEZEBHYEELTEELE
¥, & x1E. destPorts: 80 T
¥, R—hO&#EZT 1LYV
J¥BICIE. XFNEAD "FHia
-7 E@EEFERALEY, &
Z 1%, destPorts: "80-100" T
T, 2DDR—FMET 4 IJLH Y)Y
J9 51l XFIRLD
"portlport2" ZEALFT, &
Z ¥, ports: "80,100" T¥,

direction (. 7O—D7 1%
VU JIERAT 2 AREERLE
T (ER). FERARRL T a v
I& Ingress & Egress T9,

eBPF 7O0—®D 7 4 ILF ) v 1k
BEABRICT ZICIE. enable %
true ICEREL 9,

icmpCode (Z. Internet Control
Message Protocol (ICMP) k5
T4 v IDBEIC. 7E—DT 4
Ve )Y JICERYT % ICMP O—
FEeEZRLIT (ER).

icmpType (&, ICMP k57 1 v
IDHBEIC, 7A—DT 1)L Y)
VIIERTBICMP 94 T%E
ZLIT (ER)
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peerCIDR string peerCIDR &, 7O—%7 1 JL%
\)> 7§ % PeerIP CIDR %= E %
LET, L&x

(£, 10.10.10.0/24 % 7= 1%
100:100:100:100::/64 T4,

peerlP string peerlP (. 7O—D71J)L% 1Y)
VIIERTRZ)E—RNIPTR
LAZEELIT (ER). &X
(¥, 10.10.10.10 ¢9,

pktDrops boolean pktDrops (&, /X7y kkoyv 7
EET7O0-DHrETAINE) Y
TJLEY (ER)

ports integer-or-string portsik., 7O—D7 4% 1)V
TJIERTZR—b2EHELET
(ER). ThIFEFTAR— &5
SR—NOEAICERINET,
B—DR— TNV TT
ZICiE. B—OR— M EBHYES
LTRELET. &

&, ports: 80 T9 ., R— hDE
Baz74IL8 )0 79310 X
FIFARD "FHih - R 7" SHE%E
ALZ%xY, =& zld, ports:
"80-100" T9, 2 DDKR— %
TA4NEN T TEBICIE. XFT
R D "portl,port2" ZHH L %
¥, fc& AL, ports: "80,100"
<Y,

protocol string protocol &, Z7O—D7 1 JL%
DU JIERTSZTOMNILEE
#ZLFT (ER). ERTREAL T
vav
&, TCP. UDP. ICMP. ICMP
v6. SCTP ¢79,

rules array rules i, eBPFT—Y x> bOD
TANNI)TI—ILDY) X N %
EELET, 748V ITHE
WO TWBIZAE, EDIL—IL
IKE—HLanwz0—E7r7 4
FTHEEINFT, 7740 %
BEIZICE. IRXTERITAN
% J)L—JU ({ action: "Accept",
cidr: "0.0.0.0/0" }) =zE&EL T
MNOEFIV—ILTHRELET,
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sampling integer sampling i, ¥ v FL7=/\Ty
oYYV TRERTH
Y. spec.agent.ebpf.samplin
g CEEINAL/O-—NILY VTS
Vo J%Fd—nN—54 RLFET,

sourcePorts integer-or-string sourcePorts (&, 7A—D 7 «
Ve ) v JIERY BEETR—
PeEELET (ER). B—D
R—=b 71405V TFBIC
&, B—OR—MEBHEE LT
BELET, &R
I¥. sourcePorts: 80 T9,
R—KNDEEHET IS )T
ZICid, XFHRX O "FHEA - #
T'EEEERALET, L&
I¥. sourcePorts: "80-100" T
T 2DDR—MET AT )Y
T4 B XFINFRD
"portlport2" ZEALFT, &
Z I, ports: "80,100" T¥,

tcpFlags string tcpFlags 1. 7O—D7 1)L %
VY TICERT 27D TCP 7
STEEHLIT (ER). RED
7247 (RFC-9293) IZHN A
T. SYN-ACK. FIN-
ACK. RST-ACK @ 3 D D# &
AEbhtonwThraFERLTT 1
WE) 7422 EHTEEY,

15.1.10. .spec.agent.ebpf.flowFilter.rules

Bl
rules (I, eBPF T—Y 2V MDA )V TIL—ILDY A MNEEZELET, 749UV ITDE
M2 TWBIHE, EDIL—ILICE—BLAWnW7O0— T 72 MNTEEINET, 77200
EEETZITIE. TRTERZIFANSIL—IL ({ action: "Accept"”, cidr: "0.0.0.0/0" }) = EF L TH
SEFI—ILTHRELZET,

i
array

15.1.11. .spec.agent.ebpf.flowFilter.rules[]

ShEf
EBPFFlowFilterRule I£. 7O0—7 48 Y YT IL—ILICET D eBPFI—Y YV MEEEEEHLE
E

i
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object

action string action (. 74 I)ILH—II—HT
270-ICRLTETTSZT7Y
YavEEHELIY, FERATER
F 7> avid, Accept (77 #
JL ~) & Reject T,

cidr string cidriz, 7O—074)L85YV Y
ICERAYTZIPCIDREEEZL X
¥, & ZE, 10.10.10.0/24
7213 100:100:100:100::/64 T
ES

destPorts integer-or-string destPorts (5. 7B8—D7 1)L
)V TIERYT 5mER— M
EELFTT (ER). E—DR—b
74N ) U TEBICIE, B—
DR— M =EBPEE LTHRELE
¥, fc& AL, destPorts: 80 T
¥, R—rD#EEZT LY )V
T4 B XFINHAD "RiA
-RTEEEZERALEY, &
Z I, destPorts: "80-100" T
T, 2DODR—bMET ALY )Y
T4 B XFINHRD
"portlport2" ZEALFT, &
Z ¥, ports: "80,100" T¥,

direction string direction (. 7O—D7 1)L %
VU JIERAT 2 AREERLE
T (ER). FERARRL T a v
I& Ingress & Egress T9,

icmpCode integer icmpCode (Z. Internet Control
Message Protocol (ICMP) k5
74 v IDBEIC. 70-—DT 1
Ve ) Y JICERY S ICMP O—
FeEZRLIT (ER).

icmpType integer icmpType (&, ICMP k57 1 v
JDBEIT. 7A—DT 4ILE Y
VIIERTSICMP 44 T%E
ZLIT (ER)
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peerCIDR

peerlP

pktDrops

ports

protocol

sampling
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string

string

boolean

integer-or-string

string

integer

peerCIDR 3., 7O—%7 1 J)L%
1)~ 44 % Peer IP CIDR % E%
LEd, &X

£, 10.10.10.0/24 /= Ix
100:100:100:100::/64 T3,

peerlP (&, Z2O0—D74J)L% 1Y)
VIILERTBZYE—NIPTR
LAZEELIT (ER). &X
(¥, 10.10.10.10 T9,

pktDrops (&, /X v hkOv 7
EETC7O0-DHrETAINE )Y
TJLEY (ER)

portsik., 7O—D7 4% 1)V
JIERTZR—E2EHZLET
(EE). ThIFEETR— &5
SR—MOBEAICEAINET,
B—DR— NET4NLEYIVVTT
3T, B—OR— N EBHEE
LTERELET, L&X

&, ports: 80 T9., R— hDES
BHEZ74IWL9 UV TF5IT1E. X
FHFAD "FHih - R 7" SHE%E
ALZ%xYd, =& xid, ports:
"80-100" T9, 2 DDR— %
748 ) v TTBICE XFF
R D "portl,port2" ZHH L %
¥, fc& xE, ports: "80,100"
TY,

protocol &, ZO—D7 1 JL%
DU JIERT 7O EE
#ZLFT (ER). ERTREAL T
vav

&, TCP. UDP. ICMP. ICMP
v6., SCTP ¢79,

sampling i, ¥ v FL7=/\Ty
oYYV TRERTH

Y. spec.agent.ebpf.samplin
g CEEINAL/O-—NILY VTS
Vo J%Fd—nN—54 RLET,
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sourcePorts integer-or-string sourcePorts (&, 7B—D7 «
WE ) JIERT 3% ETR—
FeERLIT (ER). B—0D
R—=b 7145V TFBIC
&, B—OR—MEBHEE LT
BRELFT. LEX
I&. sourcePorts: 80 T9.
R—bDEHERE74ILE )V TT
ZICiE, XFHIRK O "FHA -
T "H#HEEFERALET., LEX
I&. sourcePorts: "80-100" T
T, 2DDR—bET ALY )Y
T4 B XFINFRD
"portl,port2" ZERAL T, &
Z ¥, ports: "80,100" T¥,

tcpFlags string tcpFlags 1. 7O—D7 1)L %
VU TIERT 27D TCP 7
STEEHRLIT (ER). RED
727 (RFC-9293) IZHN A
T. SYN-ACK. FIN-
ACK. RST-ACK @ 3 DD
AahbtonwThraFERLTT 1
WE) T4 EHTEEY,

15.1.12. .spec.agent.ebpf.metrics

B
metrics . X MYV RICET D eBPFZT—Y TV b

el

% LET.

&l
i

L
X

on

i)
object

disableAlerts array (string) disableAlerts (&, #EMICT 5%
E’HBT7I73—MDYRKTT,
AEEARMBEIZRD EH Y T,

NetObservDroppedFlows

3. eBPFIT—Y Y hNT/T Y
MEAERZ7O-DRELTNSH
BICMN)H-INFT, &R
I&. eBPF M HashMap B> —
REFZIEBEMDIZEP. B2
[RANR) A—IhTWBHBEARE
TY,
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enable boolean eBPFIT—Y VMDA NY IR
INEE % |3 Y % 1CiE. enable
%“false ICERELF 9, Ihid.
TI7AILNTHEMTA>TVE

ER
server object Prometheus 27 L 4 /X—D X
)R —N—T Y RRA >V &
Eo
15.1.13. .spec.agent.ebpf.metrics.server
A
Prometheus R LA /X—=D XA K Y Y —N—IT v KRA ¥ MNRTE,
i)
object

port integer A RNY Y RY—IR—D HTTP R—
bo
tls object TLS 8% 7.

15.1.14. .spec.agent.ebpf.metrics.server.tls
A
TLS &%,
B
object
IR

* type
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insecureSkipVerify boolean insecureSkipVerify =R ¥ %
& RBINEREICHT 27
47 MIDKEEE RF Y TT
XEY, true ICRET S
&. providedCaFile 7 «+ —JL R
NEFEINET,

provided object type #* Provided ICEXEXN T
W2IBED TLS & E.

providedCaFile object type #* Provided IZ58EXh T
WBBAEDCA T 7A4IADE
iR,

type string TLSHREDY A1 THZFIRLE T,

- Disabled (7 )L M) IE. T
YRRAVMITLS 2B ELE
t#A. - Provided (&, ZFEAZE
774N EF—T 74NV EFHT
BELEY [HR— bIRA

Ml -Auto &, 7/ 77— 3>
% L T OpenShift Container
Platform M BE1 4 X EEERE % (£
LEd,

15.1.15. .spec.agent.ebpf.metrics.server.tls.provided
A

type #° Provided ICEREEINTWBIFHED TLS & E,
B

object

certFile string certFile (. config map 7I&
Y=o Ly NADFREET 71 L
BADNRREEHZLET,

certKey string certKey (&, configmap 7
=0 Ly NADIIERER R
T7AINE~NDNRREEEZLF
T, F—HITELIZGERAERL X
ERS

name string SIEAZ % ST configmap £ IE
Dl AVE R NOEA-TTR
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namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
ENTWBDER L namespace
MMEAINZX T, namespace B
ER2HBE1ER. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—3IhZE
ER

type string SEBRE SR D Y 1 7 (configmap
* 7= 1% secret),

15.1.16. .spec.agent.ebpf.metrics.server.tls.providedCaFile

BT

type 7' Provided ICEREINTWBIFEED CA 7 7 1 ILADBRE,
i)

object

file string configmap ¥7lEv¥—2o L v bR
D7 74INH,
name string 7714 %EEE configmap F7c

=2 Ly DR

namespace string 774 )V EEL configmap £7=
lF>—72 L v b®D namespace,
AR L7I5E. 774 M T
Network Observability 287 7’0 4
INTWBDER L namespace
MEAINZX Y, namespace B
ER2HBEE. REICHLTYY
Y ETEBLDIT. configmap
iEy—2oLy MAOE—3IhZE
ER

type string 27AIWVBROEAT
(configmap 7= (3 secret),

15.1.17. .spec.agent.ebpf.resources

BTL
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resources |&. CDAVTFTF—HIWEETZHZIVELI—TFTAVT)Y—ATY, #FMl
I&. https;//kubernetes.io/docs/concepts/configuration/manage-resources-containers/ =& L
TLIEIW,

i

object

limits integer-or-string limits &, FFISN2IvE21—
M)Y—RADEXREZTRLET,
2

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
I,

requests integer-or-string requests (¥, BHELIVE1— b
VY —ZADRNEERLEY, 3
>+ —T Requests h" &g I 1
356, BRNICEEIND5E
ICT 7 4L M T Limits ICREIh
F9, BELRWEAIE, REE
HEDBEICKREINET, YIIR
MNIFIREBAD I EETEEE
Ao FEHE
IE. https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ =& L T
CIEEW,

15.1.18. .spec.consolePlugin

A
consolePlugin (&, FIFAARELIZE. OpenShift Container Platform I Y —IL 7374 VICEEY
2HREEEELET,

B
object

advanced object advanced Z{#Hd 5 &, IV
V=TS T4 Y DREBWEEDL
KOV DEEZRETEEY, Z
Dt avid. GOGC »
GOMAXPROCS IRIRZE# /& &
DTNy JEFMBRNT r—< v
ADmELEERENE L TVE
T, INHDEIFBERDOEFED
HERELTLLEILW,
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autoscaler object TS7400F77a4 A NAIC
BRETBKEPodA—hRT—
> —o autoscaler 11k,
HorizontalPodAutoscaler M K
FaxvhNEBRT-YY
TN2) HBRRLTLKEIL,

enable boolean AVY—=ILTST1400F7F7a04
AV NEBMILET,

imagePullPolicy string imagePullPolicy (. L TES
L7=4 X —< @ Kubernetes 7J
’_.ﬁ U 9_—63—0

logLevel string AVY—=IWTZ T4 Ry oY
Ko logLevel,

portNaming object portNaming i&. R—rH5
Y—EXBZANDEBDREE EFE
LEYd,

quickFilters array quickFilters (&, J>vv—)IL7

STAVDIAY I T4NE—T
ey hERELIXT,

replicas integer replicas 3. BBT 2L 7Y%
(Pod) D ZEHRELET,
resources object resources (1 Ea—F1 7

DY —ZAbREBEICAVT
FT—ICWE),

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
CTEIW,

15.1.19. .spec.consolePlugin.advanced

snEA
advanced 2 AT 2 &, AVY—ILTSTAVDODRBEEDOWL DHDAEAEAZETCEFET, Z
Dt avidk, GOGC > GOMAXPROCS IREZH A EDT /Ny J EFMBR/INT +—< YV ADEK
BEEELBMELTVWET, CNOSDEIRBEROEFEDE EHRELTLEIL,

i)
object
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args array (string) args ZzfFAT5&. HRH LE|
WEEBERZOAVKR—RY MC
BT IENTEET, URL PERE
IRRTRE, —EDNSA—49—%
F—N—54 N$BHEICERAT
To INEDNRFTA—4—(F,
Iy IDTNy TENMTR— K%
ZT2HBEICOHERREDTH
%78, FlowCollector &R F®D
—EELTARALAWTESX
(A

env object (string) env RT3, HRYLRE
THEEBERZOAVER—RV b
ICET CERTEEY, GOGC
» GOMAXPROCS i &, 3EH
ICBEFEMRN T+ —< VA F 21—
ZVTF T avEEBETDICEIL
59, INS5DA T 3 vid,
ITvIDTNY TRENMMR—N%
FIRGAICDIERREDTH
%78, FlowCollector 23k F D
—EELTARALAWTESX
(A%

port integer port iz 7S V4 vH—ERR—
FCYd, XMNYIJZRAICFHIN

TW3 9002 ¥ fEA LAWVWTK
Ty,

register boolean register = true ICERET % &,
REIMAIVY LTSIV
% OpenShift Container Platform
Console Operator IC EEIFYICE
gZxCTEXFJ, false (CRELH
&7T%. oc patch
console.operator.openshift.i
o cluster --type="json’ -p
'[{"op": "add", "path":
"/spec/plugins/-", "value":
"netobserv-plugin”}]' a<v > K
<
console.operator.openshift.io/clus

ter 2iRET B &ICLY,. FF

TEHRTEEY,

scheduling object scheduling I, Pod #'/ — KT
EDLEIICRTYa—LEINBH
HEIEL ET,
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15.1.20. .spec.consolePlugin.advanced.scheduling

BTL

scheduling (&, Pod &'/ — RTED LD ICRT V1 —ILINZ D %ZHELF T,

i)
object

affinity object
nodeSelector object (string)
priorityClassName string
tolerations array

15.1.21. .spec.consolePlugin.advanced.scheduling.affinity

G|
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EBELLBE. Pod DR Y 1—
VY THER, KFaxXxyk

(&, https://kubernetes.io/docs/r
eference/kubernetes-
api/workload-resources/pod-
vl/#scheduling #58B L T X
(A

nodeSelector Z{FHY % &, 1§
ELEEINVERD/—RICLD
HPodERTTVa1—)LTEET,
REaLrh

(&, https://kubernetes.io/docs/c
oncepts/configuration/assign-
pod-node/ B L T EX W,

EBELKIBE. Pod DESEEER
LFEJ, RFaxrh

(&, https://kubernetes.io/docs/c
oncepts/scheduling-
eviction/pod-priority-
preemption/#how-to-use-
priority-and-preemption &8 L
TLEEIW, FEINTWRWE
BRT 74 NOBEENEAS
e T7 74 bOBREEDLEWVEG
B OMERINET,

tolerations I&. — ¥ 5 taint
RO/ —RICPod AR Y a—
IVTEB &L DIZT B toleration D
JAKMNTY, RFatrvh

(&, https://kubernetes.io/docs/r
eference/kubernetes-
api/workload-resources/pod-
vl/#scheduling #8RL T 72X
(A
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BELEEA., PodDRATTa—Y V78I, RFaXrh
l&. https:;//kubernetes.io/docs/reference/kubernetes-api/workload-resources/pod-
vl/#scheduling ZZBR L T EI L,

i
object

15.1.22. .spec.consolePlugin.advanced.scheduling.tolerations

Bdi:]
tolerations 3. —(d % taint 2 FD ./ — KICPod DR Y 12— IV TE B L HIZT B toleration D

)R PMTY, FFaX2 M, https//kubernetes.io/docs/reference/kubernetes-api/workload-
resources/pod-vl/#scheduling #58B L T EX Wy,

]
array

15.1.23. .spec.consolePlugin.autoscaler

Brdii]
TST4v07F704 42 NAICERET 27K¥E Pod 4 — b 24 — 5 —® autoscaler {t#k,
HorizontalPodAutoscaler D KF¥ a2 X > b (BEBIRT — U VT /N2) Z5HRL TSI W,

i)
object

15.1.24. .spec.consolePlugin.portNaming
A

portNaming (. R— M DS —EREADLEBRDEREEEEZLE T,
B

object

FO/NRT 1 —

enable boolean AVY—=IWTS T4 VDR—= D
LY —EXZADEHEFMICL
¥9,

portNames object (string) portNames (&, I~V —ILTHE

BAT2EMOR—MNEEEHELE
¥ (f5l: portNames: {"3100":
"Ioki"})°

15.1.25. .spec.consolePlugin.quickFilters
A

quickFilters (&, IV Y —IWTS 74 >DI4 v 0748 —FUEy hEERELET,
B

array
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15.1.26. .spec.consolePlugin.quickFilters[]
A

QuickFilter (&, AV Y —ILDIA v I 749 —DTYty NEEEEELFT,
i)

object
WA
o filter
® name

default boolean default iz, 20745 —%F
TAINNTEMCTZNEI D E
E&ZLET,

filter object (string) filter . TD7 1)Ly —HER

INESICREINDF—L{E
Dty hTY, HF—F U<
XtJY OXFH%FERL TEDY
ANCEEMTEZIENTEEY
(f3l: filter: {"'src_namespace™:
"namespacel,namespace2"}

)o
name string AVY—IVICRRIND T 1)
5 — D&

15.1.27. .spec.consolePlugin.resources

A
resources (1Y E1—T 1 VI YY—ZAMLRAEBEICAYTF—IIBE), i
l&. https;//kubernetes.io/docs/concepts/configuration/manage-resources-containers/ =& L
TLEEW,

i)

object

limits integer-or-string limits &, FFISN2IvE21—
MY —RADEXREZTRLET,
2

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
KTV,
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requests integer-or-string requests (¥, BELIVE1— b
DY —2D®zNEZTRLET, O
>+ —T Requests i &g I 1
3156, PBRNICEEINS5E
IZT 7 2 ) N T Limits ICRREI R
F9, BELRWGEIK, RETE
EDEICREINEY, YVIR
MIFIREBADZEIETEEE
Ao FEHE
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
KTV,

15.1.28. .spec.exporters

A
exporters |, HRY LHEEFIEANL—VEDEMNMDA T3 VDIV RAR—9—%EELZE
-g_Q

]
array

15.1.29. .spec.exporters[]

A
FlowCollectorExporter &, T2 ) v FINLTO—%EETI2EBMDIIRAR—Y—%EHLE
ER

it
object

WA

FONRT 1 —

ipfix object IVYYyFEINELIPFIX70—0
EELEDIPT RLRAPR— Mg
ED IPFIX &7,

kafka object IV)yFIhioO—0%EEL:
D7 RLRAPRNEY VRED
Kafka EQIHEO

openTelemetry object IVYyFINOTPARNI) Y
ADEFEXDIP T KL ARR—
b7 & D OpenTelemetry F&E.
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type string

15.1.30. .spec.exporters[].ipfix

type l&. TORKR—49—D¥ A
TEBRRLET, BAARLT S
av

I&. Kafka. IPFIX. OpenTele
metry T9,

SrEA

IV Yy FEINEZIPFIX 72O0—DFEEEXRDIPT7 KL APER— MR ED IPFIX 3RE.
it}

object
WA

e targetHost

e targetPort

targetHost string
targetPort integer
transport string

15.1.31. .spec.exporters[].kafka

IPFIX &L & —N—D 7T KL
Ao

IPFIX AEL & —/N—HDR—
bo

IPFIX #EfICERINZ FS VR
R—b7O M3V (TCP F71Z
UDP)., 77 # )L MZTCP T
ER

A
IV)yFINLTO-—DEEFEDT7 LAY MEY 772 ED Kafka 52 E.
]
object
WA
e address
e topic
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address string
sasl object
tis object
topic string

15.1.32. .spec.exporters[].kafka.sasl
A

SASL EI%J\EIEODEQEO [-'j-’—.]_:_ hj“j‘%% (*)]o
i)

object

Kafka H—/X—D7 KL R

SASL BREEDERTE. [PR— MR
AN @I

TLS 7547 MN&RE., TLS %f&
B¥3581E. 7RLANTLS
ICERA XN % Kafka R— ~ GBE
13 9093) & —H 9 2T & AR
LEY,

#M9 % Kafka FEY U, Thi
BEFEETIVENHY FT,
Network Observability I& Z 11 % 4
ML EEA,

clientiDReference object
clientSecretReference object
type string

15.1.33. .spec.exporters[].kafka.sasl.clientiDReference
BT

947 MNIDEELY—Y Ly NFEFIE configmap ~NDSIR
B

object

9247V NIDEEGY—7
L w b &E72I& configmap ~DS
i}

DSATVRN—0 LYy NEED
=2 v b F7IE configmap
~DSH

A9 % SASLEREEDY 1 7,
SASL =R L AWEEIE
Disabled
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file string configmap £7E>¥—2 L v bA
D7 74IVH,
name string 7714 %EEE configmap F7

=2 Ly DR

namespace string 774 )V EEE configmap £7=
lF>—72 L v b®D namespace,
Al L7cI5E. 774 M T
Network Observability 287 7’0 1
ENTWBDER L namespace
MEAINZX Y, namespace B
ER2HBEE. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—IhZE
ER

type string 27AINVBROSA1T
(configmap 7= (4 secret),

15.1.34. .spec.exporters[].kafka.sasl.clientSecretReference

A
D9AT7 VN —=0Ly NEELY—U Ly hZFTIF configmap ~NDSER

file string configmap £7E>¥—2 L v bA
D7 74IVH,
name string 7714 %EEE configmap F7-

=2 Ly DR

namespace string 774 )V EEL configmap £7=
lF>—72 L v b®D namespace,
AR L7cI5E. 774 M T
Network Observability 287 7’0 4
ENTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBEEF. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly M OE—3IhZE
ER
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type string 27AINVBROSAT
(configmap 7= i3 secret),

15.1.35. .spec.exporters[].kafka.tls

BTL

TLS 72547 he&RE, TLS ZFEAT 215H/E. 7 RL AN TLS ICHERAIN S Kaftka R— b~ GBF
13 9093) &E—HI BT L&A LET,

i)

object

caCert object caCert (3. FRELRDIIFAEDS
ReERLET,

enable boolean TLS Z2B#/ICL T,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %
& U—N—FIREDI ATV
MMIDWKREEE R ¥y TTEF

9, true ICEREY % &, caCert
T4 =L ROBERINET,

userCert object userCert (. 1—H —FEEAED
SREEHEL. mTLSICEATH
¥9., —HAATLS 2EAT 515
&lE. co7anNF 1 —%5EET
T,

15.1.36. .spec.exporters[].kafka.tls.caCert
A

caCert (3, FREERDAAEDSREZEHELE T,
B

object

FONRT 1 —

certFile string certFile (. config map 7%
Y=Ly NADIBAE 7 7 1)L
BADNRREEHZLET,
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certKey string
name string
namespace string
type string

15.1.37. .spec.exporters[].kafka.tls.userCert
A

certKey (E. config map 7
=0 Ly NNOIERE TR
T7ANEADNRREERZLE
T, F—HITRELRBEIFERLF
ER

SFEAZ A ST config map 7zl
Dl AV NOEA-TTR

SFEAZ A ST config map 7zl
v—%2 L v kD namespace &
L7BE. T 74/ hTid
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1EF. REICHLTYY
Y MTEBLDIT. configmap &
iEy—s Ly b aE—INZE
ER

SERAZE SR D4 1 7 (configmap
* 7= 1% secret),

userCert I, 12— —ZIBAZDSBAEZH L. mTLSICFAINZET, —AATLS 2EHT 5548

. ZO7aNT1 —EEBETEET,
i)
object

certFile string
certKey string
name string
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Y=o Ly NADFREET 71 L
BANDNRREEZELEFT,

certKey (E. configmap 7I&
=70 Ly NNOIERE TR
T7ANEADNRREERZLF
T, F—HITRELRBEIFERLF
ER

SFEAZ A ST config map 7zl
=2 Ly NDE&EIL
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namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
ENTWBDER L namespace
MMEAINZX T, namespace B
ER2BE1E. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—3IhZE
ER

type string SEBRE SR D Y 1 7 (configmap
* 7= 1% secret),

15.1.38. .spec.exporters[].openTelemetry
BT
IV FINEOTPARN)VRADEEFLXDIPT7 KL ARER—KRED OpenTelemetry 3R 7E.
i
object
WA

e targetHost

e targetPort

FO/NRT 1 —

fieldsMapping array OpenTelemetry ZEFLDF (C
RYEVITINDZARI LT 14—
IR, T2 #)L b TIE. Network
Observability DR DIRE
(https://github.com/rhobs/obser
vability-data-
model/blob/main/network-
observability.md#format-
proposal) MERINZF 4, L3 £
ELaTv)yFlexry ho—
o071, BE ZTFARLAT
WRIERENFELRWED, T
74N N EREORATERIC
F—N—=24 RTEXY,

headers object (string) Ay E—IIBINT Ay 85—
(ER).
logs object 0% M OpenTelemetry 5% %,
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metrics object A MU 2 RA®D OpenTelemetry 5%
Eo
protocol string OpenTelemetry %M 7’0 ~ O

., ERTRERA T a vk
http & grpc ©T9,

targetHost string OpenTelemetry L & —/X—D 7
ML Z,

targetPort integer OpenTelemetry L & —/8—®
R—h,

tls object TLS 7547 MRE,

15.1.39. .spec.exporters[].openTelemetry.fieldsMapping

A
OpenTelemetry EMDHERICT Y EV ITINDZ DRI LT 1 —=IL K, T7 4L hTIE, Network
Observability DX DIRE (https://github.com/rhobs/observability-data-
model/blob/main/network-observability.md#format-proposal) MEREINE T, L3 F/iEL4 TV
Dy Fxry hT7—2o071& BE. THANONTWRIEENFEELRWED, 774 N5
HOMATHBEICA—/N\—F4 RTEZET,

it
array

15.1.40. .spec.exporters[].openTelemetry.fieldsMapping[]
A

input string
multiplier integer
output string

15.1.41. .spec.exporters[].openTelemetry.logs

BTL

07 ® OpenTelemetry 5% %E.

anl
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enable boolean O 7' % OpenTelemetry L & —
N—I|THEET BIC1E. enable =
true ICERELZF T,

15.1.42. .spec.exporters[].openTelemetry.metrics
A

A N1 2 Z®D OpenTelemetry % E.
i

object

FONRT 1 —

enable boolean A 1)U X% OpenTelemetry L
V—N—IIEETBIC
I&. enable % true IR E L £
ERS

pushTimelnterval string ANYOREAL VY —ITEET
PHEZRELEY.

15.1.43. .spec.exporters[].openTelemetry.tls
A

TLS V547V hE&RE,
i)

object

caCert object caCert (3. FRELRDIIFAZEDS
RezERLET,

enable boolean TLSZHBMICLE Y,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %

& Y—NR—EIREDYV ZA4 TV
MUDMREEE RSy S TEZE
¢, true ICEEEY % &, caCert
74—V RHERINET,
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userCert object userCert (. 1—H —FEEAED
SREEHEL. mTLSICEAIH
¥9., —HAATLS 2 AT 515
BlE. 2oFORF 1 —%EIET
TET,

15.1.44. .spec.exporters[].openTelemetry.tls.caCert

SrEA

caCert |3, SREIRDIFAEDSREZEHEL T,
it

object

certFile string certFile (. config map 7I&
Y=o Ly NADFREET 71 L
BADNRREEHELET,

certKey string certKey (&, configmap 7

v— Ly NNDIIFAEME R
T7AINE~ADNRRAEEFLE
To F—DRELBEITEELF
ER

name string SIBAZ % ST configmap £/ IE
Dt/ AVE B N EA-TTR

namespace string FEEAE % ST config map 7zl
=% L v kD namespace &
L7BE. 7740 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MEAINZX T, namespace B
ER2HBE1ER. REICHLTYY
Y MTEB LD, configmap &
FziEv—o Ly MAOE—SNIZE
ER

type string SEERESRD Y 4 7 (configmap
* 7= 1% secret),

15.1.45. .spec.exporters[].openTelemetry.tls.userCert

BTL

userCert I, 12— —ZIBAZDSBAEZHL. mTLSICFAIN IS, —ARATLS 2EHT 51548
&, Co7ANRT1—%=ERTITET,
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certFile string certFile (. config map 7I&
Y=o Ly NADIREET 71 L
BADNRREEHZLET,

certKey string certKey (&, config map 7

— Ly NNDEFREMEE
T7AINE~ADNRRAEEFLE
To F—DTRELBEITEELF
ER

name string SIEAZ % ST configmap £ 1E
Dt/ AVE R NOEA-TTR

namespace string FEEAE % ST config map 7zl
=% L v kD namespace &
L7mE. 7740 b T,
Network Observability 287 7’0 4
INTWBDERE L namespace
MERAINZX Y, namespace B
ER2HBE1EF. REICHLTYY
YV NTEBLDIT, configmap
iEy—2oLy MAOE—IhZE
ER

type string SEBRE SR DY 4 7 (configmap
* 7= 1% secret),

15.1.46. .spec.kafka

G|

Kafka &€, Kafkaz 7O —L 9> avnRA T4 00— LTTA—A—E LTFEATEZE
T, CDREEFIHATEZDDIL, spec.deploymentModel »* Kafka DIZ& T,

i)

object
WA
® address
e topic

address string Kafka H—/X—D7 KL R
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FOnR5F4— i}

sasl object
tis object
topic string

15.1.47. .spec.kafka.sasl
BT

SASL FREEDERE.
B

object

[YR— bRRHA ()]

B4

SASL BREEDERTE. [YR— MR
AN @IS

TLS 7547 MNRE., TLS %&f&
B3 3581E. 7RLAATLS
ICERA XN % Kafka R— ~ GBE
13 9093) & —H 9 2 T & AR
LExd,

#M3 % Kafka FEY I, Thik
BEEET BUENBYET,
Network Observability I& Z 11 % 4
BMLEEA,

B4

pARVAG P

clientiDReference object
clientSecretReference object
type string

15.1.48. .spec.kafka.sasl.clientiIDReference
BT

947V MNIDEELY—I Ly NFEIE configmap ~NDBIR
B

object

Janr 14—

9247V NIDEEBGCY—7
L w b &E72I& configmap ~DS
i

DSATVRNI—0 Ly NEED
=7 Lw b F7IE configmap
~DSH

T % SASL SRAFDY 1 7,
SASL % LARWGEIE
Disabled
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file string
name string
namespace string
type string

15.1.49. .spec.kafka.sasl.clientSecretReference

A
V92478 —=0 Ly hEEULY—Y Ly MFELIF configmap ~DEHR

configmap £7E>¥—2 L v bA
D774 INH,

774 )V EEL configmap £7=
iEv—2o Ly NDO&HL

774 )V &S configmap £7=
lF>—72 L v D namespace,
AR L7cI5E. 774 M T
Network Observability 287 7’0 4
INTWBDER L namespace
MEAINZX T, namespace B
ER2HBE1EF. REICHLTYY
Y MTEBLDIT. configmap &
iEy—s Ly b aE—INZE
ER

27AIWVBROS1T
(configmap 7= (4 secret),

file string
name string
namespace string

configmap £/l —2o L v MR
D774 INH,

774 )V &S configmap £7=
iEv—2o Ly NDO&HL

774 )V EEL configmap £7=
lF>—72 L v D namespace,
AR L7I5E. 774 M T
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1E. REICHLTYY
Y MTEBLDIT. configmap
iEy—s Ly b OE—INZE
ER
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type string 27AINVBROSA1T
(configmap 7= i3 secret),

15.1.50. .spec.kafka.tls

G|

TLS 72547 be&RE, TLS ZFEAT 25H/IE. 7 RL AN TLS ICHERAIN S Kaftka R— b~ (BF
13 9093) &E—HI B L&A LET.

i)

object

Jansy 1 —

caCert object caCert (3. SRR/ DIEREDS
ReE&ELEY,

enable boolean TLSZBMICLE Y,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %

& Y—NR—FIREDYV Z1 TV
MUDMREEE RSy S TEZE
¢, true IZEREY % &, caCert
T4 —ILRHERINET,

userCert object userCert (. 1—H —FEEAED
SREEHEL. mTLSICEATIH
¥9., —AATLS 2 AT 515
&lE. 2o7anNF 1 —5EET
T,

15.1.51. .spec.kafka.tls.caCert
BT

caCert (3. SREEFBDIAEDSRZERZL X T,
i)

object

certFile string certFile (. config map 7 I&
Y=o Ly NADFREET 71 )L
BADNRREEHELET,
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certKey string certKey (E. configmap 7
=0 Ly NADIIRERE R
T7AIWNE~NDNRREEEHZLF
T, F—HITEQIZGREFERL X
ERS

name string SIEAZ % ST configmap £ IE
=2 Ly MDE&EIL

namespace string FEEAE % ST config map 7zl
=% L v kD namespace &
L7mE. 774 b T,
Network Observability 287 7’0 1
INTWBDER L namespace
MEAINZX Y, namespace B
ER2HBE1E. REICHLTYY
Y MTEBLDIT. configmap &
iEy—2oLy MAOE—3IhZE
ER

type string SEERE SR DY 4 7 (configmap
F 7= 1% secret),

15.1.52. .spec.kafka.tls.userCert

BTL

userCert (. 1 —H—EFAZDSEBAERZL. mTLSICFERAINIF T, —ARTLS 2#FHT 554
&, CO7AnRT1—%E=EBTITET,

i)

object

FO/NRT 1 —

certFile string certFile (. config map 7I&
Y=o Ly NADFREET 71 L
BADNRREEZELET,

certKey string certKey (E. configmap 7

v— Ly NNDIFAEME R
T7AINE~ADNRRAEEFLE
To F—DRELBEITEELE
ER

name string SIBAZ % ST configmap £ 1E
=2 Ly NDE&EIL

181



OpenShift Container Platform 4.18 Network Observability

namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2BE1E. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—3IhZE
ER

type string SEERE SR DY 4 7 (configmap
* 7= 1% secret),

15.1.53. .spec.loki
A
loki (70— KT7)DIS4 TV MRE,
it
object
WA

® mode

advanced object advanced =R Y % &, Loki
9347 NORBHRED WL D
NORIEZZETCETET, 2Dt
gvavid, TNy T EFERRN
74 —<VADKRBELEELEHN
ELTWET,
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enable boolean Loki IC7 A—%{R%ET BIC
I&. enable % true IZEREL £
T, AVY—=ILTSTA4UE, XA
N)OZRDT—HYV—RELT
Loki & 7= 1% Prometheus, ZF 7=
ZTOMAEFEHATEEY
(spec.prometheus.querier
BBLTCEIW), TRTDY
I !)—7% Loki 5t Prometheus IC
BLETEDDIITIEHY ZH A,
L7=h>T. Loki NEMICA ST
W3IBA. Pod T & DIERDENE
Yraw ZO—DRJFBE, TS5
1Y O—EOEED EMICRY F
9. Prometheus & Loki DA
BWIHE > TWBIFEIL,
Prometheus "B% X .,
Prometheus NMLIEBTEAWI T
)—®D 7 #—)bsXw o & LT Loki
MERINhET, mAHEHEMIC
BOTWBHBE, AVvY—ILTS
TJAvIEFIO4IhFEE A

lokiStack object LokiStack €— KN ® Loki %%,
ZhlE. Loki Operator % fH|C
BRETDHDICEILET, D
E—-RTRERINZXT,

manual object Manual €— R® Loki & E. <
NIRERRLRETT. D
:E_ F—Gtiﬁ*ﬁsnijo

microservices object Microservices £— K ® Loki &%
Eo DA T avid, Lokid'v
1Y —EF7704 Xk
T—FK
(https://grafana.com/docs/loki/la
test/fundamentals/architecture/
deployment-
modes/#microservices-mode) %
FEALTI YA R—LINTWVD
BRICERALEY, HOE—FT
FERINIT,
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mode string mode (&, LokiDA Y X h—Jb
E-RIKISCTERES 2HEND
YEY,

- Loki A% Loki Operator % {#F L
TEEINhTWBIGE
l&. LokiStack #fEHL %7,

-LokiBNE/ Vv OIRT—2
O—RELTAVRAM=ILEINT
W3I54&1E. Monolithic % {&H
LEY,

-LokintwM O —ERELT
AVAM=ILEINTWBH, Loki
Operator B WEE

I&. Microservices #{FfH L £

ER

-FROA TV a v, wWTFhi
BEVWOEY hTY FICEDRW
&, Manual #FRLET,

monolithic object Monolithic €— K ® Loki %%,
DA T aviE, Lokin'E/ )
v OFFOM4 AV M E—FR
(https://grafana.com/docs/loki/la
test/fundamentals/architecture/
deployment-modes/#monolithic-
mode) ZFEALTA VA M—JLX
NTWBBAICERALIYT, D
E—-RTIREREINIT,

readTimeout string readTimeout (. J>V—IL7
T4 D loki VL) —DEEHE
BLEBRTY, 94L77 AERD
DIFEIE. FA4 LTI MNLEYE
Ao

writeBatchSize integer writeBatchSize (&, ={ER1ICE
B9 2 Loki QT DERA/NY FH
A X (N1 ML) T,

writeBatchWait string writeBatchWait (. Loki /¥y F
HIXET D ETICHHET 2K
FTY,

writeTimeout string writeTimeout &, Loki Dt/

VO TR MFEDLERTY, 94
L7 M EODZEIF. 714 4
7O MLERA,
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15.1.54. .spec.loki.advanced

Bdi:]
advanced # 3 5 &, LokiZ 514 7Y POAFEREDW DHIDAIEZRETCEET, 2D
gvavid, TNy TEFMBNR T+ —<TVAOREELEETLBEHNELTVWET,

it
object

excludeLabels array (string) excludeLabels (&, Loki Z~NJL
DYVAIDSENATE T4 —ILKR
DYRXRTY [BR—FIhTW
FEA M

staticLabels object (string) staticLabels (. Loki A hL —
CHADET7O—ILERET H2HES
NIDI Y TTI,

writeMaxBackoff string writeMaxBackoff (&, Loki 7 >
17V MNEROBHAITEOREKX
Ny 9 F T7HETT,

writeMaxRetries integer writeMaxRetries (&, Loki 7 5
17V MNERORARBAITEHT
ER

writeMinBackoff string writeMinBackoff (&. Loki 7 5

17V MEROBRITEOYE
/“‘y 77.1'75%55—6‘10

15.1.55. .spec.loki.lokiStack

tEA
LokiStack E— R ® Loki 58, Z ik, Loki Operator A fHEICRET DDICKRILEE T, ftbd
E—RTREHFINET,

i)
object
WA
® name
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JO/R7 1 — it} B

name string fEAY 2BEF D LokiStack ) vV —
A D&,

namespace string Z ? LokiStack ') V — R AEEE

XN 3 namespace, EBEL 7%
&lZ. spec.namespace &[& L
THDEARINET,

15.1.56. .spec.loki.manual

L)z

Manual €E— KD Loki i€, CNIIREFMARRETT, tMDE— RTIEEEINF T,
i}

object

TO/NR7 1 — it} B

authToken string authToken (&, Lokilcx L TR
BT B7DDRN—0 U ERIST 2
HEERLET,

- Disabled 0iz&. Y72 I A K
EEBIChN—V U REEINFE
Ao

- Forward 054, 8BaID7/=HI(
A—HY— b= UBEEELZET,

- Host [3E#%E ()] - O—hL
PodH—ERXR7AY Y NAFRAL
T Loki ICEREEL £ ¢,

Loki Operator Z{#fHA Y %15
4. Forward (SR ET 2 BN
HYFET,

ingesterUrl string ingesterUrl i3, 7O0—0 7y
2 2% R BEEFED Loki 1 >~
JIRY—H—EROF KL RT
¥, Loki Operator % ¥ %35
&ld. /X I network 7+ K
NEREINI Loki =~ A
P—ERIZERELFT (4
https://loki-gateway-
http.netobserv.svc:8080/api/logs
/V1/network),
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querierUrl string
statusTlIs object
statusUrl string
tenantID string
tls object

15.1.57. .spec.loki.manual.statusTlIs

A

Loki AT —% A URLDTLS 2 247~
i)

object

querierUrl (&, LokiZ T 77—
H—ERDOT7 RLREBELE
¥, Loki Operator % AT %35
&ld. /XRIT network 7+ K
MNEREIN/ LokiT— b~ A
H—ERICKRELZT (B
https://loki-gateway-
http.netobserv.svc:8080/api/logs
/V1/network),

Loki R7F—4 ZURL D TLS 7 5
17 MNERE,

statusUrl (%, Lokiz T 77—
URL & ER2HEICEA T, Lok
/ready. /metrics. /config T
RRAYNDT7 RLAERBELE
¥, ZDHAE. querierUrl DfE
MERINEY, Zhid, 70V
NIVRTIZS—XvE—U%O
VTIFXFAMNERTTBDICERT
¥, Loki Operator % AT %35
&l&. LokiHTTP 2T —70OY
FITY RY—EZX fI:
https://loki-query-frontend-
http.netobserv.svc:3100/) IZERE
L%9. statusTLS & E

I&. statusUrl B2 EI TV 3
BEICERAINET,

tenantiD i3, &) /T DT
+ > b &R % Loki X-Scope-
OrgID T¥, LokiOperator % {#
By 2%E1F. Filarrrh
E— RIZHRY % network 1IZ5%
ELET,

LokiURLD TLS 7 54 7 b
Eo

ks
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caCert object
enable boolean
insecureSkipVerify boolean
userCert object

15.1.58. .spec.loki.manual.statusTls.caCert
BTl

caCert (3. SREEFBDIMAEDSRZERZL X T,
i)

object

caCert (2. SREIFEDIREDS
BEEHELET,

TLS #BMICLE T,

insecureSkipVerify =R ¥ %
& Y—NR—EIRED YV ZA4 TV
MUDMREEE R ¥y S TEZE
¥, true I[CERET 5 &. caCert
74—V RDERINET,

userCert i, 21— —ZEEEZD
SREEHEL. mTLSICFEAIHQ
9., —HAETLS 2 HAT %15
Ak, co7anF 4 —AEET
IS

FONRT 1 —

certFile string
certKey string
name string

188

certFile (&, configmap 7 I&
Y=o Ly NADFRET 71 L
BADNRREEZELET,

certKey (Z. config map 7
=7 Ly NNOIERE T HE
T77ANEANDNRREERZLE
T, F—HITRELRBEIFERLF
ER

SFEAZE A ST config map 7zl
Dt/ AVE B NOEA-TTR



pAVAG P il
namespace string
type string

15.1.59. .spec.loki.manual.statusTIs.userCert

G|
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B4

SFEAZ A ST config map 7zl
=% L v kD namespace &
L7zBE. T 74/ hTid
Network Observability 287 7’0 4
ENTWBDER L namespace
MMERAINZX T, namespace B
ER2BE1E. REICHLTYY
YV NTEBLDIT, configmap
iEy—o Ly b aE—INZE
ER

SERAZE SR D% 1 7 (configmap
* 7= 1% secret),

userCert (. 21— —RAZDSRBAEEZL. mTLSIFERAINF T, —AR TLS 2FH T 354

i, co7anF1 —%=EETEET,
i}

object
FOns5F4— i}
certFile string
certKey string
name string

B4

certFile (&, config map 7 I&
Y=o Ly NADFRET7 71 L
BADNRREEZELET,

certKey (E. configmap 7 &
=7 Ly NNOIERE TR
T77ANEANDNRREERZLF
T, F—DITRELBEIIERLF
ER

SFEAZE A ST config map 7zl
=2 Ly MDE&HEIL
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namespace string FEEAE A ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1ER. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—3IhZE
ER

type string SEBRE SR DY 1 7 (configmap
* 7= 1% secret),

15.1.60. .spec.loki.manual.tls
A

LokiURL D TLS ¥ 54 7~ ME&TE,
i)

object

Jansy 1 —

caCert object caCert (3. R/ DIEREDS
ReE&ELEY,

enable boolean TLSZBMICLE Y,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %

& Y—NR—FIRED YV ZA4 TV
MUDMREEE R ¥y S TEZE
¥, true IZEREY % &, caCert
74—V RDERINET,

userCert object userCert (. 1—H —FEEAED
SRBAEEHRL. mTLSILERATH
¥9., —AATLS 2 AT 515
BlE. ZoFONRFT 1 —%EIET
TET,

15.1.61. .spec.loki.manual.tls.caCert

anEA
caCert |&. SREEBDIIFAZEDSRAEHELE T,
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certFile string certFile (. config map 7I&
Y=o Ly NADIREET 71 L
BADNRREEHZLET,

certKey string certKey (&, config map 7

— Ly NNDEFREMEE
T7AINE~ADNRRAEEFLE
To F—DTRELBEITEELF
ER

name string SIEAZ % ST configmap £ 1E
Dt/ AVE R NOEA-TTR

namespace string FEEAE % ST config map 7zl
=% L v kD namespace &
L7mE. 7740 b T,
Network Observability 287 7’0 4
INTWBDERE L namespace
MERAINZX Y, namespace B
ER2HBE1EF. REICHLTYY
YV NTEBLDIT, configmap
iEy—2oLy MAOE—IhZE
ER

type string SEBRE SR D Y 4 7 (configmap
* 7= 1% secret),

15.1.62. .spec.loki.manual.tls.userCert

G|

userCert I3, 12— —ZIBAZDSBAEZHL. mTLSICFAINIET, —AATLS 2EHT 51548
i, co7anF1 —%EETEET,

i)
object

certFile string certFile (. config map 7%
Y=o Ly NADFREET 71 L
BADNRREEHELET,
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pAVAG P B

certKey string
name string
namespace string
type string

15.1.63. .spec.loki.microservices

BTL

B4

certKey (E. config map 7
=7 Ly NNOIIERE T HE
T7ANEANDNRREERZLF
T, F—HITRELRBEIFERLF
ER

SFEAZ A ST config map 7zl
Dt/ AVE R NOEA-TTR

SFEAZE A ST config map F 7zl
=% L v kD namespace &
LBE. 774/ KT,
Network Observability 287 7’0 4
ENTWBDER L namespace
MERAINZX T, namespace B
ER2BE1ER. REICHLTYY
Y hNTEBLDIT, configmap
iEy—s Ly b OE—INZE
ER

SERAZE SR D% 1 7 (configmap
* 7= 1% secret),

Microservices E— KD Loki 58, TDA T avid, Lokid’v4 70 —EXF7OA4 XV b
£ — K (https://grafana.com/docs/loki/latest/fundamentals/architecture/deployment-
modes/#microservices-mode) ZFALTA YA M—ILINTWBIGEIFERALEYT, iDE—FK

TIRERINET,
i)
object

ingesterUrl string

querierUrl string

192

ingesterUrl i3, 7O0—0 7y

2 2% R BEEFED Loki 1 >~
VIZRY—H—EXDT RKLRT
ER

querierURL (&, Lokio T
T—H—EZADT7 KL AEEEL
E
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tenantiD string tenantiD i, &YV ITZXA DT
+ > b %517 % Loki X-Scope-
OrgID ANy ¥ —TY,

Rl

tis object LokiURL D TLS 754 7 b3
Eo

15.1.64. .spec.loki.microservices.tls
A

LokiURL D TLS ¥ 54 7~ ME&TE.
i)

object

FO/NRT 1 —

caCert object caCert (3. FREIRDIIFAEDS
ReEHLETT,

enable boolean TLS Z2B#/ICL T,

insecureSkipVerify boolean insecureSkipVerify =R ¥ %
& —N—FIREDI 4TV
MUDIKREEE R ¥y TTEE

9, true ICEREY % &, caCert
T4 =L RHBERINET,

userCert object userCert (. 1—H —ZEEAED
SREEHEL. mTLSICEATIH
¥9., —HAATLS 2 AT 515
Bl 2oFORT 1 —%EIET
TET,

15.1.65. .spec.loki.microservices.tls.caCert

SrEA

caCert |3, SREIRDIFAEDSREZEHEL T,
i)

object
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certFile

certKey

name

namespace

type

15.1.66. .spec.loki.microservices.tls.userCert

G|

string

string

string

string

string

certFile (&, configmap 7 I&
Y=o Ly NADIRET 71 L
BADNRREEZELEFT,

certKey (&, config map 7
=0 Ly NNOIERE T HE
T77ANEANDNRREERZLF
T, F—HITFELRBEIFERLF
ER

SFEAZE A ST config map 7zl
Dt/ AV NOEA-TTR

SFEAZE A ST config map 7zl
=% L v h® namespace &
L7<BE. T 74/ hTid,
Network Observability 287 7’0 4
INTWBDER L namespace
MEAINZX Y, namespace B
ER2HBE1E. REICHLTYY
YV NTEBLDIT, configmap
iE>—s Ly b aE—INZE
ER

SERAZE SR D4 1 7 (configmap
* 7= 1% secret),

userCert I3, 12— —ZIBAZDSBAEZH L. mTLSICFAINIET, —AATLS 2EHT 51548
i, co7anF1 —%EETEET,

i)
object

certFile

certKey

194

string

string

certFile (&, config map 7 I&
Y=o Ly NADFREET 71 L
BANDNRREEELEFT,

certKey (E. configmap 7
=7 Ly NNOIIRRE T HE
T77ANEANDNRREERZLF
T, F—HITRELRBEIFERLF
ER
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name string SIBAZ % ST configmap £ IE
=2 Ly MDA

namespace string FEEAE & ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1EF. REICHLTYY
Y MTEBLDIT. configmap
FiEv—o Ly MAOE—SNIZE
ER

type string SEBRE SR D Y 1 7 (configmap
F 7= 1% secret),

15.1.67. .spec.loki.monolithic

A
Monolithic E— KD Loki %E. TDF T avid, Lokit'E/ Vv o FFOM A NE—NR
(https://grafana.com/docs/loki/latest/fundamentals/architecture/deployment-

modes/#monolithic-mode) ZFA L TA YA M—ILINTWVWBRBEIFEARALE T, thOE— KT
BEINET,

i)
object

tenantID string tenantiD i&. &YV ITZXA DT
+> b %519 % Loki X-Scope-
OrgID ANy ¥ —TY,

tis object LokiURLD TLS 754 7 ME&
Eo
url string urlix, 1>z 2x49—&5xY)

T—OWEAESRY BEEED Loki
H—ERAD—BDT7 RL AT,

15.1.68. .spec.loki.monolithic.tls
A

LokiURL D TLS 7 54 7~ ME&TE,
i)

object
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caCert object
enable boolean
insecureSkipVerify boolean
userCert object

15.1.69. .spec.loki.monolithic.tls.caCert
A

caCert (&, FRELRDASDEREEHELE Y,
B

object

caCert (2. SREIFEDIREDS
BEEHELET,

TLS #BMICLE T,

insecureSkipVerify =R ¥ %
& Y—NR—EIRED YV ZA4 TV
MUDMREEE R ¥y S TEZE
¥, true I[CERET 5 &. caCert
74—V RDERINET,

userCert i, 21— —ZEEEZD
SREEHEL. mTLSICFEAIHQ
9., —HAETLS 2 HAT %15
Ak, co7anF 4 —AEET
IS

FONRT 1 —

certFile string
certKey string
name string

196

certFile (&, configmap 7 I&
Y=o Ly NADFREET 71 L
BADNRREEZELET,

certKey (Z. config map 7
=7 Ly NNOIERE T HE
T77ANEANDNRREERZLE
T, F—HITRELRBEIFERLF
ER

SFEAZE A ST config map 7zl
Dt/ AVE B NOEA-TTR



pAVAG P il
namespace string
type string

15.1.70. .spec.loki.monolithic.tls.userCert

G|

#5153 FLOWCOLLECTORAPIYZ77L VR

B4

SFEAZ A ST config map 7zl
=% L v kD namespace &
L7zBE. T 74/ hTid
Network Observability 287 7’0 4
ENTWBDER L namespace
MMERAINZX T, namespace B
ER2BE1E. REICHLTYY
YV NTEBLDIT, configmap
iEy—o Ly b aE—INZE
ER

SERAZE SR D% 1 7 (configmap
* 7= 1% secret),

userCert (. 21— —RAZDSRBAEEZL. mTLSIFERAINF T, —AR TLS 2FH T 354

i, co7anF1 —%=EETEET,
i}

object
FOns5F4— i}
certFile string
certKey string
name string

B4

certFile (&, config map 7 I&
Y=o Ly NADFRET7 71 L
BADNRREEZELET,

certKey (E. configmap 7 &
=7 Ly NNOIERE TR
T77ANEANDNRREERZLF
T, F—DITRELBEIIERLF
ER

SFEAZE A ST config map 7zl
=2 Ly MDE&HEIL
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namespace string FEEAE & ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1ER. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—3IhZE
ER

type string SEERE SR DY 4 7 (configmap
* 7= 1% secret),

15.1.71. .spec.networkPolicy

Bl
networkPolicy I&. Network Observability DIV R—% > N DBET 27HODF Y KT—0 K
V—REEEHELET,

B
object

FONRT 1 —

additionalNamespaces array (string) additionalNamespaces I (&,
Network Observability namespace
~NDFEZFFA T B0
namespace 2 2HF 9, NI
SY, Ry hT—=ORYS—FBE
DERFEIAELFTTH, LYUFF
HARENVERZEIE. Ihz
EWLTHRBDREZA VR
h—ILTEZET,
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enable boolean Network Observability (main & &
U privileged)BMER T %
namespace IC®Y N7 —2 R
Y—%7F7O4LEd, Thod
Ty hT—=0 R —I&,
Network Observability 3 > iR— X
vihELYBEDICHBEL, BXL
CIRWEREHREEYS, COF 7
¥ 3 V&, OVNKubernetes T{#
AT 3BICT 7 4L N TEMICE
n. ThUADHZEFEMICIN
F9 (fBOCNITTFRMINTWL
FEA) . BWMIT DL,
Network Observability 3 > R— X
YhORY NI—=OR)—%F
ETERTEEY,

15.1.72. .spec.processor

A
processor (¥, T—2 v "o 70—%2FFELTIVYyF L, X MY REAERL T Loki ki
ELA Y —PFAAMRERI IV AR—F—ICGETZ2IVR—X VY NOREEERZLE T,

B
object

addZone boolean addZone (3. 7 O—IZEFTT
V=V ERES =V DIR) &
752 &T, PRAZEY 74—
V-V ERETEDLIICLE
¥, COMEEEZFERT ZICIE.
J—RIC
"topology.kubernetes.io/zone" 2
NIVEBRET DUHENHYET,

advanced object advanced =R 5% &, 7
O—0ty % —0ORBEEREDL
ONDREZRETCEEY, T
ot avid. GOGC »
GOMAXPROCS IRIRZE# /& &
DTNy JEFMBRNT r—< >
ADmELEERENE L TVE
T, INHDEIFBEROERED
HERELTLLEIW,
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Ianr 14—

clusterName

deduper

filters

imagePullPolicy

kafkaConsumerAutoscaler

kafkaConsumerBatchSize

200

B

string

object

array

string

object

integer

B4

clusterName (&, 7O0—7—%
ICRRINDITRAI—DEZREIT
¥, ZhiE. IILFISRY—1
VTHFARNTRILGET,
OpenShift Container Platform %
FAYT2HBEE. BEFNISRES
N3ELIICEOLEFICLET,

deduper ZfEA9T 2 &, EHE

LCERIhA7O—%2H4> 7Y
vOERIERkOy LT, VY —
AERAELEHNTEET,

filters AT 2 &, £RIND
7O0—DE%FIRTEHRY L
T4V —%EHTETET, Ih
5D 7 1 )L%—IE, Kubernetes
namespace IC& % 7 1 LY —4L
BREAEDH, e BPFI—Y TV
K745 —
(spec.agent.ebpf.flowFilter
R SFYERRMEIELSRYET
N RO — VY ADAE LD
KRYET,

imagePullPolicy i3, ETEZ
L7=4 *—®D Kubernetes 7Jb
’_.ﬁ U 9_—63_0

kafkaConsumerAutoscaler
IE. Kafka X wvtE—C5MEET S
flowlogs-pipeline-
transformer %% E 3 %K
Pod #— KR —5—DHT
9, Kafka BMEMICAR>TWBIG
. COEREIFEFAINET,
HorizontalPodAutoscaler M K
FaxvhNEBRT-UY
TN2) BEBRLTLLEIL,

kafkaConsumerBatchSize

i, Avya—~v—»»2IFAND
BRAR/NY FHA X (N1 N[ %
JO—HA—ITRLET, Katka &
FRALAVWGEIRIERINET,
T 7 %)L b:10MB,



85152 FLOWCOLLECTORAPIY 77 L VR

kafkaConsumerQueueCapaci integer kafkaConsumerQueueCapac

ty ity i¥. Kafkaavva—v—43
A7V NTHEAINZREX v
-V F1-DREEZEELF
¥, Kafka ZEA L7AWEZEIZH#
FHINZET,

kafkaConsumerReplicas integer kafkaConsumerReplicas (3.
Kafka X v &£—V % HET 3
flowlogs-pipeline-
transformer (23t L CRAAT %
L 7)) 51 (Pod) DE = EZL &
9, Kafka BMESNICR > TWBH5
&, ZOREFEEINZET,

logLevel string Tty —3 08514 LD
logLevel

logTypes string logTypes (&, &3 5L 31— K
Y1 T7%EHELEY, TEARER
RDEBYTT,

-BEDRY NUD—4970—%T
9 AR— KT 3551 Flows,
ZhigT 7+ NTT,

- Conversations (&, B4 L 7=
REE, BT LERE. BLUER
BAR"T4y 7" BFOAXRY M
$BLET, TOE—KRTE &
BEICHh-2RETIE
Prometheus X k1) 7 A BN IEHE
ICIRB I EITERLTLEI Y,

- EndedConversations (3. #&
TLESFEARY NOHEERKL
F¥, ZOE—RNTIE. REEIC
7= B KEETIE Prometheus X k
) ADBTRIERICRD Z EITER
LTLEIW,

AR, Ry hD—0o0O—¢&
TRTCOREFARY NOBEAEE
BLET, VY—RTvy " TYY
NADEENH DO, HEIN
Ft A

metrics object Metrics (. X UV RICEET S
TRty —REEERELET,
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multiClusterDeployment boolean CIVFISRY—EEEERMICT
%I
(. multiClusterDeployment
Ztrue ICRELEFT., Thilk
Y. clusterName Z ~XJLH 7
O—7—%IEBMINFT,

resources object resources (&, DAV TF—
MBEETZAVEI—FT1 VY
)Y —2TY, il
(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T
IV,

subnetLabels object subnetLabels Z A3 % &.
YTXRY NEIPITARY LFAR
IV EEHZ LY. OpenShift
Container Platform TEREHIN T
WY 7%y NOBEEZ NIV
EEMICLAEYTEEY, BES
RAFIFHE. 95 —DHER -
27490 %EHNT B=OICFER
InEY, HYT7xy MATO—D
EETIP FLIEEEIP E—HT
58, WHhdd714—ILK
SrcSubnetLabel % 7= (&
DstSubnetLabel 25BN 11 £
ES

15.1.73. .spec.processor.advanced

ShEf
advanced ¢ 5 &, 7O0—O€yUy—ORIEREDOWVWL DI DRIEERETCETET, 2D
273 vid, GOGC » GOMAXPROCS IRIEBEZH A EDT /Ny JEFHMABRNT +—< Y ADEHE
tEELRBMELTVWEY, ChODEIRBEROBEFEDEEREL TLEIN,

i}

object
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Ianr 14—

conversationEndTimeout

conversationHeartbeatinterv
al

conversationTerminatingTim
eout

dropUnusedFields

enableKubeProbes

env

healthPort

B

string

string

string

boolean

boolean

object (string)

integer

#5153 FLOWCOLLECTORAPIYZ77L VR

B4

conversationEndTimeout

&, *y b= 70—-%%FL
etk WEMET LEARIN
5 FE CTOREEETY, TCP 7
O—®DFIN/Ty RAREI NS
Ba. COEEIEREINEY
Khy

IZ. conversationTerminating
Timeout #{FA L £9),

conversationHeartbeatinterv
al (¥, WEED "tick" 1 XY MNED
FHESREITY,

conversationTerminatingTim
eout. FIN 7 5 7 EIINTH
HXEENHE T 5 X TORBEIFHE
TY, TCP7A—ICOHEEL F
ERS

dropUnusedFields [JEH# 22 (*)]
ZORER, BEFERAIhTVLE
A,

enableKubeProbes (&.
Kubernetes M liveness & & U
readiness 7O— 72 BMWE =13
| T B TSI TY,

env A AT 2E. hRYLRE
THEEBERZOAVER—RV b
ICET CENTEEYT. GOGC
» GOMAXPROCS % &, 35
ICEFMBRN T+ —< VY A F 21—
ZVUTF T avEETDICEIL
5%9., IhoDAT¥avid,
Iy IDTFNy TN R— K%
ZT2HBEICOHERREDTH
%78, FlowCollector 23k F D
—EELTARALAWTESX
(A

healthPort (Z. ~NJVLRFz v
APl AT 25 PodaL V49—
HTTP R— KT,
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port integer
profilePort integer
scheduling object
secondaryNetworks array

15.1.74. .spec.processor.advanced.scheduling

BTL

7O0—3AL V9 —DR—Kk (KR
FR—K), BHICELY., —EBD
ElFZIEINhTWET, 1024 &£
YRELWEE L. 4500, 4789,
6081 IIERATE A,

profilePort ZH¥ % &, 2D
R—K%&1) w9 % Gopprof
TO7745—%BRETCEET

scheduling l&. Pod A/ —RKT¢&
DEIICRTTa—IINhdD%E
FELET,

)y —ZABRDDICFzY I T
BEAVH) =Ry NT—U%E
ELF9, ERAERZMREICT
VDI A VTV I RENSY
SR —2ET—EDHFHE
MINDEIICTIHENHY F
T, ABCA YTy IADEHDY
V—ATHERAINTWBIGE, %
NN Y —RIZETFRILY
FirohaagEEsrHdY £9,

scheduling l&, Pod n'/ — R TEDLDIICRT TV a— LIz EHELET,

it
object

affinity object
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BELEBE. PodDRTY 21—
)Y THIR, FFaxr b

(&, https://kubernetes.io/docs/r
eference/kubernetes-
api/workload-resources/pod-
vl/#scheduling #Z8B L T X
(A


https://kubernetes.io/docs/reference/kubernetes-api/workload-resources/pod-v1/#scheduling
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nodeSelector object (string) nodeSelector Z#H3 5 &. 15
ELEEINIVERD/—RICD
H#Pod R a—)LTEET,
RFaxrh
(&, https://kubernetes.io/docs/c
oncepts/configuration/assign-
pod-node/ ZBH L T EX L,

priorityClassName string BE LB E. Pod DBEEA TR
LET, RFatrvhk
(&, https://kubernetes.io/docs/c
oncepts/scheduling-
eviction/pod-priority-
preemption/#how-to-use-
priority-and-preemption &8 L
TLEIV, BEEINTULRWS
BRT 74 NOBEENEAS
N. 774 bOBEENRWNG
AIROMNMEAINET,

tolerations array tolerations (&, —39 3 taint
RO/ —RICPod BRI Y a—
I TEBELDITT B toleration D
JDARMTY, RFaxXvh
(&, https://kubernetes.io/docs/r
eference/kubernetes-
api/workload-resources/pod-
vl/#scheduling #8R L T 72X
Ly,

15.1.75. .spec.processor.advanced.scheduling.affinity

BTL

BELREGE, PodDRATTa—) V7§, K¥Fa X b
l&. https:;//kubernetes.io/docs/reference/kubernetes-api/workload-resources/pod-
vl/#scheduling ZZ8R L T EI L,

i)
object

15.1.76. .spec.processor.advanced.scheduling.tolerations

Brdii]
tolerations 3. —&(d % taint 2FD ./ — KICPod DR Y 12— IV TE B LD IZT B toleration D

)R PMTY, FFaX2 M https//kubernetes.io/docs/reference/kubernetes-api/workload-
resources/pod-vl/#scheduling #88R L T X W,

]
array
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15.1.77. .spec.processor.advanced.secondaryNetworks

tEA
)Y —RBRDDILF Ty I TBEAVY Y —Fy NI —0%5EHELE T, EERHEZREREIC
TO2DIT, AVTYIREDNLIZTRAY—2BET—EOHNFHIERINDLDICTIHENDH
YEdT, LA YTy IRDERD) Y —ATHERAINTWSIHE., ThHD) Y —RILEKR>7%ES
RIVHBMFIF N B AEELIHY £,

i
array

15.1.78. .spec.processor.advanced.secondaryNetworks[]

BT
i
object
WA
® index
® name

FO/R5 1 —

index array (string) index (. Pod D1 > 7T v U R
BRICERTZ74—ILRDY R b
Td, INLDT1—=IL KI5,
VSR —RET—ED Pod 5!
FHAERIND L DICT HZHEN
HYEY, MAC. IP, Interface
DWThIZFRATEET,
'k8s.vl.cni.cncf.io/network-status'
T/ TF—=avIlEELRL
TZ4—ILRIE ATV I RIE
MUABAWTLZIN,

name string name (&, Pod D7/ F7—> 3V

'k8s.vl.cni.cncf.io/network-status'
ICRRINBZRY NT—0FE—
BIrzmEBEELIHYFT,

15.1.79. .spec.processor.deduper

A
deduper =¥ 2 &, EEE LTHNINA7O—%2Y VYV rFRkiEkOy LT VY —
AFHEEZHNTTET,

it
object
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mode string TOtvH—DERHFRE—R%
2ELEFT, T—V TV MBI
D/ —ROoHREINEZAL
O—%ZEEPRTEARVED, &
nNET—yzv MR—ADOEEH
BRICINACRREINE T,

-Drop ZFRH L TEH L RAX
ha3RCO7O0—% KOy 7§
&, VY—AFEHEZ I HICHE
WTEFEIH, ET7HhLFERIN
5RrYNT—0A4 V9 —T(R
PERYNT—=VARY NRED—
BOBRMN KON D AREELH Y
x7,

-BRERBRINBS50(T 74
Mo7O0-0D>612EFZY
& LIRS 5 1C1E. Sample %
FRALET., Ihid. IRTOE
BaHRT258E. TRTDE
BERFET2HE0FETY, I
DY TV TTIa v,
I—VIVIR=22DY VT
JICMATERITINE Y, T—
JzvihETOtyY—0mEAD
YTV TEN S0 DBE.
aXnfY T v JIE1:2500
ICRY 9,

- Aty —~R—XDEEHR
74 7129 %1Cl%. Disabled %
FARALZET,

sampling integer sampling (&, deduper ® mode
» Sample DFEDH Y T v
JHERTY, =& xiE, BN 50
Diza. S0 @R 1ED 7 O—1
vV ITINET,

15.1.80. .spec.processor.filters

A
filters ZEAT5&. EMINZTO—DEZFHIRTEZ2HARILTANI—%ZEETEET, Th
5D 7 14 )LY—IE. Kubernetes namespace IC& 27 1LY —UNEBLREAEDH, eBPFI—T TV b
7 4 )L % — (spec.agent.ebpf.flowFilter R) &Y & ZFMMENE K RY ETTH. N7+ —<T 2V 2ADMH
ERE DRV ET,

i
array
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15.1.81. .spec.processor.filters[]
A

FLPFilterSet . I RXTODERBEH/IT FLPR—RD T4 ) YV JICLEREZRELEERZLET,
i)

object

outputTarget string BEINTWBIEE, Thbod
TANI—DY—45 v hD 1D
D7 (Loki. Metrics. if:tat
Exporters) I[CFREINF T,
7 4V NTI, T’\’Ca)ﬂjjjb‘
H—Ty MIRYET,

query string RETR XY M= 70—%K
R¥z/T)—, ZODUVT)—F
O
(&, https://github.com/netobser
v/flowlogs-
pipeline/blob/main/docs/filtering
mdZBRLTLEIV

sampling integer sampling ¥, 2DO7 1 JL%—IC
BRTZA TvavorryFYy
JERTY, & A, EH50
DiHE. S0@EHRI1EDO~Y Y FLE
Ja—MYrF) v IIhal s
BKRLZEY,

15.1.82. .spec.processor.kafkaConsumerAutoscaler

A
kafkaConsumerAutoscaler |&. Kafka X v Z—J % H&E 9 % flowlogs-pipeline-transformer % 5%

EYDKEPodA—MNAT—5—DHERKRTY, Kafka BMEMICR > TWBIHE, OREITHEIES
NE ¥, HorizontalPodAutoscaler D RF a2 X > N (BEIRT—1) VT /v2) SR LTI,

i)
object

15.1.83. .spec.processor.metrics

snEA

Metrics (. X MYV RICATR Oty —REEEHZLET,
it}

object
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alerts array alerts (¥. Prometheus
AlertManager FICIER S N2 7
S—hDYVRKITHY., 7V
L—h&ny 7y ML > THER
INTWET [HR— MRS
Ml THIFHRE. 714 —Fv—
T— hOFEIETICH B RERA R
BETY., BMICTBIC
=% spec.processor.advance
d.env % iR&E
L. EXPERIMENTAL_ALERT
S _HEALTH % true ICEXE L T
BMLET, 77— FOFERIER:
https://github.com/netobserv/ne
twork-observability-
operator/blob/main/docs/Alerts.
md

disableAlerts array (string) disableAlerts I&. 77 #J)L b®D
77— hEy NOSEMICTET
S—KNJINV—=TDYVRITY, 5
E R RE/RE
I¥. NetObservNoFlows. Net
ObservLokiError. PacketDro
psByKernel. PacketDropsBy
Device. IPsecErrors. Netpol
Denied. LatencyHighTrend
. DNSErrors. ExternalEgres
sHighTrend. Externallngres
sHighTrend. CrossAZ T7,
77— b DFFHBIER:
https://github.com/netobserv/ne
twork-observability-
operator/blob/main/docs/Alerts.
md
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includeList array (string) includeList (. £M3 2% X ~V)
VABBETDLODAN) IR
BN RANTY, &RNE, BEEREF
%R\ 72 Prometheus D& BTN
HWLET, Ex
¥, namespace_egress_pack
ets_total (&. Prometheus Tl&
netobserv_namespace_egre
ss_packets_total &R R"I N &
T AN REEMT BIFE.
Prometheus 7—27AO— R Y —
ANDEENKREL BB I EITE
BLTLKEESW, T4 MTH
MRS TWBARY IR
I¥. namespace_flows_total
. hode_ingress_bytes_total
. hode_egress_bytes_total.
workload_ingress_bytes_tot
al. workload_egress_bytes
total. namespace_drop_pac
kets_total (PacketDrop ##EH"
B%
#). namespace_rtt_seconds
(FIowRTT #gen B 7435
&). namespace_dns_latenc
y_seconds (DNSTracking #
RED B RIG
&). namespace_network_po
licy_events_total
(NetworkEvents #geh G 507
%E) TY, FATRAX NS
ZDELEMRY R M EECEFMIER
(&, https://github.com/netobser
v/network-observability-
operator/blob/main/docs/Metric
smd ZSRBLTLREIW,

server object Prometheus 27 L 4 /X—D X
)oY —NR—T Y RRA >V &
E

15.1.84. .spec.processor.metrics.alerts

A
alerts (¥. Prometheus AlertManager RIC/ERRINZ 75— DY A RTHY., TV FL—hrEN
D7V MIE>THERINTWET [HR—MRKRA (M), TNIFIRE. 714 —Fv—7— MO
TICH 2R LHEE TS, AWMICT %ICIE. spec.processor.advanced.env % fR&
L. EXPERIMENTAL_ALERTS_HEALTH % true ICE%E L CTEML 3, 77— M DOFHIBER:
https://github.com/netobserv/network-observability-operator/blob/main/docs/Alerts.md
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i
array

15.1.85. .spec.processor.metrics.alerts[]

A
i)
object
WA
e template
® variants

template string 753—hFrFL— A, EBEA
BE7RE
I%. PacketDropsByKernel. P
acketDropsByDevice. IPsec
Errors. NetpolDenied. Late
ncyHighTrend. DNSErrors,
ExternalEgressHighTrend. E
xternallngressHighTrend. Cr
0SSAZ TY, 77— b DFHIE
e
https://github.com/netobserv/ne
twork-observability-
operator/blob/main/docs/Alerts.
md

variants array DTV TL—hDON) TV ED
)Rk

15.1.86. .spec.processor.metrics.alerts[].variants

stBEe
ZDFYTL—MDNYTURDY R K
it}
array

15.1.87. .spec.processor.metrics.alerts[].variants[]

G|

21
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o thresholds

groupBy string FToavnTL—TlEE, 15
E R B fE
I¥. Node. Namespace. Wor
kload T9,
lowVolumeThreshold string BR) 2—LLEWNMEAFERT S

E. S/NLLEHET B0, b
ST74VIENDRTESBAN
JAEEBETEF T, Ihiie
L— R (AYTFRMIBLT, 1
BWHEZYDNA MNEFERIZ1HH
=YDy M) O TIEEL
¥9, BELLGA. FE/IESA
HELTHRTTRETHIBELD
YES,

thresholds object BAERDTZ— MDD L EWME,
INHDEIFR. 7Z—MDNY)
H—INBEEERDZIZ—OD
NR—trF—2& L TERINFE
T, FEVNREE L TRRITRTAE
THIZRENHYFT,

trendDuration string LY RTPS—=KT. R=X541
VHRICERAINZ8E, &
(&, "2h" (& 2 BB DI & g
ZEEREKLET, 7740
& 2h TF,

trendOffset string LY RT7S—=KT. R=X54
VHBRIERAINZ A 7ty M
M, 7z& 2, "d" ([EFEB & thEg
THIEEBRKRLET, T74I
ME1dTY,

15.1.88. .spec.processor.metrics.alerts[].variants[].thresholds

BTL

BERERNDT7Z—PDLEWME, OB, 77— MM H-INBZEEELRDTIS—D
N=—trT7—JLLTRINEY, FHNMRBE L TETTETHIVLENHY T,

i)
object
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BX string EKE critical D L X LME, EX
BRT7Z— NEEMLAWGEIEZE
DEFICLET,

info string BAXEinfo DL XLWME, 1BHRIR
M7 S5 — MR LARWEEIFZE
HOEFICLET,

g
I

string EAE warning @ L X \L\ME, &
HET7 T — MeERLRWEEIEZE
DFEFICLET,

15.1.89. .spec.processor.metrics.server
A

Prometheus Z7 LA /X=D XA KN Y Y —N—IT v RRA ¥ MNEE
it

object

FO/NRT 1 —

port integer ARNY Y RY—IR—D HTTP R—
bo

tls object TLS 8% 7.

15.1.90. .spec.processor.metrics.server.tls
BT
TLS &€,
i)
object
WA

* type
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JO/R7 1 — it} B

insecureSkipVerify boolean insecureSkipVerify =R ¥ %
& RS NIEREICHT 27
47 MIDKEEE RF Y TT
XEY, true ICRET S
&. providedCaFile 7 «+ —JL R
NEFEINET,

provided object type #* Provided IR EXI N T
W2IBED TLS & E.

providedCaFile object type #* Provided IZ58E X T
WBBEDCA T 74 ILADS
i,

type string TLSHREDY A1 THZFIRLE T,

- Disabled (7 )L M) &, T
YRRAVMITLS 2B ELE
t#A. - Provided (&, ZFEAZE
774N EF—T 74NV EFHT
BELEY [HR— bIRA

Ml -Auto &, 7/ 77— 3>
% L T OpenShift Container
Platform M BE1 4 X EEERE % (£

LET.
15.1.91. .spec.processor.metrics.server.tls.provided
A
type #° Provided ICEREEINTWBIFHED TLS & E,
it
object
TO/NR7 14— it} B
certFile string certFile (. config map 7I&
Y=o Ly NADFRET 71 L
BADNRREEELET,
certKey string certKey (&, config map 7I&
Y=Ly NNOIBAEMHE
T7ANEANDNRREERZLF
T, F—DATELBEITERLE
ER
name string SIEAZ % ST configmap £ IE

=0 Ly hDH&E
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namespace string FEEAE & ST config map 7zl
=% L v kD namespace &
L7BE. 774 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1ER. REICHLTYY
YV NTEBLDIT, configmap
iEy—2o Ly MAOE—3IhZE
ER

type string SEERE SR D Y 4 7 (configmap
* 7= 1% secret),

15.1.92. .spec.processor.metrics.server.tls.providedCaFile

BT

type ' Provided ICEREINTWBIFED CA 7 7 1 ILADSEE,
it

object

file string configmap ¥7lEv¥—2o L v bR
D7 74INH,
name string 77141 %EEE configmap F7c

=2 Ly DR

namespace string 774 )V EEL configmap £7=
lF>—72 L v b®D namespace,
Al L7cI5E. 774 M T
Network Observability 287 7’0 4
TNTWBDER L namespace
MEAINZX Y, namespace B
ER2HBEE. REICHLTYY
Y ETEBLDIT. configmap
iEy—2oLy MAOE—3IhZE
ER

type string 27AIWVBROEAT
(configmap 7= (3 secret),

15.1.93. .spec.processor.resources

BTL
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resources |&. CDAVTFTF—HIwEETZHIVELI—TFTAVT)Y—ATY, #Fill
I&. https;//kubernetes.io/docs/concepts/configuration/manage-resources-containers/ =& L
TLIEIW,

i)

object

limits integer-or-string limits &, FFISN2IvE21—
M)Y—RADEXREZTRLET,
2

(&, https://kubernetes.io/docs/c
oncepts/configuration/manage-

resources-containers/ &8 L T
KT,

requests integer-or-string requests (¥, BELIVE1— b
VY —ZADRNEERLEY, 3
>+ —T Requests h" &g I 1
356, BRNICEEIND5E
ICT 7 4L M T Limits ICREIh
F9., BELRWESIE. REE
EDEBICEREINET, YIIR
MIFIREBADZEIETEEE
Ao FEH
IE. https://kubernetes.io/docs/c
oncepts/configuration/manage-
resources-containers/ &8 L T

CREIW,

15.1.94. .spec.processor.subnetLabels

Bl
subnetLabels #3222 &, YT Ry MEIPICARY LSIRILEERZLEY., OpenShift
Container Platform TEREINTWBH Ty NOBESNILSIFEEMICLAY TEET, BE
SNLFFIE. VSRI—DHAEBRS 71 v VBT 2HICFERINEST, TRy MDD
O—DEFTTIP £/LIFEEIP E—HT 5BE. W9 57 1 —JL K SrcSubnetLabel & 7= (&
DstSubnetLabel 2SEIMI N E T,

i)

object
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JO/R7 1 — it} B

customLabels array customLabels Z{#FH7T % &,
VSR —HEDT—orO0—K»
Web #—EZD#HRI 2 E DT
IS, H7xy MEIPDIARILE
TEhRITAATEF
¥, openShiftAutoDetect =&
MCTBE, REINhEY TRy
MF—R—=Z v TLTWBIHE
IZ. customLabels 2* 2D~
FY NEA—N—=F4 RTEX
ERS

openShiftAutoDetect boolean openShiftAutoDetect % true
ICEREY % &. OpenShift
Container Platform @A ~ X k—
JVERTE & Cluster Network
Operator DFFEICEDIWVWT, ¥
vV, Pod. BLUH—ERDY
Txy NEBEIRICKRHETEE
T, INISEEMICAS NS
74w EIERBICKRHT 2HET
¥, DFY, ThooY TRy b
DN HBfFVNTWRWT O—
&, V5 R9—DHAEBDEDT
9, OpenShift Container
Platform Tl&T 7 # )L M TEMIC
RoTWET,

15.1.95. .spec.processor.subnetLabels.customLabels

Bl
customLabels T 35&, VS5RAY—HEDT—- O— K Web H—EXD#HBNRE D=0
I, TRy REIPDIRIVFIFTEDRY YA A TEEY, openShiftAutoDetect ZHFMICT 3
&, RHEINAEY TRy MBF—1"—F v FLTWBIHEIC. customLabels " ZDH TRy &
F—N—514 RTXFT,

i
array

15.1.96. .spec.processor.subnetLabels.customLabels[]

G|

SubnetLabel AT 2 &, V7S RAY—HAEDT— 2 O0—K» Web U—EZXD#BI L EDLDHIT,
YTy MNEIPICSRIVAMITDIENTETET,

il
object
WA
e cidrs
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® name

cidrs array (string) ["1.2.3.4/32"] 72 & D CIDR D 1)
A ko
name string RYFLAEZ7O-ICTISVERE

THEOIFERTEINILE,

15.1.97. .spec.prometheus

A
prometheus (. AV Y —ILTSTAUDLAN) VRERBI ZHICERIND ) —EE
7R ED Prometheus EEEZE&ZL X T,

i)
object

querier object AVY—ILTS 74V TERSh
5, VATV RNERERED
Prometheus 7 T 1) —5% 7€,

15.1.98. .spec.prometheus.querier

ShEf
AVY—IVTSTAVTHERINSG, 75477 MNEERED Prometheus 7 1) —E%7E,

pii)
object
WA
® mode
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enable boolean enable H*true OZ&, AV YV —
WTS T4 VIE, ATRRIGEITE
IZ. Loki Tl&%: < Prometheus A
570—XKNYIR%9TY—L
F9, 774 MTIEEMICALS
TWET, ZOWEEZEMNICTS
ICid false ICERELE 9, TV
V=TSS4 IF ANYIR
DF—HY—RELTLoki T
I& Prometheus, F7zl&ZDMEA
ZFERATEEY (spec.loki £5
BLTLEIW), IRTODIT
1) —% Loki » 5 Prometheus IC#x5
ETEDhbIFTEHOPYFEA, L
72D > T, Loki BMEMICA->TW
3154, Pod T& DIEHROENG®
raw 7AO—DRTRRE, TZ5374

—ERDOMEEE EMICARY F

9, Prometheus & Loki DA A
BWIH > TWBIFEIL.
Prometheus D@5 X N,
Prometheus LB TE QWS T
)—®D 7 #—)bsXw o & LT Loki
MERAINZET., @MAHEHEMIC
BoTWaHE, AVvY—ILT3
TJAvEFIO4IhFEEA

manual object Manual €— N ® Prometheus %
Eo
mode string mode (&, Network Observability

ARNY O RAERETS
Prometheus 1 VA h—JILDH A
TS CTCRETIHNENHY F
ERB

- BEIREZHITT 5L, Auto
AL X9, OpenShift
Container Platform TI{&.
OpenShift Container Platform %
A9 —F=4"1) > ® Thanos
VT —%=EALET,

- FHHREDNIFEIZ. Manual %=
FRLEY,

timeout string timeout (&, Prometheus ~M 1
VY=WTSTA VT —DFH
HPMYIALTIRNTY, 94 L4
7O MDEODBER. 1 LT
'7 MLEHEA,
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15.1.99. .spec.prometheus.querier.manual

SiEf

Manual £— K ® Prometheus 38 7E.
i}

object

forwardUserToken boolean o4 v Lka—Y—hr—o 0%
9 T ') —T Prometheus ICER%ET
BICiE, true ICEEELZE T,

tls object Prometheus URL D TLS 7 51 77
v hERE.
url string url &, X NJ 2 XDO T —IC

HRAT 25D Prometheus H—
EXDT7 RLATY,

15.1.100. .spec.prometheus.querier.manual.tls

st

Prometheus URL D TLS 7 54 7 FE&E,
it}

object

caCert object caCert (3. FRELRDIIFAEDS
BeEHELET,
enable boolean TLSZBMICLEY,
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insecureSkipVerify boolean insecureSkipVerify =R ¥ %
& H—N—EREDI ATV
MAUDHEEAZ R ¥y TTEZE
¥, true ICEREY % &. caCert
74— RAERINIET,

userCert object userCert (. 1—H —ZEEAED
SREEHEL. mTLSICEAIH
¥9., —HAATLS 2 AT 515
BlE. 2oFORF 1 —%EIET
XET,

15.1.101. .spec.prometheus.querier.manual.tls.caCert

SrEA

caCert |3, SREIRDIFAZEDSREZEHL T,
i)

object

certFile string certFile (. config map 7%
Y=o Ly NADFREET 71 L
BADNRREEHZLET,

certKey string certKey (E. configmap 7

— Ly NNDEFAEM R
T7AINE~ADNRRAEEFLE
To F—DTRELBEITEELF
ER

name string SIEAZ % ST configmap £ 1E
Dl AVE R NOE-A-TTR

namespace string FEEAE A ST configmap 7zl
=% L v kD namespace &
L7BE. 7740 b T,
Network Observability 287 7’0 4
INTWBDER L namespace
MMERAINZX Y, namespace B
ER2HBE1EF. REICHLTYY
Y MTEBLDIT. configmap
iEy—2oLy MAOE—3IhZE
ER

type string SEBRE SR DY 4 7 (configmap
F 7= 1% secret),
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15.1.102. .spec.prometheus.querier.manual.tls.userCert

BTL

userCert (. 21— —ZRAZDSRBRAEEZEL. mTLSIFERAINF T, —AR TLS 2FH T 354
&, CO7ANRT1—E=HERTITET,

i)

object

certFile string certFile (. config map 7I&
Y=o Ly NADFREET 71 L
BADNRREEHZLET,

certKey string certKey (&, configmap 7

v—o Ly NNDEAEMEE
T7AINE~ADNRRAEEFLE
To F—DTELBEITEELZE
ER

name string SIEAZ % ST configmap £/ 1E
Dl AVE B NOEA-TTR

namespace string FEEAE % ST config map 7zl
=2 L v kD namespace &
L7mE. 7740 b T,
Network Observability 287 7’0 4
ENTWBDER L namespace
MERAINZX Y, namespace B
ER2BE1E. REICHLTYY
Y NTEB&LDIT, configmap
iEy—2s Ly MAOE—3IhZE
ER

type string SEBRE SR D Y 4 7 (configmap
* 7= 1% secret),
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$16= FLOWMETRIC SR E/XS A —4 —

FlowMetric APl lZ. INEINAERXYy NT7—270—0O4FDSHARYLDHTEBMEXA N VR EERT S
HICERINET,

16.1. FLOWMETRIC [FLOWS.NETOBSERV.IO/V1ALPHAT]

L]
FlowMetric &, INEXIN/7O0—OHDSHAYLAN) VA EERT DI EATREICT S API T
-g_o

apiVersion string APWVersion (g4 77 hD I D
RIBON—V 3V AF—THEE
LEd, ——l@FRF IR
F—VERFONEBEICELRL.
REINRWMEIXESTT &N
HYFY, Fil
(&, https://git.k8s.io/community
/contributors/devel/sig-
architecture/api-
conventions.md#resources & &

BLTLETW,

kind string kinddZ DA 7Ty MHKRT
REST )V —R%&KTXFIDIE
TY, H—N—=l&k 2547V
NEREZEEFETZIV KRSV b
NOIhEHRTESZ &N HY
¥, INZEHITHIEETE
FtH A, CamelCase #fFH L &
¥, FFAb:
https://git.k8s.io/community/con
tributors/devel/sig-
architecture/api-
conventions.md#types-kinds

metadata object BEFTILINDAIT—4H,
FEHE:
https://git.k8s.io/community/con
tributors/devel/sig-
architecture/api-
conventions.md#metadata
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spec object FlowMetricSpec I&. FlowMetric
DEMOREZERL T, &ZiH
INTW2 API 2T 2 &,
——ZARXHLTINsDXARNY S
RAENAIRAXTEEY,

FLWARNY) VR ZEMLEEY.
BEODINIVEZEELRLY T S5
Bl RERFEEZE5X 5N
NHYEY, TDRD,
Prometheus 7—7 00— KD X €
) —EHEZEIRRERT L
ENHY F9, https://rhobs-
handbook.netlify.app/products/o
penshiftmonitoring/telemetry.md
/#what-is-the-cardinality-of-a-
metric

ESRLTLEIL,

R T D Network Observability
ANVOGZADA—=T14FT4—
HHESRY % ICik. promql:
count({name=~"netobserv.*"
}) by (name) =17 L £ 7,

16.1.1. .metadata

G|

BEF T MDAYT—4, FEMIL. https;//qgit.k8s.io/community/contributors/devel/sig-
architecture/api-conventions.md#metadata &R L T 23 W,

i)
object

16.1.2. .spec

A
FlowMetricSpec (&, FlowMetric DBMDREEZEHZLF T, REINTWS API2FHT 2 &,
=R LTINLDARN) VR EHAITAXTEET,
FLWX KD OZRZEMLEY, BEOSNIVEZERLELY T25681F. KRELHELZS5Z 5068
MENHY T, TDRH, Prometheus 7—7 O0—RDAEY —FHELZFTRRERTI2HELNDH
L) £, https:;//rhobs-handbook.netlify.app/products/openshiftmonitoring/telemetry.md/#what-
is-the-cardinality-of-a-metric
EHRLTLEIL,

I RTD Network Observability X k) 2 20 Hh—F 14+ ) 71 —%HERT 5ICI1E. promql:
count({name=~"netobserv.*"}) by (name) =17 L %9,

it
object
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* type

FONRT 1 —

buckets array (string) type #* "Histogram" OIFE&ICfE
A3y DYR b, DY
A ME, RENEREE L TR
ARETHIMLENHY £T, BRE
INTVLRWGEEI,
Prometheus @7 7 # JL k D/
Ty hBMERINET,

charts array EIEHZ K 2 — D Dashboards X
— 1 —IZd % OpenShift
Container Platform 3>V —JL®
F v — MERTE

direction string Ingress. Egress. X7IFEEDAH
MO7A—%740L% )T LZE
¥, Ingress ICERET S
&. FlowDirection (CIE#RFKIR
7405 —0[2 53BN LAEE
B LCICAaY 9, Egress ICERE
¥ % &, FlowDirection ICIEFE
RIE 715 —12%8ML %G
SERALCICARY ET,

divider string EOLADZE. EOHRERE
BRED). AMNYVRE=T70—
18/PREL,

filters array filters IZ. EEIN 37 0— %4l

PRI 27DICERTSZ74—ILK
EEDYRANTY, ERAFTRR
T4 —ILRDY X ME, RFax
vk
https://docs.redhat.com/en/docu
mentation/openshift_container_pl
atform/latest/html/network_obse
rvability/json-flows-format-
reference ZBR LTI W,
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flatten array (string) flatten (%, Interfaces ¥
NetworkEvents 72 &, 73 v Mb
TOIMENHDEINBT 4 —ILKR
DYAMTY, 7Fv MEIhi
74—IJVLRTIE, TDT714—ILR
RDIBEZEICTIDDARNY IR
PERINET, &z, NA
N7 > % —T Interfaces = 7
v MbEY B &, Interfaces [br-
ex, ensb] 27 O—TIl& br-ex
DhOVH—LensS DAYV
H—m1DFTDEMLET,

labels array (string) labels (. Prometheus Z~NJL
(FA4AVLavEEMERET)
ELTHERATSZ74—ILRDYR
NTY (B
SrcK8S_Namespace), NI
HERTDE, ZOARNYIRAD
MELNE, I —FICER
ARRAKHNMREINIT., Ih
& ANV ORDA—T1FY)
T4 —ICRHBY B0, BEEILT
DWMENHY £T (https;//rhobs-
handbook.netlify.app/products/o
penshiftmonitoring/telemetry.md
/#what-is-the-cardinality-of-a-
metric Z&MR), —f&IC. IPT K
LAY MAC 7 RLRIGE, f1—
TAFTVT4—DFEIIEVIN
WERET DI EIFEIT T EX
W, FATREARFR Y.,
"SrcK8S_OwnerName" F 7= (&
"DstK8S_OwnerName" %
"SrcK8S_Name" 7= 1&
"DstK8S_Name" & W £ 85 L T
(I, ERAER7 1 —ILK
DYZAME, RFaxrhk
https://docs.redhat.com/en/docu
mentation/openshift_container_pl
atform/latest/html/network_obse
rvability/json-flows-format-
reference Z#5R L T ZI W,

metricName string XN Y ZDEFI, Prometheus
T, BEIMIC "netobserv " &L
DEBEEMITONE
¥, FlowMetric ) vV —X&ICE
DWTHERIZERT BICIE. ZED
FFEICLET,
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remap object (string) ERINDARN)VRAZRIITT
O—74—JLREFERDAR%
EAY 2IC1E. remap 7O/%
TA4—EZRELET, TDT7O—
74— REF—ELTHEAL.
BROSNILE%=EE LTHEAL
9,

type string A NY Y REH 4 T "Counter",
"Histogram". #7=I&"Gauge",
"Counter" I, /XA NP2/
M s, BEREORBE &I
mL., L—MNE2ETETES5EICHE
BALZEd., "Histogram" &, EIE
BRE, BRI YTV TS
EXHLEICHERLET,
"Gauge" 1. IREFRVRIERE S AN
ERBRVZOMOEICHERLET
(=&, Prometheus A X kY
JRER/THEZICNBTEIC
DHRYY T TINET),

valueField string valueField (&, 2OX K)o R
DEE LTHERT2LEDHD T
O—74—ILKTY
Bytes), 2D 7 1 —JL RICTIEEK
ExANTI2RENHYET, 7
A—#EHIY LT BITIE 7
A—JEICHEDEZIEET 5D
TR, ZOFHICLET, &
FARTEEZ 7 4 —IL KD X MIE,
REFaxrh
https://docs.redhat.com/en/docu
mentation/openshift_container_pl
atform/latest/html/network_obse
rvability/json-flows-format-
reference ZBR LTI W,

16.1.3. .spec.charts

A
BEEEE 1 —D Dashboards X =2 —IZ# % OpenShift Container Platform 3>V —JILDF ¥+ — bE&
Eo

B
array

16.1.4. .spec.charts[]
A
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ANV O RICEAESTSZ TS 7/ v aR— NERERELET,
i)
object
WA
e dashboardName
® queries

o title

* type

TO/NR7 14— it} B

dashboardName string BREBHEDY v 1 R— KRDEH,
CDERDNBEEDS Yy ¥ 2 R— R
ERTHDOTRVEEIR. FLW
HFyoaRh—RPMMERINET,

queries array IDTZT7ICRERTBIT)—D
1) Z b, type #* SingleStat
T, BHDOI T —DEEINT
WaIEE. DT 5 7I38EHBDN
FIL(ZIT)—=TEITT1D)ICEE
HICBEAINE Y,

sectionName string RELEDY Y aR—KEsv 3
Y DEHEL, TOZRIBRFOEY
T avERTEDTRWVEEIL,
FLWEIYa VA ERINhE
¥, sectionName 1*&BEI 1T
WBEMNEDIFE., /5710 —
NILhy TV avICEREIh
9,

title string TZ27DF4 Kb,
type string 757 DEH,

unit string DT 57 DEA, REYR— b
INTVBREBEAMIETCDHTT,
— RGBT 2 ERAT 555132
BOFFHICLET,

16.1.5. .spec.charts[].queries

A
DTS TICRRTBITY)—DY R b, type B SingleStat T, EHD I/ T —DIEEINTWVS
A, DT 73EEONRIV(VT) =T EIT1D) ICEEMNICEBRAINE T,
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]
array

16.1.6. .spec.charts[].queries[]

SiEf
PromQLZ T —%%ELZX Y,

i)
object
WA
® |egend
e promQL
e top

%163 FLOWMETRIC SZE/SS A —4 —

legend

promQL

DT ZT7ICRTY BEERIIC
BRATZ7T)—DORH, EHD
BRINEZRTT 2HEEF. ThT
heXBd2NH%8RET DHE
NHYFY, Thid{{Label }}

EVWIATRECTEEY, k&
ZIE, promQL TSRV E I

BERIE VIL— T 2355 (f:
sum(rate(SMETRIC[2m])) by

(Label1, Label2)). A.fl& LT

Label1={{ Label1 }}, Label2=
{{ Label2 }} &5EiR L ZF 9,

Prometheus ICX L TE1TY %
promQL /T —, ¥357®d
type »'SingleStat 054, <
DIIT)—IZE—DRRIIDH %
BLEY, ZOMHDS 1 TDi5
&, L7 2R RINFT, I
DYY—ATEREINIANI Y
2% S8R9 5I1C1E. SMETRIC %=
BFHTEEYT, L&X

¥, sum(rate($METRIC[2m]))
T, promQL OFHIE.
Prometheus ® R¥ 1 X > k
https://prometheus.io/docs/pro
metheus/latest/querying/basics/
ESRLTLEIW,
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top integer A LRI TTEILKRRT DL
i N D %75, SingleStat 7>
794 FIIFERAINEE A,

16.1.7. .spec.filters

A
filters &, ZEEINZ 70— %HIRTZ7HDICFERATEZT74—ILREED) A NTY, FRAFTRER
T74—=ILRDOY X KME, FFaxXT b
https://docs.redhat.com/en/documentation/openshift_container_platform/latest/html/network_obser
flows-format-reference Z&HR L T XL,

i
array

16.1.8. .spec.filters[]
BTL
it
object
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%18% NETWORK OBSERVABILITY D NS IV a—FT4 VT
Network Observability Operator & ZMD IV R—% >V MNMIEET 2 —BWABEE NS T2 —T 4
VIS BIDDOBET I a v ERITLET,

18.1. MUST-GATHER Y — )L D fE

must-gather 'Y —J)L % ¥ % &. Network Observability Operator ) YV —2 &9 5 249 —2&D Y
Y —2 (Pod O%. FlowCollector. webhook ;%% &) ICFAT 2EREINETEET,

¥
1. must-gather T—4% 2 REFT 274 LV N —ICBEILE T,

2. ROAT Y REEFTLT, 77 RY—24D must-gather )V —RZIREL T,

$ oc adm must-gather
--image-stream=openshift/must-gather \
--image=quay.io/netobserv/must-gather

18.2. OPENSHIFT CONTAINERPLATFORM O VY —J)LTO XY KT —7
NS4 9o A=Za—TVN)—DBE

OpenShift Container Platform 2>~ Y —JLMD Observe X Za2—I|CRXY RNT—I KZ T4 v I DA Za—
IV Y= R MINRTWARWEEIZ, OpenShift Container Platform A~ Y —ILTxv T —2 K
74V IDAZa—IVRMN)—%EFHTHRELZET,

AR E A

® OpenShift Container Platform /S— 3 > 410 LD A Y A =L I TW 3,

FIR

1. ROOAT Y R%EZFETTL T, spec.consolePlugin.register 7 1 —JL KA' true IZEREI N TW S
NEIDEHERLET,

I $ oc -n netobserv get flowcollector cluster -o yaml

H B

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
consolePlugin:
register: false

2. # 72 3 >:Console Operator (% & % FEIT#RE L T. netobserv-plugin 7> 74 ~ % EMNL
x9,

I $ oc edit console.operator.openshift.io cluster
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H A B

spec:
plugins:
- netobserv-plugin

3. A7V av: ROIT Y REEFTL T, spec.consolePlugin.register 7 1+ —JL K% true IZFRE
LET,

I $ oc -n netobserv edit flowcollector cluster -0 yaml

H A B

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
consolePlugin:
register: true

4, ROAX Y RAEEFTLT, AVY—I)LPod DRT—4% XM running THZHZ & &2BAEL X,
I $ oc get pods -n openshift-console -I app=console

5. ROV REZER{FTLT, IV —JLPod ZHBEEI L F T,
I $ oc delete pods -n openshift-console - app=console

6. 7720 —DF¥xvvatBEREZV)T7LET,

7. ROAT Y REFERTLT. Network Observability 7544 > Pod DAT—49 A &WELE T,

I $ oc get pods -n netobserv -l app=netobserv-plugin

o
NAME READY STATUS RESTARTS AGE
netobserv-plugin-68c7bbb9bb-b69g6 1/1  Running 0 21s

8. DAY K&EFEFTL T, Network Observability 7574 >~ Pod DOV =R L 9,
I $ oc logs -n netobserv -I app=netobserv-plugin
Al

time="2022-12-13T12:06:49Z" level=info msg="Starting netobserv-console-plugin [build
version: , build date: 2022-10-21 15:15] at log level info" module=main
time="2022-12-13T12:06:49Z" level=info msg="listening on https://:9001" module=server

239



OpenShift Container Platform 4.18 Network Observability

18.3.KAFKA %14 >~ A h—JL L 71%. FLOWLOGS-PIPELINE A*% v K
J—270—%BE&ELALDW

E#IC deploymentModel: KAFKA # L TC7O0—aL 24 —%5F704 L. RiCKafka 57704
L7BE, 70— 7% —H Kafka ICIEL <FEHRINAVWATEEMEDNH Y £, Flowlogs-pipeline A
Kafka 5Dy T —2 70—%BELARWVWIO—/1 54 Y Pod 5 FEBTHEZELZ T,

¥
1L RODOT Y REEFTL T, flow-pipeline Pod %8Ik L THEEIL X7,

I $ oc delete pods -n netobserv -I app=flowlogs-pipeline-transformer

18.4.BRINTA V9 —T T A REBREXA VI —T A ADEANLDRY N
J—2 J70—DBRRINAGW

br-ex™ & br-int &, OSI LA Y —2 CEETBREBT VY I TNLRATY, eBPFI—Y v M, IP
LARIVETCP LRI, ENEFNLAY—3 EA4THELES, XY NT—I RS T4 v IHYEBKRR
N RE Pod M V¥ —T x4 RBREDDA v H—T 24 AL > TUEBINSIHE, e BPFI—P
YhNEbr-exBLUV br-int #@BITEZRY NIV RS TA v I %Xy TFvTRIENERETEE

T, e BPFI—Yz Vb MDRY RNT—D AV —T x4 A% brex 8LV br-int DAICEHT DL IC
FIRT Z2&, Xy M7= 70—R@FRRINFEHA,

XY NTDT—=DA4 259 —T 214 X% br-int 8 & U br-ex ICHIFR 9 % interfaces Z 7= 1% excludelnterfaces
DED =FENTHIRL XY,

FIR

1. interfaces: [ 'br-int','br-ex'] 7 1 —JL K, THIZLY, I—Y YV MNEITARTODSI VS —Tx
A2ADSEREMETEET, Fd. LAY —31429—T x4 (fl:eth0) 5IEET 3
EHETEFEY, UTFOOATY REERTLET,

I $ oc edit -n netobserv flowcollector.yaml -o yami

H A B

apiVersion: flows.netobserv.io/vialphai
kind: FlowCollector
metadata:
name: cluster
spec:
agent:
type: EBPF
ebpf:
interfaces: [ 'br-int', 'br-ex' ] ﬂ

‘) XYNT—OA VI —T 4 2EEBELET,
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18.5. NETWORK OBSERVABILITY O hA—5—Y X —Y + — POD M X
EY—DARETS

Subscription & 72 = 7 b @ spec.config.resources.limits.memory {t# % R%E$ 5 Z & T.
Network Observability Operator D X E!) —H#lIfR%#5|E LIFB2Z &N TEET,

FIR

1. Web 3>~V —JL T, Operators — Installed Operators ICBEIL £ 7,
2. Network Observability #% ') v 7 L. Subscription %=:#IiRL £7,

3. Actions X Za—#M»5, EditSubscription®2 1) v L%,

a. ¥, CLIZEALTROIT Y R%E3EFTL T, Subscription 7 72 =V b D YAML 5%
EEECIEEHTEET,

I $ oc edit subscription netobserv-operator -n openshift-netobserv-operator

4. Subscription 7 7Y = 7 k% #E&% L T config.resources.limits.memory {t#%#EML. XE
) —EHEZELTEEARELET, VY —RICETI2EEZFEDHEMT. BEEBEREZSEL
TLEXW,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: netobserv-operator
namespace: openshift-netobserv-operator
spec:
channel: stable
config:
resources:
limits:
memory: 800Mi 0
requests:
cpu: 100m
memory: 100Mi
installPlanApproval: Automatic
name: netobserv-operator
source: redhat-operators
sourceNamespace: openshift-marketplace

startingCSV: <network_observability_operator_latest_version> 9

Q ez iE, AEY—4IPR% 800Mi ICE|X EIFBZENTEET,
g COERFRELARVWTLEIN, DI Operator DEFY Y —RICL>TERY F
-a—o

18.6. LOKINDHRY LY T ) —DET

NSTINoa—T4 2V TDEDICT, Loki il LTHRIY LI IT) —%AFKTTEEY, INETOHED
BN 2DHY., <api_token> ZHEDEDICEZMZAZIET. Z—XIEHLETHABTEET,
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R

I 5DEITIL. Network Observability Operator & U Loki 7 704 X > MIC
netobserv namespace R L X ¥, X 5T, HITIL. LokiStack D&REIH loki TH 3
ERELTVWET, £ 7> 3 v, Bl (EFEBIICIE -n netobserv 7= 3 loki-gateway
URL) #38% L T, £ % namespace ¢ & AFRATZIEETEET,

AR

o Network Observability Operator TR Y %78 IC Loki Operator #4 Y A h—JLLTW3

FIR
o FATRAINRTDINIVEREFY SICIE, ROATY RERTLET,

$ oc exec deployment/netobserv-plugin -n netobserv -- curl -G -s -H 'X-Scope-
OrglD:network' -H 'Authorization: Bearer <api_token>' -k https://loki-gateway-
http.netobserv.svc:8080/api/logs/vi/network/loki/api/vi/labels | jq

® Y — X namespace my-namespace "S5 IARTD 7 O—%ZREFT 2 ICIE, ROIAT Y KEZET
LEY.

$ oc exec deployment/netobserv-plugin -n netobserv -- curl -G -s -H 'X-Scope-
OrglID:network' -H 'Authorization: Bearer <api_token>' -k https://loki-gateway-
http.netobserv.svc:8080/api/logs/vi/network/loki/api/vi/query --data-urlencode 'query=
{SrcK8S_Namespace="my-namespace"}' | jq

RS

o JY—XDBEEIR

18.7. LOKI RESOURCEEXHAUSTED =5 —®D STV a—Fa T
Network Observability IC& > TEEFEIN/ZRY N7 =0 70—F—49 M, REINLRAA Y-

1 X%#BZx % &. LokilE ResourceExhausted TS —7%iR3 Z &M'H Y £F, RedHat Loki Operator
EFEALTVWSIGEE., CORAXYE—IJH A4 XTFEI100MBICEEINTVET,

FIR

1. Operators — Installed Operators [CFE) L. Project KOw 74U XA =2 —H5 All
projects #RR"L ¥,

2. Provided APIs |) 2 k T, Network Observability Operator ##R L £,
3. FlowCollector %2 1) w2 L., YAMLview#¥ 7% 1) v o L%9,

a. Loki Operator #{#f L TLW\ %35 5& 3. spec.loki.batchSize fEA* 98 MiB A A TWRWCZ
EEMRLTLEI W,

b. Red Hat Loki Operator & (&% % Loki 4 ~ X b—JLJi% (Grafana Loki 72 &) #{FH L T
W3i5E &, Grafana Loki #t—/Y—3%7E D grpc_server_max_recv_msg_size
». FlowCollector ') ¥V — 2 ®D spec.loki.batchSize fEL Y KEWZ & ARER L T REX
W, KELLARWGEIX, grpc_server_max_recv_msg_size B4 BN
. spec.loki.batchSize [E%=FIREL Y E NI KRB EDITHSTRELHY £,
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4. FlowCollector #fR&E L/=15& 1%, Save =2 vV LZ T,

18.8. LOKI @ EMPTY RING T 7 —

Loki @ "emptyring" TS —IC&k Y, 70— Loki ICIRFEINT. Web AV Y —JLICKRRI ALY
F9., COIZ—E@EIFIFRRATRETZ2HTEEDIHYET., THOTRTITHUTES100[g
WEIEHY FHA. LokiPod HDO T %#5HE L. LokiStack BMEEL MR TEMBIE>TWVWD I L%
BRI BEHIT. WODDTIaVERITTEET,

DI Z—HRETDRRICIERDE I BEDHHY X7,

o LokiStack #7414 X h—JL L. B L namespace ICBA YA M—ILT B &, FHLPVC HH
BRINBWD, OIS —HRETIAEMELHY £,

o 7Y av:LokiStack zBEHIFRL. PVC ZHIPR L TH 5. LokiStack DEA ~ X h—Jb
EHEALCLEI W,

o JIAAZEDO—T—>3aviE, ZOIZ—Il&Y. flowlogs-pipeline Pod & & U console-
plugin Pod & DBENHIF SN B AREMELHY £ 7,

o 7Y aviPod BEBT 5L, EHEETTEET,
189. VY —RDNZTIVYa—FT4VT

18.10. LOKISTACK L — MR 5 —

Loki 77~ MIL—MHIRAREINTWD &, T—9 D —BEMIZKDbN., 429 TS5 — (Per stream
rate limit exceeded (limit:xMB/sec) while attempting to ingest for stream) " FE ¥ 2 gEEL H Y
FY, DTS- %ZBAMIDLIICTI— M ERETEHIEZMRALTLEI L, FlllZ, Z0ts
vavOREFERE L TEEINTWS [NetObserv ¥y & 27 R— KD Loki L— MNIBR7 5 — M D1E
Bl #BRLTLEIN,

RICTHT FIE%EZETT L T, perStreamRateLimit & & U perStreamRateLimitBurst {14k T LokiStack
CRD ZEH TE XY,

FIR

1. Operators - Installed Operators IC#&J L. Project KO v 74 >~ H 5 All projects % R
LE9.

2. Loki Operator # R DI+ T. LokiStack ¥ 7% EIRL 7,

3. YAML view % L T LokiStack 1 Y 2% Y A& {EWRT 20 BEEDE D5 iRE
L. perStreamRateLimit # & U' perStreamRateLimitBurst {T#% B0 L £ 7,

apiVersion: loki.grafana.com/v1
kind: LokiStack
metadata:

name: loki

namespace: netobserv
spec:

limits:

global:
ingestion:
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perStreamRateLimit: 6 ﬂ
perStreamRateLimitBurst: 30 9
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