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FIa
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#!/usr/bin/env bash
set -Eeuo pipefail

declare catalog san
catalog="$(mktemp)"
san="$(mktemp)"
readonly catalog san

declare invalid=0

openstack catalog list --format json --column Name --column Endpoints \

[ig-r"[]1| .Name as $name | .Endpoints[] | select(.interface=="public") | [fname, .interface,
.url] [ join(" )"\

| sort\

> "$catalog”


https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.2/html/command_line_interface_reference/the_openstack_client
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https://www.openssl.org/

OpenShift Container Platform 4.19 OpenStack ~AD A ~ X b—JL

while read -r name interface url; do
# Ignore HTTP

if [[ ${url#"http:/"} 1= "$url" ]]; then
continue

fi

# Remove the schema from the URL
noschema=%{url#"https://"}

# If the schema was not HTTPS, error

it [[ "$noschema” == "$url" J|; then
echo "ERROR (unknown schema): $name S$interface $url"

exit 2
fi

# Remove the path and only keep host and port
noschema="${noschema%%/*}"
host="${noschema%%:*}"
port="${noschema##*:}"

# Add the port if was implicit
|f [[ ll$p0rtn — ll$hostll ]]’ then
port='443'

fi

# Get the SAN fields

openssl s_client -showcerts -servername "$host" -connect "$host:$port" </dev/null
2>/dev/null\

| openssl x509 -noout -ext subjectAltName \

> "$san”

# openssl returns the empty string if no SAN is found.
# If a SAN is found, openssl is expected to return something like:
#
# X509v3 Subject Alternative Name:
# DNS:standalone, DNS:osp1, IP Address:192.168.2.1, IP Address:10.254.1.2
if [[ "$(grep -c "Subject Alternative Name" "$san” || true)" -gt 0 ]]; then
echo "PASS: $name S$interface $url"
else
invalid=$((invalid+1))
echo "INVALID: $name S$interface $url"
fi
done < "$catalog"”

# clean up temporary files
rm "$catalog" "$san"

if [ $invalid -gt 0 ]]; then

echo "${invalid} legacy certificates were detected. Update your certificates to include a SAN
field."

exit 1

else

echo "All HTTPS certificates for this cloud are valid."

fi
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I x509: certificate relies on legacy Common Name field, use SANs instead
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a. host EHZREL X T,
I $ host=<host_name>
b. port £ ZHZEL T,

I $ port=<port_number>
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TV RRA Y MDURLIICR— MDA RWNEEIF, E443 2EALET,
c. SEAAZEDSAN 714 —IL RZERGLF T,
$ openssl s_client -showcerts -servername "$host" -connect "$host:$port" </dev/null

2>/dev/null \
| openssl x509 -noout -ext subjectAltName

H A B

X509v3 Subject Alternative Name:
DNS:your.host.example.net

BEITVRBRAYMIDOWT, FIDBFNCEIIZHEAZFELET., TV KRS Y NOEAL AW
A, TOITY RKRA Y NDIREZEIENTH DD, BRITITIVELHYET,
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OpenShift Container Platform 410 =4 Y X b—JL§ %81, FhIEZIVFTRY—%FTD/IN\—

JAaVICEHTAEIIC. TRTODLAHY—HTTPSIIFAZAB XM ZUENH Y F T,
ERDIFPAZIFIETIN, ROA v E—IDBRTFIINZET,

I x509: certificate relies on legacy Common Name field, use SANs instead
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i’a—o
2.1.1.SR-IOV %#{ffHd 5 RHOSP LMDV S X9 —DEH

7704 X~ b T Single Root I/0 Virtualization (SR-IOV) ##FH ¥ % IlIE. ROBH /LT HEHLH
L) i’a—o

® Red Hat OpenStack Platform (RHOSP) SR-IOV =704 X~ M &=EtEBIL £ T ,

® OpenShift Container Platform &, A2 NIC Z#HR— T 20EELAHY FJ, HR—bFX
NTWBNCOYZAKE, TRYPMNITI=FVT] RFaXVMD IN=ROT7XRy hT—
71 Y7102 3avil#H B [Single Root I/0 Virtualization (SR-IOV) N— R =z 7 x v b7 —
JIC20WT] Z5RLTLKEI W,

® SR-IOVNICAT7H v FINE/—RKITEIZ, RHOSP 7 5249 —ICUTFARETT,
© RHOSP 7 #—#9HDLD14 VY RI VR
o IVUDHTRY MITHYFINILIDDR—b
o SR-IOVRIEBHEET & ICT1DDR— K

o MK EEHIBGBDAE)—, 4DDVCPUB LUV 25GB DR KNL—VEENHD T L —
JN—

® SR-IOVF7OA AV FTR, ZLDFE. FADCPUPHBINL CPUREDNNT +—~<
VADTRBEEDREINE T, N7 +—T YV REHZALT SICIE. EffE 7% RHOSP 77O
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o Ry NT—VHEEREBIED TSV ZVIBLUVREHNA KD OVS-DPDK F 704 A kD%
E IS T, RHOSPOVS-DPDK F7AA4 XV hABELE T,
2.2.SR-IOV 2 AT 2959 —DA VA N—ILD*(H
SR-IOV 2 FHT 23ISR —%14 2V AM—JLT BEIIC. RHOSP 2% E 3 2 WMEHLH Y F 7,

221.3VEa—hrIYVEDSR-IOV Xy b7 —0 DERK
Red Hat OpenStack Platform (RHOSP) 7 7’04 X > b T Single Root |/O Virtualization (SR-IOV) % 4
R—FT25E6, AVE2— MY VERITTBSRIOVRY NT—2 %27 OEY 3=V 352N
TEXY,

p=

LUTFOFIETIE, Qv Ea— Mo UADOEGIARERABOTI Sy bxy hT7—085

SUHED VLANR—ZD Ry N7 =2 &R LET, RHOSP DF FOA XAV KIC
EoTE. RYNT—ODMDIY A THREBIZRBZIZEENHY T,

AR
e VTR —IESR-IOVEZHR—KMLTWB,

R

PSR —=HDHYR— T BHEDDDREARIGEIE. OpenShift Container
Platform SR-IOV/N\N—RD z7xy N7 —2ICET2 RFa XY hE2SHRLTL

EEW,
e RHOSPF7OA XY hD—E&E LT, EBRETZy ) vo07OANnNA =y KO =0 &{E
BMLTW2, hbDRy M7 —0%KRT7OHIC radio H & U uplink DZFINNTRTOAT Y
REICERINhTWET,

FIR

L. ARV RZAVT, BEORHOSP v N7 —V & ERR L E T,

$ openstack network create radio --provider-physical-network radio --provider-network-type
flat --external

2. 7TV IDRHOSP *v N7 — 0 &{ERR L T,

$ openstack network create uplink --provider-physical-network uplink --provider-network-type
vlan --external

3 EERY NT—VROY TRy FEERLET,

I $ openstack subnet create --network radio --subnet-range <radio_network_subnet_range>
radio

4. Py TV oxy NID—0RDY T2y NEERLET,

10
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I $ openstack subnet create --network uplink --subnet-range <uplink_network_subnet_range>
uplink

2.3.0VS-DPDK 2T 2V S AY —DA VA M—ILD#(
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® RHOSPICOSRY—%AVAN—=)LT BT, OVS-DPDKAED 7L —/N—DEREA VRS
VADTIOA4 T LET,

AVRARN—IVEIDY RV HERITLIEL, REEEMEDEL OpenShift Container Platform on RHOSP @
AVZARN—IVFIEIHS>TIZRAI—%AVAM=ILLET, RIS, TOR=ID RORTY ] ®
TICHZIRVEETLET,
24. RDRAT v T
o LWIFNAIDTTOAAYMNIATT, UTFERTLET,
o huge page %% R — b § % Node Tuning Operator D& E
o VSR —%TFOA LIZRICSR-IOVERELZTTISICIE. UTFERTLET,
o SR-IOV Operator =4 YA =)L L E 7,
0o SR-IOVRY hT—UFNAR%HRE LET,
o SR-IOVaAvEa—bIIUEER LET,

o RIF—IVREMEIEBEDICITRY—EFTTOA Ltk ROSEENERBL T
I,

o OpenStack T OVS-DPDK #9425V S A9 —HDTAKNPod 7 FL— |
o OpenStack TSR-IOV #2575 XY —HDTAMPod 7TV 7L—h

o OpenStack TOVS-DPDK #9250 SR —BONRT74—< 277 74IFTV T
L—hk

1


https://docs.redhat.com/en/documentation/red_hat_openstack_platform/17.1/html/configuring_network_functions_virtualization/config-dpdk-deploy_rhosp-nfv#create-flavor-deploy-instance-ovsdpdk_cfgdpdk-nfv
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/scalability_and_performance/#what-huge-pages-do_huge-pages
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/networking_operators/#installing-sr-iov-operator_installing-sriov-operator
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/hardware_networks/#nw-sriov-networknodepolicy-object_configuring-sriov-device
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/machine_management/#machineset-yaml-osp-sr-iov_creating-machineset-osp
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/hardware_networks/#nw-openstack-ovs-dpdk-testpmd-pod_using-dpdk-and-rdma
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/hardware_networks/#nw-openstack-sr-iov-testpmd-pod_configuring-sriov-device
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/scalability_and_performance/#installation-openstack-ovs-dpdk-performance-profile_cnf-low-latency-perf-profile
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FI3F HRYTA XL D OPENSTACK AD YT SARY—DA >V R

b—Jb

OpenShift Container Platform /X—23 > 419 Tl&. Red Hat OpenStack Platform (RHOSP) ICH X %
RAXLIEVZRY—%A VA N—IVTELET, A VAN ERRAITAXTBICE, VTRY—%
4 ¥ 2 k=)L 9 BHIIC install-config.yaml T/XS5 X —49—4ZBL T,

3.1 HIRSRH

OpenShift Container Platform @4 Y ZA b—IILE L V'EH 7O RADOFEMERIAL TW 5,
DA =4V ARN=IVAEDRRE LTIV —@AIT D% 2R L TW5,

OpenShift 7 5249 —THR—bINZ TSy hT74—L V23V %&FEHRL T, OpenShift
Container Platform 4.19 A RHOSP N\—Y 3 Vv E BN H 2 Z & AR L 7=, RHOSP HiR—
b= k1) w2 Z®D OpenShift Container Platform #8BL T, 75 v N7+ —LDYR—F%&
BRZEN—V a3 VEATHERTZIEETEET,

70Oy 2 XAML—2 (Cinder) £EA TV MR ML =2 (Swift) REDR ML —TH—E
ADRHOSP IZA YA M—=ILEINTWB, # 72V PR ML —Y1E, OpenShift Container
Platform LY A MY =0 SR —FTO4 AV MIHBEINZZANL—IUEMITY, 5

. AL =YD Z5RBLTIEIWN,

PDSRAI—DRATr—Y g, A ad—ILTL—VDHAI VT, BLWPetcdDINT+—<T
ABLVRT—ZEY T4 —ICEAT2E@ENH D, FMIE. V5 RAY—DRAT—1) U JICET
DWETSIVT4 A BBBLTLIEIW,

RHOSP TX ¥ F—4H—EZXDNEMEINTWS,

3.2. OPENSHIFT CONTAINER PLATFORM % RHOSP I(C14 Y A h—JL§
2VV—ADAARZA4 Y

OpenShift Container Platform D4 ¥ 2 b —)L&H#7R— b 9§ %7-8IC. Red Hat OpenStack Platform
(RHOSP) ¥ # —# IZU T OEBEH Z T HENHY F T,

#3.1RHOSP MW7 7 # JL b M OpenShift Container Platform 7 5 X4 —ICEd 2 HE YV —2R

yYy—2 ia
FloatingIP 77 K L X 3
R—b 15
V—%— 1
TRy b 1

RAM 88 GB
vCPU 22
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/architecture/#architecture-installation
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/installation_overview/#installing-preparing
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/architecture/#supported-platforms-for-openshift-clusters_architecture-installation
https://access.redhat.com/articles/4679401
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/scalability_and_performance/#optimizing-storage
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/scalability_and_performance/#recommended-host-practices
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yy—2 fis

RYa—LRNL—T 275 GB

1VRIVR 7

tXaysa—IN—7 3

tFaYF4—TI—TI—I 60

Y= —TF 2-BIYV Y T—ILOBMOTRASE) F4—V—

V&I 1B

VSR —EHEIND VYV —RLYE )Y —ZADBDRWVGEICERKET BI580HY T, TDi5
BONT =XV RAFRIEINFZE A,

BE

RHOSP A7 x4/ MR KL — (Swift) B FIARBET. swiftoperator O—JL %D
A—HY—=TAHAVY MIE>TEREINTVWSBIHFE., 1L OpenShift Container Platform
ARXR=—VLIRARN)=DTF 7MYy )TV RELTERINEYT, DFE. R
Ja—LARNL—YVFEHIF175GB T, Swift BIBEHIE. A A—J LY N —DY
A RXE>TERYET,

= -1o)
FIFIWIKNT, EXa2 T4 ==L tExFa) T4 —TIN—TI—ILDY +—
VIHMELSREINZAEEELHY T, MEINMELLFEICIE. BEEELT

openstack quota set --secgroups 3 --secgroup-rules 60 <project> % 217 L TI& % 1&
PLEY,

OpenShift Container Platform 7704 XV Md, v hO—ILTFL—r<> Yy, AVvEa1—kTY
V. BLUVT— ANy TIIV U TERINET,
321.avka—iLFL—rvvxIv

T 7 # )L b Tl&, OpenShift Container Platform 4 Y X k—)L 7O RE320ay hO—ILFL—>
vV EFERLET,

FRNENDOIY VIIEUTAMRETT,
® RHOSP 7/ #—49DLDA VAY VR

RHOSP 7 # —4 M5 D R— b

o DIRKEBLIBCGBDAE)—&4DDVCPU Z{HATcT7 L —/3—

RHOSP 7 # =9 o472 EH100GB DA ML —VRE

322 dvEa—hf3P Vv
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T 7 # )L b Tl&, OpenShift Container Platform 41 Y 2 h—)L 7O RE3D20AVEa2a—FT 1V I<
UEERLET,

TRZERDI Y VIIIUTHIBRETT,
® RHOSP 7 #—49DLDAVRI VR
® RHOSP 7 # —4HHDR— K
o ViR EHE8CGBDAE)—E2DDVCPU A2 727 L—/N—

e RHOSP 7 # —4Hn o407 EHL100CGBDRA ML —YHE

BV
J>vEa— b UiE, OpenShift Container Platform TERITIN2 7 U sr—>avaRAMLE
T, TEXBLEFEZELDT7 TV r—oavaETTEIEIBERINTVET,
323. 7—h ALY TTIY
AVAN=IEIC, T MANSy T vid—BMICTOoEYa v xh, avha—IL7FL—>
HEELE T, EREHREROIY MO—ILTL—VOEB/NTELBIC, T—NRAMNSY TV
DFOET 3=V JIIEBRINE T,
T—RMRANSY TR VICIEUTIRBRETT,

® RHOSP / #—49 WD VR VR

e RHOSP 7 # —4HM5MDHR— K

o DK ELI6GBDAEY —&4DDVCPU BAT=T7 L —/N—

e RHOSP 7 # —4H 547 EH100CGBDRA ML —YHE

3.2.4. user-provisioned infrastructure D AR 2 EH
OpenShift Container Platform 4 Y X h—JLE 2H1IC. T 74 MORFO— RS2V Ty
Ja—2avOROYIERTIHEDAPIS LT FY r—>avingress A— KNSV T4y
T7Z2AMNZ9Fv—%27OEYa VI TEET, EHREOCF VA TIE. APIBLT T Y —> 3
Y ingress A— KNS U H—%@ERICT7O4 L. TRETNROO—RNSVH—A VTSRSV
Fry—%RBL TR =YV JTTBIENTEET,

pa 1)

Red Hat Enterprise Linux (RHEL) 1 Y R4 Y 2 &FERALTAPI B LT FYr—v 3y
Ingress A— RS U H—%FT 704 F2%HEIE. RHELY TRV Y T2 3 v &FEEBA
TEHEMELHYZXT,

BRDMAVIZANZI I F Y —BUTOER Z/TRENHY X,

L APIA—RKNRSYY— TSy NI —LENFESLVCTSY NI+ —LEREST BLHDI—
HF—EITOHEBOTY RRA VY M ERELET, UTOREEEZELET,

o Layer4 DEROEBDH, Thid, RawTCP F/&IESSL/RXR R —FE— REMENF T,
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o RF—NLREBFESMTFZINIY XL, 77 avid,. O—RNRSUH—DEEICL>TE
BYF9,

BF

APIO—RNRSUH—Dty ¥ a VOKBHEIFERE LBAVWTL IV,
Kubernetes APl H—/N\—Dt v ¥ 3 Uikt %R ET % &. OpenShift
Container Platform 7 S 24 —& 7 5 24 —ATERITIN % Kubernetes API D
BEIRT TNV —2 a3V RS T4 9 2ICEUNRT -V ADOBBEIRET BT
BEEMELIHY ET,

O—RKNRNSUH—070Y MENRNYIDOEATUTDR—MNEEZRELET,
R32APIO— RIS H—

NRYIGITVRIIY (T— AV

N—)

6443 TJ—rANSyTFELCOY hO— X X Kubernetes
VNI L—v, 7—hNRANSY TV API| H—
UHRYSAY—Darv hO—ILTS IN—

L—yagfiibLicgic. 7—HhR
Moy o vaEO— RS UH—
DOHIBRLE S, APIH—/R—DAJL
RF vy FO—7d/readyz TV
FRA YV NERET DIHEDHY X

ER
22623 T—rNZANSy LY bO— X TYVERE
WFL—v, T—RRANS YT H—/N—

VNSRS —0ar ba—ILT
L—ya##b LRI, 7—HhR
hSw vy veEO—RNSUH—
MoHIBRLET,

pa 3

O— KRS UH—E, APIH—N—N/readyz TV K RA >V bEA7IZLTHHL
T—=IDS API Y —NN—A V2RI VR EHIRT DETRAIOMHIND LD ICEE
ETB2LENHY T, readyz DEDBEBHRRNTIS—MEINLY., EFEIC
BoY T BGEIE. TV RRA Y MHEIBREFALZITEININTWSIETTY, 5
MELFIOBIEDOTO—EY ST, 2EERHRINT 5 EER,. 3 EERKKT
ZEEBEHIT BEREIFR. TRICTAMNINEETT,

2. ApplicationIngress A— KNS VY — USRI —HMBELNZT TV r—>a v 374y
7D Ingress RA >~ M ERELE T, Ingress IL—4 —DIEERA DR TE D OpenShift Container
Platform 7 2 X9 —|ICWHETT,

UTOFRM%ZHRELETT,

o Layer4 DEROEBDH, Thid, Raw TCP F/&IESSL/XR R —FE— REMENF T,
o BIRAEERA T a U TS YN IA—LETHRANINZ 7 ) r—> 3 Vv OFEEICE
DWT, EFAR—ADKELTEIEEY Y a vyR—ADKGIEIHEINE T,
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(D7 8
IZAT Y MDEBEDIPT7 RLADT T r—2 3> Ingress O— KNS U H— (T & > THESR

TEBHE. V—ADIPR—ADtEy Y avkFEitzEWNICTEE, TV RKY—ITY RDTLS
EELAFERETZ 7 IV —2avDNR I 4—<I VA ERETEZT,

A— KRS —070Y &Ny VOBEATUTOR—MEZRELET,

RI3ITF7FY s —> 3V iIngressO— KNRF U4 —

NRYIGITVRIIY (T— AV

N—)

443 774 K TlingressAY hA—F— X X HTTPS K
Pod. AvEa—b, FLET7—H— 27497
ERTTBIV Y,

80 774K TlingressAY hA—F— X X HTTP k5
Pod. avEa—b FE7—H— T4 vy
ERTTBYV Y,

R

O 0)aAYP1—Rh/—RT3/—RIS5RH—EFTTO4$ A,
Ingress A~ hAO—5—PodiEa> bhO—ILTL—Y/—RKRTERITINFET, 3
/—FO?Z&—?TD4%>FTH\HWPB&UHTWSF574/7%J
yhO=WT L=/ —=RIIW—TFT 1 T$2ELIIT7FY 4 — 3V Ingress
A—RNSUH—%2RETD2RLEIHYIT,

3241 21— —EEBOO— NN\ U —%2FALTT 013NV R9Y—0O—RKNRZ Y
H—ERE DA

IDEVYavTE, A—¥—EBBOO-—KNSVH—%52FRLTT O/ INiLI SRS —0O—R
NSOV TBEREFELT APIB LV T T —2 3 > D Ingress load balancer SR EDHI %R L £,
Z D&, HAProxy A— K/X5 >+ —® /etc/haproxy/haproxy.cfg 58 E T3, ZDHITIE. FEDE
WREY ) 1—>avEBIRT27DD7 RNA R RETZIEE2BHELTVEEA,

ZOFITIE, ALA— KNS H—D Kubernetes APl 8 L U7 7°'J’7 3 v®Dingress 5714V Y
IEAINET, EREOVF VAT, APIBELT T FY I —> 3 ingress O— KNS U H—%(H

AMICTF7O4 L. TRETROO—RNSUHY—AVISAMNSIFv—%29BLTRT—Y VT3
ENTEXT,

p= =)
HAProxy &0 — R/\S v —& L TER L. SELinux #*enforcing ICEREI N T W15

&%, setsebool -P haproxy_connect_any=1 #3217 L T. HAProxy % —E A D& ER
HFDTCPR—RMIINA Y RTEBILERRTIVENHY ET,

BIBIAPI B LT T7 TV r— 37 Ingress O— KRS Y —DREH

global
log 127.0.0.1 local2
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pidfile  /var/run/haproxy.pid
maxconn 4000

daemon
defaults
mode http
log global
option dontlognull
option http-server-close
option redispatch
retries 3
timeout http-request 10s
timeout queue im
timeout connect 10s
timeout client im
timeout server im
timeout http-keep-alive 10s
timeout check 10s
maxconn 3000
listen api-server-6443 ﬂ
bind *:6443
mode tcp

option httpchk GET /readyz HTTP/1.0

option log-health-checks

balance roundrobin

server bootstrap bootstrap.ocp4.example.com:6443 verify none check check-ssl inter 10s fall 2

rise 3 backup 9

server master0 master0.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3

server master1 master1.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3

server master2 master2.ocp4.example.com:6443 weight 1 verify none check check-ssl inter 10s
fall 2 rise 3
listen machine-config-server-22623 e

bind *:22623

mode tcp

server bootstrap bootstrap.ocp4.example.com:22623 check inter 1s backup ﬂ

server master0 master0.ocp4.example.com:22623 check inter 1s

server master1 master1.ocp4.example.com:22623 check inter 1s

server master2 master2.ocp4.example.com:22623 check inter 1s

listen ingress-router-443 6
bind *:443
mode tcp
balance source
server compute0 compute0.ocp4.example.com:443 check inter 1s
server compute1 computel.ocp4.example.com:443 check inter 1s
listen ingress-router-80 G
bind *:80
mode tcp
balance source
server compute0 compute0.ocp4.example.com:80 check inter 1s
server compute1 computel.ocp4.example.com:80 check inter 1s

Q R— K~ 6443 | Kubernetes APl k574 v 2 &MIBL, OV hO—ILTL—vIoVvasBL
7,
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T—MRA NSy TV MY —IL, OpenShift Container Platform ¥ 5 24 —MD4 >~ X k— )Ll
IKAMICL, 7= MRSy T 7OCRADRTRICENS ZHIRT 2HENHY E T,

g R— N 22623 IEV Y VEBREH—N—R S5 T74 vV AQEBL, A hO—ILFL—VYITIVES
BLET,

9 R—BNA443 T HTTPS b5 71 v V%ML, Ingress A~ hO—5—Pod #7357V
HSRUET, Ingress AV MO—F—Pod id7 74 M TOAVEL— NIV TEITINE
ER

6 R—K80IEHTTP h5 74 vV %REL, Ingress AV hO—>—Pod #E{T§ 57V %S
BLZEY, Ingress AV MO—F5—Pod iZT7 74 b TOAVEL— NIV TEITINZET,

L

pa )

O O)aAvEa—pr/—RT3/—RKISR9—%F704F 254,
Ingress A~ hAO—5—PodiEa> bO—ILTL—Y/—RKRTERIFTINFET, 3
J—=RUSR9—F77O4 XY MNTlE, HTTPBLUPHTTPS k574w 7 %0
yhO=WT L=/ —=RIW—TFT 1 T$2ELIITFY s — 37 Ingress
A—RNSUH—%2BRETD2RLEIHY I,

g

HAProxy & O0— RN\ vH—& L THERY 2% 4&1E. HAProxy / — K T netstat -nltupe %317 L T,
R— b 6443, 22623, 443, £ L1080 T haproxy 7OEZZAN) vy AV L TWB I E%#ERTDHIEN
TEEY,

3.3. OPENSHIFT CONTAINERPLATFORM DA V4 —3xy hT7 IV ER

OpenShift Container Platform 419 Tl&, 75X —%Z A VA M=V T BDICA VI —Fv N7V &
ADNBETT,

RDTIV2aveRITIBICIE. A V=Y MIT I EATEDHRENHY TT,

® OpenShift Cluster Manager IC7 2R L, 41 YA M= TOVZL%5FovO0—RKL, TR
I) T avEBAERITLET, VSRI—DA VI =Ry MITVEZATE, Telemetry &
EMILTVWAWGE, TOY—ERICE>2TISRY—DH TR ) T avAEENICE
MeINFET,

o USRI —DAVARN—IIIRHERNYy T—V%BET 572012 Quayio il 7 72ALET,

o VISR —DEHMEERTITBLDICHERNNy T—IUZRIELET,

BF

ISR —TAVH—Fy MIEET7IVEATEAWNGAE, JOEY 3=V /35—
DIATDAVIZANSVF v —Txy NIT—IDFIRINAA VA MN—=ILERITT
XF¥F9d, 2OTOCAT, REBEROVFYYESYIO—KRL, ThEaFRLTIS—
LIZARNY)—=IZA VAN =Ry =DV %BELET, 1 VA=A FITK LT,
DR —DAVAN=IRETA VY=Y NTIVEADBRELRDIGENHY X

T VSRY—BEBHTBHIIC, ST—LIVAMN)—QAVFUYEEHRLET,
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https://console.redhat.com/openshift
http://quay.io
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3.4.RHOSP T® SWIFT O&M1k

Swift (£, swiftoperator O—ILDHZ1—H—THU Y MIL>TRIEINET, 1 VR M= T0OY
SLERTTRENC. O—ILETHTY MIEBIMLET,

BF

— & IC Swift &M (EN % Red Hat OpenStack Platform (RHOSP) # 7Y =7 h A ML —
Y —EZ PR AAEEAGE. OpenShift Container Platform ldZ a4 X —J LY R
M)—Z ML=V ELTERALEY, FIATEARAVES, 1 YR M= 7OT 5 A4
Cinder E LTHISGN D RHOSP 7Oy VR ML —YH—ERIEKELET,

SWift ’EEL. ChEFERETINELNHDIHEIE. SWIft NDT7 IV XA EBWIIT 3
ENHYUET, INHPEELAVGECFERTILENTWGRIE. OV aVE
BBELTLEIW,

BF

RHOSP 17 Tl&. Ceph RGW @ rgw_max_attr_size /X5 X —4% — N 256 XFITERE X
NEY, TOHREIEX. T T F—A X —U % OpenShift Container Platform L ¥ Z b
)—IZ7y 70— R BBICREEZS X LET, rgw_max_attr_size DfEIL. 1024
XFLUEICERET 2RENHYFT,

A VAN=ILTBAEINC. RHOSP DF 7O XY "D ZDREBEDHEEZITEHE D O
BLTLLEIW, HEEZITE55IE. CephRGW ZHBEEL XY,

FIE=S 0
o ¥—74vw MRIEICRHOSP BEEET7HV Y MDHYXT,
o Swift Y —EZXDNA VA M—ILINTWVWET,
e CephRGW T, accountinurl = 7> 3 VHAEMEINTWE T,

FIE
RHOSP £ T Swift #8%ICd %1213, LTFEERITLET,

1. RHOSP CLI EHEE & L T, swiftoperator O—JL% Swift ICT7 7R 9257 HV Y MIEM
LFEY,

I $ openstack role add --user <user> --project <project> swiftoperator

RHOSP F7OA A Y NTlE, 41 A=Y LIRMNY —ICSwift 2T B ENTEET,

3.5.RHOSP TEITIND VT RAIY—LDHRYLRAKN L=V EFERLAA
A=IJLIRANMN)—DERE

Red Hat OpenStack Platform (RHOSP) ICV S R4 —%& A4 VY A h—JL L72RIC. FHEDT RS ZEY
F4—=Y—=VILHBCinder R) 2—LELIZAN) =AML=V ELTHERATEET,

FIR
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https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html-single/storage_guide/index#ch-manage-containers
https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html-single/deploying_an_overcloud_with_containerized_red_hat_ceph/index#ceph-rgw
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L YAMLZ7 74V AEERLT. FHIDZANL—JISRETFPRASEYF4—V—VAEIEFEL
F9, UTFICHERLET,

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:

name: custom-csi-storageclass
provisioner: cinder.csi.openstack.org
volumeBindingMode: WaitForFirstConsumer
allowVolumeExpansion: true
parameters:

availability: <availability_zone_name>

R

OpenShift Container Platform Tld, ZBRLEZTZXA S EY T4 =V —UDEE
TEHNEDNIERINF A, RELBERTZR1IC. PTRATE) T4 —V—
VOERIEBR L TLREIW,

2. ARV RSAVHLEBREEERLET,
I $ oc apply -f <storage_class_file_name>

H A B

I storageclass.storage.k8s.io/custom-csi-storageclass created

3. A hL—Y 2 5 R & openshift-image-registry namespace #EH T 2 KkiEARY) 2 —ALJ L —A
(PVC) #18E€T 5 YAML 7 71 IV AEERR L E T, UTFICHlEZRLET,

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: csi-pvc-imageregistry
namespace: openshift-image-registry
annotations:
imageregistry.openshift.io: "true"
spec:
accessModes:
- ReadWriteOnce
volumeMode: Filesystem
resources:
requests:
storage: 100Gi
storageClassName: <your_custom_storage_class>

2T, LTFD LD IChY £,

openshift-image-registry

Z D namespace A1IFET D&, VIRY—A A= LI RANMNY —ARL—49—IF PVC &f&F
ATEEY,

storage
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IDFATavdT4—ILRIE, R)a—LyA X%EH/ELET,
storageClassName
ERRESNZAMNL—Y IS RADERIZEEELET,

4, ARV RSA UL LB EAERALET,

I $ oc apply -f <pvc_file_name>

H A B

I persistentvolumeclaim/csi-pvc-imageregistry created

5. AX=YLIYRAMN)—REDTDAMGAR) 2 —LEKIZ, HLWERICESHLAITT,

$ oc patch configs.imageregistry.operator.openshift.io/cluster --type 'json' -p="[{"op":
"replace”, "path": "/spec/storage/pvc/claim”, "value": "csi-pvc-imageregistry"}]’

H A B

I config.imageregistry.operator.openshift.io/cluster patched

BOTDE, BREDEFHINET,
WEE
LYZAKNY —DERLEVY —RAEFALTWR I EAERTDICIE. UTAEIFTLET,
. PVCYUL—LIENPVC EETHEELALRICEALTHD I EEHRALET,

I $ oc get configs.imageregistry.operator.openshift.io/cluster -o yaml

H A B

status:
managementState: Managed

pvc:
claim: csi-pvc-imagereqgistry

2. PVCORT—49 AN Bound THDZ &E5MERLE T,

I $ oc get pvc -n openshift-image-registry csi-pvc-imageregistry

Hh
NAME STATUS VOLUME CAPACITY ACCESS MODES
STORAGECLASS AGE
csi-pvc-imageregistry Bound pvc-72a8f9c9-f462-11e8-b6b6-fa163e18b7b5 100Gi
RWO custom-csi-storageclass 11m
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36. 48Ry hT—0 T U EXDHER
OpenShift Container Platform 1 Y 2 k=)L 7O X TlE, AERY NT—IANDT IV ZANBET
T, ARy M7=V EEZCNICIEET 2RENHY £, IBELAWEEICIE., 7704 XY MEK

BMLET, COTOERERTTZE0CS. AEIL—9—F 1 TDFR v b7 —7%2H Red Hat OpenStack
Platform (RHOSP) ICFE T 2 Z & =R L X7,

AR

® OpenStack DRy NT—UH—ERX%Z, DHCPI—Y YV MNA VY RIVADDNS VT —
HERETEDLDICEELE T,

FIR

1. RHOSP CLI #{#MH L T. 'External' *v N7 —2 DO&RIE ID 22 L £ 7,

I $ openstack network list --long -c ID -c Name -c "Router Type"

6
+- + +---- -+
| ID | Name | Router Type |
+- + +---- -+
| 148a8023-62a7-4672-b018-003462f8d7dc | public_network | External |
+- + +---- -+

NEIV—F =914 TDHZDEY NT—I DRy NT—J YR RMNIRRIINET, 12ULEDRY b7 —
IHBRRINBWIGEIK. T 74/ MDD Floating P 7y 7= DR L T 74 bDTO/NA
=2y hT—U DM 8RB LTLEIL,

BE

HERY NT—UDCIDREENT 74 DRy hT—J&HEDWThNEEFEERLT
WaEE, 1 YA M=) 7Ot %FIRT 270IC. install-config.yaml 7 7 1 )L T—H
T5xY NI VEHBEZERTDIHENHY X T,

T2 MDRY NO—V&EHIIUTOEHY T,

Xy h7—2 #0pH
machineNetwork 10.0.0.0/16
serviceNetwork 172.30.0.0/16
clusterNetwork 10.128.0.0/14
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https://docs.openstack.org/neutron/rocky/admin/config-dns-res.html#case-2-dhcp-agents-forward-dns-queries-from-instances
https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html/director_installation_and_usage/performing-overcloud-post-installation-tasks#creating-a-default-floating-ip-network
https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html/director_installation_and_usage/performing-overcloud-post-installation-tasks#creating-a-default-provider-network

FITHRYTA XICE D OPENSTACKAD Y SRAY—DA VA M—IL

g
Of

AV =L FOI5 LI E YA CBRARSERDR Y T — 5 HESHBIE

B, TNODRY NT—IDOWVWTNOID S VILICEREINT T, Z OEE% O
T 5ICIE. RHOSP T Y —2D—EDERIEENR L T,

pa 3]
Neutron NS Y O H—ER TS T4 UREMIINDE, NSV IR—METT 2L b
TERINE T, FEMIE. Neutron trunk port 25 L TLEX L,

37.4 VA N=TOTZLDINZ A —H—DEE

OpenShift Container Platform 4 X k—JL 7O %7 5 Ll&, clouds.yaml & WS 7 71 L EFERAL F

T, ZOT77A0E. TV MG OT4 VIER. RBAY—EXD URL &L Red Hat
OpenStack Platform (RHOSP) B8 E/NZ X —4% — %A L £,

FIE
1. clouds.yaml 7 7 1 JL&={ER L £ ¥,

e RHOSP T4 AN Ea1—>3 VIl HorizonWeb Ul BNEFNBFESICIE. FTIC
clouds.yaml 7 7 1 L =& L £,

B

NRR2T7—R%Zd auth 7 4 —JL RIEML TSIV, ¥—J Ly b
i&. clouds.yaml @ B0 7 7 4 )LV ITRFTEE T,

e RHOSP 74 A M) E 22— 3 VIT Horizon Web Ul B'& F 12 W 5E X Horizon AT
ZREBEDNBRWEEICIE. TOT7 74 ERBICER L £29, clouds.yaml DFFHf .
RHOSP R* a2 X ¥ h® Config files ZZHR L T XL,

clouds:
shiftstack:
auth:
auth_url: http://10.10.14.42:5000/v3
project_name: shiftstack
username: <username>
password: <password>
user_domain_name: Default
project_domain_name: Default
dev-env:
region_name: RegionOne
auth:
username: <username>
password: <password>
project_name: 'devonly’
auth_url: 'https://10.10.14.22:5001/v2.0'
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https://wiki.openstack.org/wiki/Neutron/TrunkPort
https://docs.openstack.org/os-client-config/latest/user/configuration.html#splitting-secrets
https://docs.openstack.org/openstacksdk/latest/user/config/configuration.html#config-files
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2. RHOSP 1 YA M=)V TI Y RiRA v FEREEAICEC B AR (CA) 2EAT 2158, UT%
EITLET,

a. FEAEF 774N ETYVICOAE—LE T,

b. cacerts ¥ —7% clouds.yaml 7 7 1 JLIZEBIIL £T, ZDfEIE. CAGEBAEAN DN
root AT L 27 U EAD AR/ RATHZIUENHY £7,

clouds:
shiftstack:

cacert: "/etc/pki/ca-trust/source/anchors/ca.crt.pem"

) 8
ARG L CAGERAEZFERALTA YA b—5—%EfTL7%&#&IC. cloud-provider-config

*—< v 7D ca-cert.pem ¥ —DEARE L CAAZSA2EHTEEY, AV KMV
T. UFEEFTLET,

I $ oc edit configmap -n openshift-config cloud-provider-config

3. clouds.yaml 7 7 1 L Z L FDBAAOWTNANMIBEZ X T,
a. OS_CLIENT CONFIG_FILE B8 0 &
b. RITT4 LI MY —
c. UnixEEDI—H—&ET 14 L 7 b — (#: ~/.config/openstack/clouds.yaml)
d. Unix BEDH A MRET 1 L U b 1) — (f5l: /etc/openstack/clouds.yaml)

AYAM=TOTZ ALIEZDIEFT clouds.yaml ##&F& L £7,

3.8. OPENSTACK CLOUD CONTROLLER MANAGER D# 7 3 V& E

Z’ 723> T. U5 A% —®D OpenStack Cloud Controller Manager (CCM) B2 EARETEET, D
R ElE. OpenShift Container Platform »* Red Hat OpenStack Platform (RHOSP) & Xf359 % /5% % il
ﬁﬂ LEXY,

BENTA—Y—DFLAY) A ML, [OpenStack DA YA h—Jl] RF a1 X h®D OpenStack
Cloud Controller Manager Y 7 7 LY ZAHA K] #SB LTIV,

FIR

L V2R —RAICERINEYZT T AR T 7A4ILDRWEEIEF, LTOIYY FEERITLTHE
’ﬁbi’a—o

I $ openshift-install --dir <destination_directory> create manifests

2. T¥AMNIT 14 —T. cloud-provider 8 EX =7 T A M7 7M1 IV ERAEZET, UTFIHIAER
L/i-a—o

I $ vi openshift/manifests/cloud-provider-config.yaml

24



FITHRYTA XICE D OPENSTACKAD Y SRAY—DA VA M—IL

33.CCMYT7LYRAARIR>TAHTYaVvEERLET,
BEOBD=HIC Octavia R ET DT EN—BHWTT, UTICHERLEFT,

#...

[LoadBalancer]

Ib-provider = "amphora" 0
floating-network-id="d3deb660-4190-40a3-91f1-37326fe6ec4a"
create-monitor = True 6

monitor-delay = 10s ﬂ

monitor-timeout = 10s

monitor-max-retries = 1 G
#...

‘D ZO7anRT 4 —iE, O— KRS UH—pERT % Octavia 7ONS F—%HEL F
¥, "ovn" /=l "amphora" ZfEE L TZIFANZT T, OVN DERA%ZZERT 256
iz, Ib-method % SOURCE_IP_PORT.

Qg Z7anT 4 —d, EROARBRY ND—0%5 9525 —CHERTZBRICLETT.,
P59 RTONA =&, TITEETSXRY NT7—2 EICFloatingIP 7 KL 2% {ERK L
i’a—o

g Zo7aAnNT 4 —lk, 779 RF7ONA F—H Octavia A— KNF U H—DANJI R EZ
H—HERTENEIDNEFHBLET, NVRAEZY—%/ERT 2Tk, E% True ICE%
ELEF, RHOSP 162 DEIFR T, T DH#EEIE Amphora 7ONA ¥ —TOHFATEF
_a—o

@ oTVORFa—ik BERINBIVRRA Y POBEERELET. B
time.ParseDuration() XX THZHEHLHY £, 2D FO/NF 14—, create-monitor
FanNF 4 —DEH True DIHEIHETT,

© oTORFa—iE SALTY T BEICERERIBRCBHBAERELET. B
time.ParseDuration() XX THZHEHLHY £, 2D FO/NF 14—, create-monitor
TOnNT 4 —DEHD True DIHEIHETT,

Q; ZOFONnNT4—ld, O—RNRSUH—HPA US4V ELTI—VINBHNICHBERE=
) TEROEEERZLE T, BEIFBHTRFNIERYERA, 2OT7ONRFT 1 —
I&. create-monitor 7 O/3F 4 —DfED True DIBEICWHETT,

BF

EEAHRETBRIC. F7MIDPELLBELEINTWEZEAERALET., 7
O/NRF 4 —HIBEREI a3 VICBEINTWERWE, VSRI—DRERT B &
rHY FT,

BF

.spec.externalTrafficPolicy 70/37 1+ —D{EA" Local ICEREI N —ER %
FAT %5 51%. create-monitor 7 O/3F 4 —DfE% True ICRET Z2HENDH
Y £9, RHOSP16.2 M OVN Octavia 7E/NA ¥ —l&, NIV RE=H —%HR—
PLEHA, D7D, Ib-provider DEA "ovn" ICEREI N T W B5E. ETP
INT XA —H —DIED Local ICEREINAY—ERIIBBELAVWTEELNHY £
ER
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4.

EBREHT77A4AIIREL, A VAN =ILERITLET,

)

AVAN—5—DETFTHRIC, 759 RTONA ¥ —BEEFHFTXFT, AV KSA4 VT,
UTFEEIFTLEY,

I $ oc edit configmap -n openshift-config cloud-provider-config

TREZFRFLERER VA9 —DOBHREICEZSDVEREAIINMET, /— KD
SchedulingDisabled D Z Z DB &IF. 7OEANRETLET,

3.1 VAMN=)T7OYS LDEE

OpenShift Container Platform Z4 Y X b —JLE ZH0IC, A YA M—JLICERALTWEHRZA MIA VR
h—=LZ74 0T O—-RLET,

AR

FIR

26

500MBOO—AIT 14 RVEENH 3 Linux T/ macOS #ET792 21— —DIE
T9,

Red Hat Hybrid Cloud Console @ Cluster Type R—IJILHEILE T, RedHat 7H UV MHDH
2EE. RABEREFERLTCOVA Y LET, 7HVY M RWEEEINEERLET,

)

FFE D OpenShift Container Platform ) ) — 2D\ 1) =%V 0O0—RK §52&HTEXE
ER

R—ID Runityourself 27> 3 VDSV ISRANSIFv—TONA 5T —%ZRLET,

OpenShiftinstaller D KOY T DU A Za—HDSRANAIRL—FT 4 VIV RTFTLET—F
T Fv—%3FBIRL. DownloadInstallerx2 ) v/ LET,

FooO—KLET7740 %, A VAN —=IERETI7AIVERETDT4L I M) —ICEEL
i’a—o

BF

o AVAM=INTOATIALIE, VF5RI—DAVAM=ILILFERTZIY
Ei—4—IlWLKDOPDT7 74 IV EERLET, VFRI—DA VA M=)
RTRIE AVAN=LTOTSLBELCA VA MN=IULTOT S LDERT
774N ERETILENHYET, V7RI —%HIFRT ZICIE. mAD
774IDRETT,

o AVAM=IWNTAVSALATERINIEZT 71ILEEIKRLTE., 75R9—NH
AVAMN=IEBICKBLEBETE I IR —FEIBRINERA, V75 R
Y —%HIBRT ZICIE. BEDI SV RTO/NA 5 —FHD OpenShift
Container Platform @7 Y4 Y A M=)V F|BHETLE T,


https://console.redhat.com/openshift/install
https://mirror.openshift.com/pub/openshift-v4/clients/ocp/

FITHRYTA XICE D OPENSTACKAD Y SRAY—DA VA M—IL
5 AVAM=LT7OVSLERBELET, EZIE Lihnuxk IR —F 4 VIV AT LRFERT
2AVEa2—4—TUTOAY Y KEZETLEY,
I $ tar -xvf openshift-install-linux.tar.gz

6. Red Hat OpenShift Cluster Manager ™54 YA =)L) —o L v b 2 ovO—KLZE
T, TOTINY—o Ly N&EAL, OpenShift Container Platform IV R—XxX > kDI VT
FT—A A=V %EREMHT B Quayio nE, HAAEFNKEDREIF/ICL > TREINZH—E
ATEIAMTEEXT,
Bk
RedHat HZ9 Y —R—% )L DoAY A N—)VTOJVSLERIBTZIEETEEFT, JDR—IT
. Ao vO0—RE2A4 VAN TATSLDN=I 3 VEBETEET, L. TOR=JILT
JEZATBITE. BMRYTRI) T avARETT,
310. A YA M—IVERET 7 1 ILDIEEK
Red Hat OpenStack Platform (RHOSP) (Z4 > X b —JL 9 % OpenShift Container Platform 2 5 X 4 —
HHRAITAXTEET,
([} =355
® OpenShift Container Platform 41 Y 2 h—IL 7O S LE LV I ZRY—DTILY—o L v b
NH 5,
FIR
1. install-config.yaml 7 7 1 L& {ER L £ 7,
a. A YAN=NTOVSLNEEFNZTALI N —ICOYEZX. UTFTOOYY RERTL
x7,

I $ ./openshift-install create install-config --dir <installation_directory> ﬂ

<installation_directory> D&, 1 YA M=) TOT S LD’MERT 27 7 1 V&2 RTE
TREHDICTALI N —RBERBELET,

TALIN)—%RET 2HA:

e F4L U KNY—Il execute tERNH BT &R LF T, TOHERIZ. 1 VA M=
T4 LY M) —TTerraform /N F 1) —%5FT§ 3-DICBLETT,

o EDTFTA4LIMN)—%HFEALEFYT, 7T—bRMNZY I XS0 FAERED—EDA ~
Zh=ILT7EYy NMIBWERIEWEZD, 1 VA M=ILTa LI M) —EBFALABWV
TLEIW, DIV ZRI—A VA N=ILOERDT7 74 LV EBINRTZ2HENH S5
BlE. TNSETALI M) —ICOE—F22ENTEEY, L. 1 VAT
Y MDT7ANER) ) —ABTERINZTREMEIHYES, 1 VA M—ILT 74
L% LLRID/N— 3 > @D OpenShift Container Platform 5 I E—9 315/ I13FE L T
TV,

b. 7OV T REIC, V57V ROREDFMIEREEEL X,
L AT AV VSRRV VIIT IV ERSTBOICERT S SSHFXF—%RIRLE T,

27


https://console.redhat.com/openshift/install/pull-secret
https://access.redhat.com/downloads/content/290/
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R

AVAN=IDTNY TFLBEEEREZETTI2VEDDH 5EREH
@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
MMEMAT S SSH ¥F—%2BEL X7,

i. 9=y NIRETZTTY N7+ —ALE LT openstack #3BIR L F 7,

i. 75289 —0DA4 YR KM—=JLILERAT % Red Hat OpenStack Platform (RHOSP) D 4&8
Xy D=0 Z%EBELET,

iv. OpenShift API ~NDHERT 7 £ XICHEAT % floatingIP 7 FL XA ZHEL X T,

v. A hAO=IL7L—v/—RILFEATZVPLLKEEI6GBORAM EDVYEa1— N/ —
RICEHT28GBDRAM A D RHOSP 7 L —/N\—A3EEL X T,

Vi. 9529 —5FTTO4ATDR—ARXAVERBIRLET, TRTODNS LI—RIEZ
DR—ZADYTRALVERY, VSRY—LEEFNFT,

Viih 7529 —DZFEIEANDLET, BEIE 14 XFEUTTRIFNIERY FHA.

. install-config.yaml 7 7 1 L ZZB L ¥ 9, FlIARBEA/NIX—5—DFFMIF. T4V =

IWEREINFGA—8—] DI avasRLTIEIW,

install-config.yaml 7 7 1 L&y 07y FL. BHEDISRI—%A VA N—ILT ZDICfE
ATES&LICLETY,

BE

install-config.yaml 7 7 1 JLiZ4 Y A M=) 7O ABICERINET, 0D

77 AVEBHRT2RENHBBAE. TOBBTINENY Ty TLTL
I,

BIER R

OpenStack D4 Y A N —JLERE/NT A —4 —

310L. 41 YA MN—ILEED Y SRY —2EFKDTOF L —DERE

ERERETRH, 19—y MOEET7IEREZHEBL, KOYICHTTP £72IE HTTPS YO0+
V—%FRETRZIENTEET, TOFT—RE% install-config.yaml 7 7 1 JLTITO T &ICE& Y., 3
#$1 D OpenShift Container Platform 7 S 24 —% 7OF% > —%FHAT 2 LD IRETE I,

AR

28

Bt% O install-config.yaml 7 7 1 L 1'% %,

VIRI—DBTIVERTIZREOHZH M NaBREAT, ThoonwdFhmrr7oFxy —%
NANRRGTEZRERHZIZNEIDNEHFILTWS, T7AI KT, $XRTDY T XY — Egress
NST74 9D (VSR —%KRANTZISTRNICETZI50 RTONM5F—APIHIIRT S

MOHLEZED) E7OF>—3InET, 7OF P —ERBBILHLCTNNA NIRRT EEHIC, Y1
N% Proxy # 72 =2 h® spec.noProxy 7 4« —JL KIEIML TW3,
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R

Proxy & 7'~ = 7 b ®@ status.noProxy 7 4 —JL RIZIE, 4 ¥ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. & &
U networking.serviceNetwork[] 7 1 —JL RDOENBZREINZE T,

Amazon Web Services (AWS). Microsoft Azure, & & U Red Hat OpenStack
Platform (RHOSP) ~D A ~ A h—JLDIFE, Proxy 7 7z bD
status.noProxy 7 1 —JL RIClE, 41 YRAIVRAAITF—=HDIT Y KRSV K
(169.254.169.254) L EINF T,

¥
1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLET. UTICHERLET,

apiVersion: vi
baseDomain: my.domain.com
proxy:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com e
additionalTrustBundle: | €}
----- BEGIN CERTIFICATE-----
<MY_TRUSTED_CA_CERT>

additionalTrustBundlePolicy: <policy_to_add_additionalTrustBundie> @)

PSR —HNDOHTTP A EK T 27=OICERAT2 0% — URL, URL ¥ —AlE
http THZLENDHY £,

ISR —NTHTTPS #f 2 ER T 3 7-DICFEAT 2 7O+~ — URL,

o0

TOXFY—DOBRHNTBDDEERNAA VA, IPTRLR, FhdthoRry hO—2
CDROAVIREEPYDY R K, YT RKXA 2V DHFE—BHTDLIIT. KA VOHIIC.
EHTET, & ZIE, y.com iE x.y.com [C—HL T A, y.com (TIEF—HLFEA, *
EHEAL, IRTOBEDTOFO—5NANRRALET,

@ EEINTLBHAE A VAL TOYSAFHTTPS EHEO T OF Y —ICUER 1D
L EDEMD CAZEEEZA S £ % user-ca-bundle &\ D ZRIDEREY Y T%
openshift-config namespace IC4 M L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F ) % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T§ %
trusted-ca-bundle configmap Z/ER L. Z® configmap & Proxy # 7 =7 kD
trustedCA 7 1 —JL RTEBIRI N ¥, additionalTrustBundle 7 1 —JL K&, 7O+
S—DTATVT AT 14 —iEAEN RHCOS BRNY RILDO S DFRAIBICE > TERI N
HWRY EICRY Y,

9 Z 7> 3 v:trustedCA 7 1 —JL KD user-ca-bundle :XE~ v 7% S8R $ % Proxy #+ 7
VI MNDOBREERET DR P—, FFAII N B{EIL Proxyonly & & U Always T
¥, Proxyonly #ff L T. http/https 7O+ > —HEEINTWBIHEICDH user-ca-
bundle 58 E~ v 7% SR L %9, Always #ffH L T. FIC user-ca-bundle ;2 E~ v 7
BB LEY, T 74/ MEIE Proxyonly TY,
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R

AR N=TOTZLIE. FOF>—0D readinessEndpoints 7 1 —JL K% 4
/_j_:_ I\ L/iﬁ/bo

Pz -
' AVAN=F=DHAM LTI MNLEHBEIE. 41 VAN—=F—0 wait-for A7 >
REFARALTT A/ A Y hNE2BREELTHAST A4 XV MNERTLEY, U

TEHZERLET,

I $ ./openshift-install wait-for install-complete --log-level debug

2. 771 %{R7E L. OpenShift Container Platform @4 Y XA h—JLBFICZChE SR LT,

A VRAN=TOTZ LI, FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster
EWSERIDYSRY—2F0TOF Y —%FHLFET, TOFI—FREMMEEINTLARNE
A. cluster Proxy # 79 =7 FHMRARE LTI N FE T4, Zhilld spec 'Y FH A

Pz
cluster & WD EZEID Proxy # 7V 7 DAY R— KNI h, Bo7OF> —%4F
KB EIETELZHA,

3.102.RHOSP 7704 XY N TCOARY LY TRy b

4 7> a > T, BIRT % Red Hat OpenStack Platform (RHOSP) 4 7% v MIV S R4 —%F7O14 ¢
22ENTEET, Y7y D GUID 14, install-config.yaml 7 7 1 )LD
platform.openstack.machinesSubnet DfE& L TEI N X T,

IO TRy NMIVSRI—DTZA4I) =4 TRy hELTHERAINET, 774N KT, /=S
SUVOR—MIZDOLEICERINE T, platform.openstack.machinesSubnet 7O0/X7 1 —DE%A 7
XY NOUUD ICERETZE. EADRHOSPH TRy M/ —RBLUVR—MEERTHIENTE
7,

AR LY T xRy N%EFHEE L T OpenShift Container Platform 1 Y XA h—5—% 2179 2HI1IC. RED
UTOEHRAEBLLTWSIEERELTLEIY,

e platform.openstack.machinesSubnet TER XN 24 7% v b TDHCP A"B#ICI N TWL
%,

e platform.openstack.machinesSubnet @ CIDR & networking.machineNetwork @ CIDR (C—
®9 2,

o AVRAMN=NLTATSLDI—H—ICIE, BEIPT7RLRAEZFEDR—IRE, ZOXRY hT—
JTCR=—MNEERTB/IN—Iv>arvdrhd,

AR LY TRy NEFRTEI 59 —ICId. UTOFIRLHY 7,
® FloatinglP 7 RLAEFERHT 2V 7R9—% 1A VAM—ILTEFEDIZEIC

i&. platform.openstack.machinesSubnet # 7 & v k% externalNetwork v k7 — 2 |C#&
MINTVWRIL—F—ILERT I2VENHY FT,

30
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e platform.openstack.machinesSubnet D{&7" install-config.yaml 7 7 1 JLICEREI N T W3
BE. AVAM—ILTAOTSLIEZRHOSP XY YD TSAR— MRy ND—VF 3 TRy
MEER L FH A

e platform.openstack.externalDNS 7 O/X7 4 —{&, hRS LY Txy NERABICERT S

CIETEFHA, DRILY TRy NEFHETBEI5XAH—ICDNS ZEBIIT 5ICI1&. RHOSP
XY MNIT—YTDNSABELZXT,

pa )

T 74 M Tl APIVIP 1E xxx5 ZE4S L. IngressVIP (dxv hT7—2 D CIDR 7
Oy 25 xxx7 ZRBLET, :._hb0)7'7 ) MEZ LEE T ZICIE, DHCP &Y
LT T— LA D platform.openstack.apiVIPs & & U' platform.openstack.ingressVIPs
DEZHZREL XY,

BF

XYy NT7—2®DCIDREHIZ, V5RY—DA VA M—ILEICGAETETFH A, RedHat
(&, namespace TE IR I NS Pod DEZEEICKRE T DVENH D70, 75
H—DAVAN—JVEFICEEARET 2-ODEENLRAA YV AERHFLTVEE
/\JO

3103 RTPRXINIY VERALLYSRY—0FT 704

PSR —TRTAINI DV EFERT 2ENH 255 E. install-config.yaml 7 7 1 JLEZEE L £
To V7RI —ITE. RV A ETEFTINSGAVELI MYV VEEDBZIENTEET,

pa )

install-config.yaml 7 7 1 JL T, X7 X&) T—H—IfERAT 5 RHOSP Xv k7 —7
M FloatingIP 7 RLREZHR— M T E2HLEIMDRMINTWEIEEERLET,

AR

® RHOSP Bare Metal #—E Z (lronic) BABEMICAR > TH Y. RHOSP Compute APIREHTT7 7 &
ATE 5,

¢ NFPXHF)%RHOSP 7L —/N\— ELTHATES,
o U529 —116.1.6 LU, 1624 KD RHOSP N—Y 3 Y TRITLTWBIHEIE. X974
"j‘ E Z A% OpenShift Container Platform / — K EDH—E X TCHEATE R A% B DORMRE
ICEY, R7AXAGIT—A—IFBELF A,

® RHOSP Xv R —Uh, RETIVERT A IY—N—DOEADEHRETR—MLTWV
60

o BIFEOXRY ND—0IIRY Vv aETTOM492%BE. RHOSPH TRy A TAOEY a =V U3
ncwa,

o AYZARN=F—I&>TFAEY 3=V IINBRy NT—VIIXI Vv aETTO49 254,
RHOSP Bare Metal #—E R (Ironic) #'. 77+ hFx v T —2 TER{TIN 3 Preboot
eXecution Environment (PXE) 7— b VA& ) vy AV L TCBIET R I ENTE S,

® OpenShift Container Platform 4 ¥ X h—)L 7O+ XD —i R & L T, install-config.yaml 7 7
A= ER L T,
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Fa
1. install-config.yaml 7 7 1 LT, ¥ VDI7L—N—%RELET,
a. compute.platform.openstack.type DEZ X7 X F LT L —NR—ICEBL X7,

b. BEDOXRY NT—2IlvovaT704 T 2588
I&. platform.openstack.machinesSubnet DfE% % v N7 —2 ®D RHOSP # 7 % v k
UUID IKEE L X,

RT A9 IV D install-config.yaml DY > FIL T 74 )L

compute:
- architecture: amd64
hyperthreading: Enabled
name: worker
platform:
openstack:
type: <bare_metal_compute_flavor> ﬂ
replicas: 3

platform:
openstack:

machinesSubnet: <subnet_ UUID> g

Q CDEAE, IVE1— NIV VIHERATEIRTAIILDIL—NR—ICEBELET,
Qg BEOXY NT—0 A FERTI2HENHDEEIE. TDE%E RHOSPH 7%y kD
UUD ICEEL X,

BH I N/ install-config.yaml 7 7 1 LEFERALTA VA M=V 7OEREZRTLES, 77O AV
MFICER SN2V Ea—hT2ViE, 774LICEBMLE7 L—N—%ZFRALET,

= -1o)
AVAMN=F5—F, RT7AGIIDVDRBEIFRICHYA LTI NI DAEEDHY T,
AVAN—=5—=DF M LTI KNLEGEIE. 41 VA M—=5—0 wait-for A~ >~ K %={FEH

LTF7O4 AV NEBEELTHAST IO XY MaET LEYS, UTICHERLE
_a—o

I $ ./openshift-install wait-for install-complete --log-level debug

3.104.RHOSP 7ONA ¥ =Xy N =0 LDV SRy —F7O4 XV N

TONRA =Ry ND—V0 DTS4 =y NT—DU 425 —T x4 R%HERAL T, OpenShift
Container Platform ¥ 5 2 4 —% Red Hat OpenStack Platform (RHOSP) IC7 704 T& & ¢, 7ON
A=Yy NT—DE—BIIC, 41 V5 —%y MADEREICERAERNAT) vy o xy kD=2, 7
AV MYEBET7IEATESLDICFERALEYS, *y N7—JERTOERO—TRE LT, 7N
19—y D—0%70Yz) NEATHET DI EETEET,
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RHOSP 7ONA ¥ —XXy D=0k, T—9 V9 —RNOBEOYIERY NhT—JICBEEYY FLZE
9. RHOSP BEEEII NSO AERTIHENHY ET,

LIFDFITIE. OpenShift Container Platform 7—2 0O— K& 7O =%y RO —V&FAL T
TRV —IlERINET,

OpenStack Datacenter
Tenant1

VM1
OpenShift workloads ~ ——— —

Provider
network

VM2 VLAN 55
App1

OpenShift workloads ~ ——— —_—

Switch  VLAN55 (o8
Tenant 2

VM3

OpenShift workloads ~ ——— —

VM4

OpenShift workloads ~ ——— —

TONA T =y NT—=7I24 2 b—=)L I N T3 OpenShift Container Platform 7 5 24 —I&. T
FTUMRY NT—=UFE FloatingIP 7 FLRAZREBEELFEA, 1 VA== A1 VA=
RICZIhOEDY Y —REERLEEA.

TONA YT =Ry NT—=09 4 TDHUIE. 75y M (P TR L) BELVVLAN (8021Q ¥ JfHE) v'&E
FhEd,

R
VSR8 —d. XY NT—0 94 THHFATERYSDTOANRM G-y hT -V

MEYR—FTEFHT, LEZE VLANRY T =0 F, BERK 4096 DEfHiz Y
R—hLFT,

TAONA Y-y ND—0BLVOTFFHFY MRy N =IO MIZ. RHOSPD RFa x>y h #8BLT
I,

31041 9 5R9—DA VA MN=JLICHBIFTB RHOSP AN ¥ —Xwy N —V EH
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OpenShift Container Platform ¥ 5 24 —% 4 > XA b —JL ¢ %H1IC. Red Hat OpenStack Platform
(RHOSP) 7 704 AV B LU TANA T =y b=k, SEIERFHEBLITHELNHY
xY,

® RHOSP v b7 —2%—EX (Neutron) "EMMEI . RHOSP Ry hT—7 APIRHETT ¥
ERAAEETH B Z &,

e RHOSP Xy RT7—4UH—ERTIH, R—htxal) T4 —C AT 27 KL ARTDHERENL
EHAEME IhTWBZ &,

o TONAYF =Ry NT—V3MDTFV MEHBETEET,
ek

--share 7 5 7' %387 L T openstack network create <Y > RZ{FHL T, £#ETET3Xv b
'7 - 9 %{’Eﬁi L/ i _a—o

o VSR —DAVAMN=IICERTZRHOSP 7OV /7 ME, 7ANA Y —yv N —D &
BYRY TRy NEMETE2RELNrHY FT,

B> b

"openshift' EWHZEID O T DRy MT—I KT ZICIE. LTFOaO~YY K&EAD
LEd,

I $ openstack network create --project openshift

"openshift" EWHZFIOTOTV LI bOY TRy MaERT 2ICIE. LFOaAYY KEAHBL
9,

I $ openstack subnet create --project openshift

RHOSP TDxw K7 —J DEKRICEAT Z5EMIZ. 7ONA 45—y T —2ICATZ RK¥a
AV N ESRBLTLEIY,

A= admin 1——ICL>TRAAEINTWSEHEE., TO1—H—ELTA VA MN—
HEEITLTRY N TI—V LETCR—MNEERTEZRELHY T,

77
5_

BF

TAONA =y hD—2k, V53R —DOFERICERAINS RHOSP 7OY x
JMIE>THBEINTWIRELNHY FT., FIEINTLRVIEEIE,
RHOSP Compute —EX (Nova) IdZ DRy N7 —OHS5R—MN2BERTEFE
A

o JONAHF =y NT—UH, TT#) KT 169.254.169.254 T#H % RHOSP X ¥ F—4 H—
EXDIP7RLRICEETES & 2HRALET,
RHOSPSDN &Ry N —IH—ERREICL>TIE, 7y NEERTBEIC, L—M%E
RELABTNIERSBRVWEEIHYET, UTICAERLET,

$ openstack subnet create --dhcp --host-route
destination=169.254.169.254/32,gateway=192.0.2.2 ...
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https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.1/html/networking_guide/config-allowed-address-pairs_rhosp-network#overview-allow-addr-pairs_config-allowed-address-pairs
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o AT av: Xy RNI—UDEF21YT 14— %FETHICE B—DFOVII MADRY b
D=0 70 RAEFIRTZ O—ILR—2D 7TVt 2HE (RBAC) IL—ILEER L E T,

31042. 7ONA =y NT—DILT ARV —A VI —T A REF DV RIY—DT T
mp

Red Hat OpenStack Platform (RHOSP) 7O/NA ¥ —X vy N7 =0 EILTS4R ) =Ry D=0 4 Y
4 —7 4 A% ¥ D OpenShift Container Platform 7 S 249 —%F O/4 $5 I ENTEXET,

[} =355

o [UFRH—DAVAM—=JLIZEIFTZRHOSP 7ONA F—Fy KO—0FBH| IIRHEINT
W2 EHYIZ, BFLD Red Hat OpenStack Platform (RHOSP) ® 7 7'O4 XA ¥ MAREI h
TWETd,

FIR

. 7T¥ XA NI F 14 —T install-config.yaml 7 7 1 L =B X X 7,
2. platform.openstack.apiVIPs 7 O/37 1 —DfE% APIVIP D IP 7 KL ZIZEREL £ 7,

3. platform.openstack.ingressVIPs 7 0/37 1 —D{E% IngressVIP D IP 7 KL RITERE L £
ER

4. platform.openstack.machinesSubnet 7O /X7 4 —DE%E 7ONA F—F v NT—0H T
Xy MOUUID ICERELE T,

5. networking.machineNetwork.cidr 7O0/37 1 —DE% FOANA ¥ —xy N =0 H TRy
DCIDR7BY VICRELZE T,
B

platform.openstack.apiVIPs 7'0/37 1 —& & U platform.openstack.ingressVIPs 7
a7 4 —iFWdht. networking.machineNetwork.cidr 70y 7 DN HEIY BT HN
TWERWIP 7 RLATHIMENHYET,

RHOSP 7ONRA ¥ —Xy N IDI— VI KIEFEIT DIV FRI— DA VAN —IERET 71 ILDEY
av

platform:
openstack:
apivIPs: @)
-192.0.2.13
ingressVIPs: 9
-192.0.2.23
machinesSubnet: fa806b2f-ac49-4bce-b9db-124bc64209bf
#...
networking:
machineNetwork:
- cidr: 192.0.2.0/24
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penShift Container Platform 4.12 LA T &, apiVIP & & 1" ingressVIP X EISIEHER T, Kb
Ui, YR MERXEERL T, apiVIPs & £ U ingressVIPs 52 EICEEZ AL F T,

Digk

==
[=]

TI5AT) =Y NDT—DA V=T AR TANA Y -y N —U & FHL

TW3MEIE. platform.openstack.externalNetwork /X5 X —4 — X 7= (&
platform.openstack.externalDNS /X5 X —4 —%Z B ET S EIETEXEH A,

VS22 —%TT0O4F BRI, 41V ZX M—F—IZ install-config.yaml 7 7 1 JL&FERA L TFO/NA
F—2Y ND—=DILV SR —%7704LFT,
B

TONA F—xy hD—0 %5 F v b7 —72 % platform.openstack.additionalNetworkIDs ') X bk IZ
BITEET,

VSR —OT7TFO11IC. Pod ZEBIMDRY N7 —VILERT DI ENTEET, FMlE. EHxy
RT—2IDWT ASRBRLTLEI W,

3.10.5.RHOSP M 71 2 ¥ ¥ 14 XX N/ install-config.yaml 7 7 1 JLDH > F)L

"R D install-config.yaml 7 7 1 JL D&, X TDAEEA Red Hat OpenStack Platform (RHOSP) 7
RAIRARXF T avERLTWVWET,

BE

ZOHYTNIT7AINEBSRAICOAMREINET, 1 VANV TOTSL%EFERL
T install-config.yaml 7 7 1 L =S $ 2 EHNHY 7,

name: master
platform: {}
replicas: 3
compute:
- name: worker
platform:
openstack:
type: ml.large
replicas: 3
metadata:
name: example
networking:

BlI3.2> > JIVR 4 v U D install-config.yaml 7 7 1 JL Dl
clusterNetwork:

apiVersion: vi
baseDomain: example.com
controlPlane:
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platform:
openstack:
cloud: mycloud
externalNetwork: external
computeFlavor: m1.xlarge
apiFloatinglP: 128.0.0.1
fips: false
pullSecret: {"auths": ...}'
sshKey: ssh-ed25519 AAAA...

BI13.3 721 7IR4 v U Dinstall-config.yaml 7 7 1 JL DI
apiVersion: vi
baseDomain: example.com
controlPlane:

name: master
platform: {}
replicas: 3
compute:
- name: worker
platform:
openstack:
type: ml.large
replicas: 3
metadata:
name: example
clusterNetwork:

- cidr: 10.128.0.0/14
hostPrefix: 23

machineNetwork:

- cidr: 10.0.0.0/16

serviceNetwork:

- 172.30.0.0/16

networkType: OVNKubernetes

networking:
- cidr: 10.128.0.0/14
hostPrefix: 23
- cidr: fd01::/48
hostPrefix: 64
machineNetwork:
- cidr: 192.168.25.0/24
- cidr: fd2e:6f44:5dd8:c956::/64
serviceNetwork:
-172.30.0.0/16
- fd02::/112
networkType: OVNKubernetes
platform:
openstack:
cloud: mycloud
externalNetwork: external
computeFlavor: m1.xlarge
apiVIPs:
-192.168.25.10
- fd2e:6f44:5dd8:c956:1816:3eff:fec3:5955
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- subnet:
name: openshift-dualé

ingressVIPs:
-192.168.25.132
- fd2e:6f44:5dd8:c956:f816:3eff:fe40:aecb
controlPlanePort:
name: openshift-dual4
network:

fixedIPs:
- subnet:
name: openshift-dual
fips: false
pullSecret: {"auths": ...}'
sshKey: ssh-ed25519 AAAA...

306. TaTFINARY Y IRy ND—0 5 FRALEISRY —DERE

RHOSP EICTF 2 TIVAI Y I ISR —5ERTEET, 72720, TaTIARY Y IEREIX. IPv4 H
LVIPVE T TRY NEFEDRHOSP 2y R —2V%FAHAL TWBIGBAICOABMICKHY £,

yz o-1o)
RHOSP I&. IPVA S Y TIVRYI Y DG SRY—DSTaAaTINAYIYIISAI—FRY b
D—OANDE#REYR—MLTWEHA,

31061 FTaTFINRY YD ISRY—DEAN

FIR

LIPVABLTIPVE TRy MUY NT—2V %KL £9, ipv6-ra-mode & & T ipv6-
address-mode 7 1 —JU R CERAEER 7 KL X E— K&, dhcpv6-stateful. dhcpvé-
stateless. & & U slaac TY,

Ee
FATIRY Y IRy hD—4 MTU (. IPv6 DR/ MTU (1280) & OVN-

Kubernetes 1 7 JLib 74 —/X—~A v K (100) OB A ICHIGT 2 HELH Y £
_a_o

)z 6
N DHCP iEH 7Ry NETHEMICT Z2RENHY X7,

2. API/R— K & IngressVIP R— M= /ER L £ T,

3.IPV6E TRy NEJL—H—ICEBILT, W—F—DF7 RRIA XLV NEAMICLET, 70O
NAF =2y NT—05FRALTWEHEIF. FY NIT—0%2AET—b o4& LTEMT
BZETI—9—DT RNIA XX NEAMITEIEDNTE, CHICLYAESEREED
IRy x99,

4. 952A9—/)—KRDIPVABLVIPV6 7 RLRAIY RIRA > MERET %11, install-
config.yaml 7 7 1 L Z#E&E L £ 9, LLTId, install-config.yaml 7 7 1 L DHITY,
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install-config.yaml Ml

apiVersion: vi
baseDomain: mydomain.test
compute:
- name: worker
platform:
openstack:
type: m1.xlarge
replicas: 3
controlPlane:
name: master
platform:
openstack:
type: m1.xlarge
replicas: 3
metadata:
name: mycluster
networking:
machineNetwork: ﬂ
- cidr: "192.168.25.0/24"
- cidr: "fd2e:6f44:5dd8:¢c956::/64"
clusterNetwork: g
- cidr: 10.128.0.0/14
hostPrefix: 23
- cidr: fd01::/48
hostPrefix: 64
serviceNetwork: 6
-172.30.0.0/16
- fd02::/112
platform:
openstack:

ingressVIPs: ['192.168.25.79', 'fd2e:6f44:5dd8:c956:f816:3eff:fef1:1bad’] ﬂ
apiVIPs: ['192.168.25.199', 'fd2e:6144:5dd8:c956:1816:3eff:fe78:cf36'] 6
controlPlanePort: G
fixedIPs:
- subnet:
name: subnet-v4
id: subnet-v4-id

- subnet: Q

name: subnet-v6
id: subnet-v6-id

network: @

name: dualstack
id: network-id

MIPM EIPVEDEADT RLRTZ77IY—DIPT7 RLREHEAEETINELHY F
-a_o

@ /R —KAVI—T A RERHET B72DD Ingress VIP H—EZR DRI IP (VIP) 7
RLZAZVRRSA YV bEEBELET,

g APIVIP H—EZDREIP(VIP) PRLRAIY RRA Y MEIEEL T, I5R9—I(4 Y
Y—J x4 R=RHELFT,
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O /529-HOITRTD/—RTHEAINBTATLRY v U %y b7 —0 OFMEREE
L/i_a_o

a ZD74—IRTHEETZH T XY D CIDR I%. networks.machineNetwork (Z') X kb
INTWBCIDR &E—HT 2MELNHY FT,

C"Dwmeimiwwvfn#\itmﬁﬁwﬁ%%ETﬁiTo

@ ControlPlanePort 7 1 —JL K T®D network DIEEIZEE T,

HBWE IPV6 T4 =T aTIVRI v I I F R —DNBERFZEIF. LTOBICH>T
install-config.yaml 7 7 1 L 2 #R&E L £ 7

install-config.yaml Ml

apiVersion: vi
baseDomain: mydomain.test
compute:
- name: worker

platform:

openstack:
type: m1.xlarge

replicas: 3
controlPlane:

name: master

platform:

openstack:
type: m1.xlarge

replicas: 3
metadata:

name: mycluster
networking:

machineNetwork: ﬂ

- cidr: "fd2e:6f44:5dd8:¢c956::/64"

- cidr: "192.168.25.0/24"

clusterNetwork: g

- cidr: fd01::/48
hostPrefix: 64

- cidr: 10.128.0.0/14
hostPrefix: 23

serviceNetwork: 6

- fd02::/112

-172.30.0.0/16

platform:

openstack:
ingressVIPs: [fd2e:6f44:5dd8:c956:f816:3eff:fef1:1bad’, '192.168.25.797] °
apiVIPs: ['fd2e:6f44:5dd8:c956:f816:3eff:fe78:cf36', '192.168.25.199'] 6

controlPlanePort: G

fixedIPs:

- subnet:
name: subnet-v6
id: subnet-v6-id

- subnet: Q

name: subnet-v4
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id: subnet-v4-id

network: @

name: dualstack
id: network-id

MIPM EIPVE DEADT RLRTZ77IY—DIPT7 RLREHEAEETINELHY F
-a_o

@ IR —KAVI—T A RERHT B7DD Ingress VIP H—EZ DRI IP (VIP) 7
RLRIZYRRA Y MNERBELET,

@3 APIVIP H—EZDRAEIP(VIP) P RLRAIY RRA YV MNEIEEL T, I5R9—I( v
Y—J7 A R=RELFT,

(5 HSA9—HDTRTD ) — RTHERAINDZTITILRY Y I3y NT—9 DA ISE
L/i-a_o

a ZD74—IRTHETZH T XY D CIDR I%. networks.machineNetwork (Z') 2 kb
INTWBCIDR E—HT Z2MENHY FT,

cn)mmeimiw@mfnﬁ\itm%ﬁw@%%iTﬁito

@ ControlPlanePort 7 1 —JL K T®D network DIEEIZEE T,

pa )

[REEINAT2T7IAYYIRYNTD—IVTAVAMN=ILKRANEFERT 568, B
FHFICIPV6 7 RLZADELLLBEY B TINABWGELHY ET,

Red Hat Enterprise Linux (RHEL) 8 TZ DA% IR T B ICId. ROBEEZZT
/etc/NetworkManager/system-connections/required-rhel8-ipv6.conf & L\ D ZEID
T77ANEFERLES,

[connection]
type=ethernet

[ipv6]
addr-gen-mode=eui64
method=auto

RHELO TZDREBZMRT 2ICIE. ROREZST
/etc/NetworkManager/conf.d/required-rhel9-ipv6.conf & \\ D ZEID 7 7 1 L EVER L
7,

[connection]
ipv6.addr-gen-mode=0

T77A4IEERLTIRELEZS, A VAMN—ILRANEBEHLET,
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pa 3

TARTD/ — RIZBREINS ip=dhcp,dhcpb I —RILBIEUCL Y., BEHDA V49 —7
A ATERBICT VT 1 TILINDE—D Network Manager Efs 7O 7 7 1 LA ERI 1
F9., COLIRBRIEDLD., BIMDRy M7—271T1E, A—® UUID %##FHDE Uk
NERAINET, 19— T x14 ABEBORENVERIGEIF. TDAVF—T (4R
FAOHLWER 7O 7AILEFEHRL T, T7 40 hOERMERINAVWEIICLT
XV,

30.7Z. VT IVRI Y U IPv6 2y N — 0 B FRLIEISRY —DERE

RHOSP 7704 XA~ b %#E%%E L 7=%%. Red Hat OpenStack Platform (RHOSP) EIZY Y TILRZ v &
IPv6 7 5 A9 —%{ER{TE XY,

BF

TATIVRAIY D IDZSRAI—%IVTIVRAI YT IPV6 VSR —ICEBRTBIEILTE
Tt A

AR

FIR

42

RHOSP F7O4 XV M, ¥Ry D —2 & LTEREYT % DHCPV6 25— K ZJL IPv6
HTRYy NEEDBEORY NT—U8H 5,

BEDIPV6 H 73Xy MIHLTDNS AREINTWS,

IPv6 7Ry KD RHOSP JL—4 —IZEBINI N, IL—F—DIL—F—EE (RA) 2XET D&
DICHEINTWS,

PSR —THEHEINZEBINDIPV6 TRy k% RHOSP IL—4 —|TEML, IL—9—EhE%
Bz L7,

pa )

IPv6 SLAAC 4 7%y NDFERIFYR— I TWEH A, RHOSP Neutron I
& > T dns_nameservers 7 KL AN ERAINABWEZHTT,

IPv6 41 V89— 24 REHATCIZ—LIRARN)—DH 5,
RHOSP v N7 —U W&/ MTU 4 X (1442 1314 M) #ZF AN D,

IRy NT7—2 EDORHOSP R— b & LT API B & W ingress RAE IP 7 KL R (VIP) % {E
BL. Th5D7 KL X% install-config.yaml 7 7 1 JLICE®H 7,

ROAT YV REETLT, 2y M7=V EICAPIRBEIP R—MNEERLFE T,

I $ openstack port create api --network <v6_machine_network>

ROARY REFEFTLT, Xy bT7—2 LIl Ingress IRIEBIP R— M &ERR L 7

I $ openstack port create ingress --network <v6_machine_network>
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3RYNT—=U YUY —RDEFHERNTET LcH, IPv6 Xy T — V& E% R L /& install-
configyaml 7 7 A LAEFERA LTIV S RY—%27704 LET, L&z UTDLDICHRY
i-a_o

apiVersion: vi
baseDomain: mydomain.test
compute:
- name: worker
platform:
openstack:
type: m1.xlarge
replicas: 3
controlPlane:
name: master
platform:
openstack:
type: m1.xlarge
replicas: 3
metadata:
name: mycluster
networking:
machineNetwork:
- cidr: "fd2e:6f44:5dd8:¢c956::/64" 0
clusterNetwork:
- cidr: fd01::/48
hostPrefix: 64
serviceNetwork:
- fd02::/112
platform:
openstack:
ingressVIPs: ['fd2e:6f44:5dd8:c956::383'] g
apiVIPs: ['fd2e:6f44:5dd8:c956::9a'] 6
controlPlanePort:
fixedIPs: @)
- subnet:
name: subnet-ve

network: 6

name: v6-network

imageContentSources: G
- mirrors:

- <mirror>

source: quay.io/openshift-release-dev/ocp-v4.0-art-dev
- mirrors:

- <mirror>

source: registry.ci.openshift.org/ocp/release
additionalTrustBundle: |
<certificate_of the mirror>

ZD74—IRTHELREZY TRy D CIDR A, controlPlanePort 47> 3 T EEL
=722y NDOCIDR &E—HTZREIHY XTI,

BIDRATY TTEMLIZR—MNDT RLRA%&E, IS A—4—

platform.openstack.ingressVIPs & & Uf platform.openstack.apiVIPs DfE& L TR L
9,
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wplatform.openstack.controlPIanePort.fixedIPs F—&
platform.openstack.controlPlanePort.network ¥ —®D R DIEEICIE, ID. &AL Fkid

6 imageContentSources 7> 3 VICIZI T —DFMAESHET, O—ALA A= L
A2 M) —DEREDEEMIZ.  Tmirror registry for Red Hat OpenShift #FRA LIS —L Y
AR —DER] Z5RLTKEIW,

BEEER
® mirror registry for Red Hat OpenShift ZfH LI Z—L YA M) —DEK 28R LT EX
LY,

3.10.8. A —H4—EEBOO— KNZ U —%FH L 7% OpenStack LDV S X9 —D1 >~
A N—JLEEE

JR @D install-config.yaml 7 7 1 LDFlIL. T 7 2L POREO— RNZ U H—TlER<, 12— —FE
OHAEO— KRNSO —%FRT ISR —%ZET2HEERLTVWET,

apiVersion: vi
baseDomain: mydomain.test
compute:
- name: worker
platform:
openstack:
type: m1.xlarge
replicas: 3
controlPlane:
name: master
platform:
openstack:
type: m1.xlarge
replicas: 3
metadata:
name: mycluster
networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
machineNetwork:
- cidr: 192.168.10.0/24
platform:
openstack:
cloud: mycloud
machinesSubnet: 8586bf1a-cc3c-4d40-bdf6-c243decc603a ﬂ
apiVIPs:
-192.168.10.5
ingressVIPs:
-192.168.10.7
loadBalancer:

type: UserManaged 9
Q EDO— KNS UH—%FRATEZMIERRL, O—RRNSUH—FZoHTxy MIF7O4 X
nxv,
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Q UserManaged {E(d. 1 —H#—BEBOO— KNSV —%2FALTVWEZEERLET,

BN ISR —/—RDSSHT7 7 EAADF—RT7 DERK

OpenShift Container Platform &4 Y 2 h—JL§ BT, SSHNRATY v o Fx—%A4 V2 =)L TOTS
LICEEETEEY, F—I&. Ignition FE 7 7 1 L%/ L T Red Hat Enterprise Linux CoreOS
(RHCOS) / — RIZEIN, /—RADSSH 7 atz%mﬁtétwkﬁﬁﬁ*nit ZDF—IE&

/ — R® core 1—%'—®d ~/.ssh/authorized_keys ') X MMIEMI N, /N7 — R L DOEREEAATREIC
Y EY,

F—N/—RICESINhDE, F—RT7AEFHLTRHCOS / —RiCa—%—core & L TSSH #%£17T
XF9d, SSHRHT/—RILT7I7ERATBICIE. MBROT7ATVYT14T14—%20—A)LaA—H—D
SSH CTEBETINELHY FT,

’f VAM=IWDTNY TELIGEEZEIRERTIZEHICITRI—/—RIZFHLTSSH #1793 %
BAIFE. AVZAMN—ILTOERDOMICSSH ARBAIEET 2HEHNHY £9 . Jopenshift-install
gather <Y >~ RTld, SSH RFHENAVSRY—/—RIZBEINTLWARELEHY FT,

BF
BEERELVTNY VPR ELAERBRBIRETIE. COFIEZEALAVWTIREILY,

FIR

1. 95RA9—)—RAOFRFICFERT20—AILT Y VICEED SSH F—RT7AZWVWESIZ. Z
NEERLET, LEAE Lnx IRV —FT 4 VIV AT LEERTZIVE2L—9—TU
Toav Y REERFLET,

I $ ssh-keygen -t ed25519 -N " -f <path>/<file_name> @)

@ #LussHF— @/\7\(:7 1 V& (~l.sshiid_ed25519 72 &) A3 E L X ¥, BED
F—RT7EHDIBEIR. NEEN ~sshFA LI N —IChBIEERRBLET,

R

x86_64. ppc6dle. 5 LU s390x 7—F 7V F+—D&H T FIPS140-2/140-3 #&
FED7=®IC NIST ICIRHEI N RHEL BES1EZ 4 735 ) —%#FHT % OpenShift
Container Platform 7 S R4 —% A VA M—ILT B FENH B35S L. ed25519
PIWI) X LEBFHTEZF—AFERLAVTLEIVL, KDYIC, rsa7 /LT

ALFlTecdsa 7T ) AL EFHTEZF—5FEMLET,

2. RRASSHF—Z2RRFLFT,

I $ cat <path>/<file_name>.pub
feEzIE, kDAY R%EEITL T ~/.sshlid_ed25519.pub NEEAER <L T,

I $ cat ~/.ssh/id_ed25519.pub
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3. O—AINI—H—DSSHI—TY v MISSHMER ID NEMINTUVWAWEEIZ. Thizi
mLET, F—DSSHI—YzV MNEBEIE, VF7AY—/—RAD/IRKAT—RQRLODOSSHER
ZE. F 7zl .Jopenshift-install gather I~ > R FHET 2 H5EIIMNEILRY F T,

R

—EDT4 AMN)E21—2 30 TlE, ~/sshiid_rsa & & U ~/.ssh/id_dsa 72 &
DT 74 NDSSHMBROTAT VT4 T14—IZEFHMNICBEEINET,

a. ssh-agent 7O XA O—AHNI—HF—IIH L TERITINTLWARWEEIRF. Nv oI5
YRRV ELTHIBLET,

I $ eval "$(ssh-agent -s)"

aapall
I Agent pid 31874

—

= -1o)
PSR —HDFIPS E— RICHBIBEIE. FIPSEROT7ILT) LDH%F

FALTSSH*X—%&4%mLFET, #lERSA F/IELECDSADWTNHITH S
WENHY ET,

4. SSH 754 R— k% —% ssh-agent (ZEEML £,
I $ ssh-add <path>/<file_name> ﬂ

'@ ~/.ssh/id_ed25519 2 & D, SSH 7SAR—hF—DNRRBLV T 7ML EEEELZE
EP

H A B

I Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

RDATY S
® OpenShift Container Platform 4 Y A b—JL§ BHRIC, SSH/RTY w o F—% A4 VA K—=)L
TOUSLICEELET,
BR.BREADT IV EZADEMIE
T 704 B5IC. OpenShift Container Platform ¥ < > |9 R T Red Hat OpenStack Platform (RHOSP)

TFTFYRRY NT—=VIEREINET, LA ST FEAEDRHOSP 7704 XV NTIEEET Y
TATEIHA,

4 > 2 b —JUB¥IC Floating IP 77 K L X (FIP) % L T OpenShift Container Platform API 8 K U7 7

Dg—2a VD7 IR ERETEZET, FIPZRETTICA VAN ETTITRHIEETEET
P AVAN—=—S5—IFZAPI ZFE T TV —2a Vv aN IO T I ERTDEIAEEEBRELIFE A
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3.12.1. floatingIP 7 RL A ZFEB L7V L XADEML

OpenShift Container Platform API 8 & UV S R4 —T7 T ) r—> a VADOHAET 7 2 AT Floating
IP(FIP) 7 RL Z&ER L £,

¥
1. Red Hat OpenStack Platform (RHOSP) CLI #{#Ff L T. APIFIP Z#/Ef L £ 7,

$ openstack floating ip create --description "API <cluster_name>.<base_domain>"
<external_network>

2. Red Hat OpenStack Platform (RHOSP) CLI #f&f L T. apps (7 7). F7<IF Ingress. FIP
e LT,

$ openstack floating ip create --description "Ingress <cluster_name>.<base_domain>"
<external_network>

3. API & U Ingress FIP D DNS #—/— |2, 5D Y—VICENTZL I—RE8ML £
ER

api.<cluster_name>.<base_domain>. IN A <API_FIP>
*.apps.<cluster_name>.<base_domain>. IN A <apps_FIP>

pa )

DNS H—/NN—%&HIE L TOWARWEEIE. RDEIRISAIY—RXAS VE%E
/etc/hosts 7 7 A JLICEBIMMT B ET, V5RY—ICTIVEATEET,

o)

G
XS

® <api_floating_ip> api.<cluster_name>.<base_domain>

<
REX

e <application_floating_ip> grafana-openshift-monitoring.apps.
<cluster_names>.<base_domain>

<$

<
REX

e <application_floating_ip> prometheus-k8s-openshift-monitoring.apps.
<cluster_names>.<base_domain>

55
%

Q
S

e <application_floating_ip> oauth-openshift.apps.<cluster_names.
<base_domain>

55
%

Q
S

e <application_floating_ip> console-openshift-console.apps.
<cluster_names>.<base_domain>

e
P

$

<$

application_floating_ip integrated-oauth-server-openshift-
authentication.apps.<cluster_names.<base_domain>

>
e
‘i’

$

oY

<$

letc/hosts 7 7 A IVAHD I S A —RKAA VRICLY, V9FRH—D Web aV
V—IBLUVERA VI —T 24 ZANDO—HILT I EANHFITINFE

9, kubectl £7-13 oc 2T 2 &HTEXFX T, <application_floating_ip> %
BeBmoTy M) —%2FEALT, 22— —T ) 5—2avIlT7Io2ATEE
T, DTV avil&y, APIBLVOT ) r—avidtboa—4—n7r72
TRATELQWREICRY, CORBIEERBT 704 XY MIUTBELTVWEHA
M. AERSLICTANEHDAS VA M—ILAHREILRY £,

<
REX

<$

>
e
‘i’

Q
S

47



OpenShift Container Platform 4.19 OpenStack ~AD 4 ~ X h—Jb

4. FIP %2, UTFD/R5 A —4%—DfEE L T install-config.yaml 7 7 1 JLIZEML £ 9,

e platform.openstack.ingressFloatinglP
e platform.openstack.apiFloatingIP

INSDEEFERY 2HEICIE. install-config.yaml 7 7 1 )LD
platform.openstack.externalNetwork /X5 X —4% —DfEE L THERY N7 —0 % ANT2RELH
YEd,

D

FloatingIP 7 RL Z%ZEIYHET, 7747V 4—ILEEEAXEHT 5 I & T. OpenShift Container
Platform )V =AMV SR —HATHHTEZ2REICT DI EDNTEET,

3.12.2. FloatingIP 7 RL R L TDA Y A M—ILDET

Floating IP 77 K L X ¥ & 9" IC OpenShift Container Platform % Red Hat OpenStack Platform
(RHOSP) IEA YR h—IL T BT EANTEE T,

install-config.yaml 7 7 { L TUATD/INS A —F —ZFHZLBRWVWTLL LIV,
e platform.openstack.ingressFloatinglP
e platform.openstack.apiFloatingIP

AEBR Y N — 0 ERETERWIGE L, platform.openstack.externalNetwork #ZZHD X FIZT 3
Z&HTEZET, platform.openstack.externalNetwork DIE%IEE L R WS IEIL—9 —HER I 1
9. BIMOT I avhangald. 1 YA M —=—5—E Glance oD XA —Y DEFICKKRL F 7,
AEBEMZMBICRET DVENDHY T,

Floating IP 7 R L R Z 7 I BRIRD B WNZDIZ, VT RAI— APHICEIETE QWS AT LADLA VR
N—5—%FRT92E. A VAMIIIKRBRLET, COEIBBEICA VA M—ILDKRET D%
ClHIl, 7AFP—FRy M7=V %FRTZHN. IVVERALRY NT—VILHDZDVRATLDLA Y
ARN—F—EE[TTEIET,

Pz
APl B & Wingress R— MDD DNS LO— K& LT, ARIBREZBEMIITITET, LA
TICHlERLET,

api.<cluster_name>.<base_domain>. IN A <api_port_IP>
*.apps.<cluster_name>.<base_domain>. IN A <ingress_port_IP>

DNS % —/N—A &I LR WEEIE. /etc/hosts 7 7 A JLICL O—RAEBMTXET,
DTV avIicLy, APHIZBED TV ERATERWREICARY, T OREIIERET

TOA AV MIEELTWEEAD, ARBLVCTRANEHNDOA VA N—=ILHEBEICA
L) i_a—o

313. 7224 —07 704

BMHDOHZ 959 KRTS v M7 —AIC OpenShift Container Platform 4 Y A h—ILTEXZ ¢,
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BF

AYAN=I)LTAOYS LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITTEET,

([} =355
® OpenShift Container Platform 41 Y 2 h—IL 7O S LE LV I ZRY—DT LY=o L v b
Bz,

o RANEDIZORTIANAT—=TAHDI VM, VSR —%TT0O4 T 27D DERIER
DNHdZEaHABLTWD, 7AVY MOERDPELLBVWE, 4 VR =L T OEZIDKR
L. FRLTWSHERZTRIII— XYy E—IDNRTINIT,

FIR

o AVRAN=NLTATSLDPEHINTVWETALIKN)—T, ROOATVRKERTLT, 75
29—DFTO4 XY NEEREL T,

$ Jopenshift-install create cluster --dir <installation_directory>\ @}
--log-level=info 9

Q <installation_directory> (. 71 X% ¥4 X L7 ./install-config.yaml 7 7 1 JL D5 % 1§
ELEY,

@ =531 VAPLOFMEREFTT I info T, wamn, debug. F7ld
error z1IEEL XY,
AT
U529 —DFTOARERICRTT2E, RDELEDICAY ET,

o —IFIVICIE. Web OV Y —IbAD') 9% kubeadmin 1 —H —DEREEEHRAE, 75X
Y—ICT IV ERT BODERIPIRRIINET,

o EREIIE#RIL <installation_directorys/.openshift_install.log ICHEHAINF T,

BF

AVAN=TOTIS L, FEFAVRAN=LTOTSLDMERT D7 714 IILEHIKRT
52EETEFHA, INHIEVWTNEISRY—%HIRTB-OICREICKRY T,

H A B

INFO Install complete!

INFO To access the cluster as the system:admin user when using 'oc', run 'export
KUBECONFIG=/home/myuser/install_dir/auth/kubeconfig’

INFO Access the OpenShift web-console here: https://console-openshift-
console.apps.mycluster.example.com

INFO Login to the console with user: "kubeadmin", and password: "password"
INFO Time elapsed: 36m22s
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BF

o AVAM=IWTOTZLNERT B Ignition FRE 7 7 1 JLICIE. 24 BEEHRE
T3 EHRUNICARY, TORICEFINZIABEENEENET, AIHZEFH
TRRICYV ZAY—MMEIEL, 24 BERBELAERICI SR —%BEET S
&L VRS —IFHARYINDEERRE = BEIMNICETT L E T, Hls& LT,
kubelet sSEBAZ % [E18 9 % 7= IR BB IREED node-bootstrapper FEEAE E L EK
(CSR) = F)THERT 2MENHY T, #FMiZ. a¥ bO—ILTL—VillAE
DHARTIhDKENSDY A/ — ICEATERFa2 XAV MESRBLTCES
W

o 24ABFEEIEAE XV SR —DA VA M—ILZ 16 BEEAS 22BBICA—T—
a3V BkDH, Ignition FRET 7 A ILId. £MRE R2EBEURICERT &%
WRLET, 2BBUAIIC Ignition S REZ7 71 IILAFEATZ I &ILY. 1 V2R
N—ILHRICEERAZEDEHR N RITINLBZEDA VA MN—ILDKKZEETE F
ER

314. VS RI — AT —45 ZDFER

AV ADM—IVBEFFE 2l AM >~ X b —JL1&IC OpenShift Container Platform ¥ 5 29 —D A7 — 4% X = R
THIENTEET,

FIR

. VSR —RIET., BEEED kubeconfig 771 ILET I RAR—MLET,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig 0

<installation_directory> (CI&. 1 YA M= 7 7AWV ERELEZTAL I KN —~DN
AEEELET,

kubeconfig 7 7 1 JLICIE. 9547V MEELWI SR —ELUVAPI H—N\—|THiRT 2
HICCLITHEAINZ VSRS —ICBAT B EHRIEFNET,

2. 7704 XY MRICERSI WOy bA— LT L—rvBLavEa— b o v aRRLE
_a—o

I $ oc get nodes

3. VRI9—DN=23vERRLET,

I $ oc get clusterversion

4. Operator DAT—H RA%&ERKFLET,

I $ oc get clusteroperator

5. 7229 —RADIANTDRITHD Pod ZRTLET,

I $ oc get pods -A

3U5.CLIOFERICLE VS RY—~0O T4 Vv
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9224 — kubeconfig 7 7 1 IVET YV RAR—KML, TIAIN NIRRT LI—HYF—-E LTI FTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—
IR T 2OICCLITHEAINZ VSR —ICEATZBEHWI2INIET, DT 7MIVLIEI S RE—
ICEBEDZ7 714 ILTHY. OpenShift Container Platform D41 ~ A M —JLEFICERI N E T,

([} =355
® OpenShift Container Platform 7 2 24 —% 7704 LTW3 I &,

e OpenShift CLI (oc) B Y &2 h—JLI N T W3,

FIR

1L ROAY Y R&ERTLT. kubeadmin FREFIEHRAE TV AR— ML F T,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig @)

<installation_directory> (CIZ., 1 YA M= 7 7MWV ERELEZTAL I KN —~DN
AEEELET,

2. RDAY Y RERFTFTL, TVAR—FINEREZFEALToc IYY RZERICEITTES
JEEHERLET,

I $ oc whoami

H A B

I system:admin

BIER R

e OpenShift Container PlatformWeb AV Y —I)LADT 7 R SERICEAT ML, Web OV
V=IbADT7 IR ZSZRLTIEIW,

3.16. OPENSHIFT CONTAINER PLATFORM @ TELEMETRY 77 2 X

OpenShift Container Platform 4.19 Tld&, Telemetry Y —ERICEA VH—RY N7V EZANMBRET
9, Telemetry Y —ERE, 7RI —DREEEEEHFOKINICEAT AN VA ZR T ZLHICT
T2 KNTEITINET, V5RI—DA U=y MIERINTWSIHE, Telemetry IEBEIRIC
ETIN, 75— OpenShift Cluster Manager ICESFRINE T,

OpenShift Cluster Manager 4 YR MY —HDNIEETH % (Telemetry Ik > TEEIMICHER. F7id
OpenShift Cluster Manager Z £ L TFEI THERF) T & ZHEER L 7/<#&IC. subscription watch Z & L

T. 7HOY MELIERIVF Y 5 RH —L RJLT OpenShift Container Platform 4 727 1) 7o 3 v %
BEHFLET,

BIER R

o Telemetry H—EZXDFFEMIZ. VE—MNILZAEZS YV JICDOVWT SR LTI,

317.RDAFT v 7
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https://access.redhat.com/documentation/ja-jp/subscription_central/2020-04/html/getting_started_with_subscription_watch/con-how-to-select-datacollection-tool_assembly-requirements-and-your-responsibilities-ctxt#red_hat_openshift
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/support/#about-remote-health-monitoring
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VDRI —DHRYITA X

o MEIIKHLT, UE—MANILALR—bk 2{ERTEZ T,

o /—RR—IMDHART7 I EAEBMITZ2RENHZIHGEIE. /—FR—Fa2FERALT
Ingress 7 A9 — K74 vV %&E LET,

® FloatinglP7 RLRETT7 ) r—>av 57490 %% 13 AN% LD ICRHOSP %#5%7%E L
TWARWESEIE, FloatinglP 7 KL 2% FEHRL TRHOSP 77 2 %5&E LE T,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/postinstallation_configuration/#available_cluster_customizations
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/support/#remote-health-reporting
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FAZEHBDA VI SANS IV F ¥ —%FHHL 7 OPENSTACK A~

DY ZRAI—DA VA=)

OpenShift Container Platform /X—3 3 > 419 T, user-provisioned infrastructure L CEITI N 3
Red Hat OpenStack Platform (RHOSP) ICV S A9 —% A VA N—ILTE X T,

MEBDAVISANSVFv—%FRITBIET, VSRY—%EBREDA VISAMNS I Fvy—8LT
TREEHAETEEYT, 2O TOERATIE, installer-provisioned installation DIHaE & YU £ % < DFFE
DREIZRY FET, Novatr—/3—, Neutron R— bk, €Fa )T 1 —JIL—TREDTRTD
RHOSP Y Y —R&{EN T 2ENHD7<HTY, 7272L. RedHat T, F7OM XY MOt %
Y89 % Ansible Playbook Z#R#tL TWE T,

4.1. BiiRS: 4

OpenShift Container Platform @4 Y Z b—ILE L V'EH 7O ADFEMERIAL TW 5,
VSR —A VA MN—IVAEDBERE LV TDI—HF—EIT D%l ZHEAL TW5,
OpenShift 7 529 —THR—bINZ TSy hT74—L V23V %&FEHRL T, OpenShift
Container Platform 4.19 A RHOSP N\—Y 3 Vv E BN H 2 Z & AL 7=, RHOSP Hik—
b= k1) w2 Z®D OpenShift Container Platform 28 LT, 75 v N7+ —LDYR—I%&
BERBZN—V 3 VETHRTZIEETEET,

OpenShift Container Platform @4 >~ 2 b —JL%IC RHOSP 7AW > M ¥H %,
VSRAY—DRTr—Y Vg, AV A=—LTL—=rOH ATV T, BLWPetcd DT A—T Y
ABLUVRT—ZEY 71 —ICBTREENH S, FMllE. /RS —DR5—) >V JICET
DWRTS V074 2 BSRBRLTLEIN,

AVZAMN=WTOVSLERITTEIIVICE. UWTFHEEN S,

o AVAR—INTOERBFIHERLIELT7 7ML ERFTERDE—FT(LI KN —

o Python3

4.2. OPENSHIFT CONTAINERPLATFORM DA V¥ —xRy K7 O£

OpenShift Container Platform 419 Tl&, 7 A9 —%Z A VA M=V T 2DICAI VI —Fv N7 I &
ADBETT,

RDTIV2aveRITIBICIE. A V=Y MIT I EATEDHRENHY TT,

OpenShift Cluster Manager IC7 7 2ZA L, 41 YA =T OV S L% >vO—RKL, TR
YT avEBERGTLET, V5RI—DA VY —y NIT V7 ERXTE, Telemetry %

BAICLTUVWARWEER, TOY—ERILE>TIIRIY—DOH TRV ) T a v AEBNICE

MEINET,

DSRA9—DAVARN=IVIHBRNY F—V ARG Y 57<HIC Quay.io iC7 7R LET,

VSR —DEFZRTIDLOIBER/NY T—IVZBIBLET,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/installation_overview/#installing-preparing
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/architecture/#supported-platforms-for-openshift-clusters_architecture-installation
https://access.redhat.com/articles/4679401
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/scalability_and_performance/#recommended-host-practices
https://console.redhat.com/openshift
http://quay.io
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BF

ISR —TAVH—Fy MIEET7IVEATEAWNGE, JOEY 3=V I35 —8
DIATDAVIZANSVF v+ —Txy NIT—UDFIRINAA VA MN—=ILERITT
XF¥Fd, COTOCAT, REBEROVFYYESYIO—-RL, ThEaFRLTIS—
LIZARNY)—=IZA VAN =Ry 5=V %BELET, 1 VA=A FITK LT,
DR —DAVAN=IRETA VY=Y NTIVEADBRELRDIGENHY X

To VSRY—HFEHITDEIC. I 5—LYAMN)—0aAVFUYEEHRLET,

4.3. OPENSHIFT CONTAINER PLATFORM %Z RHOSP IZ1 Y A h—JL'T
2V —ADAARZA4

OpenShift Container Platform D4 ¥ 2 b —)L&H#7R— b3 %7-8IC. Red Hat OpenStack Platform
(RHOSP) 7 # —# IZU T DEH Z BT HENHY F T,

#F4.1RHOSP M7 7 # )L b @ OpenShift Container Platform ¥ 5 24 —ICET 2 #RE ) V—2R

yYy—2R &
FloatingIP 77 K L X 3

R— b 15
N—%— 1
TRy b 1

RAM 88 GB
vCPU 22
RJa—bLRAKNL—Y 275 GB
AVREVR 7
t¥xal)Fa—JN—"7 3
tXal) T4 =N —=TI— 60
YP—NR=T =7 2-BRIVT—IDBMODTRAZE) 74— —

V&I 1DEM

VSR —EHEIND VYV —RLYE )Y —ZADB’DRWVGEICERKET BI580HY T, TDI5
BONT =XV RAFRIEINFZE A,
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BF

RHOSP A 7Y x4 MR KL — (Swift) B FARBET. swiftoperator O— )L %D
A—HY—=TAVY MIE>TEREINTVWBIFE., 1L OpenShift Container Platform
AA=ILIRAN)=DF 74NNy VTV RELTERINET, ZDBHAE. R
Ja—LARNL—YVFEHIF175GB T, Swift BIBEHIE. A A—J LY N —DY
A RXNE>TERYET,

pa )

TI7AILNT, EFa) T4 —JI—TBLTEFa )T —TIN—TI—IDJ +—
FIIBELSERESNDATREENHY T, MBI ELLIFZEICE, EEZEELT
openstack quota set --secgroups 3 --secgroup-rules 60 <project> %317 L T{E% &
PLET,

OpenShift Container Platform 7704 XV Md, v hO—ILTFL—r<> Yy, AVEa1—kTY
V. BLUVT— ANy TIIV U TERINET,

431 v O—IL7TL—rv Vv

T 7 # )L b Tl&, OpenShift Container Platform 4 Y 2 k—)L 7O RE320ay hO—ILFL—>
v UEFERLET,

FRNENOIY VIIEUTAMRETT,

® RHOSP V #—49HDLDAVARI VR

RHOSP 7 # — 4 M5 DKR— b

DPIRCEBIBCBDAE) —& 4DDVCPU ZfHATcT7 L —/N—

RHOSP 7 # =9 o473 EH100GB DA ML —VRE

432.dvEa—pbv v

77 # )L b Tl&, OpenShift Container Platform 41 Y A h—J)L 7O A3 D203V Ea—F 1V I<
UEERLET,

TRZRDI Y VICIRUTHIBRETT,
® RHOSP 7 #—49DLDAVRH VR
® RHOSP 7 # —4HHDR— K
o ViR EEHE8GBDAE)—E2DDVCPU A2 727 L—/N—
® RHOSP 7 #—49H 5D EE100GBDRANL—VRE
/) 8

J>vEa— b UiE. OpenShift Container Platform TERITIN2 7 U s—>avaRAMLE
T, TEBRIZL DT IV —2 a3 VvaERITTIBIENPBHINTWVWET,

433. 77— A NS TV
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AVAN=IVEIC, T MANSy T vid—BMICTOoEY sz xh, avha—IL7L—>
HEELE T, EREHREROIY MNO—ILTL—VOEB/NTELBIC, T—MNRANSY TV
DO7OEYa v JIdEBRINE T,
T—RNANSY T VICIELULTIAMRETT,

e RHOSP UV 4 —49D5DAVARY VR

e RHOSP 7 # —4HM5MDHR— K

o VIR ELI6GBDAE) —&4DDVCPU AfAT=T7 L —/N—

e RHOSP 7 # —4Hn 047 EHL100CGBDRA ML —YHE

4.4. PLAYBOOK {K=ZFEHD Y v > O— K
user-provisioned infrastructure TM 4 ¥ X h—)L 7O+t X %2319 % Ansible Playbook ICI&, W< D
D@ Ansible AL 2> 3 & Python EVa—IHMETYE, A VA=V TOTSLEETTETY
> IZ Red Hat OpenStack Platform (RHOSP) Y /RY M) —%EBIIL, Nv T —Y %AV AM—ILLZE
ER
ROKGEERDABETT,
® Python €Y a—JL:
o openstackclient
o openstacksdk
© netaddr
o pip
e AnsibledL VI3
o ansible-collections-openstack & Ansible Core #4 Y A h—JLLE T

o ansible-collection-community-general

o ansible-collection-ansible-netcommon

pa 3]
. Z DFIETIE. RedHat Enterprise Linux (RHEL) 8 #fFH L TWa Z & ARFiIRE LTV
= i’a—o
([} =353

® Python3 AT VIZA VA M—=ILINTWS,

FIE
LAY R34 vT, VDRI M) —%BMLET,

a. Red Hat Subscription Manager ICE$k L £ 7,
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I $ sudo subscription-manager register # If not done already

b. ZFOHY TRV ToavsF—4=7TILLET,

I $ sudo subscription-manager attach --pool=$YOUR_POOLID # If not done already

c. MBEDVRI M) —ZEMLET,

I $ sudo subscription-manager repos --disable=* # If not done already

d BELRYRI N —ZEMLET,

$ sudo subscription-manager repos \
--enable=rhel-9-for-x86_64-appstream-rpms \
--enable=rhel-9-for-x86_64-baseos-rpms \
--enable=openstack-17.1-for-rhel-9-x86_64-rpms

2. EVa— a4 VAM=ILLET,

$ sudo dnf install ansible-collection-ansible-netcommon \
ansible-collection-community-general \
ansible-collections-openstack \
python3-netaddr \
python3-openstackclient \
python3-openstacksdk \

python3-pip
3. python <> R python3 ZSH L TWB 2 & 2R LT,

I $ sudo alternatives --set python /usr/bin/python3

45. 4 > 2 =)L PLAYBOOK ®4¥ ™ >vO— K

OpenShift Container Platform % H ® Red Hat OpenStack Platform (RHOSP) 1 ¥ 7 2 A NS ¥
Fr—IlA VA M=ITB=OICFEHATE S Ansible Playbook #42>vO0—KLZE T,

AR

e curl ANV RSA VY —INTIVTHIATES,

FIR

® Playbook ZE¥T 4 LI M) —IC¥ U >O—KRFT2ICE AV RSAVHBLUTORY) T
PERITLET,

$ xargs -n 1 curl -O <<<'
https://raw.githubusercontent.com/openshift/installer/release-
4.19/upi/openstack/bootstrap.yaml
https://raw.githubusercontent.com/openshift/installer/release-
4.19/upi/openstack/common.yaml
https://raw.githubusercontent.com/openshift/installer/release-
4.19/upi/openstack/compute-nodes.yaml
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https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/control-
plane.yaml
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/down-
bootstrap.yaml
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/down-
compute-nodes.yam|
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/down-
control-plane.yaml
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/down-
network.yaml
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/down-
security-groups.yaml
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/down-
containers.yaml
https://raw.githubusercontent.com/openshift/installer/release-
4.19/upi/openstack/inventory.yaml
https://raw.githubusercontent.com/openshift/installer/release-
4.19/upi/openstack/network.yaml
https://raw.githubusercontent.com/openshift/installer/release-
4.19/upi/openstack/security-groups.yam|
https://raw.githubusercontent.com/openshift/installer/release-4.19/upi/openstack/update-
network-resources.yaml'

Playbook (F=® > viZ¥ v vO—RKIhExd,

BE
A YA M=) T O ZABEFIC, Playbook #ZEB L CT 7O AV N ERETEET,

9529 —OBEWMEBFIC. TRTOD Playbook %R L £9 ., OpenShift Container
Platform 2 5 X4 —% RHOSP H 5 HIER T % (ZId Playbook WMINET T,

B

bootstrap.yaml. compute-nodes.yaml. control-plane.yaml. network.yaml. & & U
security-groups.yaml 7 7 1 JLICIN A = iRER R E. down- DEREEA T T SNt
9 % Playbook IC—H L TWBMENHY XY, /=& ZIE. bootstrap.yaml 7 7 1 L~

DR IZ. down-bootstrap.yaml 7 7 1 JLICERRI N ZMELHYET, @ADT 7
AIVERELBRWGEE, YR—MINB V7529 —DHIKRTOCRIEEKKLET,

46. A VA N—=)T7O75 LDOEE

OpenShift Container Platform Z4 Y X =)L ZH1IC, A YA M—JLITFERALTWEHRZA MIA VR
h—=LZ74N%EFOO—-RLET,

Gl s
e SOOMBDO—AHILT 4 RVEENH S Linux £/2lE macOS #E£T73 21 —9 —HRE
T9,
FIE

1. Red Hat Hybrid Cloud Console @ Cluster Type R—IICHBELE T, RedHat 7H D ¥ hH'H
2EE. RAEBEREZFERLTCOVA Y LET, 7HVY M RWEEIREINEERLET,
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https://console.redhat.com/openshift/install

FABEHADI VY ISAMS IV Fv—%2FHLE OPENSTACKAD I SRAY—DA VA M—JL

D

FFRE D OpenShift Container Platform ) ) — 2D/ ) =% 0O0—RK §52&HTEXE
ER

2. R—=YD Runityourself 27> avhbA VY ISANZVFv—TONA YT —%BRLZET,

3. OpenShiftinstaller D KOy ¥ I U A Z_a—DERANARL—F A VIV RATFLET—F
T Fv—%3FBIR L. DownloadInstallerx2 ) v LET,

4. 0= RKLE774I%E, A VAMN—IERET7ANERETZTa4LI N)—ICEEL
i’a—o

BF

o AVAM=NTOATIALIE, VF5RI—DAVAM=ILILFERT RV
Ei—4—IlWLKDODDT7 74 IV EERLET, VFRI—DA VA M—)L
RTHIF. AVAMN=LTOTSLABLCA VA MN=LTOTS LDMERT

774NV ERFTHIRENMDHYET, VSRI—%ZHIRT BICIE. mAHAD
77A4IDRETT,

o AVAM=INTOATVSALATERINIZT7 71ILEEIKRLTE, 75R9—N
AVAMN=IEBICKBLEBETE I A —FHIBRINEEA, V75 R
Y —%HIBRT ZICIE. HEDIZ Y RTO/NA 5 —FHD OpenShift
Container Platform @7 Y4 Y A =L F|BHETLE T,

5, AVAMN=)L7TOVSLE5RBEALFT, & A, LinuxARL—F 4 VIV RTFLAEGFERT
23vEa2—49—TUTOaOY Y REERTLET,

I $ tar -xvf openshift-install-linux.tar.gz

6. Red Hat OpenShift Cluster Manager ™54 YA =)L —o Ly b #FovO—KLZE
To TDFIVT—2 Ly MEFERL. OpenShift Container Platform Y R—x > h@a VT
FT—A A=V %RET B Quayio &, HHAREFNALRZEORIABICL > TREFEI N ZH—E
ATRITEET,

g

RedHat HRAA T —R—F )L DOAVAMN—=ITOYVSLERNBETZIELTIXET, TOR—IT
lZ. 90— RET234 VRNV TOTSLDODN— 3V EEETCEZT, 2L TOR—IJICT
JERTBICIE. BARYTRIY T avrmETT,

47. 9 5RA9—/—RDSSHT7 IV EABADF—RTDERK

OpenShift Container Platform &4 Y X h—JLF BBIC, SSHARATY v o F—%A VR =T OTS
LICEETEET, F—I. Ignition 8E 7 7 1 L% L T Red Hat Enterprise Linux CoreOS
(RHCOS) / — RICEXIN, /—KADSSH 7 atz%mﬁtétwkﬁ%*nito;@#—m%
/ — R® core 11— —®d ~/.ssh/authorized_keys ') X MMIEMI N, /N7 — R L DOEREEAATREIC
BmYET,

F—D/—RIZEINZE, ¥F—RT7EFEHALTRHCOS / — KIZa1—1%—core & L TSSH #XEfTT

TFET, SSHRAT/— N7V ERTBICE, WBROTATVT4T4—%20—A)1—F—D
SSH TEE T ZnENHY T,
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https://access.redhat.com/downloads/content/290/

OpenShift Container Platform 4.19 OpenStack ~AD 4 ~ X h—Jb

4 YAN=IWDTNY TEIFEERIBERITTZDICIZRAI—/ —RITRHLTSSH2#ET9 3
BlE. 1 VRN TOERXDMICSSH AFRBAZIEET 2LENHY £7, Jopenshift-install
gather OAX Y RTIE, SSH RBEEN IS RI—/ —RNILBEINTWEIHREEHYET,

BF
BEERELVTNY VPR BELAERBREIRETIE. COFIEZEARLAVWTIREIL,

R

T2y N7+ —LBEBEOHFETRELLF—TRAL, O—ALF—2FEHATILEDN
HYyFET,

FIR

L. V5R9—)—RADRIIFERATZ2O0—HILTY VICEFED SSH F—RT7ALWESIK,. 2
NEERLET, LEAE LnixIRL—FT 4 VIV AT LEERTZIVE2L—9—TU
Toav Y REEFLET,

I $ ssh-keygen -t ed25519 -N " -f <path>/<file_name> ﬂ

@ #LussHF— @/\7\(:7 1 L% (~I.sshiid_ed25519 2 &) A3EE L £ T, BED
F—RT7HBHZHEIE. RAEN ~sshT1 LI MN)—IlHBE%=MALET,

Pz

x86_64. ppcédle. LU s390x 7—F 7 U F ¥ —DHT FIPS140-2/140-3 #&
EEDT=HIT NIST IIRE I N/ RHELBESIES (1 735 ) —%ERH 9 % OpenShift
Container Platform 7 S R4 —% A VA M= T B FEI H BHZE L. ed25519
TIVITY X LEFERATEZF—EERLABAVWTCEIL, KbYIT, rsa7/LTY)
AbLF/zldecdsa 7T X LEFRATZF—%5ERLET,

2. RASSH #—%ZRXRR~LFT,
I $ cat <path>/<file_name>.pub
fcEzE, kDAY Y R%EEITL T ~/.ssh/id_ed25519.pub NEEEAR <L T,

I $ cat ~/.ssh/id_ed25519.pub

3. O—A)IA—H—DSSHI—IY ¥ MISSHMERID NMEBMINTULWAWESIZ, ThEB
mLET, F—DSSHI—YzV MNEBEIEX, VF7AY—/—RAD/IRAT—RQRLODOSSHER
ZE. F 7zl ./openshift-install gather I~ > R FHAT 2 H5EIIMNEIIRY F T,

pa )

—EDT4 AMN)E21—23 2 TlE, ~/.sshiid_rsa & & U ~/.ssh/id_dsa 72 &
DT I7AINDSSHMBROTAT VT4 T14—IZEFHMNICBEEINET,

a. ssh-agent 7O ZXAO—ANI—HF—IIH L TERITINTLWARWEEIF. Nv o T5D
YRRV ELTHIBLETD,
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I $ eval "$(ssh-agent -s)"

H A B

I Agent pid 31874

= o-1o)
PSR —HDFIPS E— RICHBBEIE. FIPSEROT7ILT) ZLDHA(F

FALTSSH*X—%&4%mLET, #lFRSA F/ILECDSADWTNHITH S
WEIrHY ET,

4. SSH 754 R— h*%—% ssh-agent (ZEEML £,
I $ ssh-add <path>/<file_name> ﬂ

Q ~/.ssh/id_ed25519 2 & D, SSH 7SAR—hF—DRRBLVT 7ML EEEELZE
ERP

H A B

I Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

RDRFv S
® OpenShift Container Platform %4 Y A h—JL§ BT, SSHRTY v o F—%A4 VA M=)l
TOUVSLICEELET,
4.8. RED HAT ENTERPRISE LINUX COREOS (RHCOS) 1 X — I DYERK
OpenShift Container Platform 4 > 2 h—JL 704 5 A Tlk, Red Hat Enterprise Linux CoreOS

(RHCOS) 1 X — H* Red Hat OpenStack Platform (RHOSP) ¥ S5 24 —ICEHET 2 ELH Y £,
RHTD RHCOS 4 X —Y %G L7z, RHOSPCLI#fEALTZha7y FO—RLZET,

AR

® RHOSPCLIAA YA KM—LEINTWVWET,

FIR

. RedHat AR —R—FIDEFZF I vO—RKR—=2 (a4 LE9,

2. Version T. Red Hat Enterprise Linux (RHEL) 8 FA® OpenShift Container Platform 4.19 D&
U —R%BRLET,
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BF

RHCOS 1 X — | OpenShift Container Platform D& ) Y —R T EICEEI M
BWATREMNAHY £, 4~ A b—JLF B OpenShift Container Platform /83—
TavEFELWLWHA TRUTON—=Ya VORTREFLWA=U 300D A —
TDEAFIVO—-RTIZRENHY T, FARBERIFZEIE. OpenShift
Container Platform /X\—2 3 V=BT 24 A =P D=V 3 Vv EFERALE T,

3. Red Hat Enterprise Linux CoreOS (RHCOS) - OpenStack Image (QCOW)%= 4o >~ O— K L

i’a—o

4. A XA-—V%ZRRALET,

pa )

PSR —MERT BEIICRHOSP 4 X —Y % [EfEfRR T 2B HYE T, ¥
JVAO—RLEZ 74 IVDERIC, gz F2E gz R EDERILFEFHIESENT
WRWEEDRHY ET, 77N EEHET I EDLDICEMET 2N 2MHERT
3IClE, AR Y RSA VY TUTEAANLET,

I $ file <name_of downloaded_file>

5. 49 O0—RKRLEAX—IH 5, RHOSPCLI AR L Trhcos EWD ZRIDA X —J B9 S
Z&_‘:{/ﬁﬁibij—o

$ openstack image create --container-format=bare --disk-format=gqcow?2 --file rhcos-
${RHCOS_VERSION}-openstack.qcow?2 rhcos

BF

RHOSP IRIEIC & > Tl .raw 72 .qcow2 XX DVWTNHTA X —T %
7y 7O—RTEZHENHY ET, Ceph 2EAT 2154(1%. raw BX % ER
TEIMENHY FT,

g
Of

AVAN=NTATS LA LCELFEFOERDAA—VERDIFT 315
B, TNLDAA=VDVWITNOID S VI LIBIRINE T, COEEE
O8¢5 IClE. RHOSP TY Y —RD—EDZRAEEKRLF T,

RHOSP ICA X —Y &7y 7O—R LRI, 1 VAN =L TOTSLTAA—VEFIETEET,

49. NERRY NTD—O T Ut XADHEER

OpenShift Container Platform 1 Y X2 k=)L 7O X TlE, AERY NT—IANDT IV ZANRBET
T, ARy M7=V EEZCNICIEET 2RENHY £, IBELAWEEICIE., 7704 XY MEK
BMLET, COTOERERTTIENIC. AEIL—9—9 4 TDFRy b7 —2 5 Red Hat OpenStack
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FASHMADI VI SZAMS I Fv—%FHLI OPENSTACKADYI S A —DA VA =L

Platform (RHOSP) ICFE T 2 & =R L X7,

AR

® OpenStack DRy NT—UH—ERX%Z, DHCPI—Y YV MNA VY RIVADDNS VT —
HERETEDLDICERELE T,

FIR

1. RHOSP CLI #{#MA L T, 'External' ®v N7 —2 DO&RIE ID 2R L £ 9,

I $ openstack network list --long -c ID -c Name -c "Router Type"

6
+ + + +
| ID | Name | Router Type |
+ + + +
| 148a8023-62a7-4672-b018-003462f8d7dc | public_network | External |
+ + + +

NEI—8 =914 TOHBXY NT—IDBRYy hI7—V ) A MIRRINET, 1DUEDRY hT—
IDBRRINBWIGEIK. T 74V D Floating P 7y 7 —J DR L T 74 bDTO/NA
=2y hT—U DM #8RLTLEILW,

Pz

Neutron NS YV H—ERX TS 74 UBEMIIINEE, NSV IR—MFT74IL b
TERINE T, FEMIE. Neutron trunk port 258 L TLEX L,

-

410. REEADT 7 L2 DEME

7704 BIZ. OpenShift Container Platform ¥ & > (&9~ T Red Hat OpenStack Platform (RHOSP)
TFTFYMRY MNT—=DICERINET, LD >T, IFEAEDRHOSP 704 X NTIXERET Y
TATEFHA,

4 > 2 h—JVB¥IC Floating IP 7 K L R (FIP) % {fF L T OpenShift Container Platform APl & & U7 7
Vo—2avDT7 7R %ERETEEY., FIPZREETICA VAPV ERTTBHIEETELY
B AVAMN=F—EAPIFE T TV r—2a Vv aRBOLT IV ERTDAEERELEEA
4.10.1. floatingIP 7 KL R &R L7 7 2DEMIE

OpenShift Container Platform APl, 2 S R4 —7 ) r—> a3y, 8L T—r A NSy 77O
DAERT 7 ZAFAIC Floating IP (FIP) 7 KL Z&ERR L £ 9

FIR

1. Red Hat OpenStack Platform (RHOSP) CLI #{#Ff L T. APIFIP Z/EE L £ 7,

$ openstack floating ip create --description "API <cluster_name>.<base_domain>"
<external_network>
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2. Red Hat OpenStack Platform (RHOSP) CLI ZfF L T, apps (7 7). F7IE Ingress. FIP
e LT,

$ openstack floating ip create --description "Ingress <cluster_name>.<base_domain>"
<external _network>

3. Red Hat OpenStack Platform (RHOSP) CLI Z#fEH LT, 7—MXA NS Y T FIP Z4ERK L £
-a—o

I $ openstack floating ip create --description "bootstrap machine" <external_network>

4. API LV IngressFIP D DNS H—/N—|2, Th oDy —VIZENT B L I—FZEMLE
ER

api.<cluster_name>.<base_domain>. IN A <API_FIP>
*.apps.<cluster_name>.<base_domain>. IN A <apps_FIP>

pa 3

DNS H—/NN—%&HIE L TOWARWEEIE. RDEIRISAIY—RASVESE
/etc/hosts 7 7 A JLICEBIMNT DI ET, V5RY—ICTIVEATEET,

® <api_floating_ip> api.<cluster_name>.<base_domain>

e <application_floating_ip> grafana-openshift-monitoring.apps.
<cluster_names>.<base_domain>

e <application_floating_ip> prometheus-k8s-openshift-monitoring.apps.
<cluster_names>.<base_domain>

e <application_floating_ip> oauth-openshift.apps.<cluster_names.
<base_domain>

e <application_floating_ip> console-openshift-console.apps.
<cluster_names>.<base_domain>

e application_floating_ip integrated-oauth-server-openshift-
authentication.apps.<cluster_names.<base_domain>

letc/hosts 7 7 A ILVHD Y S RAI—RAA VRICEY, VFTAH—D Web OV

YV—ILBLUVERA VI —T 4 ANDO—HILT I EANFITINFE

9, kubectl £7/-ld oc AT 2T & TE XY, <application_floating_ip> %
fEeBemoTy M) —%2FEALT, 21— =TTV s5r—2avIlT7 IO 2ATEE
T, DTV avil&Vy, APIBLOT T r—avidthoa—4—n7r72
TRATERWREICAY, CORBEERET 704 A MIZBELTLWEEA
M, ARBLIUCTRAMNEHDAS VA M—ILHOHEEEICARY T,

5 FIP ZL TFOZEHDIEE LT inventory.yaml 7 7 1 JLISEML £ 7,
® os_api_fip
® os_bootstrap_fip

® os_ingress_fip
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INSDEEFERT 2%EICIE. inventory.yaml 7 7 1 )LD os_external_network ZHDEE L TH
MRy NTI—D%ZANTE2REEHY XY,

vk

FloatingIP 7 RL Z%ZIYHT, 72747V 4—ILEREXEHT 5 I & T. OpenShift Container
Platform )V =DV SR —A THHATE2REICT I ENTEET,

410.2.FloatingIP 7 RLRRLTDAI VA M—=ILDET

Floating IP 77 K L 2 ¥ & 9" IC OpenShift Container Platform % Red Hat OpenStack Platform
(RHOSP) IEA YR h—IL T BT EANTEE T,

inventory.yaml 7 7 1 LT, LA TOEHZEHFRLLAWVWTLLEIL,
® os_api_fip
® os_bootstrap_fip
® os_ingress_fip

AERy N =0 ZRETETRWVIFEIX. os_external_network #ZZEHDFE FILT D EETEFE

9, os_external_network DIE%IEE L RWGFEIXIN—F —DMERINT ., BIIDT 72 arhRWEG
Bl 1 VAR —=5—E CGlance S5 DA X =V DEBICKBLET, 1 VA M=) TOERT, v
F7—0 VY —R%EERT BEEIC. MEOAREREAHRET 2REL’HY £,

Floating IP 7 R L Z £ 7= [EBBIFR DR WO, V5 RAH — APHICEIETERWVWY 27 LD S wait-
for ANV RTAVARARN—5—%5FETTBE, A VAMJVIZKBLET, TOLIBIBEICTA VR
M=K TZDEHSCAOIC, TAOFY—FXy NI —V5FRTEH, IV VERBLERY NT—7
WKHBDYATLDBAVAN—5—5FRITTEET,

Pz
APl B & Wingress R— MDD DNS LO— REER LT, ARIBREZBAMIITETET, LU
TICHlERLET,

api.<cluster_name>.<base_domain>. IN A <api_port_IP>
*.apps.<cluster_name>.<base_domain>. IN A <ingress_port_IP>

DNS H—/N—A#IE LR WEEIE. /etc/hosts 7 7 A JLICL O—RAEBMTIXZET,
DTV avicLy, APHIZBED T VA TERWREICARY, T OREIXERET

TAA AV MIEELTWEEAD, ARERBLVCTIANEHNDOA VA M—=ILHEBEICA
L) i’a—o

AN AVRAN—=IVTOATSLDIRNTA—8H —DESH
OpenShift Container Platform 4 ¥ X h—JL7O7 5 LlZ. clouds.yaml W 7 7 (L &ERAL &

T, ZOT77A0E. TV MG OT4 VIER. RBAY—EXD URL &L Red Hat
OpenStack Platform (RHOSP) B8 E/NZ X —4% — %A L £,

¥
1. clouds.yaml 7 7 1 JL&{ERR L £ 7,
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e RHOSP T4 AN E 21— 3 VIl HorizonWeb Ul BNEFNBFESICIE. FTIC
clouds.yaml 7 7 1 L&KL £,
B

NRRT7—R%Zd auth 7 4 —JL NIBEML TSIV, ¥—J Ly b
i&. clouds.yaml @ BID 7 7 4 )L ITRFTEE T,

® RHOSP 74 X M) E 12— 3 VIT Horizon Web Ul B'& F 1 W 5E X Horizon AT
ZREBEDNRWEEICIE. ZOT7 74 EHBICER L £29, clouds.yaml DFFHf I,
RHOSP R¥ a2 X ¥ h® Config files ZZHR L T XL,

clouds:
shiftstack:
auth:
auth_url: http://10.10.14.42:5000/v3
project_name: shiftstack
username: <username>
password: <password>
user_domain_name: Default
project_domain_name: Default
dev-env:
region_name: RegionOne
auth:
username: <username>
password: <password>
project_name: 'devonly’
auth_url: 'https://10.10.14.22:5001/v2.0'

2. RHOSP 1 YA M=)V TIT Y RiR4A v MBI ICECE AR (CA) 2EAT 5158, UT%
EITLET,

a. FEAEF 774N ETYVICaAE—LE T,

b. cacerts ¥ —% clouds.yaml 7 7 1 JLIZBIIL X9, ZDfEIE. CAGEBAEAN DN
root MAC L 27 U EAD AR/ R THIUENHY £7,

clouds:
shiftstack:

cacert: "/etc/pki/ca-trust/source/anchors/ca.crt.pem"

g 8

ARG L CAGERAEZFERALTA Y A b—5—%EfTL7#&IC. cloud-provider-config
*—< v 70 ca-cert.pem ¥ —DEAFE L CAAZSL2EHTEEY, AVV KAV
T. UFEEFTLET,

I $ oc edit configmap -n openshift-config cloud-provider-config

3. clouds.yaml 7 7 1 L Z L FDBAAOWTNANMIEZ X T,

a. OS CLIENT CONFIG FILE IRIEZ#H D&
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b. BITF4 LI M) —
c. UnixEEDI—H—&ET 14 L 7 b — (#: ~/.config/openstack/clouds.yaml)

d. Unix BEDH A MERET 1 L U b 1) — (f5l: /etc/openstack/clouds.yaml)
AYAM=TOTZ ALIEZDIEFT clouds.yaml Z#&F%E L £7,

412.RHOSP TO Xy hT7—20 U Y —XDIERK

WMBEDA Y T7ZAMNT I F v+ —%FHT % Red Hat OpenStack Platform (RHOSP) 4 > X h—JL®
OpenShift Container Platform ICIAER Ry hT—2 Y —R &M LET, REAZEHNT 2ICE. €
FaUT4—T—T XY RT—=0, YTRv b I—F— BLIUVR—PMEERTIIEEINL
Ansible Playbook #3217 L £ 9,

AR
o [Playbook IKEFFEHD Y U vO— K] TEYVa—IEaYoO—KLTW3,
o [A 2R K—JLPlaybook D¥ > HO— K] TPlaybook ¥ vO—RKLTW3,

FIR

L TaAFINRYY I ISR9—T7T0O4 A2 bDIFAEIE inventory.yaml 7 7 1 L %= iR&E
L. os subnet6 BN XY MEfERLE T,

2. RHOSP F7OA4 XY R TRY NI =9 )Y —RIC—BDLEZEIMIHIF SN B L DI, Ansible
Playbook TR 2RELHE JSSON 7 71 L EER L E T,

a. DAYV RERITLT, —BEDARDEZFOREEHRZFKR LI T,

$ export OS_NET_ID="openshift-$(dd if=/dev/urandom count=4 bs=1 2>/dev/null
[hexdump -e "%02x™)"

b. ARV RSAVTROOAT Y REEFTLT, TEPBREINTWDRIEAERELET,

I $ echo $OS_NET_ID

c. RDAX Y R%EEITLT. netidijson WD 771 ILIC, BRESTL JSONA TV ¥ b
EERRLE T,

I $ echo "(\"os_net_id\": \"$OS_NET_ID\"}" | tee netid.json
3. AV RFAVTROATY RERITLT, 2y M7= VY —R%E=EXKLZET,
I $ ansible-playbook -i inventory.yaml network.yaml
/ SEiD

inventory.yaml Playbook @ APIVIP 7 4 —JL K & Ingress VIP 7 14 —Jb RI&,
ZY RT—=OR=NMIEVETONELIP7RLRATEEEINZET,
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pa 3]
network.yaml Playbook IC & > TIEE I /2 ') V — X 1E. down-network.yaml
Playbook IC& > THIBRI N,

413. 41 VA M —ILERET 7 1 IV DIERK

Red Hat OpenStack Platform (RHOSP) (C4 > X b —JL 9 % OpenShift Container Platform 2 5 X 4 —
EHRAITAXTEZXT,

(1} =355
® OpenShift Container Platform 41 Y 2 h—IL 7O S LE LV I ZRY—DTIL—o L v b
Bz,
Fa
1. install-config.yaml 7 7 1 L& {ER L £ 7,

a. AVZAMN—WTOIVSLNEENDTA LI N —ICPYEX, UTFOITY REETL
i’a—o

I $ ./openshift-install create install-config --dir <installation_directory> ﬂ

<installation_directory> D&, 1 VA M= TOT S LD’MERT 27 71 LA RTE
TREHDICTALI N —RERBELET,

TALIN)—%RET 2HA:

o F4LV M) —IZ execute HERD H D Z & HEFRELF T, CDERIE. 1 VA M=
T4 LY M) —TTerraform /N F 1) —5ET§ B-DICHETT,

o EDTFA4LIMN)—%HFALEFYT, 7T—bRMNZY S X509 FAERED—EDA ~
Zh=ILT7EYy NMIBWERERIEWEZD, A VA M=ILTa LI M) —EBFALBWV
TLEIW, DIV ZRI—A VA R=ILOERDT7 74 IV EBANRTZ2HENH D5
BlE. TNOETALI M) —ICOE—F22EDNTEEY, L. 1A VRAM=ILT
Y DT 7ANER) ) —ABTERINZTREMEIHYES, 1 VA M—ILT 74
L% LLRID /N — 3 > @D OpenShift Container Platform 5 JE—9 315&/I13FE L T
CIREW,

b. 7OV T REIC, V57V ROREDFMIEREZEEL X,
L ATV VSRRV VIIT IV ERSTBOICERT S SSH X —%RIRLE T,

pa 3
AVAN=LVDTNY TEBEEEREZRTI2HEDH HEREBA

@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
MMEMAT S SSH F—%2BEL X T,

i. 9=y NMIRETZTTY N7+ —ALE LT openstack #3BIR L F 7,

i. 75289 —DA4 YA KM—=)LILERAT % Red Hat OpenStack Platform (RHOSP) M 4+&f
Xy D=0 R%EBELET,
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iv. OpenShift API ~NDHERT 7 £ XICHEAT % floatingIP 7 FL XA ZHEL X T,

v. Ay hAO=IL7L—v/—RILFEATZVPHRLKEEI6GBORAM EOVYEa— N/ —
RICEET28GBDRAM A D RHOSP 7 L —/N\—A3EEL X T,

Vi. 9529 —5FTTO4AFTDR—ARXAVERBIRLET, TRTODNS LI—RIEZ
DR—ADYTRAAVERY, VS5RY—LEEFNFT,

Viihk 7529 —DZFIEANDLET, BEIE 14 XFEUTTRIFNIERY FHA.

2. install-config.yaml 7 7 1 L ZZEE L X3, FIARRRNASIA—F—DOFFMIE. 41X b—
WERENRTA—F—] OtV avaESRLTILEIL,

3. install-config.yaml 7 7 1 L&Y O 7 v TL, BBODI SR —% 4 VA N—ILTZDIfE
ATE3&L2ICLET,

B

install-config.yaml 7 7 1 JLiZ4 Y A M=)V 7O ABICERAINET, 0D
7714V EBIATILENHZHEIF. TOBRETIhENY Ty LT
I,

INT, IBELELT 1LY b —IT install-config.yaml 7 7 1 LHDMER I N ZE T,

RS

® OpenStack DA Y XA M—JLERE/NT A —4 —

4130.RHOSP T 7OA4 XY NTOARY LY T Xy K

ZF 7> a > T, BIRT % Red Hat OpenStack Platform (RHOSP) 4 7% v MIV S R4 —%F 014 ¢
22ENTEET, Y7y D GUID 14, install-config.yaml 7 7 1 )LD
platform.openstack.machinesSubnet DfE& L TEI N X T,

IO TRy NMIVSRI—DTZA4) 4Ty hELTHERAINET, 774 KT /=S
SUVOR—MIZDOLEICERINE T, platform.openstack.machinesSubnet 7O0/X7 1 —DE%E T
XY NOUUD ICERET 2 E. EARDRHOSP Y TRy M/ —RBLVR—MEERTHIENTE
7,

ARH LY TRy N%EERL T OpenShift Container Platform 4 Y X h—5—% 2179 H1IC. RED
LTFOEHAFEILTWEIEEBBALTLLEIV,

e platform.openstack.machinesSubnet TER XN 24 7% v b TDHCP AB#ICIN TV
%,

e platform.openstack.machinesSubnet @ CIDR & networking.machineNetwork @ CIDR (C—
®9 2,

o AVARAN=NLTATSLDI—H—ICIE, BEIPT7RLRAEFHEDODR—IRE, ZOXRY AT —
JTCR=—MNEERTB/IN—Iv>arvrhd,

ARG LY TRy heERAT 27529 —I01d. UTOHIRLIHY FT,
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® FloatinglP 7 RLAZFERHTZ IR —% 1A VA M=ILTEFEDZEIC

i&. platform.openstack.machinesSubnet # 7' v k % externalNetwork v k7 — 2 |C#&
MINTVRIL—9—ILERTIVENHY FT,

platform.openstack.machinesSubnet D{& 7" install-config.yaml 7 7 1 JLICEREI N T W3
BE. AVAM—ILTATSLIEZRHOSP YV YD TSAR—hRy NT—VF 3 TRy
MEER L FH A

platform.openstack.externalDNS 7'0/XF 1« —(&, hR& LY Txy MERAKFICHERT S
ERTEIEA. DRILTF TRy beERT 259 —ICDNS ZEMY % ICIE. RHOSP
*Y NI —UTDNSZEZELZXT,

pa )

77 #J)V KTl APIVIP & xxx.5 ZEW43 L. IngressVIP &y k7 —2 D CIDR 7
Ay b xxx7ZBBLET, INH6DTT7 4L MNMEZEEZTZICIE. DHCPEIY
LT T— LA D platform.openstack.apiVIPs & & U' platform.openstack.ingressVIPs
DEZHZREL XY,

BF

XYy NT7—2®DCIDREHIZ, V5RY—DA VA M—ILZIAETEFH A, RedHat
(&, namespace TE IR I NS Pod DEZEEICKRE T DV ENH 270D, 75X
H—DAVAN—JVEFICEEARET 2-ODEENLRAA YV AERHFLTVEE
AIO

413.2. RHOSP O 71 24 ¥ 4 XX 1]z install-config.yaml 7 7 1 JLDH > T

"R D install-config.yaml 7 7 1 JLDFIE. X TDAEEA Red Hat OpenStack Platform (RHOSP) 7
AI9IA XA T avaERLTVWET,
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BF

ZOHYY TN T 74 IVEBSRBICOAMREINE T, 1 YA M= TOTSL%5FERAL
T install-config.yaml 7 7 1 L ZEE T 2EHNHY 7,

Blar> > IR %S v U D install-config.yaml 7 7 1 )LD

apiVersion: vi
baseDomain: example.com
controlPlane:

name: master
platform: {}
replicas: 3

compute:
- name: worker

platform:
openstack:
type: ml.large
replicas: 3

metadata:

name: example

networking:

clusterNetwork:
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- cidr: 10.128.0.0/14
hostPrefix: 23

machineNetwork:

- cidr: 10.0.0.0/16

serviceNetwork:

- 172.30.0.0/16

networkType: OVNKubernetes

platform:
openstack:
cloud: mycloud
externalNetwork: external
computeFlavor: m1.xlarge
apiFloatinglP: 128.0.0.1
fips: false
pullSecret: {"auths": ...}'
sshKey: ssh-ed25519 AAAA...

Bl4.2 721 7IR 4 v Y Dinstall-config.yaml 7 7 1 JL DI
apiVersion: vi
baseDomain: example.com
controlPlane:

name: master
platform: {}
replicas: 3
compute:
- name: worker
platform:
openstack:
type: ml.large
replicas: 3
metadata:
name: example
clusterNetwork:

networking:
- cidr: 10.128.0.0/14
hostPrefix: 23
- cidr: fd01::/48
hostPrefix: 64
machineNetwork:
- cidr: 192.168.25.0/24
- cidr: fd2e:6f44:5dd8:c956::/64
serviceNetwork:
-172.30.0.0/16
- fd02::/112
networkType: OVNKubernetes
platform:
openstack:
cloud: mycloud
externalNetwork: external
computeFlavor: m1.xlarge
apiVIPs:
-192.168.25.10
- fd2e:6f44:5dd8:c956:1816:3eff:fec3:5955
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- subnet:
name: openshift-dual4
network:
name: openshift-dual

ingressVIPs:
-192.168.25.132
- fd2e:6f44:5dd8:c956:f816:3eff:fe40:aecb
controlPlanePort:
fixedIPs:
- subnet:
name: openshift-dualé
fips: false
pullSecret: {"auths": ...}'
sshKey: ssh-ed25519 AAAA...

413.3. % YDARI LY TRy NDERE

AVRAN=WTATZLHTT7 4+ NTERT S IPERHIL. OpenShift Container Platform @4 > R
N —JUBFICHERX T % Neutron 7Ry h&E—BLARWAIBEELHY £, BERBEIE. 1 VA M=)

BRET7ANERELT, FiIIRV VDO CIDRIEZEHLE T,

AR

® OpenShift Container Platform 4 > 2 b —JL 7047 5 A THERK X 17z install-config.yaml 7 7

ANDHYETY,

® Python3 A1 VA M—=ILINTW3,

FIR

1. A% R34 ~ T, install-config.yaml 7 7 1 JL & inventory.yaml 7 7 1 LD EFE N5 T 1 L

M) —%ZRLET,

2. EDTA4 LY MNY—=HBRY ) T NEREITL Tinstall-config.yaml 7 7 1 LA iRET 2 H. F

BTI77MIEEHLET,
o RV TMNEFRLTEEZRET I, ROIATY FERFTFTLET,

$ python -c 'import os

import sys

import yaml

import re

re_os_net_id = re.compile(r'{{\s*os_net_id\s*}}")

0s_net_id = os.getenv("OS_NET_ID")

path = "common.yaml|"

facts = None

for _dict in yaml.safe_load(open(path))[0]["tasks"]:

if "os_network" in _dict.get("set_fact", {}):

facts = _dict["set_fact"]
break

if not facts:

print("Cannot find “os_network™ in common.yaml file. Make sure OpenStack resource

names are defined in one of the tasks.")
sys.exit(1)
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os_network = re_os_net_id.sub(os_net_id, facts["os_network"])

0s_subnet = re_os_net_id.sub(os_net_id, facts["os_subnet"])

path = "install-config.yam!"

data = yaml.safe_load(open(path))

inventory = yaml.safe_load(open("inventory.yamlI"))["all"]["hosts"]["localhost"]

machine_net = [{"cidr": inventory["os_subnet_range"]}]

api_vips = [inventory["os_apiVIP"]]

ingress_vips = [inventory["os_ingressVIP"]]

ctrl_plane_port = {"network": {"name": os_network}, "fixedIPs": [{"subnet": {"name":

os_subnet}}]}

if inventory.get("os_subnet6_range"): ﬂ
0s_subnet6 = re_os_net_id.sub(os_net_id, facts["os_subnet6"])
machine_net.append({"cidr": inventory["os_subnet6_range"]})
api_vips.append(inventory["os_apiVIP6")
ingress_vips.append(inventory["os_ingressVIP6"])
data["networking"]["networkType"] = "OVNKubernetes"
data["networking"]["clusterNetwork"].append({"cidr": inventory["cluster_network6_cidr"],

"hostPrefix": inventory["cluster_network6_prefix"]})
data["networking"]["serviceNetwork"].append(inventory["service_subnet6_range"])
ctrl_plane_port["fixedIPs"].append({"subnet": {"name": os_subnet6}})

data["networking"]["machineNetwork"] = machine_net

data["platform"|["openstack"]["apiVIPs"] = api_vips

data["platform"]["openstack"]["ingressVIPs"] = ingress_vips

data["platform"]["openstack"]["controlPlanePort"] = ctrl_plane_port

del data["platform"]["openstack"]|["externalDNS"]

open(path, "w").write(yaml.dump(data, default_flow_style=False))'

‘) FATILRY v (IPv4/IPve) BIEICERINE T,

413.4. Va1 — NIV T—ILEZEIZT D
MBDAVISZANSVFvy—5FRATEZA VAN —ILERITTBICIE, A VAN—ILERET7A1ILD
AVEa— b VDOHAELOIKKRELET., TOR, oDV EFHTERLET,
AR
® OpenShift Container Platform 4 > 2 h—JL 7045 5 A THERK X 17z install-config.yaml 7 7
1ILDHY £,
FIa

1. A Y RS54 VT, install-config.yaml "EFxh 374 LIV N)—%BRLZET,

2. EDTA4 LY MNY—=HBRY ) T NEREITL Tinstall-config.yaml 7 7 1 LA iRET 2 H. F
BTI77MIVERHLET,

o RU)TMNEFRLTELZRET SICIE. UT2RTLET.

$ python -¢'

import yaml;

path = "install-config.yaml";

data = yaml.safe_load(open(path));

data["compute"][0]["replicas"] = 0;

open(path, "w").write(yaml.dump(data, default_flow_style=False))'
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o EAFETHETSICIE. 7741/ E. compute.<first entry>.replicas D&% 0 IZ5%
ELEY,

4135.RHOSP 7OANA ¥ —Xy ND—0 LD IS RY—FTA/4 XV b

TONRA T =y ND—V DTS4 =y NT—DU 425 —T x4 X%HERAL T, OpenShift
Container Platform ¥ 5 2 4 —% Red Hat OpenStack Platform (RHOSP) IC7 704 T& & ¢, 7ON
A=Yy NT—DE—BIIC, 41 V5 —%y MADOEREICERAERNAT) vy o xy kD=2, 7
AV MEET7IEATESLDIFERALEYS, Xy N7—J2FERTOEZRO—TRELT, AN
A=y ND—0%70Yx) NEATHET DI EETEET,

RHOSP 7ONA ¥ —RXy D=9k, T—9 V9 —RNOBEOYERY N7 —JICBEEYY FLZE
9. RHOSP BEEEIZ NS AERT ZIHENHY T,

LIFDFITIE. OpenShift Container Platform 7—2 O— R 7O =%y N —V&FAL T
TRV —ILERINET,

OpenStack Datacenter
Tenant1

VM1
OpenShift workloads ~ ——— —

Provider
network

VM2 VLAN 55
App1

OpenShift workloads ~ ——— —_—

Switch VLAN 55 App 2

Tenant 2

VM3

OpenShift workloads ~ ——— —

VM4

OpenShift workloads ~ ——— —

FONA =y NT—=27I24 2 b—=)L I N T3 OpenShift Container Platform 7 5 24 —I&. T
FTUMRY NT—=UFE FloatingIP 7 FLRAZREBEELFEA, 1 VA== A1 VA=
RIZZIhEDY Y —REERLEEA.

TONA YT =Ry NT—=09 4 TDHUIE. 75y M (P TRL) BELVVLAN (8021Q 4 JH&E) v' &
FhEd,
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pa 3
VIR —F. XY NT—=0 94 THHFITBRYZ<OTANA Y=y bhT—V %

MEYR—FTEFHT, LEZE VLANRY T =0 F, BEZRK 4096 DEffiz Y
R—hLFET,

TAONA Y-y ND—0BLVOTFFY MRy N —J O MIZ. RHOSPD RFa x>k #8BLT
I,

41351 9 5RAY—DAVANMN—=JUICEIFTZRHOSP 7ONA ¥ —%x v N —V Bt

OpenShift Container Platform 7 5 24 —% 4 ~ 2 b —JL{ % H1IC. Red Hat OpenStack Platform
(RHOSP) 7 7O4 XY B LV TOANA =2y hT—0E, SEFIERFEEH/IBHENHY
xY,

e RHOSP *v k7 —24%—EZ (Neutron) B"EMEI . RHOSP *v kT —72 APIREHTT ¥
CRAAETHD I &,

e RHOSP Xy RT7—4UH—ERTIH, R—htxal)F4—CEFTT 27 KL ARTDHERENL
EHAEME IhTWBZ &,

o TONAF =Ry NT—V3MDTFV NEHBETEET,
A

--share 7 5 7' %157 L T openstack network create A~ > K= FH L T. £ETX%xv b
'7 - 9 %{’Eﬁi L/ i -a_o

o JSAH—DAVAMN=JLICHERTZRHOSP 7OV / MNE, 7ANA ¥ —v ND—0 &
BYRY TRy NERETE2RENrHY FT,

A

"openshift" EWSEARIDOTOTV I bORY M7—V % KT ZICIE. LTFOOaOYY KEAD
LE9d.

I $ openstack network create --project openshift

"openshift" EWHIKRIDOTOT I hDOY TRy FEEKRT HICIE. LLFOaOYY KEAAL
7,

I $ openstack subnet create --project openshift

RHOSP TDOxw N7 —J DEKRICEAT Z5EMIZ. 7ONA 45—y b —2ICATZ RK¥a
AV N ESBLTLETY,

PSR —h admin 1 —H— Il > TRRAEINTWSIEGEE, TOA—H—ELTA VA M=
S—EEFLTRYNI—VETR—MEERTZIHELHY FT,
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BF

TAONA T =y hO—2k, V53R —OFERICERINS RHOSP 7OV x
JMIE>TRHBEINTWEIRELNHY FT, TEINTLRVIGEIE,
RHOSP Compute —E X (Nova) IdZ DRy N7 —IHS5R—MN2BERTEFE
A,

o JONAH =y NT—UH, TT#) KT 169.254.169.254 T#H % RHOSP X ¥ F—4 H—
EXDIP7RLRICEETES & 2HRALET,
RHOSPSDN &Ry N —JH—ERREICL>TIE, 7Ry NEERTBEIC, L—M%E
RELABTNIERSBRWVWEELIHYET, UTICAERLET,

$ openstack subnet create --dhcp --host-route
destination=169.254.169.254/32,gateway=192.0.2.2 ...

o AT av: XYy RNI—UDEF21YT 14— %FETHICE B—DFOVII MADRY b
D=9 70 2RAEFIRTZ O—ILR—2D 7 ¥t 2HE (RBAC) IL—ILEER L E T,

41352. 7ANA T =Ry NT—=DILTZAR)—A VI —T x4 REFE DV RAIY—DT S
m
Red Hat OpenStack Platform (RHOSP) 7O/Nf ¥ —X vy N7 =0 EILT 547 ) =Ry D=0 4 Y
4 —7 14 A% D OpenShift Container Platform 7 S 24 —%FJOA4 25 &N TEET,
AR

o [VSRH9—DAVAM=ILICEIFTZ RHOSP 7ONA ¥ —xy N7 —0BH] |[IREHEINT

W2 EHYIZ, BFLD Red Hat OpenStack Platform (RHOSP) @7 704 A ¥ MAREI N
TWETY,

FIa
. 7T¥ XA NI F 14 —T install-config.yaml 7 7 1 L =B X X 7,
2. platform.openstack.apiVIPs 7O/X7 1 —DfE% APIVIPD IP 7 KL ZIZEREL £ 7,

3. platform.openstack.ingressVIPs 7 0/37 1 —D{E% IngressVIP D IP 7 KL RITEE L £
ER

4. platform.openstack.machinesSubnet 7O /X7 4 —DE% TONA =%y NT—0OH T
Xy MOUUID ICERELE T,

5. networking.machineNetwork.cidr 7O0/37 1 —DE% FONA ¥ —xy NT—0H TRy
DCIDR7BY VICRELE T,
B

platform.openstack.apiVIPs 7'0/37 1 —& & U platform.openstack.ingressVIPs 7
a7 4 —iFWdhE. networking.machineNetwork.cidr 70y 7 DN HEIY BT HN
TWERWIP 7 RLATHIBENHYET,

RHOSP 7ONRA ¥ —XXy NI — VI IEFET DIV FRI— DA VAN —IERET 71 ILDEY
av
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https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.1/html/networking_guide/config-rbac-policies_rhosp-network#proc_create-rbac-policies_config-rbac-policies

FASHMADI VI SZAMS I Fv—%FHLI OPENSTACKADYI S A —DA VA =L

platform:
openstack:
apivIPs: @)
-192.0.2.13
ingressVIPs: g
-192.0.2.23
machinesSubnet: fa806b2f-ac49-4bce-b9db-124bc64209bf
#...
networking:
machineNetwork:
- cidr: 192.0.2.0/24

penShift Container Platform 4.12 LA T &, apiVIP & & 1" ingressVIP X EISIEHER T, Kb
Uiz, YR MERXEERL T, apiVIPs & £ U ingressVIPs 52 EICEAZ AL ZF T,

Digk

==
[=]

TI5AT) =Y NDT—DA VI —TzARITTANA Y -y D —U & FHL

TW3MEIE. platform.openstack.externalNetwork /X5 X —4 — X 7= (&
platform.openstack.externalDNS /X5 X —4 —%Z B ET 5 EIETEXEH A,

VSR —%TTO4F BRI, 41V ZX M—F—IZ install-config.yaml 7 7 1 JL&FERA L TFO/NA
=Y ND—=DILV SR —%7704LFT,

A

7O F—xy hO—0 %53y b7 —72 % platform.openstack.additionalNetworkIDs ') X bk IC
BITEET,

VSR —OT7TFO11IC. Pod ZEMDRY N7 —JVILEHRT DI ENTEET, FMlE. EHxy
RT—=2I12DWT ZBRLTKEIWN,

414. KUBERNETES ¥ =Z7 T A B LW IGNITION ERE T 7 1 JILDERK
—EBDYVSZRY—ERIT7TAINEEBL, VSR VEFHTEBT I2MENH DD, VTR
=NV ERET BOICHER Kubernetes T =7 T A M & Ignition BRE 7 7 1 LA LM T % b
ENHYET,

AVRARN=IVERET7 71 L& Kubernetes T =Z 7 T A MIE#BINF T, ¥=7 = X M Ignition 5RTE
T77ANWICSYy TEINET, CNIFVSRI—IIVERETHLODICERTHERINET,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/multiple_networks/#understanding-multiple-networks
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BF

® OpenShift Container Platform @4 Y 2 k=)L 7O S LHERT % Ignition 5%
E77AIICIE 24 ENNEET 2 HRINICAY, TORICEHRFINBAL
BRENEFENET, iASZEFTIANICI TR I—MELE L. 24 BFREZBEL
BRIV SR —5BRENTEE. V7R —IFHRUINOIIRE = 5HNICE
TTLET, fIsE LT, kubelet sEFAE Z EI1E 9 2 7= IR EEIRAED node-
bootstrapper ;SEFAEZE X E K (CSR) A FETER T H2MENHY £, i
. A¥ ba—I L —VIAEOHRINORE,SD Y AN — (LT S
FFraxXv haSRLTIEIW,

o 2ABEMEEIRAEZIZ I TR —DA VA M—ILE 16 BEEAS 22BEICA—T —
a3V BkDH, Ignition FRET 71 ILid. EMRE R2EBEURICERT &%
WERLET, 2BBUAIIC Ignition S REZ7 71 IIVAFEATZ I &ICLY. 1 V2R
N—ILHRICEERAZEDEHRNRITINLBZEDA VA M—ILDOKKZEETE F
ER

AR E A
e OpenShift Container Platform 4 Y X h—)L 7O S LB LTWS Z &,

e install-config.yaml 1 Y X b —JLERET7 7 A ILEFERLTWB Z &,

FIR

1. OpenShift Container Platform 4 Y X b= 7O S LHNEEFNZ T4 LI M) —ICPYE
Z. VS5 AY —D Kubernetes V=7 T AMEERLF T,

I $ ./openshift-install create manifests --dir <installation_directory> ﬂ

<installation_directory> (I, #EEX L 7z install-config.yaml 7 7 1 L A& F N 54 VR
h—LTF4 LI M) —ZEBELZET,

2. avika—ILTL—ryvwyy, AvEa—rTY YLy N, BLavrO—-ILTL—VTY
vty NEEFT D Kubernetes ¥ =7z AN 74 AHIBBRLET,

$ rm -f openshift/99_openshift-cluster-api_master-machines-*.yaml openshift/99_openshift-
cluster-api_worker-machineset-*.yaml openshift/99_openshift-machine-api_master-control-
plane-machine-set.yaml

INGD)Y—REMBICFRESLVTEET SO, TNoZzHHELTI2BERHDY FHA,

o JVKEa— I VEY NI 7MIERELT, YO VAPIZFRALTIOYEa—bTY
VEERTBIEDNTIETN, BEICEDETCENOADSRBAEHRITINELN,HY F
-a—o

3. <installation_directory>/manifests/cluster-scheduler-02-config.yml Kubernetes ¥ =7 £ X
N7 7 4 )LD mastersSchedulable /X5 X —% —7' false ICEEINTWSH I & 2R L F
T, TOEREICLY., PodAIAY MO—NTL—UII VATV a—ILINBRLLRY T,

a. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 L ZF Z &
ER
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b. mastersSchedulable /X5 XA —4%—%R DI}, Ihh false ICEREINTWB I EAMERL
9,

c. 774NV EREL, TLET,

4. Ignition FEEZ7 7AW EEKT ZITIE. A YA M= TOTZLHBEEFNZTALI M) —D5
LFoavxy RERTLET.

I $ ./openshift-install create ignition-configs --dir <installation_directory> ﬂ

Q <installation_directory> (I3, LA YA R—=ITaL I M) —%EBELEXT,

Ignition B EEZ7 7 A IVIE. 1 VRAM—=IUTA4 LI MN)—RHROT—rX Sy I hO—IL7
L—r, 8LV Ea—bM/—RAIKERINZF T, kubeadmin-password & & U
kubeconfig 7 7 1 JL /' ./<installation_directory>/auth 71 L 7 ) —IT/ERRI N E T,

F—— auth
| b—— kubeadmin-password

| L—— kubeconfig

—— bootstrap.ign

—— master.ign
—— metadata.json

L—— worker.ign

5. X9F—=89 774D infralD ¥ —%#RBEEHE LTIV RR—MLET,

I $ export INFRA_ID=$(jq -r .infralD metadata.json)

D

metadata.json 7 5 infralD ¥ —Z#E L. ERRT 2T XTDRHOSP )V — X D¥#EFREFFE L THEAL
F9, CNAERTTZIET. ALTAY I NTEBOT 04 XY MEETTRICEFOHRS D
RELGWVWEDICLET,

415. 7— N A M5 v T IGNITION 7 7 1 )L D ¥

OpenShift Container Platform 4 Y 2 h—J)L 7O X l&, 7—MZA NS v Fignition FREZ7 7 1 ILH S
ERINZT—RRAMNSY TR VIKELE T,

774V EREL., 7y 7O—RKRLZET, RIC. Red Hat OpenStack Platform (RHOSP) "' /'S4 <
)= 740 &Y O—-RTEBRIERTZ2EAVYY—T—KIAMZY TlignitiongE7 71 L%
ER L ZF T,

AR

o (VAN—=Z—TOTZLHIERTST—MZXNZv Flgnition 7 7 1 )L bootstrap.ign 1%
L) i’a—o

¢ AYARN=—F—DAITF—=HT7AINDAYTSAKNSIF+— D IFEEZLE (SINFRA_ID)
ELTHREINZET,

o EHHMBREINTUVWARWEEIE., Kubernetes V=7 X b LU IgnitionFREZ 71 LD

79



OpenShift Container Platform 4.19 OpenStack ~AD A ~ X b—JL

TR Z B L TS RI W,
® HTTP(S) TT7 VL AREERAETT— MR NSy Flgnition 77 LERBETEET,

o RBEINLFIETILRHOSP 4 X—YH—E R (Glance) R L 9 A, RHOSP X k
L—oH—EX (Swift), Amazon S3. WERHTTP H—/N— F7/Id7 Kk 7 D Nova
Y—N—%FATZIEETEET,

FIR

1. LD Python RV ) FhER{ITLES, RV TMET—KMXMZ v Flgnition 7 7 1 ILEZE
BLT, RRMNEBLUOFAEATRERIGEIE. RITFO CARBRETI 71 IILERELE T,

import base64
import json
import os

with open('bootstrap.ign’, 'r') as f:
ignition = json.load(f)

files = ignition['storage'].get('files', [])

infra_id = os.environ.get('INFRA_ID', 'openshift').encode()
hostname_b64 = base64.standard_b64encode(infra_id + b'-bootstrap\n').decode().strip()
files.append(
{

'path': /etc/hostname’,

'mode': 420,

'contents’: {

'source’”: 'data:text/plain;charset=utf-8;base64,' + hostname_b64

}
)

ca_cert_path = os.environ.get('OS_CACERT", ")
if ca_cert_path:
with open(ca_cert_path, 'r') as f:
ca_cert = f.read().encode()
ca_cert_b64 = base64.standard_b64encode(ca_cert).decode().strip()

files.append(
{

'path': '/opt/openshift/tls/cloud-ca-cert.pem’,
'mode': 420,
'contents’: {
'source’: 'data:text/plain;charset=utf-8;base64,' + ca_cert_b64

}
)

ignition['storage'][files'] = files;

with open('bootstrap.ign’, 'w') as f:
json.dump(ignition, f)

2. RHOSPCLI 2R LT, 7—hXbMZ vy Flignition 771 IV EFERT A A -V R L E
-g_o
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$ openstack image create --disk-format=raw --container-format=bare --file bootstrap.ign
<image_name>

BIAXA—VDFHERFLIT,

I $ openstack image show <image_name>

filefE%= X ELZF9I, INiLv2images/<image ID>/file /N9 —> % R—E L TWET,

P
R LIEAX =D T VT4 T THBDIE2MEBELIT,

4. ARXA=IHY—ERDONT) v VT RRLRAZRGLET,
I $ openstack catalog show image

5 NTNyOFRLREA A=V filefBrilArabt. BREEFREBMELTRELET, 20D
%L, <image_service_public_URL>/v2/images/<image_ID>/file /X9 —> % ~XR—2 & LT
WET,

6. AL h—IVEEML. b=V I DEFRFELIT,

I $ openstack token issue -c id -f value

7. $INFRA_ID-bootstrap-ignition.json EW5 7 7 1 JLIZUTFOaAY T Y ABEAL. BMEDEIC
—HITBLIICTL—RARILY—%5RELET,

{
"ignition": {
"config": {
"merge": [{
"source": "<storage_url>", ﬂ
"httpHeaders": [{
"name": "X-Auth-Token",

"value": "<token_ID>"

1
]
2
"security": {
"tls": {
"certificateAuthorities™: [{
"source": "data:text/plain;charset=utf-8;base64,<base64_encoded_certificate>" ﬂ
1
}
2
"version": "3.2.0"
}
}

ignition.config.merge.source DfE% 7— M 2 k5w 7 Ignition 77 1 ILDRA ML —2
URL ICBEX#X FT,
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@© nttpHeaders ® name % "X-Auth-Token" I38%E L £ 7,

9 httpHeaders ® value # h—2 > D ID ICREL T,

Q T—MZA NS v Flgnition 7 7 4 LY —N—HBESELIMBEZ%FHAT 255 L. base64
TIVIA—RNINLIREEZEDZTT,

8. EAVH ) —IgnitionEET7 7M1 ILEFREFELZE T,

7— KX bS5 v Flignition T—4F 1&4 > 2 b —)LBFIC RHOSP ICEINE T,

DIk

==
[=]

77— MR NS v Flgnition 7 7 4 JLICIL. clouds.yaml FREEIER A & DR IBERD

BINEY, IN2eREARGBAICREFEL. A VA ML T7OEADFETRICHIBRL
gj_o

416.RHOSP T hOA—JIL 7L —VDIGNITIONE&E 7 7 1 L DIERK

OpenShift Container Platform Z B D1 > 7 5 X b 5 7 F ¥ —®D Red Hat OpenStack Platform
(RHOSP) IZA Y A h—ILE ZICIE, a¥ bO—ILTL—> O Ignition EE 7 7 1 LHBMETY, EH
DERET 7 AN RS 2RENHY XY,

R

T7—bhR NSy Fignition FREEAKIC, FEIVMO—ILTL—VII VDR MNEE
BARNICERT 2RENHY £,

AR

o AVRAN=ILTOVSLDAYT—IT7AINDAVITSANSIFv—ID IFREBLEHN
($INFRA ID) & L CEREINZF T,

o EHHMBREINTUVWARWEEIE., [Kubernetes ¥=7 =X MH LW Ignition 5&E T 7 1 I
DYERK] ZBRLTLEI W,

FIr
e OYVRSA VT, UTFDPython RV T hE2ERTLE T,

$ for index in $(seq 0 2); do
MASTER_HOSTNAME="$INFRA_ID-master-$index\n"
python -c "import base64, json, sys;

ignition = json.load(sys.stdin);

storage = ignition.get('storage’, {});

files = storage.get(files', []);

files.append({'path": /etc/hostname’, 'mode": 420, 'contents': {'source":

'data:text/plain;charset=utf-8;base64," +

base64.standard_b64encode(b'SMASTER_HOSTNAME').decode().strip(), 'verification': {}},
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'filesystem': 'root'});

storage(['files'] = files;

ignition['storage'] = storage

json.dump(ignition, sys.stdout)" <master.ign >"$INFRA_ID-master-$index-ignition.json"
done

UFo320ay hO—ILFL—V Ignition 7 7 1 ILHYER I £ T, <INFRA_ID>-master-0-

ignition.json. <INFRA_ID>-master-1-ignition.json. & & U' <INFRA_ID>-master-2-
ignition.json,
417.RHOSP TDOxvy N7 —2 1)V —XDEH

WMBEDA Y T7ZAMNTVF v+ —%FHT % Red Hat OpenStack Platform (RHOSP) 4 > 2 h—JL®
OpenShift Container Platform ICRELRY T =0 )Y —RZEH LT,

AR
® Python3 AT VIZA VA M—=ILINTWS,
o [Playbook IKEFFEHED Y v vO—K] TEYVa—IEaYoO—KLTW3,

e [A4 YR K—JLPlaybook D¥ 7> HO— K] TPlaybook ¥ >vO—RKLTW3,

FIR

L A7 a v 4Exy N7 —2U DfE% inventory.yaml Playbook 2B L £,

inventory.yaml Ansible Playbook DA% v k7 — 2 @D HI

# The public network providing connectivity to the cluster. If not
# provided, the cluster external connectivity must be provided in another
# way.

# Required for os_api_fip, 0s_ingress_fip, os_bootstrap_fip.
os_external_network: 'external’

BF

inventory.yaml 7 7 1 JL® os_external_network DEAIEE L ah > iHE
&, RIBY L VB CGlance BLUAEERMICT IV EATESR LD ICT Z2RELNDH
YEd,

2. A7V av:AExy N7 —2 B LV Floating IP (FIP) 7 KL R D&% inventory.yaml
Playbook I8 L £ 9,

inventory.yaml Ansible Playbook @ FIP {&®D#l

# OpenShift API floating IP address. If this value is non-empty, the
# corresponding floating IP will be attached to the Control Plane to
# serve the OpenShift API.
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os_api_fip:'203.0.113.23'

# OpenShift Ingress floating IP address. If this value is non-empty, the

# corresponding floating IP will be attached to the worker nodes to serve
# the applications.

os_ingress_fip: '203.0.113.19'

# If this value is non-empty, the corresponding floating IP will be

# attached to the bootstrap machine. This is needed for collecting logs
# in case of install failure.

0s_bootstrap_fip: '203.0.113.20'

BF

os_api_fip & £ U os_ingress_fip DEAZEZELABWGEE., 1 VA M—JLED
XY NT—UBREEETTILENHYZET,

os_bootstrap_fip DIEEEZ LA >LBE. 1 VA N—ILTOT S LHKK
LIcA Y AMN—IbH TNy JiEHREY 70— RTEEHA,

FHHE, REAOT7IZ7EXOEME] ZS5RBLTLEIW,

3. O< Y K34 T, security-groups.yaml Playbook #Z{T L CtEFa T 1 —FI—T%4E
BLZET,

I $ ansible-playbook -i inventory.yaml security-groups.yaml

4, O< Y K54 T, update-network-resources.yaml Playbook Z5E{TL TRy k7 —72 1)
V—REEHLET,

I $ ansible-playbook -i inventory.yaml update-network-resources.yaml 0
ﬂ Z D Playbook ., *yv hT7—0, TRy b KR—FM I—F9—IlHTZEBMLZET,

F 7. FloatingIP 7 KL 2% APl /R— h & Ingress R— MK L. Tho5DR—bDt
Fa)F4—UN—TEBRELET,

5. 77 av:Novab—NN—DMFHT DT 74 MDY VILNRN—%4HT EZ2UHELNH DHEEIE.
RHOSPCLIOY Y RAEFTLET,

$ openstack subnet set --dns-nameserver <server_1> --dns-nameserver <server_2>
"$INFRA_ID-nodes"

6. 77> a v EMK L 7% inventory.yaml 7 7 1 LAFERAL T, 1 VAM—=ILEHRITA XTE
F9, LEAE RTPAINIYVEFRTZIVIRY—%TTO1T2IENTEET,

QI7ARTF ANV VEFRLEI SRS —0D7T 704

DSRG—=DRTAGNIY Y EFERT Z2HENH SHI5AIE. inventory.yaml 7 7 A LEZEL X
To VIFRI—ITIE. RV A ETEFTINSGAVELI—MNIVVEEDBIENTEET,
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FIR

FAZTMADAI VISAMS IV Fv—%{EHA LI OPENSTACKADYISAY—DA VA M—Jb

pa 3

install-config.yaml 7 7 41 )L T, X7 X&) T—H—IfERAT S RHOSP Xv k7 —7
M FloatingIP 7 RLREZHR— M T E2HLEIMDRMINTWE I EEERLET,

RHOSP Bare Metal %t —E Z (Ironic) B"EMICZR > TH Y., RHOSP Compute APIREHTT7 7 &
ATE D,

NP A )% RHOSP 7 L —/N\— & LTHRIATE %,

95285 —1%16.1.6 LA, 1624 KD RHOSP N—2 3 Y TEITLTWBIHBAR, X9T7—%
"j‘ E 2 A% OpenShift Container Platform / — K EDH —E X THEATE R A% B DORMRE

WKLY, RTPASNT—h—IHEEL T A,

RHOSP X hT—UD, RETI VERTAY I Y —N—DOFADEHRATR—KLTW
60

BHEORY NT7—2Il%Y v aT 704 $ 2%E, RHOSPH Txy M\ TOEY 3= T
nTtwa,

AVAN=5—Il&>2TFAEY 3=V JEhd Ry NO—0IIRIVETTO4 T 254,
RHOSP Bare Metal #—E R (Ironic) #'. 7+ h3x v T —2 TER{TIN S Preboot
eXecution Environment (PXE) 7— b VA& ) vy AV LTBIET R I ENTE 3,

inventory.yaml 7 7 4 JL % OpenShift Container Platform 41 ¥ 2 h—)L 7O Z2D—#& L T
ER L TW 5,

inventory.yaml 7 7 1 LT, Y VDI L—N—%RELZET,

a. os_flavor_ worker DIE=ZRT A I T L —N—|CEBLZXT,

RT A D IJLD inventory.yaml DY FIL 7 7 A I

all:
hosts:
localhost:
ansible_connection: local
ansible_python_interpreter: "{{ansible_playbook_python}}"

# User-provided values
0s_subnet_range: '10.0.0.0/16'
os_flavor_master: 'my-vm-flavor'

os_flavor_worker: 'my-bare-metal-flavor' 0
os_image_rhcos: 'rhcos'
os_external_network: 'external’

Q ZOEE, AVEA— R NIV VIERATEIRTAYIILOIL—N—IIEBLET,
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BiFrIn/c inventory.yaml 7 7 M IV EZEHLTA VA M—)ILT7OECRAZRTLEY, 7704 XV K
BFICERINZY o Vid, Z74)0ICBMLAEZ7 L—N"—%FERALEY,

= -1o)
AVAMN=F5—F, RT7AGILIDVDRBEFRICHYA LTI NI BHAEEDHY T,
AVAN=5—=DF M LTI KNLEGEIE. 1 VA M—=5—0 wait-for A~ K %={FEH

LTF7O4 AV NEBEELTHASLT IO XY MaET LEYS, UTICHERLE
_a—o

I $ ./openshift-install wait-for install-complete --log-level debug

418.RHOSP TD 7 —hR M5 v T2 v DIERK
T—RAMSY TV %EMR L. NI Red Hat OpenStack Platform (RHOSP) TRITY %72l

BERRXY NT—UT7 O 2A%[F50LF9, RedHatld, COTOEREEHMIET ZLDICETTS
Ansible Playbook 12t L TWX ¥,

AR
o [Playbook IKEFFEHED Y v vO—K] TEYVa—IEaYoO—KLTW3,
o [A 2R K—JlLPlaybook D¥ > HO— K] TPlaybook ¥ vO—RKLTW3,

e inventory.yaml. common.yaml. & & U bootstrap.yaml Ansible Playbook (Z3#@7F 1 L 7 b
U - ‘: % %) )

o (VA M=)ITOYZLHERKL 7= metadata.json 7 7 1 JLH® Ansible Playbook &R LT 1 L
JgMN)—IZHYET,

FIa
1L AYY R4 VT FET 1LY M) —% Playbook DIZATICIYE A X T,

2. OA¥ >~ K54 ~ T, bootstrap.yaml Playbook #%E1T L £ ¥,

I $ ansible-playbook -i inventory.yaml bootstrap.yaml

3. T—=bMRARNSYTH—N=BT U7 1 TR >7%IC. OF%EFRERL. Ignition 7 7 1 ILHZE
INEZEERALET,

I $ openstack console log show "$INFRA_ID-bootstrap"

419.RHOSP Ty hO—ILTL—Y DIERK

R L7 Ignition REZ 7ML AEMFALT3I203 Y hA—LTL -3 U AEERLET. RedHat
&, CDFOER%EEHMI{LT 57<DICEITT % Ansible Playbook Z1fE L TWE T,

AR

e [Playbook IKEFFEHKD Y v vO—K] TEYVa—ILaYorO—KLTW3,
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4> =)L Playbook ®% > O— K] TPlaybook 4o >O—KLTW3,

AVAN=NTATSLDAIT—IT7AINDAVITISANSIFv— D IIBRELTH
($INFRA ID) & L CEREINZF T,

inventory.yaml. common.yaml. & & ' control-plane.yaml Ansible Playbook (&3@&7 1 L
IJR)—IZHYET,

Ay bO—IL7FL—>0Ignition &E 7 7 1 LDYERK] TYERI N7 3 DD Ignition 7 7 1

AYY R4 VT, fET 4 LY M —% Playbook DIZATICEIUE A X T,

AV kA= TL—VDIgnition RETZ 7 A IILHMEET 1 LI MY —ICEFERWIGEIK. 77
AIWVEHEET« LI M) —IZOE-LET,

O< Y RZ4 T, control-plane.yaml Playbook =217 L £ 7,

I $ ansible-playbook -i inventory.yaml control-plane.yaml

UFDIaR Y REEFTLTT—MAMNSy T T7OEREE=ZY—LZET,
I $ openshift-install wait-for bootstrap-complete

A hA—LTL—UI I UDRERITIN, VSRAY—ICBMLTWB I EABRATESE XY
T—INRRIINZET,

INFO API v1.32.3 up
INFO Waiting up to 30m0s for bootstrapping to complete...

INFO It is now safe to remove the bootstrap resources

CLIOERICL B VS RY—DOTA

9224 — kubeconfig 7 7 1 IVET YV RAR—KML, TIAIN N RATLI—HYF—-E LTI FTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—
IR T 2OICCLITHEAINZ VSR —ICEATZBEHWPI2INET, DT 7MILIEIS5RE—
ICEBEDZ 74 ILTHY. OpenShift Container Platform D4 ~ X M —JLEFICERI N E T,

1.

EIE= Jia
® OpenShift Container Platform 7 2 24 —% 7704 LTW3 Z &,
e OpenShift CLI (oc) A4 ¥ 2 h—ILI AT W3,

FIg

ROOAT Y REZEFTL T, kubeadmin ZREEESRAEATVAR— ML ZE T,

I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ
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<installation_directory> (C(&. 1 YA M= 7 74V ERELEZTAL I KM —~DN
AEEELET,

2. RDAXY REFETL, TIRAR— M INERE
TEEMRELET,

ax A&

AFEALTCoc OV Y REEEICEITTES
I $ oc whoami

H A B

I system:admin

421.RHOSP "5 DT — KR NSy 7)Y —2DOHIK
REIIRSTT—MNANSYTYY—AHIBLET,

AR
e [Playbook fkFEBEHEDF 7> O— K] TEYa—I)l&a¥ovO—RLTW3,
o [A4 YR K—)lPlaybook D¥ 7 >O— K] TPlaybook ¥ vO—RKLTW3,
[}

inventory.yaml. common.yaml. & & U’ down-bootstrap.yaml Ansible Playbook H'i@ 7 1
Lo M)—IZH B,

Ay hO—ILT L=V UNETHRTH D,
o0 IVVDARAT—H ADNTREEBIGZE L.
L\,

(VSR —RT—8 ADIER] =58
FIR

73

BRLTLKES

L. ARV RKZA4 VT, B¥ET 1LY M) —% Playbook DIBFRICEIVE XL F T,
2. A%~ K34 ~ T, down-bootstrap.yaml Playbook #31T L £ 9,

I $ ansible-playbook -i inventory.yaml down-bootstrap.yami

T—RAMSyTR=KF, == BLUFloatinglP 7 KL ZHHIBRINE T,

%%

422.RHOSP THOaOVvEa1— T VDIEK
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avhO—ILT7L—roicEg, IVE1— MYV EERLET, RedHatld, 2O 7Ot R & E4f
It 27=HICEITT B Ansible Playbook Rt L TWE T,

=S5

[Playbook IKFEHRD Y o vO—K] TEYVa—ILaYorO—KLTW3,

4> h—JU Playbook ®% > O— K] TPlaybook 4o >O—KLTW3,

e inventory.yaml. common.yaml. & & U' compute-nodes.yaml Ansible Playbook H'#ti@ 7 ¢
LY M) —IlH B,

o A VAM=)ITOYZLHERKL 7= metadata.json 7 7 1 JLH® Ansible Playbook &R LT 1 L
JMY—IZHYET,

o OV hO—LTL—UDEMTH S,

Fha
L. ARV RSA VT, E¥ET 1L 2 M) —7% Playbook DIFFICEYIUEBZ XY,
2. AX¥ Y K54 > T Playbook T L XY,

I $ ansible-playbook -i inventory.yaml compute-nodes.yami

RDODRATY S

o YV VDIAEEREKREERLET,

423. 7 VDIFAEELERDKER
IUVEYSRY—ICEBMTBEIC. BIMLZZFNEFNROIU VI LT 2 DDORBIREDEIFAEZEE L
ER (CSR)DMERINFE T, TNOLDCSRAEBINTWVWE I E%HIRT 20, BDERFGEIETNS

EEBLTLEIW, RICTIFAT Y P EKRZERBL, RICH—N—FBRZEKDTI2VEL’HY X
-3—0

lE= i3
o YUUNIITAI—ITEMINTVWET,
FIa
L VRN Va@BHELTWEIEZERELET,
I $ oc get nodes
B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 63m v1.32.3
master-1 Ready master 63m v1.32.3
master-2 Ready master 64m v1.32.3
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HAKIBER LT RTOTY YN A NKRRINET,

R

EROBAICEK, —FD CSRAERBINDET, 7—hHh—/—K(T7—Hh—
J—RELFEND) BNEFNLAWVEENHY T,

2. REBHBPOIMAEERLEK (CSR) 2R L. V7RI —ILEBMLEZENETNDOIL VDI SAT
v ME LY —/N—FERIZ Pending F7zI1& Approved 27— ANKRRIINTWS Z & %R
L/i-a—o

I $ oc get csr

H A B

NAME AGE REQUESTOR CONDITION
csr-8b2br 15m  system:serviceaccount:openshift-machine-config-operator:node-
bootstrapper Pending

csr-8vnps 15m  system:serviceaccount:openshift-machine-config-operator:node-
bootstrapper Pending

CDHEITIE, 2DDRV YDV SRAY—IZSMLTWEY, DY RAMIIFISICEZLDEER
TN CSRARRINSZAEMELHY £,

3. BMLAETY YOREFD CSR §ATH Pending R 7 —4 RIC7R > 7212IC CSR AAER I i
WIZEICIK, V5 R9—T VD CSREZERLET,

R

CSROO—T—2 3 VIZEEMICEITIND D, V7RI —IITY VBN
BIBRBELUNICCSRAZARE LTIV, 1REAMURICER LA WNEEICIE. 5T
BEoO—TF—>avhaiThbh, &/ —RIC3DULDBAENFIET S LD IC
BRYFT, INODFAEITRTCEERRTILENDHYET, V547V D
CSR A AR I NI, Kubelet [JIRHEIBAZED AV FYY — CSR = ER L &
T, INICIE. FEIOERRIDBEICRY T, RIS, RIGORHIIBEDOEHNZE
KiE. Kubelet ’RIL/NZ X —4 — & FOFMBRMAZT L ERT 2581C
machine-approver IC & > TEHEIMICERE I N E T,

pa )

RT A8 IVE & UMD user-provisioned infrastructure R ED T > > API Tld A
WTSY R4 —LTERITINTWVWSE Y FRY—DIFAE. kubelet IREIHEE
K (CSR) ZBBINICEAR T 25 E2RETI2HVEN’HY FT, BRIVERI N
BWEE. APIH—/X—7h kubelet IC#EHT T 2 IR ICIRHMEIFAZE N VA TH S -
. ocexec. ocrsh, 8L oclogs AY Y RIFIEEEICEITTETEHA,
Kubelet T RiRA ¥ MIT V2R T BEFEICIEE. ZOEAZOEBIVET
o CDAEIFHHECSRDBEEZEHR L. CSR A system:node F7-id
system:admin 2 JL— 7@ node-bootstrapper Y —EZX 7 AV ¥ MI& > TR
HINTWBZE%2ERL. /—ROIDZHERELET,

o TNLZEICERT BICIE. TRENOBEWRCSRICUATOIYTY FERITLET,
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I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names (&, RITD CSRDY X MH 5D CSR DEHITT,

o INTDREBHPDCSR ZERT BICIF. LTFOIYY FEERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs --no-run-if-empty oc adm certificate approve

pa

—EB®D Operator |&, —ED CSR B AR INZ X THATIRVATBEMELH
YEd,

4. DA T Y RBERDERBINDL, V53R —ICEBMLAEBRY Y VDY —N—BEXK2MHET S
RENDHY FT,

I $ oc get csr

6
NAME AGE REQUESTOR CONDITION
csr-bfd72 5m26s system:node:ip-10-0-50-126.us-east-2.compute.internal
Pending
csr-c57lv. 5m26s system:node:ip-10-0-95-157.us-east-2.compute.internal

Pending

5 FYDCSRAERBINT, ThHh Pending RT—F RICHDHBE. VT7RI—ITIUD
CSRZEELET,

o TNLZMEBICERT ZICIE. TRhENDOERMARCSRICLITOIYTY REERITLET,
I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names (&, RITD CSRDY X MH 5D CSR DEHITT,
o TARTDREHRDCSREZAERTZICIE, UTFDaATY REEFTLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve

6. IRTDIZAT7Y bBLUHY—/N—D CSRAFEBINLRIC, TV VDRT—F AN
Ready IC2Y 9, ULTFDIATY REETLT. ThzERLET,
I $ oc get nodes

H A B

I NAME STATUS ROLES AGE VERSION

o1
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master-0 Ready master 73m v1.32.3
master-1 Ready master 73m v1.32.3
master-2 Ready master 74m v1.32.3
worker-0 Ready worker 11m v1.32.3
worker-1 Ready worker 11m v1.32.3

pa
H—/N— CSR DEFRRICY Y VD Ready R 7 — 4% RICHITT 5 X TICHD DB
DD BHZEDDHY XS,

E3pC oF:
o FIEAEEREK

424. 1 VA M= I)LDEERETDOHEDSR

OpenShift Container Platform @4 Y A h—ILHET L TWB Z & #MEALF T,

AR
o (VA M—)LFOYZ L (openshift-install) B’H Y F 7,

FIE
e OYVRZAVT, UTFEANLZET,

I $ openshift-install --log-level debug wait-for install-complete

OS5 A3V —J)LURL EEBEDOVA VIEREAEHEDLET,

4.25. OPENSHIFT CONTAINER PLATFORM @ TELEMETRY 77t X
OpenShift Container Platform 4.19 Tl&. Telemetry Y —ERICEA V4 —FX Y KT VAP RBRET
T, Telemetry Y —E &, 759 —DREMEEHFONRMNICEATEA N VR AR BT BT
T7HIVNTRITINET, VR —DAM U9 —3y MIERINTWBIHE, Telemetry (EBEHIC
ETIN, 754 —I& OpenShift Cluster Manager ICESFRINE T,

OpenShift Cluster Manager 4 YRV MY =D IEETH % (Telemetry I & > TEEIMICHER. F7id

OpenShift Cluster Manager Z £ L TFEI THERF) T & ZHER L 7<#&IC. subscription watch Z & L
T, 7HO Y MELIETILF IS X9 —L R)LT OpenShift Container Platform 4+ 724 1) 7o a v %

BEFLE Y,

BEEER
o Telemetry H—EXDFFMIZ. VE—MNILZAEZS YV JIZDOVWT Z#HRLTLLEIN,

4.26. RDATv 7
o USRAI—DHRITAX

o MEICIKHLT, UE—MANILALR—bk BERTEZ T,
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https://kubernetes.io/docs/reference/access-authn-authz/certificate-signing-requests/
https://console.redhat.com/openshift
https://console.redhat.com/openshift
https://access.redhat.com/documentation/ja-jp/subscription_central/2020-04/html/getting_started_with_subscription_watch/con-how-to-select-datacollection-tool_assembly-requirements-and-your-responsibilities-ctxt#red_hat_openshift
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/support/#about-remote-health-monitoring
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/postinstallation_configuration/#available_cluster_customizations
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/support/#remote-health-reporting

FABEWMBADI VY ISAMS IV Fv—% ALK OPENSTACKAD I SRAY—DA VA =)L

o /—RNR—MDOHEBT IV EREBMCTIUENHZHBEIE. /—RR—FEFEHALT
Ingress 7 A9 — KT 7490 %&E LET,

® FloatinglP 7 RLRETT7 ) r—>a v 57499 %% 13 AN% LD ICRHOSP 5% %E L
TWARAWEEIE, FloatinglIP 7 L AZFEHALTRHOSP 77t X %8&E LET,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/ingress_and_load_balancing/#nw-using-nodeport_configuring-ingress-cluster-traffic-nodeport
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5% JFIELHIBIE D OPENSTACK AD Y SR —A VA MN—)L

OpenShift Container Platform 419 Tl&, 41 Y2 =LY )=V F VY DOREEI S —%ERH L T,
FIFRI N7k v b7 —2 AT RedHat OpenStack Platform (RHOSP) ICY S R 9 —% A4 VY A N—)LTZE
7,
5.1. AR S M4

® OpenShift Container Platform @4 Y 2 =)L B L UVEH 7O X DFEMERERL TW5,

o VSRH—AVAMN—IAEDERELIVCZDI—H—MEITDEfE MR L TW5,

® OpenShift VS A4 —THR—rINZTIYy hT74—L I3 v%FHALT, OpenShift

Container Platform 419 A RHOSP N—> 3 v E BN H 2 2 & =R L 7=, RHOSP HK—

b= k1) w2 2D OpenShift Container Platform #8BL T, 75 v N7+ —LDYR—I%&
BRBZN—V a3 VETHRTZIEEHETEET,

o IT—RAMILIYRAN)—%ER L. AL TWS/8—2 3 D OpenShift Container
Platform @ imageContentSources 7 —4% %= EE L TW\ %,

BF

AVRARN=IATATEIZ—HRAMIHZH, TOAVE1—9—%FERAL
TIRTDA VANV FIRETRTITBHIENTEET,

o USRHA—DARY—Y VY, A bA=ILTL—=—VDHAIV YT, BLWPeted DINT +—<T v
ABLIVARAT—ZE) T4 —ICEATRE@EI,H D, FHMlE. VA9 —DRA5 =)V JICEAT
DWRTSI0T4 A BBRBLTLLEIW,

¢ RHOSP TAXYTFT—HH—ERADEMELINTWS,

52. %Y NID—IUDHIRINEZRETDA VA M =ILIZDWT

OpenShift Container Platform 419 Tl&, Y7 bz 7AVR—RV NEREBT2HDICA V9 —% Y
MADT VT4 TREGEVEE LBRWVWA VA RN—ILERITTEET, *v NT—I0FHRINARE
DAVARN=IIE, VSRAI—DA VRN =IWEERZIVZTRTZY b T +—ALIZIGE LT, installer-
provisioned infrastructure & 7z |d user-provisioned infrastructure A L TETTE X9,

IZ9RTSY N I3—LLETRY NT—UDFRINIZA VA MN—ILDRITEZBRLIBETH, T
DIZIRKRAPINDT IV EZZADMEICKRY £9, Amazon Web Service D Route 53 DNS ¥ IAM H—E
ARED—EDY S RHEEICIE, 1 V9 —Xy NTIECADPBETY, Ry bT7—2I1CL 2T R
T AZI)/N—RD 7, Nutanix, F7lE VMware vSphere ANDA YV XA M —JLIZLERA VF—FR vy b
T EAND R TEUHBENHY X,

ZY NT—ODHRINIZA VR N—ILETET T 5ICIE, OpenShift 4 XA—J LY NY—DOaV TV
VYaIZ—)2V L. AVAMN—IATATEEOCLIAN) —%2ERT D2MENHYET, DI

Tl A=y NEFIRIN/ZRY ND—VDEAILT IV EATEDZIS—HKRAMNT, £IEH
RICKINT 2D AEEFERAL TERTEET,

5.2.1. T DL DHIR
Xy RT—OBEIRINEBED Y 529 —ICiE, LTOBMOHRSE L KL HY £7,

e ClusterVersion 2 7—# X (Z|d Unable to retrieve available updates T —h»'&FENn 7,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/architecture/#architecture-installation
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/installation_overview/#installing-preparing
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/architecture/#supported-platforms-for-openshift-clusters_architecture-installation
https://access.redhat.com/articles/4679401
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/disconnected_environments/#installing-mirroring-installation-images
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/scalability_and_performance/#recommended-host-practices

55 JEESIRIE D OPENSTACK AD Y S A —A4 VA M=

¢ FTIAIKTIE, BERAA—IJRAN)—LYTICTIVEATERVWED, REEHSIOITD
AVFTUYRERTEIZEA,

5.3. OPENSHIFT CONTAINER PLATFORM % RHOSP I(C1 Y A h—)LF
2VV—ADAA RZA4 Y

OpenShift Container Platform @4 ~ XA h—JLAHR— M9 5728 IC. Red Hat OpenStack Platform
(RHOSP) 7 # —# IZU T DEH Z T HENHY F T,

#5.1RHOSP M7 7 # JL b M OpenShift Container Platform 7 5 24 —ICEAd 3 #tEY VY —2R

yy—2 ia
FloatingIP 77 K L X 3
R—b 15
W—5— 1
TRy b 1

RAM 88 GB
vCPU 22
RYa—bLRAKNL—Y 275 GB
AVRHVR 7
txal)Fa—J—"7 3
t¥aF4a—TN—TI—I 60
Y—=NN=TI—=7 2-BIV VT DEBMDTRAZE) 74— —

V&I T1DEMm

PSR —IFHREIND )Y —RLYE Y —ZADBDRWGEICEKEET 2IGEHY ETTH., TDH
BDONT =TV RAIFRIEIEINFTHA,

BF

RHOSP A7 x4 MR KL — (Swift) B FIARIBET. swiftoperator O—JL % HFD
A—H—=TAHD Y MIE>TEEINTWBIGE., I Nid OpenShift Container Platform
AA=ILYRAN)—=DTFT7AIIMNRNY TV RELTERINEY, COBE. R
Ja—LRAML—YBHIFT75GB TY, SWift BBEEHIE. 1 X—YLIYZARNY—DY
A XICE>TERYET,
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4 s 0]
FIFIWKNT, X2 UFTa—I—TBL0tExFa) T4 —TIN—TI—ILDY +—
FIMELSREINZAEELHY T, MEIMELLFEICIE. BEEELT

openstack quota set --secgroups 3 --secgroup-rules 60 <project> %317 L TIE% &
PLET,

OpenShift Container Platform 7704 XV M, av hO—)TL—r<x>Y Y, AvEa—b3 Y
V. BLUVT=PRAISY TV THERINET,
53.1.avhO—-)LTL—rIv

77 # )L b Tl&, OpenShift Container Platform 4 Y XA h—J)L 7O E3 >3y ha—ILTL—>
YO UEERLET,

FRNENDOIY VIIEUTAMRETT,

®¢ RHOSP 7 #—49HDHLDAVAI VR

RHOSP 7 # — 4 M5 DKR— b

o DIRKEBLIBCGBDAE)—&4DDVCPU Z{HATcT7 L —/3—

RHOSP 7 # =9 o472 £H100GB DA ML —VRE

532.dvEa—hkvTv

77 # )L b Tl&, OpenShift Container Platform 41 YA h—J)L 7O A3 20V Ea—F 1V I<
YUEERLET,

TRZERDOI Y VITIIUTHIBRETT,
® RHOSP 7 #—49DLDAVRH VR
® RHOSP 7 # —4HHDR— K
o Vi EHE8CGBDAE)—E2DDVCPU A2 727 L—/3N—
® RHOSP 7 #—49H 6D EE100GBDRANL—VARE
/) 8

JYEa—bhT Y ViE. OpenShift Container Platform TRTINZ7 T r—> 3 v AKRARNLE
T TEBRFZLDT7 IV =Y avaERTIBIENBEHINTVWET,

533 .7— MRSV TV

AVAN=IVEIC, T MANSy T vid—BMICTOoEY sz xh, avha—IL7FL—v
HEELE T, EREHREROIY MO—ILTL—VOEB/NTELBIC, T—NRAMNSY TV
D7OEY 3=V TIIEBRINE T,

T—RNANSY TR VICIELULTIAMRETT,

¢ RHOSP 7 #—49HDHLDAVRAI VR
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® RHOSP 7 # —4HMHDKR—h
o DIRCEEI6CBDXEY —& 4DDVCPU ZfHA LT L —/3—

® RHOSP 7 # =464 EEL100CGBDA ML —YHEE

5.4. OPENSHIFT CONTAINERPLATFORM DA V% —xv N7 IR

OpenShift Container Platform 4.19 Tl&, 75X —DA VA MN—JVIZRERA A=V ZRET 27D
e AV =Ry MIT I ERT2RENHYFXT,

RDTIV2aveRITIBICIE. A V=Y MIT I EATEDHRENHY TT,

® OpenShift Cluster Manager IC7 2R L., A1 VA M= FOV S L&Y O0—-KL, T2
P) T avEBAERITLET, VSRI—DA VI =Ry MITVEZATE, Telemetry &
EMILTVWAWGE, TOY—ERICE>TIZRY—DH TR T a yAEENICE
MeINET,

o VISR —DAVAN—IVNIREBERNRNYy F—Y %G T B7HIC Quayio 7 V7EALET,

o VIR —DEHERITITBLDIIRERN Yy r—IZBFLET,

5.5.RHOSP T® SWIFT O&x1t

Swift (£, swiftoperator O—ILDHZ1—H—THU Y MIL>TRIEINET, 1 VR M= T0OT
SLERTTDENC. O—ILETHTY MIBMLET,

BF

—#&IC Swift &M (EN % Red Hat OpenStack Platform (RHOSP) # 7Y = h A ML —
JH—EZ PR AAEEAGE. OpenShift Container Platform ldZ a4 X —J LY R
P)—ZRL—=YELTERALEY, AIATEARAVES, 1 YR M= 7OT 5 4
Cinder E LTHIBGN D RHOSP 7Oy VR ML —YH—ERIEKELET,

SWift ’"EEL. ChEFERETINELNHDIHEIE. SWIft NDT7 IV X EBWIIT 3
EN’HYUET, INHDPEELAVGECFERTILENBTWGRIE. OV aVE
AL TLEIW,

BF

RHOSP 17 Tl&. Ceph RGW @ rgw_max_attr_size /X5 X — 4 —$* 256 XF IR E X
nNEY, TOHREIEX. T T F—A X —U % OpenShift Container Platform L ¥ Z bk
)—IZ7y 70— R BBICREEZS X I LET, rgw_max_attr_size DfEIL, 1024
XFLULICERET 2HENHY XY,

A VAN=ILTBEINC. RHOSP DF 7O XY "D ZDREBEDHEEZITEHE D O
MLTLEIY, EBEZIT 2581, CephRGW ZHEREL X7,

AR
o H4—/4vw NRIBICRHOSPEEBET7Z AU Y MO HY £,
o Swift H—EZXANS VA MN=ILINhTVWZET,

e CephRGW T, accountinurl = 7> 3 VHAEMEINTWE T,
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https://console.redhat.com/openshift
http://quay.io
https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html-single/storage_guide/index#ch-manage-containers
https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html-single/deploying_an_overcloud_with_containerized_red_hat_ceph/index#ceph-rgw
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FIE
RHOSP £ T Swift #8%IC9 %1213, LTFAEERITLET,

1. RHOSP CLI D EHEE & L T, swiftoperator O—JL% Swift ICT7 7R 9257 H 7V MIEM
LET,

I $ openstack role add --user <user> --project <project> swiftoperator

RHOSP F7OA AV NTlE, 41 A—YLIRMNY —ICSwift 5T HIENTEET,

56. 4 VAN—=—ILTAOTSLDINSA—F—DESH

OpenShift Container Platform 4 ¥ X h—JL7O7 5 LlZ, clouds.yaml W 7 71 L AERAL &
¥, TOT77ANE. TRV MG OT4 VIER. RBAY—EXD URL &L Red Hat
OpenStack Platform (RHOSP) B8 E/NZ X —4% — %A L £,

¥
1. clouds.yaml 7 7 1 JL&{ER L £ 9,

e RHOSP T4 AN Ea1—>3VIZHorizonWeb Ul BNEFNBESICIE. FTIC
clouds.yaml 7 7 1 L&KL £,

BF

NRRT7—R%Zpd auth 7 4 —JL FIBML TSIV, ¥—J Ly b
I&. clouds.yaml @ BID 7 7 1 )L ITERETEET,

e RHOSP 74 X M) Ea— 3 »IZ Horizon Web Ul A& £ 7AW FE Y Horizon ZF A9
ZREBEDNRWEEICIE. ZOT7 74 ERBICEK L £29 . clouds.yaml DFFHf I,
RHOSP R¥ a2 X > h® Configfiles #Z5BB L T LI WL,

clouds:
shiftstack:
auth:
auth_url: http://10.10.14.42:5000/v3
project_name: shiftstack
username: <username>
password: <password>
user_domain_name: Default
project_domain_name: Default
dev-env:
region_name: RegionOne
auth:
username: <username>
password: <password>
project_name: 'devonly’
auth_url: 'https://10.10.14.22:5001/v2.0'

2. RHOSP A4 YA M=)V TI Y RiRA v FEREEAICECE AR (CA) 2EAT 2158, UT%
EITLET,

a. FEEF 774N ETYVICOAE—LE T,
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https://docs.openstack.org/os-client-config/latest/user/configuration.html#splitting-secrets
https://docs.openstack.org/openstacksdk/latest/user/config/configuration.html#config-files
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b. cacerts ¥ —7% clouds.yaml 7 7 1 JLIZEBIIL £T, ZDfEIE. CAGEBAEAN DN
root UMICEL 2TV EADARER/INRATHIBELHY £T,

clouds:
shiftstack:

cacert: "/etc/pki/ca-trust/source/anchors/ca.crt.pem"

g

ARG L CAGERAEZFERALTA YA b—5—%EfTL7%&#&IC. cloud-provider-config
*—< v 7D ca-cert.pem ¥ —DEARE L CAAZS2EHTXEY, AVV KMV
T. UFEEFTLET,

I $ oc edit configmap -n openshift-config cloud-provider-config

3. clouds.yaml 7 7 1 L Z L FDBAAOWTNANMIEZ X T,
a. OS_CLIENT CONFIG_FILE B8 0 fE
b. |ITTA4 LI M) —
c. UnixBEDI—H—5&ET 14 L ¥ b — (#f: ~/.config/openstack/clouds.yaml)
d. Unix BEDH A MRET 1 L U b 1) — (f5l: /etc/openstack/clouds.yaml)
AYAM=ITOTZ ALIEZDIEFT clouds.yaml Z#&F%EL £,
5.7. OPENSTACK CLOUD CONTROLLER MANAGER D7 7Y 3 VE&R7E

F 7> ar T, U5 A4 —D OpenStack Cloud Controller Manager (CCM) SR EARETZET, D
XX, OpenShift Container Platform #' Red Hat OpenStack Platform (RHOSP) & ®t5&9 % 5%k %
#mLEI,

BENTA—Y—DFLAY) A ML, [OpenStack DA Y XA b—Jl] RF a1 X h®D OpenStack
Cloud Controller Manager Y 7 7 LY 2 H A K] #SB LTIV,

FIR

L V9SRI—BICERINYZTIZART 7ALUDRWVGEIEE, UTOIYTY RZEITLTE
’ﬁbi’g—c

I $ openshift-install --dir <destination_directory> create manifests

2. T¥AMNIT 149 —T. cloud-provider EEX =7 T A M7 7M1 IV ERAEET, UTFIHIAER
Lji-a—c

I $ vi openshift/manifests/cloud-provider-config.yaml

33.CCMYT7LYRAARIR->TAHTYavEEBRLET,
BEOBD=HIC Octavia R ET DT EN—BHWTT, UTICHERLEFT,

I .
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[LoadBalancer]

Ib-provider = "amphora" ﬂ
floating-network-id="d3deb660-4190-40a3-91f1-37326fe6ec4a”
create-monitor = True 6

monitor-delay = 10s ﬂ

monitor-timeout = 10s

monitor-max-retries = 1 G
#...

‘D ZO7ONnRT 4 —iE, O— KRS UH—pERT % Octavia 7ONS F—%HEL F
¥, "ovn" /=l "amphora" ZfEE L TZIFANZT T, OVN DERA%ZZERT 256
iz, Ib-method % SOURCE_IP_PORT.

Q ZDTONRT4—E, BHROABRY NDV—0 %2059 —CTHERTZ2HBEITBLETT,
P9 RTONA =&, TITEETSXRY NT7—2 EICFloatingIP 7 KL 2 & {ERK L
i’g—o

g Zo7aAnNF 4 —lk, 759 RK7FONA F—H Octavia A— KNF U H—DANJI A EZ
H—%ERTZDEINEFELET, NVRAEZY—%ERT BICIE. E% True I1I5%
ELFzFJ., RHOSP16.2 DEIER T, Z DO#EEIL Amphora 7O ¥ —TODHFETEZF
-a—o

@ o/ORTa—ik BERINBIVRRAYPOBEERELET. B
time.ParseDuration() XX THZHEHLHY £, 2D FO/NF 14—, create-monitor
TanNT 4 —DEHD True DIHEIHETT,

© oTORFa—iE YALTY T BRICERERIBRCBHBAERELET. B
time.ParseDuration() XXX THZHEHLHY £, 2D FO/NF 14—, create-monitor
Z7O/RF 4 —DED True DIBEICHETT,

@ ZOFANnNT4—ld, O—RRSUH—HPA US4V ELTI—VINBRNICHERE=
) TEROEAEERZLE T, BEIFBHTRTNIERYERA, 2OT7ONRFT 1 —
I&. create-monitor 7 O/XF 4 —D{ED True DIBEICWHETT,

BF

EEHRETBRIC. F7MIDPELLBELELINTWBZEAERALET, 7
O/NRF 4 —HMBEREIaVICBINTWERWE, VSRI—DNKRERT B &
rHY FT,

BF

.spec.externalTrafficPolicy 70/37 1+ —D{EA" Local ICEREI N —ER %
FAYT %BAL. create-monitor 7O/35F 4 —DfE% True ICRET Z2HENDH
Y £9, RHOSP16.2 M OVN Octavia 7E/NA ¥ —l&, NIV RE=ZH —%HR—
FLEHA, DD, Ib-provider DEA "ovn" ICEREI N T W BI5E. ETP
RS A—4H—DEH Local ICEREINALY—ERIZHELRVWEAESELH Y £
ER

4. BREEZI7AIIEREL. 1 VAL EHEITLET,
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)

AVAN—5—DETFTHRIC, 759 RO ¥ —HBEEFHFTXFT, vV KSA4 VT,
UTFEEIFTLEY,

I $ oc edit configmap -n openshift-config cloud-provider-config
LRZFRFELEE. 75X —DOBREICESVERERIINYET, /— KD
SchedulingDisabled D Z Z DB &IE. 7OEANRETLET,

5.8. %Y N7 —UHHIRINAA VX M—JLA®D RHCOS 1 4 —T DERK

Red Hat Enterprise Linux CoreOS (RHCOS) 4 X —Y % 4 > O— K L. OpenShift Container
Platform % & v k7 — 2 HHIBR X 117z Red Hat OpenStack Platform (RHOSP) I|RIZICA Y A b—JL L &
ER

AR
® OpenShift Container Platform 1 Y 2 b= 7OV S LEZBRBLET, xv 7= FIRX
N4 YA M=V TIE, 7OVSLIEIS—LYARN)—ZANEICEINET,
FIR

. RedHat AR —R—FIDEFZF I vO—RKR—=2 (a4 LE9,

2. Version T. RHEL 8 F® OpenShift Container Platform 419 O&x#1") Y —RZZBIRL X7,

BF

RHCOS 4 X —<|F OpenShift Container Platform D& ) =R T EICEE I 1
BRWHREMENHY FT, 122 M—ILF B OpenShift Container Platform /8 —
TavEFELWLWH TRUTON—=Ya VORTREFLWA=—U 30D A —
TDEAFOVO—-RTIZRENHY FT, FARBERIFZEIE. OpenShift
Container Platform /X\—=2 3 VIL—HT2M A =P D=V a Vv aERALE T,

3. Red Hat Enterprise Linux CoreOS (RHCOS) - OpenStack Image (QCOW)f X —L &5V
a— I\“ L/ i -a—o

4. 1 XA-—VZRRALET,

R

VSR —DMERT BREICA A=V EEMERIRT 20ENHYET, Fo 00—
RL7EZZ7 74 ILDERENIC. gz TiE tgz R EDEMBILRFAS TN TULWARWEG
BOHYET, 77MIVEERT 2. EDOLDICEMET 20 %MHRT 2T,
IRV RSAVTUTEABDLET,

I $ file <name_of downloaded_file>

5. EfERRR L4 X—T %, Glance 72 & D bastion Y —/XN—\ 57 7 A ABERIBARICT v 7
A—KRLEY, UTFICHIERLET,

I $ openstack image create --file rhcos-44.81.202003110027-0-openstack.x86_64.qcow2 --
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I disk-format gcow?2 rhcos-${RHCOS_VERSION}

BF

RHOSP IRIZIC & - Tldk, .raw F7/21d .qcow2 XX DWTINTA XA —T %
7y 7TO—RTEXBGEAN’HY LT, Ceph 2FERAT 2541E. raw XA EMA
TEIRENHY ET,

Dig¥
Of

YR =N TOYSLHE LB E RS ERDA X— Tk BT 218

B, TNLDAA=VDVWITNOID S VI LIBIRINE T, COEEE
O8¢5 IClE. RHOSP TY Y —RDO—EDZmAEERLE T,

INT, A X=IUDFIRINZA VXML THAAREICAY £9, OpenShift Container Platform 7
TOA AV MNCHERTZAA—VDRBIELIIIBREXAELE T,

5O A YVAN=IERET 71 ILDIERK

Red Hat OpenStack Platform (RHOSP) (Z4 > X b —JL 9 % OpenShift Container Platform 2 5 X 4 —
EHRAITAXTEZXT,

AR

® OpenShift Container Platform 41 Y 2 h—IL 7O S LE LV IV ZRY—DTIL—o L v b
NHzd, X2y NIT—IDFRINIEA VA N—ILTE, ThE5DT77A4ILAIZ—KRAMEIC

BEMNET,
o IS—LIYRMNY—DEKREFICERNS N7 imageContentSources EN'#H 5,

o IS—LYZRKNY—DIRAZTORT=NRF[L TN,

® Red Hat Enterprise Linux CoreOS (RHCOS) 4 A —Y %G L. 7V ZRARERIGRICT v 7
A—KLTW3,

¥
1. install-config.yaml 7 7 1 L& ER L £ 7,

a. AVZAMN—WTOIVSLNEENDTA LI N —ICPYEXL, UTFOITY REETL
i’a—o

I $ ./openshift-install create install-config --dir <installation_directory> ﬂ

<installation_directory> D&, 1 VA M=) TOT S L’MERT 27 71 L& RTE
TREHDICTALI N —RERBELET,

TALIN)—%RET 2HA:
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e F4L U KNY—Ilexecute tERN DB &R LFT, TOHERIZ, 1 VA M=
T4 LY M) —TTerraform /N4 F 1) —5FT§ 5-DICBHETT,

o EDF4LYUMN)—%FEALEYT, 7T—MANSY S X509 SIAERED—ED A ~
AM=ILT7 Yy NEBEWERNEWZH, A VA= T LI M) —ZBRALGZW
TLEIW, BIDISRAI—A VA N=ILOERDT7 74 IILVEBIATZLENDH 515
BlE. TOETALI M) —ICOAE—F BRI ENTEEY, L. A VAT
Ty MNDT74ILEIF) ) —RABTEREINZ ARSI HYET, 1 VA= T 74
W% LEID/N— 3 >~ D OpenShift Container Platform 25 I E—9 2558 13FE L T
{IEIW,

b. 7OV RRIC. 757 FOZREDHMBEREBELF T,
L AT AV ISRV VIIT IV ERSTBOICERT S SSHX—%RIRLE T,

R

AVRAN=IDTNY TFLBEEEREZETTI2VEDH 5EREH
@ OpenShift Container Platform 7 5 X4 —Tld. ssh-agent 7Ot X
MMEMAT S SSH XF—%2BEL X7,

i. 9=y NMIRETETTY N7+ —ALE LT openstack #3ZIR L F 7,

i. 72289 —DA4 YR KM—=JLILERAT % Red Hat OpenStack Platform (RHOSP) D 4&8
Xy D=0 BEBELET,

iv. OpenShift API ~NDHERT 7 LR ICERAT % floatingIP 7 L AZEEL XY,

v. A hAO=IL7L—v/—RILFEATZVPLLKEEI6GBORAM EdVYEa1— N/ —
RICEET28GBDRAM A D RHOSP 7 L —/\—A3EEL X T,

Vi. 9529 —5FTTO4TDIR—ARXAVERBIRLET, TRTODNS LI—RIEZ
DR—ADYTRALVERY, VSRI—ZLEEFNFT,

Viih 7529 —DZFEIEANDLET, BENE 14 XFEUTFTTRIFNIERY FHA.

2. install-config.yaml 7 7 1 JUC. platform.openstack.clusterOSImage D{E% A X — DIGFFRT
FEFEBANCERELE T, UTICHlZRLET,

platform:
openstack:
clusterOSImage: http://mirror.example.com/images/rhcos-43.81.201912131630.0-
openstack.x86_64.qcow2.gz?
sha256=ffebbd68e8a1f2a245ca19522c16c86f67f9ac8e4e0c1f0a812b068b16f7265d

3. install-config.yaml 7 7 1 L &Z#RE L. *v N7 —UHDFHIRINAZRIETDS VX M—ILITih
ZREMOBHREZRHELET,
a. pullSecret DIE=FH L CT. LY A MY —DFRIEIHBEHREEML T,

pullSecret: {"auths":{"<mirror_host_name>:5000": {"auth": "<credentials>","email":
"you@example.com"}}}'
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<mirror_host_name> DizH. I T7—LIVANY—DiAETEELZL YA M) — KX
1% %3E L. <credentials> DIFEIE. IT—LIJAK)—Dbase64 TTYI— KX
NEA—HY—EELVPNRRT—RKEIEBELZE T,

b. additionalTrustBundle /X5 X —4% —8 L MEEBIML X7,

additionalTrustBundle: |

ZDER, IZ-LYAMN)—ICERLIERETI 71 IILORBRTHE2REDHY EY,
EAE 7 7 MLk, BIFDEETE 2R, FLREIZ—LYRAMN)—RBICERLZE
CELIAEOVNT N T,

c. RO YAML DD L HI A X =IOV F Y)Y —2&5E8MLET,

imageContentSources:
- mirrors:
- <mirror_host_name>:5000/<repo_name>/release
source: quay.io/openshift-release-dev/ocp-release
- mirrors:
- <mirror_host_name>:5000/<repo_name>/release
source: registry.redhat.io/ocp/release

INSDEICIE. TT7—L YR M) —DERBFICEEER S 117z imageContentSources % §
ﬁ L/ i’a—o

d. ABERAMZFTY—% Internal IZEREL T
I publish: Internal

IDATavERETDE, Afingress AV hO—5—BL VP TSAR— b O— KNS
Y- ERLET,

4. HEZ install-config.yaml 7 7 1 JLICHBDERAMA T,
NS A= —DFFMIE. T4V RAPM—IVERENRTA—9—] Z#SBLTLEIL,

5. install-config.yaml 7 7 1 L& /Ny V7 v TL, BEODI SR —% 4 VA M= T ZDIfE
ATE35&L2ICLET,

BF

install-config.yaml 7 7 1 JLiZ4 Y A M=)V 7O ABICERAINET, 0D
7714V EBIATIRENHZHEIF. TOBRBETIhENY Ty LT
e Y AW

BIER R

® OpenStack DA Y XA M—JLERE/NT A —4 —

5914 YVAMN=IEDYISRAY—L2EOTOXFS—DETE
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EREIRETIE. 19—y MADEET I ERAEEEL. KDYITHTTP £/AEHTTPS 7O+
V—%FRETEZIENTEET, TOFP—RE% install-config.yaml 7 7 1 JLTITO T &ICEL Y. 3

710)

OpenShift Container Platform ¥ 2 24 —% JOFX > —%FHT 2 LI ICRETETET,

AR

FIR

o BIZ O install-config.yaml 7 7 1 L A% 5,

o VISRI—ITIVERTEZUVEDHZDTA NaBREFAT., ThoownwFhhh 7 OF> —%
NANRRGTEZRERHBINEIDNEHFLTWS, T7AI KT, $XRTDY T RXH — Egress
NST74 9D (VSR —%KRANTZISTRNICETZI59 RTONM5—APIHIIRT S
MUOHBLAESD) 70X —3hFEY, 7OF—BBITHLCTNNA/RRTBDIT, Y4
N% Proxy # 72 =9 h® spec.noProxy 7 4« —JL KIZTEIML TW3,

R

Proxy & 7'~ = 7 b ®@ status.noProxy 7 4 —JL RIZIE, 4 ¥ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. & &
U networking.serviceNetwork[] 7 1 —JL KOENBZREINZE T,

Amazon Web Services (AWS). Microsoft Azure, & & U Red Hat OpenStack
Platform (RHOSP) ~D A ~ 2 h—JLDIFE, Proxy £ 79 b®D
status.noProxy 7 1 —JL RKICId, 41 YRAIVAAITF—=HDITY KRSV K
(169.254.169.254) L EINF T,

1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLEFT. UTICHERLET,

apiVersion: vi

baseDomain: my.domain.com

proxy:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com e

additionalTrustBundle: | )
----- BEGIN CERTIFICATE--—
<MY_TRUSTED_CA_CERT>

additionalTrustBundlePolicy: <policy_to_add_additionalTrustBundie> @)

DSR2 —HNDOHTTP A EK T 27=OICERAT2 0%+ — URL, URL ¥ — AT
http THZLENDHY £,

ISR —NTHTTPS #f 2 ER T 57-DICFEAT 2 7O+ — URL,

TOXY—DOBRHNTBODEERAA VA, IPT RLR, FhdthoRry hO—2
CDROAVIEEPYDY R K, YT RKXA 2V DHE—BHTDLIIT. KA VODHIIC.
ERHTET, & ZIE, y.com iE x.y.com [C—H L FF A, y.com (TIEF—HLFEA, *
EHEAL, IRTOBEDTOFT—ENANRRALET,

o

@ EEINTLBHAE A VAL TOISARFHTTPS O T OF S —ICUER1D
LAEDEID CASFEAREN S F N 5 user-ca-bundle & W\ D LRIDEREY Y T4
openshift-config namespace ICHM L £9, JRIC Cluster Network Operator (&, Zh 5
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M3 Y7 Y% Red Hat Enterprise Linux CoreOS (RHCOS) {§8/Y> RILIZx—T 9 %
trusted-ca-bundle configmap Z/ER L. Z®D configmap & Proxy # 72 7 kD
trustedCA 7 1 —JL RTHHRIN £, additionalTrustBundle 7 1+ —JL K&, FO#*
S—DTATVT 4T 4 —itBAED RHCOS E8/NY KILAW L DERFER/ICL > TELIN
RWIRY BEICRY T,

9 Z 7> 3 v:trustedCA 7 1 —JL KD user-ca-bundle 32 E~ v 7% S8R ¥ % Proxy #+ 7
V) NDBREERET DR P—, FFAII N B{EIL Proxyonly & & U Always T
¥, Proxyonly #ff L T. http/https 7O+ > —AEEIN TV BIHEICDH user-ca-
bundle 58 E~ v 7% SR L %9, Always #ffH L T. FIC user-ca-bundle ;2 E~ v 7
BB LEY, T 74/ MEIE Proxyonly TY,

R

AR N=TOTZLIE. FOF>—0D readinessEndpoints 7 1 —JL K% H
/_j_:_ I\ L/iﬁ/bo

R

AVAN=5—=DF A LTI KNLEGEIK. 1V M—=5—0 wait-for A<
REFARALTT 7O/ A Y NEBREBLTHAST A4 XV MNERTLEY, U
TICHAERLET,

I $ ./openshift-install wait-for install-complete --log-level debug

2. 7714 %{&RTE L. OpenShift Container Platform @1 Y X h—JLBICChESRL £,

A VRAN=TOTZ LI, FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster
EWSERIDYISRY—2f0TOF Y —% ML FET, TOFI—FREMEEINTLARNE

PAN
=N

cluster Proxy 7 72 = 7 R DMKARE L THERINETH. ThiCid spec H'dH Y FH A,

R

cluster & WD ZEID Proxy £ 7V 7 kDALY R—KMIh, Bo7OF>—%4F
KB EIETELZHA,

5.9.2. flIfR X 117z OpenStack 1 Y A h—ILD A R4 < 4 XX N7 install-config.yaml

274ILDY > TIL

Z DY 7L install-config.yaml (£, 9 X TDHAEEA: Red Hat OpenStack Platform (RHOSP) 1 X 4
RAXA T avaERLTWET,

B

ZOHYTINIT7AIINEBSRAICOAMREINET, 1 VANV TOTSL%EFERL
T install-config.yaml 7 7 1 L ZEVE$ 2 EHNHY 7,

apiVersion: vi
baseDomain: example.com
controlPlane:

name: master
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platform: {}
replicas: 3
compute:
- name: worker
platform:
openstack:
type: ml.large
replicas: 3
metadata:
name: example
networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
machineNetwork:
- cidr: 10.0.0.0/16
serviceNetwork:
-172.30.0.0/16
networkType: OVNKubernetes
platform:
openstack:
region: region1
cloud: mycloud
externalNetwork: external
computeFlavor: m1.xlarge
apiFloatinglP: 128.0.0.1
fips: false
pullSecret: {"auths": ...}'
sshKey: ssh-ed25519 AAAA...
additionalTrustBundle: |

55 JEESIRIE D OPENSTACK AD Y S A —A4 VA M=

imageContentSources:
- mirrors:

- <mirror_registry>/<repo_namex>/release

source: quay.io/openshift-release-dev/ocp-release

- mirrors:

- <mirror_registry>/<repo_namex>/release

source: quay.io/openshift-release-dev/ocp-v4.0-art-dev

LICBETEET, ¥—I&. Ignition

510. 75 A9 —/—RKRDSSHT7 IV EAADF—RTDERK

OpenShift Container Platform &4 Y X h—JLF BBIC, SSHARXT Y v o F—%A VA =)L TOTS
BRET 71 )L EN LT Red Hat Enterprise Linux CoreOS
(RHCOS) / — RNITEINh, /—RADSSHT7 VR %ZRIAT2LHDIFERINEFT, COF—E&

/ — R® core 21— —® ~/.ssh/authorized_keys ') X MBI N, /A2 7 — KRR L DRI ATEEIC
BYET,
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F—N/—RICESNDE, F—RT7AEFHLTRHCOS / —RiCa—%—core & L TSSH 2#%£{7T
XEY, SSHEHT/—RIZT7I7ERATBICE. MBRBOT7ATVT14T714—%0—A)L1—H—D
SSH TEBETINELHY FT,

4/7\ N—=ILDT Ny TEIIEEEIHEEITTZEDICIFTRAI—/—RIIHLTSSH2E1T77 3

BlE. 1 VR M= TOERDMICSSH ARBEIEET 2HENHY £7, Jopenshift-install
gather OAX Y RTIE, SSH RBEEN IS RY—/ —NILBEINTWEIHREEHYET,

BF
BEERELVTNY VIR BELARBREIRETIE. COFIEZEALAVTIREIL,

P
T3y N7 —LBEBDHETRELALF—TRER, A—ALF—%2ERTIHED
HYETY,

FIR

L. V5R9—)—RADRIIFERATZ2O0—HILTY VICEFED SSH F—RT7ALWESIK,. 2
NEERLET, LA LnxIRL—FT 4 VIV AT LEERTZIVE2L—9—TUL
ToavY REEFLET,

I $ ssh-keygen -t ed25519 -N " - <paths/<file_name> @)

@ #LussHF— @/\7\&7 1 L% (~I.sshiid_ed25519 2 &) A3EE L £ T, BED
F—RT7HBHZHEIE. RAEN ~sshT1 LI MN)—IlHBEE=MALET,

R

x86_64. ppc6dle. LU s390x 7—F 7V F+—D&H T FIPS140-2/140-3 #&
FED7=®IC NIST ICIRHEI N RHEL BES1E 54 735 ) —%#EHT % OpenShift
Container Platform 7 S R4 —% A VA M—IL T B FENH B35S L. ed25519
PINI) X LEBFHTEZF—AFERLAVWTLLEIL, KDYIC, rsa7 /LT

ALFlTecdsa 7T ) AL EFHTEIF—5FEHMLET,

2. RRASSHF—ZRRFLFT,

I $ cat <path>/<file_name>.pub
fcEzIE, ROAT Y R%EEFTL T ~/.sshlid_ed25519.pub NEEER <L T,
I $ cat ~/.ssh/id_ed25519.pub

3. O—AA—H—DSSHI—IY ¥ MISSHMER ID NMEBMINTULWAWESIZ., ThEB
mLET, F—DSSHI—YzV MNEBEIE, VF7AY—/—RAD/IRAT—RQRLODOSSHER
ZE. F 7zl .Jopenshift-install gather I~ > R FHAT 2 H5EIIMNEIIRY F T,
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R

—EDT4 AMN)E21—2 32 TlE, ~/sshiid_rsa & & U ~/.ssh/id_dsa 72 &
DT 74 NDSSHMBROTAT VT4 T14—IZEFHNICBEEINET,

a. ssh-agent 7O XA O—ANI—HF—ICH L TERITINTLWARWGEEIRF. Nv oI350
YRRV ELTHIBLET,

I $ eval "$(ssh-agent -s)"

H A B

I Agent pid 31874

= -1o)
PSR —HDFIPS E— RICHBIBEIE. FIPSEROT7ILT) ZLDH%(F

FALTSSH*X—%&4%mLET, #lERSA F/IELECDSADWTNHITH S
WEINHY ET,

4. SSH 754 R— k% —% ssh-agent I[ZEEML £,

I $ ssh-add <path>/<file_name> ﬂ

'@ ~/.ssh/id_ed25519 2 & D, SSH 7SAR— hF—DNRRBLVT 7ML EEEELZE
ERP

H A B

I Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

RDRAFTYy S
® OpenShift Container Platform 4 Y A b —JL§ BHRIC, SSH/RTY w o F—% A4 VA K—=)L
TOVSLICEELET,
SN.IREADT 72 XDEME

7 7’04 BFIC. OpenShift Container Platform ¥ & > 1& 9 X T Red Hat OpenStack Platform (RHOSP)
THFYRRY MND—=VITERINET, LEDN ST, IFEAEDRHOSP 7704 X NTIXERET 7
EATEFEEA,

4 > 2 b —JUB¥IC Floating IP 77 K L X (FIP) %A L T OpenShift Container Platform API 8 K U7 7

Dg—2a VD7 IR ERETEZET, FIPEZREETICA VAN ETTITRHIEETEET
P AVAN—=—S5—IFAPI ZFE T TV —2a Vv aN IO T I ERTEIAEEERELIFE A

5.11.1. floatingIP 7 L R 2R L7 7 EXDEML

OpenShift Container Platform API 8 & UV S R4 —T7 T ) r—>a v ~ADAET 7 2 ZFIC Floating
IP(FIP) 7 RLZA&ZER L £,
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FIR

1. Red Hat OpenStack Platform (RHOSP) CLI #{#FH L T. APIFIP Z#/EE L £ 7.

$ openstack floating ip create --description "API <cluster_name>.<base_domain>"
<external_network>

2. Red Hat OpenStack Platform (RHOSP) CLI Zf&f L T. apps (7 7). F7<IF Ingress. FIP
e L XY,

$ openstack floating ip create --description "Ingress <cluster_name>.<base_domain>"
<external _network>

3. API B & U IngressFIP D DNS Hh—/N—(2, INLD/NY—VICEWT BL I—REEML F
ER

api.<cluster_name>.<base_domain>. IN A <API_FIP>
*.apps.<cluster_name>.<base_domain>. IN A <apps_FIP>

R

DNS H—/NN—%&HIE L TOWARWEEIE. RDEIRISAIY—RAS VE%E
/etc/hosts 7 7 A JLICIBIMT B ET, V95RY—ICTIVEATEET,

e <api_floating_ip> api.<cluster_name>.<base_domain>

e <application_floating_ip> grafana-openshift-monitoring.apps.
<cluster_names>.<base_domain>

e <application_floating_ip> prometheus-k8s-openshift-monitoring.apps.
<cluster_names>.<base_domain>

e <application_floating_ip> oauth-openshift.apps.<cluster_names.
<base_domain>

e <application_floating_ip> console-openshift-console.apps.
<cluster_names>.<base_domain>

e application_floating_ip integrated-oauth-server-openshift-
authentication.apps.<cluster_name>.<base_domain>

letc/hosts 7 7 A IVAHD I S A —RKAA VRICLY, V9FRAH—D Web aV
YV—ILBLUVERA VI —T 4 ZAANDO—HILT I EANHFTINFE

9, kubectl £7/zld oc AT &EHTEFE T, <application_floating_ip> %
BeBmoTy M) —%2FEALT, 22— —TFV5—2avIlT7IoEATEE
T, DTV avil&y, APIBLVOT T r—avigthoa—4—n17r72
TRTERWREICAY, CORBEERET 704X MIZBELTLWEEA
N BERBELCTZANEHDA VA ML EBEICRY T,

4. FIP %2, LUTFD/R5 A —4%—DfEE L T install-config.yaml 7 7 1 JLIZEML £ 9,

e platform.openstack.ingressFloatinglP

e platform.openstack.apiFloatingIP
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INSDEAFERY 25EICIE. install-config.yaml 7 7 1 )LD
platform.openstack.externalNetwork /X5 X —4% —DfEE L THERY N7 —0 % ANTZ2RELH
YEd,

B> b

FloatingIP 7 RLZ%ZEIYHET, 7747V 4—ILEEEAEHT 5 I & T. OpenShift Container
Platform )V =AMV SRS —ATHATEBREICT B I LN TEEY,

5.11.2. FloatingIP 7 NL 22 L TDA VA M—=JLDET

Floating IP 77 K L 2 #¥8 % & 9" IC OpenShift Container Platform % Red Hat OpenStack Platform
(RHOSP) 24 YR h—IL T BT ENTEE T,

install-config.yaml 7 7 f L TUAT DN A —F —ZFZLBRWVWTLL LIV,
e platform.openstack.ingressFloatinglP
e platform.openstack.apiFloatingIP

AERR Y D — 0 ZRETERWVEE L, platform.openstack.externalNetwork = ZZEHD X FIC9 3
Z&HTEZE T, platform.openstack.externalNetwork DIE%IEE L R WGBS IEIL—9 —HHER I 1
. BIMOT I avhangald, 1 YA M —=—5—F Glance oD A —Y DEFICKKRL F T,
AEBEMEMBICRET DVENDHY T,

Floating IP 7 R L A X2 I ARIERD RN DIT, VFRAI—APIHCERETERWS RATLNSA VR
N—5—%FIT95E. A VAP NWVIZKRBRLET, TDEIBIGHRICA VAP —IUDKRERT 2D %R
CroHI, 7OFY—xy M7=V %FERTIZN IVVERLCRY NTI—VILHBVRATLDLA Y
ARN—Z—&FETTIET,

Pz
APl B & Wingress R— MDD DNS LO— REERH LT, ARIBREZBAMITETET, LA
TICHlERLET,

api.<cluster_name>.<base_domain>. IN A <api_port_IP>
*.apps.<cluster_name>.<base_domain>. IN A <ingress_port_IP>

DNS #—/N—% &I LR W EEIE. /etc/hosts 7 7 A JLICL O—RAEBIMTEXET, &
DTV avIicLy, APHIZBED TV ERATERWREICRY, T OREIXERET

TOA AV MIEELTWEEAD, AREBLVCTRANEHNDOA VA M—=ILHEBEICA
l’) i’g—o

502 VS A& —D7 704

BMDOHZ 959 KRTS v b7 —AIC OpenShift Container Platform #4 Y A h—ILTE X ¢,

BF

AYAN=ILTAOY S5 LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITTEET,

AR

m
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® OpenShift Container Platform 41 Y 2 h—IL 7OV S LE LV I ZRY—DTIL—o L v b
Bz,
o RANLEDIZIRTANA YT =T HI VNI, V5RAY—%F704F 2DDELHER

DNHdZEaHABLTVWD, PAVY MOERDPELLBVWE, 4 VR =L T OEZIDKK
L. RELTWBHREZRTI IS — Ay E-—IDNRTINIT,

FIR

o AVRAN=ILTAVSLDPEHINTVWETALIKN)—T, ROOATVRKERTLT, 75
29—DOFTO4 XY NEEELF T,

$ ./openshift-install create cluster --dir <installation_directory> \ﬂ
--log-level=info 9

Q <installation_directory> (. 71 X% ¥4 X L= ./install-config.yaml 7 7 1 JL DI5ZfT % 1§
ELEY,

@ =EBBMVAPLOFMEREFTT I info T, wamn, debug. F7ld
error Z1IEEL XY,
AT
U529 —DFTOARERICRTT2E. RDELEDICAY ET,

o —IFIVICIE. Web OV —IbAD') 9% kubeadmin 1 —H —DEREEEHRAE, 75X
Y—ICT IV ERTBODERIRRIINET,

o ERFIIE#RIL <installation_directory>/.openshift_install.log I(CHEHAINF T,

BF

AVAN=TOTS L, FlEFAVRAN=LTOTSLDMERT D7 714 ILEHIKRT
52EETEEFHA, INHIBVWTNEISRY—%HIRTB-OICREICKRY T,

H A B

INFO Install complete!

INFO To access the cluster as the system:admin user when using 'oc', run 'export
KUBECONFIG=/home/myuser/install_dir/auth/kubeconfig’

INFO Access the OpenShift web-console here: https://console-openshift-
console.apps.mycluster.example.com

INFO Login to the console with user: "kubeadmin", and password: "password"
INFO Time elapsed: 36m22s

12
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BF

o AVAM=IWTOTZLNERKT B Ignition FRE 7 7 1 JLICIE. 24 BRI RE
T5EHRUNICARY, TORICEFINZIABAENEETNE T, AIHZE2FH
TRRICYV TR —MMEILEL, 24 BERBLAERICI SR —%=BEET S
E. VTR —FHARYINDIIBAE = BEMICEETT L £ 9. FlA & LT,
kubelet sSEBAZ % [E18 9 % 7= D IR BB IREED node-bootstrapper FEEEE E L EK
(CSR) = F)THERT 2MENHY T, #FMiZ. a¥ bO—ILTL—VillAE
DHRhOREHINSDY AN — ICHTERFa XV MESRBRLTCES
W

o 24ABFEEERAE XV S A —DA VA M—ILZ 16 BN S 22BBICA—T—
a3V BkH, Ignition FRET 7 A ILIE. EMRE R2EBEURICERT &%
WRLET, 2BBUAIIC Ignition SREZ7 71 IIVAFEATZZ&ICLY, 1 V2R
N—ILHRICEERZEDEHR N RITINLIBZEDA VA M—ILDOKKZEETE F
ER

503. VS RY —RAT—4H ADHER

A VA N—IVEFET2IE M ¥ X h—)L1&IZ OpenShift Container Platform 2 2 X249 —D A7 —4 A = HEER
THIENTEET,

FIR

. VSR —RIET, BEED kubeconfig 774 ILEIT YV AKR—MLZET,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

<installation_directory> (CIZ., 1 YA M= 7 74V ERELEZTAL I KN —~DN
AEEELET,

kubeconfig 7 7 1 JLICIE. 9547V MEELWI SR —ELUVAPI H—N\N—|lHiRT 2
HICCLITHEAINZ VSRS —ICEAT B EHRIEFEFNET,

2. 77O XY MEICEER IOy hO—)L T L—rELVPAVE1—- TP VERRLE
-a—o

I $ oc get nodes

3. VR9—DN—=23vERRLET,

I $ oc get clusterversion

4. Operator DAT—H R %&=RRLET,

I $ oc get clusteroperator

5. 7229 —ARADIANTDRITHD Pod ZRTLET,

I $ oc get pods -A

504.CLIOFERICL BV S RY—0OT A

13
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9224 — kubeconfig 7 71 IVET YV RAR—KML, TIAIN NI AT LA—HF—-ELTIFTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—
IR T 2OICCLITHEAINZ VSR —ICATZBEHWPI2INIET, DT 7AMILIEI S RE—
ICEBEDZ 74 ILTHY. OpenShift Container Platform D4 ~ X M —JLEFICERI N E T,

EIE= Jia
® OpenShift Container Platform ¥ 2 24 —% 7704 LTW3 Z &,

e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

FIE
1L ROAY Y RAERETL T, kubeadmin SR5EEHR%E TV AR— ML ET,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

<installation_directory> (CIZ. 1 YA M= 7 7M1V ERELEZTaAL I MY —~DN
AEEELET,

2. ROAXR Y REERITL, TIVRAR— P INAREAFERLTocOAXY Y REEEICEITTE S
EEHEERELET,

I $ oc whoami

H A B

I system:admin

BaEE R

® OpenShift Container Platform Web A Y Y —ILADT 7 & X & EBERICEET B35/, Web OV
V=IbADT 7R #SRLTIEIL,

5.15. 7 7 # JL k ® OPERATORHUB A% O %Y — XD EM{L
RedHat IC& > TIREINZ IV T UV %EFEET % Operator A9 OV L2 =7 —70OVx
2 M&. OpenShift Container Platform D4 > X b —JUVBFICT 7 # JL T OperatorHub ICEREI N F

T, XFY MNT—IDERINAERIETIE, V7R —BEEFELTT 74N DOAYOTEEMICT S
RENHY FT,

FIR

e disableAllDefaultSources: true % OperatorHub + 7> =7 MEIIL T, 774/ A% 0O
TDY—R=BEHLET,

$ oc patch OperatorHub cluster --type json \
-p '[{"op": "add", "path": "/spec/disableAllDefaultSources", "value": true}]'
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55 JEESIRIE D OPENSTACK AD Y S A —A4 VA M=

(D S
F/zld. Web VY —IILaEFRALTHYOYY —RA2BETEXET, Administration - Cluster

Settings — Configuration - OperatorHub R— D5, Sources ¥ 7% 2 ) v/ LT, @DV —2R
=R, EET. HIBR. EME. BWLETEET,

5.16. OPENSHIFT CONTAINER PLATFORM @ TELEMETRY 77t X
OpenShift Container Platform 4.19 Tl&, Telemetry Y —ERICEA V4 —RY N7V EZANMBET
T, Telemetry Y —ERE, V7R —DREMEEFHFOKINICEATEA N VR ERHETHDICT
T7AHIVNTRITINET, VR —DAM U9 —3y MIEREINTWBIHE, Telemetry (EBEHIC
ETI N, 754 —I OpenShift Cluster Manager ICEFRINE T,

OpenShift Cluster Manager 4 Y RY M) —HDNIEETH % (Telemetry I & > TEEIMICHER. F7id
OpenShift Cluster Manager Z £ L TFEI THEFRF) T & ZHER L 7<#&IC. subscription watch Z & L

T, 7HO Y MELETILF IS XY —L R)LT OpenShift Container Platform 4+ 724 1) o 3 v %
BHFLET,

B SR
o Telemetry H—EZXDFEMIZ. VE—MNILZAEZS YV JICDOWVWT Z#HRLTLEIN,

517.. RDRAFTv T
o VSAI—DHAITA X

¢ VIR —DAVAM—IVNIFERALEIZ—LIYZARNY—ILEEINEL CALDH BIHEIE. B
MDEZARANTZHRE LTSRS —ICEBMLET,

o MEIIHLT, VE—INILALKR—K ZERTEFT,

o MEIIGLUT, EEHI ZRAI—DEZ ZSR LTI,

® Cluster Samples Operator & & Uf must-gather Y — )LD 4 A —Y AR —L%FHRE LEXT,
o JEIEMIRIE T Operator Lifecycle Manager 2§ 2 Ax %R LE 7.

® FloatinglP 7 RLRETT7 ) r—>a v 57490 %% 13 AN% LD ICRHOSP 5% %E L
TWARWEEIX, FloatinglIP 7 L XAZFEALTRHOSP 7V X %8&E LET,
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6= OPENSTACKIC3 /—RKIVSRY—AHA VA M—ILT 3B

OpenShift Container Platform /Y—23 > 419 Tl&. Red Hat OpenStack Platform (RHOSP) IZ3 / —
ROSRE—%AVAR—ITEET, 3/—FKISRIY—F, AvE21—bbIIVELTEHRETS
320AY MA—LTL—UI IV TEBRINET., ZDI1TDISRY—E. V53R —EBES
SURAEENT AN AR BLUCEREBICERATZ2LODLY NI Y —IAPEROFEWVWI T RY —
ERELET,

3 /— K735 X% —Id installer-provisioned infrastructure ICDHA Y A N—JLTE X T,

613/ —RKRISRY—DETE

VS 289—%T7T 704 ¢ %m0, install-config.yaml 7 7 {1 )L TT7—Hh—/— KO % 0 ICFREL T,
3/—KIVSRI—%BELET, 7T—H—/—ROEEO0ICKET &, AvhO—ILTL—rT Y
VYRRV a—EREILRYET, chil&Y, 7TV S—Yavo—sO0—RKEd3ybhO—=ILTL—
VI)—RDLEFTTBLIICATY2a—ILTEET,

= o-1o)
TPV r—vavo—sO0—RiEayhao—ILFL—y /) —RHMALHEFTIHN, OV
O—)IL7FL—Y/—RiFavEa—h/—RERBALINSBD, BIMOY TR T
avhHmETY,

AR

o BIZE O install-config.yaml 7 7 1 L A% 5,

FIR

e XM compute 2% VHIZRT £ D IC. install-config.yaml 7 7 A TCAVE1—FT1 VT L
TV HOEE OICERELE T,

3 /— K%Y 3R % —0 install-config.yaml 7 7 1 JL DA

apiVersion: vi
baseDomain: example.com
compute:
- name: worker

platform: {}

replicas: 0
#...

6.2. RODATwY

o NRHITA XL B OpenStack NDY S RAY—DAVAM—)b
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ED

X5

#5753 OPENSTACK 24 YA =)L LD XY hT7—%

7%= OPENSTACK A4 VA =)L L7=8DXY NT—VUERED
=) =]
axX A
4 > A M—JL1&IC. Red Hat OpenStack Platform (RHOSP) ¥ 5 X 4 — £ M OpenShift Container
Platform D%y N — VB EERBETCIET,
71.FLOATINGIP 7 RLRAFERHLEZT7 TV r—>a v 7 0 ADEE

OpenShift Container Platform &4 Y Z h—JL L7RIC, 7TV T =23V Rxy NO—O KNS T74 97
%A ¥ % & O IT Red Hat OpenStack Platform (RHOSP) %% E L £,

pa

4 > X h—JLHIZ, install-config.yaml 7 7 1 JL D platform.openstack.apiFloatingIP
H & V" platform.openstack.ingressFloatinglP ICE%15E L 7235 a. /2
inventory.yaml Playbook M os_api_fip & & U* os_ingress_fip IC{EXIEE L /21545
&, COFIEAEERTITI2HEIFIHY ZFHA, FloatinglP 7 KL ZIF T TICEREI ATV
7,

AR
® OpenShift Container Platform 7 S X9 =4 VA M—=ILINTWVWBHELHY X T,

® OpenShift Container Platform @ RHOSP AD A Y A M—JLICEAT 5 KF a2 XAV N TSI
TW3 &S IT, FloatingIP 7 KL ZADEMICINE T,

FI7

OpenShift Container Platform 2 5 A4 —% 4 ~ 2 b—)L L7=#IC. FloatingIP 7 KL X % Ingress
R—KMCEIYHTET,

1. /_.ﬁ’_ I\%%Z__\bij—o

I $ openstack port show <cluster_name>-<cluster_ID>-ingress-port

2. R—hEIP7RLRICEHELET,

I $ openstack floating ip set --port <ingress_port_ID> <apps_FIP>

3. *apps. D74 KA—RKRALI—KEDNS 774 ILIEML T,

I *.apps.<cluster_name>.<base_domain> IN A <apps_FIP>

17
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pa )

DNS #—/N\—%#IHE T, IERERETCT IV Ir—>a v 7 IR 5G6/ICTE2HE
BNHBGEIE. INHDERAME% /etc/hosts ITEBIMTE XY,

<apps_FIP> console-openshift-console.apps.<cluster name>.<base domain>
<apps_FIP> integrated-oauth-server-openshift-authentication.apps.<cluster names.
<base domain>

<apps_FIP> oauth-openshift.apps.<cluster name>.<base domain>

<apps_FIP> prometheus-k8s-openshift-monitoring.apps.<cluster name>.<base
domain>

<apps_FIP> <app name>.apps.<cluster name>.<base domain>

7.2.0VS/N\—Roxz74A 70— RKROEMIE

Red Hat OpenStack Platform (RHOSP) TR1TI N5V 7 A4 —DiHAE. Open vSwitch(OVS) /N— R
DITAT7O—REAMICTEIENTEET,

OVS 3. KBTIV FH—N—Fy T —JDRBIEZTEICTEILF LA V—REBIA v FT
-g—o

AR

® Single-root Input/Output Virtualization (SR-IOV) FICEEE I N/ RHOSP ICV SR Y —% 1 ¥
Z I\ _)l/ L/ T (A %)o

® SR-I0OV Network Operator 97 S X9 —ICA VA M—=)LEI N TW5B,

o S 2%—|T2 DO hw-offload ¥ 1 7D Virtual Function (VF) 4 49 —7 =4 X %&/EHK L TW
60

R

TN r—a3vEDS— MY x4 70—I&, OpenShift Container Platform /X—< 3 &
410, 4N, BLUV 412 TIIHEEL £ A, F7/. OpenShift Container Platform /X—
Vav4BOT7 ) r—vavEDS— MO zM 70— %A 70— RNTBIEIETEE
A,

FIR

1. V529 —Il#H 3 2 DD hw-offload ¥ 1 7O VF A V4 —T7 4 D
SriovNetworkNodePolicy R') & —%{E L £ 7,

1&FHB® Virtual Function 41 4% —7 x4 R

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy 0
metadata:
name: "hwoffload9"
namespace: openshift-sriov-network-operator
spec:
deviceType: netdevice
isRdma: true
nicSelector:

18
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pfNames: g
- ens6

nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: 'true’

numVfs: 1

priority: 99

resourceName: "hwoffload9"

ﬂ SriovNetworkNodePolicy D% Z ZICHEAL XY,

Q EBEL5MDA VY —7T x4 AICH Physical Function (PF) &S ENTVWERELNHY F
-a_o

2 &B D Virtual Function 1 9% —7 x4 R

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy 0
metadata:
name: "hwoffload10"
namespace: openshift-sriov-network-operator
spec:
deviceType: netdevice
isRdma: true
nicSelector:
pfNames: 9
- ens5
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: 'true’
numVfs: 1
priority: 99
resourceName: "hwoffload10"

ﬂ SriovNetworkNodePolicy D% Z ZICHEAL X,

Q EBE5MDA VY —7T 4 AITH Physical Function (PF) EDEFNTVWERELNHY F
-g_o

2. 2204 4% —7 x4 AAIC NetworkAttachmentDefinition ') ¥V — X & {ER L £ 7,

1{B DA 49— 7 14 A NetworkAttachmentDefinition 1) ¥V — X

apiVersion: k8s.cni.cncf.io/v1
kind: NetworkAttachmentDefinition
metadata:
annotations:
k8s.v1.cni.cncf.io/resourceName: openshift.io/hwoffload9
name: hwoffload9
namespace: default
spec:
config: { "cniVersion":"0.3.1", "name":"hwoffload9","type":"host-device","device":"ens6"

X

19
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2FB DA 49— £ 14 A NetworkAttachmentDefinition ') ¥ — X

apiVersion: k8s.cni.cncf.io/v1
kind: NetworkAttachmentDefinition
metadata:
annotations:
k8s.v1.cni.cncf.io/resourceName: openshift.io/hwoffload10
name: hwoffload10
namespace: default
spec:
config: { "cniVersion:"0.3.1", "name":"hwoffload10","type":"host-device","device":"ens5"

}l
3. Pod TR LTcA V9 —T 24 A% ERALET, UTICHZRLET,

220 0VSA7O0—KA4 V9 —T7 x4 R%& AT 3 Pod

apiVersion: vi
kind: Pod
metadata:
name: dpdk-testpmd
namespace: default
annotations:
irg-load-balancing.crio.io: disable
cpu-quota.crio.io: disable
k8s.v1.cni.cncf.io/resourceName: openshift.io/hwoffload9
k8s.v1.cni.cncf.io/resourceName: openshift.io/hwoffload10
spec:
restartPolicy: Never
containers:
- name: dpdk-testpmd
image: quay.io/krister/centos8_nfv-container-dpdk-testpmd:latest

7.3.0VS/N\— Rz 7A 70— KRRy NT—2 DL

OpenvSwitch (OVS) N— R 74 70— KRRy KT—V %0529 —ILERTEET,

=S
¢ VIRI—NAVAI—ILEN, ETIN TV,

o UVSRH—THREAT B/HIC. Red Hat OpenStack Platform (RHOSP) T OVS /N\— RO = 7 #
JO—Rxy hU—0%7OEYa=v I LTW3,

¥
1. RDOFTYTL—MH 5 network.yaml & WD ZEIO 7 7 1 ILEER L £,
spec:
additionalNetworks:

- name: hwoffload1
namespace: cnf
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rawCNIConfig: '{ "cniVersion": "0.3.1", "name": "hwoffload1", "type": "host-
device","pciBusld": "0000:00:05.0", "ipam": {}} )
type: Raw

2T, LTFD LS Iy £,

pciBusid

Z70—FRy M7 —JICERINTVWETNA R ZHELE Y, ZOE DA LRVGE
i ROATY RERTLTIDEERDIFZIENTEET,

I $ oc describe SriovNetworkNodeState -n openshift-sriov-network-operator

2. ARV KRSAUDSERODAR Y REAALT, 7274V %EFRALTYISRY—IINNy F%=ER
L/i-a—o

I $ oc apply -f network.yaml

7.4. RHOSP T POD A IPV6 E&ABMICT 3
B /) —REICHDEMDRY NT—29 %D Pod BD IPV6 EfREBIICT IC1E. H—/N—D
IPv6 R—hDR—bhEFa) T —FEMILET, R—bEXaTF1—52EMICTSBE, PodIC
YU TOHNTZIPVE PRLAZEICHTINIZT RLARTAERT DHEN L RY, X2
FA—TI—TDRNS T4y IDBERRY FT,
BE
RO IPVEBIERY KT — 2 BEDHAHR— hIhTOWET,

e SLAAC ERARANTINA R

e S| AAC & MACVLAN

¢ DHCPRAFT—KMLABLVPHERMTF/INA R

® DHCP X7— kML AB LUV MACVLAN
FIg
e OYUYRNZAYVT, ROAY Y KZAHNLZET,
I $ openstack port set --no-security-group --disable-port-security <compute_ipv6_port> ﬂ

mj YEa—RNY—NR—DIPv6 R— rEIBELZT,

BF

DAY R, R=kDotEFa )T —JI—T%HIBRL. R—btFal)
TA—EERHCLET, FFT714 v VDFHRIE. R— IO OELRICHIRINZE
-a—o

7.5.RHOSP T IPV6 i %= D POD D1ERK
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Pod D IPv6 EH A BMICL TPod ICEBIMLAES, EAVY ) —IPv6 EfHi%EED Pod #/EFR L £,

FIR

1. IPv6 namespace & 77 / 7—< 3  k8s.v1.cni.cncf.io/networks:
<additional_network_name> Z i3 % Pod ZE&L ¥,
T. <additional_network_name [ZEBMMD Ry N7 —J DEARICAKRYET, &z
&, DeploymentA 7>/ hD—ERE LT, UTFEITWVWET,

apiVersion: apps/v1
kind: Deployment
metadata:
name: hello-openshift
namespace: ipvé
spec:
affinity:
podAntiAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
- labelSelector:
matchExpressions:
- key: app
operator: In
values:
- hello-openshift
replicas: 2
selector:
matchLabels:
app: hello-openshift
template:
metadata:
labels:
app: hello-openshift
annotations:
k8s.v1.cni.cncf.io/networks: ipve
spec:
securityContext:
runAsNonRoot: true
seccompProfile:
type: RuntimeDefault
containers:
- name: hello-openshift
securityContext:
allowPrivilegeEscalation: false
capabilities:
drop:
- ALL
image: quay.io/openshift/origin-hello-openshift
ports:
- containerPort: 8080

2. Pod #ER L E T, & ziE, ARV RSA VY TROIT Y REAALET,
I $ oc create -f <ipv6_enabled_resource> ﬂ
Q@ /- RAEFEETIFANERELET,
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X5
il
S
X5
wi

7.6. RHOSP M POD A~ IPV6 ##: MBI

Pod T IPv6 #Ei#ii 2 BMIC L7 5. Container Network Interface (CNI) 22 E %@ L T Pod ICEfR % B
mLE9d,

FIR

1. Cluster Network Operator (CNO) Zi#R& 9 2 (Cid. ROAYY FEZANDLET,

I $ oc edit networks.operator.openshift.io cluster

2. spec7»f—}lzl~’CCNI SEZI/ELE T, L& AIE ROEETIE. MACVLAN T SLAAC
7RULZRE—REFERALET,

spec:
additionalNetworks:
- name: ipv6

namespace: ipv6 ﬂ
rawCNIConfig: '{ "cniVersion": "0.3.1", "name": "ipv6", "type": "macvlan”, "master": "ens4"}'

(2]

type: Raw

ﬂ 9@ U namespace IZ Pod Z/ER L TL 72X L,
@ LYBKOXYPTI—IHBEINTVBHEAE. FLEBOA—FIL RS /A= EAS

NTW3BFEE, XY RNT—0 Ty F XV MD "master” 74 —ILRDA V9 —T 4R
I3 "ensd" I ERBIGEDHY ET,

R

2F—KRIZIV7RLAE—REFHALTWSHBEIF. CNIZEICIP7Z RLRAE
B (IPAM) 5D F 7,

Multus (& DHCPv6 4% R— Kk LTWEH A,

3 EEEREFEL, TFAMITA4H—%RTLT, EEZIAIY MLET,

&
qEI-I;

o OAVYVRKRZSA VT, OOV REAALZET,

I $ oc get network-attachment-definitions -A

aapall
NAMESPACE  NAME AGE
ipv6 ipv6 21h

THUH ) —IPv6EREFD Pod AEKTEX LD ICRY F LT,
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8% OPENSTACK CLOUD CONTROLLERMANAGER ) 7 7 L
YAHAAR

8.1. OPENSTACK CLOUD CONTROLLER MANAGER

OpenShift Container Platform 4.12 LAB&, Red Hat OpenStack Platform (RHOSP) TE{TI N30 5 R
4 —Id. fE3KD OpenStack ¥ 57 KFO/NA F—H 548D OpenStack Cloud Controller Manager
(CCM) ICEIWE A b FE Lz, IhiE. Kubernetes BV ) —HORERD I 5o RT7ONA 5—nH

5. Cloud Controller Manager Z R L TEEINZHAHLI S R TONA F—ICRBIT LI &ITHED
ZETY,

MDY ZY RTOANA T —DI—Y—EBDRELRFT27HIC. BIT7OERO-RELT, B

BEORENFLWEREICTYY FINZE T, openshift-config namespace T cloud-provider-config &
FEN2REERELET,

pa )

RE Y v 74 cloud-provider-config IZEMICEREI N TWEHA, Th
I&. infrastructure/cluster CRD O spec.cloudConfig.name fEHNS5REL £ 9,

ROoM > & E L. openshift-cloud-controller-manager namespace @ cloud-conf config map IZ[A
HINET,

ZORAD—E®E LT, OpenStack CCM Operator (&% L L\ configmap #ZE L T, @ 70O/
TA—DHNEISORTAONA Y —EBBREERFOLIICLET, 771 IILIKROAETEREINE
-a—o

e [Global] secret-name. [Global] secret-namespace. [Global] kubeconfig-path = 7> 3 >~
FHIBRIhFE LA, Thold A0S R 7O F—ICidBAInE A,

e [Global] use-clouds. [Global] clouds-file, [Global] cloud # 7'~ 3 VA BMINF L7,

e [BlockStorage] 7 > a V&I HIBRINE T, AHDI/ SO KON Y —E, A bL—Y
BEARTLAECAYE LL, 7Y IR ML—YDEREIIE. CinderCSI RSA4/18—|C&>T
BEINET,

X 5|, CCMOperator IZZL DT 74N MNA T aVvEBRALEST, IhoDA T avDiE,. R
DEIITBILA—IN—F4 RENZET,

[Global]

use-clouds = true

clouds-file = /etc/openstack/secret/clouds.yaml
cloud = openstack

[LoadBalancer]
enabled = true

clouds-value fE (/etc/openstack/secret/clouds.yaml) (&, openshift-cloud-controller-manager
namespace ? openstack-cloud-credentials 52 EICY v EV /I hFxd, fid clouds.yaml 7 7 1 JL
EEKRIC. TOT77AIVTRHOSP /57 RAZEBETEET,
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8.2. OPEN

%583 OPENSTACK CLOUD CONTROLLERMANAGER Y 7 7L YA HM K

STACK CLOUD CONTROLLER MANAGER (CCM) ke~ v 7

OpenStack CCM configmap (&, 75 A9—HRHOSP 7 57U REFET 2 A FEAEHELET. T 7 4
JU N TIE. ZDFRE I openshift-cloud-controller-manager namespace (24 % cloud-conf config
map @ cloud.conf ¥F—DRICREREINZ T,

BF

cloud-conf config map (&, openshift-config namespace @ cloud-provider-config
configmap S EMINZE T,

cloud-conf configmap TEBINTWBEEEZZLET 5ICIE. cloud-provider-config
configmap ZZ&EL ¥ 7,

ZORABED—E]EE LT, CCM Operator (FWK DHDA T aviaFA—N"—54 RLZE
¥, #Fflld. TRHOSP Cloud Controller Manager] &8 L T 2T W

UFIChZERLET,

cloud-conf co

apiVersion:
data:
cloud.conf: |

nfig map Dl

vi

[Global] ﬂ

secret-name = openstack-credentials
secret-namespace = kube-system
region = regionOne

[LoadBalancer]

enabled =

True

kind: ConfigMap

metadata:

creationTimestamp: "2022-12-20T17:01:08Z2"
name: cloud-conf

namespac
resourceV
uid: cbbee

e: openshift-cloud-controller-manager
ersion: "2519"
daf-41ed-41c2-9f37-4885732d3677

configmap #ZHE$ 5D TlE7% <., clouds.yaml 7 7 /1 JLAFERA LT/ O—NILA TP a v aE%

Ebi’g—o

RDFA T avh configmap ICFEELE T, HICBHREINTWSHBEEZMRE. RHOSP TERTIN 37
SRY—ICIEWHETT,

821 O—RNSUHY— (AT 3a3V)

CCM &, Octavia Z2EHT 2T 7O4 XY NEICW DHADO— RS —F T avaHR—NL

TWE 9,

- EE
Neutron-LBaaS M4 7R— MIFEHRETT,
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*Foav

enabled

floating-network-id

floating-subnet-id

floating-subnet

floating-subnet-tags

126

B4

LoadBalancer ¥ 1 7OHU—ERHEEEEMICT 3
NEID, T7 4 MElEtrue TT,

A7 arv:O—RKRRNSUH—DREBIP7RLR
VIP)YD70—F4 YT IP7RLRAEERT B8
IKERINBHAEBRY hT—0, V57 RIZEROD
NERY NT—0DHDIHE. COF T a iR
ETEIN 1 —HY-—DPHY—ERXRT/FTF—23VT
loadbalancer.openstack.org/floating-
network-id Z#EE I 2V ENHY T,

FFoarv:O—RNZUH—VIPOT7O—FT4 V7
P7RLREERT B-DICERAINZAELRY b
D—0%Txv b, Y—ERT/TF—Y 3V
loadbalancer.openstack.org/floating-subnet-
id CTH—N"N—54 FTEEY,

A7 arv:O—RKRSUH—VIPOT7O—FT1 VY
P7RLRZEERT B-DICERAINZAELRY b
D=0 Txy NOEZRINRNY—V (~ THIDHAR
JOTFERERKRR), Y—ERF7/F—Yav

loadbalancer.openstack.org/floating-subnet
TH—N—FA4 RTEET, BEHROY TRy fHN
H—VIC—HT 255, ERAFUELIPT FLRA%ZHF
DERAMOY TRy MIMERAINET,

FFoarv:O—RNZUH—VIPOT7O—FT4 V7
P7RLREERT B-DICERAINZAERY b
D=0 TRxY N DY Y, $—ERT /) T—2av
loadbalancer.openstack.org/floating-subnet-
tags TH—NN—F 4 RTEFY, EHOY TRy b
NINLDY TIC—HT 2546, EATERQIPT R
LREFORNOY TRy MBMERAINET,

RHOSP &y T — U WHEEEMILTHREINT
WBIEE (Fz& ZIE. ¥ERXEFIC --no-share 7 5 7'
FRINTVWEIBE), TOF TV avidgR—rX
nNEtA. TOF TV avaEFERTSICIE. BT
2xYy N7 —0EBRELEY,



*Fav

Ib-method

Ib-provider

Ib-version

subnet-id

network-id

create-monitor

858% OPENSTACK CLOUD CONTROLLERMANAGER Y 77 LY RJ4 K

B4

O— RS Y4 —T— L OERICERS 138
B7)L3Y XL, Amphora 7O/ ¥ —DiHE., B
i ROUND_ROBIN. LEAST_CONNECTIONS,
%7:(3 SOURCE_IP ©¢, 77 #JL Ma
ROUND_ROBIN ¢ 7.

OVN 7O/ 4 #—7Ti&, SOURCE_IP_PORT 7/
TJVZLDAHDYR—MINTWET,

Amphora 70/ ¥ D5

%&. LEAST_CONNECTIONS % 7= (3
SOURCE_IP XV v N&{EHT %35

#&. openshift-config namespace @ cloud-
provider-config config map T create-monitor 7
Tyaviatrue ELTERELET, Fo O— KN
SvH—44 FH—EZXDETP:Local T. 754
TYMNOY—ERDIY RRA Y MEHTNS Y
APZIWT)ZLDEITHATEDLOIZRELET,

# 7> 3 v:amphora ¥ octavia 72 &, O— K5
H—OTONA S —%IBET 2/DILFERINE

¥, Amphora & & U Octavia 7O/ ¥ —DHHH
R—=—RIhTWET,

7 arv:O—RKNRNSUH—APIO/N—=T 3
Ve "2" DIADYR—MNINTWET,

O— KNSV H—0D{R1E IP BER X 1 5 Networking
Y—ERDOY TRy hDID, TaTIWARYIYITFTS
O4 XY MDBEIE, TOF TV aVvaEREEDE
FICLTHEXEY, OpenStack 757 KFO/NA
F—Il&>T. A= RNSUH—(ILERTZHT
v MO BEIMIGEIRINE T,

O— KNS B —DR3E IP AMER S 115 Networking
Y—EZRDXY k7 —2®ID, subnet-id 7':&E X

NTWBIFEIFARETY, 2OTONRT 1 —HERE

INTWRWEES, RY NT—JFIFRY—/—

KRABMERATZRY hT—2ICE DV TEIIMIORRR

INnxY,

H—ERO—RNRNSUH—DANILREZY —EER
¥ 5HE DD, externalTrafficPolicy: Local ==
E95H—ERITIE. NVREZY—DBRETY,
77 # )L MElE false TY,

ovh 7O/NA ¥ —T/KR—< 317 L YHEIDO RHOSP

HERT3EHEE. 204 T avidR—rIhZE
Ao
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*Fav SR

monitor-delay TO—7A0— KRS UH—DX v R—ITEEX N
2R (8D, 774 MER 5 TY.

monitor-max-retries O— KNS YUH—XVNR—DEHERT—4H A %
ONLINE ICZEE Y 2 -DICHERF = v 7 DRKINE
W, BMWLEEIIE1-10 T, T74IMEFTT

ER

monitor-timeout EZH—DIALTIRNTBEIUINY VTV RAD
ERASHT 20 WEA), 774 MEIEI T
ER

internal-lb JOA—FT4 VT IP7RLRBLLTAREO— KNS Y
Y—%ERKT BN ED D, T 74/ MEI false T
E

LoadBalancerClass "ClassName" Zhnlk, —EOAF T a v THERINDBEEY
>avTd,

e floating-network-id

e floating-subnet-id

o floating-subnet

e floating-subnet-tags

e network-id

e subnet-id
INLDF T avOEEIE. CCMEEZ 711D
O—RNRNSYUH—tEI2aVIlHBRALEROLT T
avoEgEERILTY,
Y—ERT7 /) TFT—av

loadbalancer.openstack.org/class #15E9 %
Z & T ClassName [E% R ETEE T,

max-shared-lb O—RKRNSUH—%5HETEDZH—ERADRKRE,
T4 MEIE2TY,

8.2.2. Operator ’F—N\—S4 K24 T3>

CCM Operator I&, RHOSP DRETRHTEZD2RDA T avaF—N—54 KLEFT., BHOTRE
LBWTKRESIW, b, BRIBHOAZEMELTIDORF2 XY MIZEFNTWVWET,

B4
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*Foav SR

auth-url RHOSPID —EX® URL, 7=& %
(£, http://128.110.154.166/identity T,

os-endpoint-type Y—ERASOTDSEATEZIVRRAY DY
17,

username Identity H—E 2D 1—H—%,

password Identity H—E 2D 1 —H—/XXT7— K,

domain-id ldentity Y —EZ2DI1—H— KX A > ID,

domain-name Identity U —E2D21—H— K XA V£,

tenant-id Identity H—E XD 7OY T kD, Identity —E

AT TV =2 a3 VvDRIIEREFERAL TWBIHE
&, COF TV avERBZEDEFICLET,

#75F tenant % project ICEE L/c/N\—T 3> 3
@ Identity API Tid. tenant-id DfEA® API D
project AV XA NS MCEBMICTY TINET,

tenant-name Identity Y—E 2D 7OV TV b,
tenant-domain-id Identity 7 —EX 7O TV hD KX A > ID,
tenant-domain-name Identity Y —E R 7OV I D RAA V&,
user-domain-id ldentity Y —EZDI1—H— KX A > ID,
user-domain-name ldentity Y —E XD I1—H— KX 1 V£,
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use-clouds

clouds-file

cloud

130

B4

clouds.yaml 7 7 1 JLh L EREEERAEIBHREZ 7 = v F
TENEID, TOEIVIVTHREINLLT
v avid, clouds.yaml 7 7 1 )L SFHmAmR SN
BELYEBEINITT,

CCM IE. RDIGBFRTI7 74 IV ERBLET,
1. clouds-file + 7> 3 v D&,

2. IRIEZ# OS_CLIENT_CONFIG_FILE
BHINTWE 7 74 IL/RR,

3. 71 L2 h1)— pkg/openstack.
4. 74 L2 b1)— ~/.config/openstack,

5. 74 L% 1) —/etc/openstack,

clouds.yaml 7 7 1 JLD 7 7 4 JL/X X, use-
clouds # 7 3 v true ICREINTWBIFAIC
FRINZET,

f#HY % clouds.yaml 7 7 1 LD LRI E V5
Y K, use-clouds #+ 7> 3 v h'true ICEREINT
WBEBHIFERINET,



FomO—hI5T4RY LD ROOTVOLUME 8 LT ETCD %f#fH L 7= OPENSTACK ADF7O4

FOEO—HIT4RAY EDROOTVOLUME 8 L T'ETCD #{§H
L 7= OPENSTACK AT 70O

Day2 AR L —> 3 VHIZ, eted ZJ)b— bR 21— L (OpenStack Cinder IC& > TIRIHEI N D H D) H
SCEAO—RO—AIT 1 AVICBET 5 & T, Red Hat OpenStack Platform (RHOSP) 4 > & k—
WDIRT 4=V ADEB=BRELUBLETEET,

.. O—AINT 14 AUADRHOSP ®F 704

BFDRHOSP 757 R H 2HEIE. TDVFT KM S eted 2ERD—FO—AILT 1 RV ICFHEE
TEET,

AR E A
e Cinder i"&1#F L T\ % OpenStack 7 57 K8 %,

® OpenStack 757 RIZ, OpenShift 3> hO—ILTL—VD3DDI— MR 2—LERET
7O, PR EE 75GB DFAETRERZA ML—UDH 5,

® OpenStack 727 KA rbd TIFALKO—HILRAMNL—=YNy I T REFERT S Nova — B
ZML=YEFERALTTFOMIN TV,

FIE
L ROOATY RAEERITLT, PR ELI10GBD—BTA4 RV &2KAaybhO—ILTL—VD
Nova 7L —/N—%&{ERK L F T, RIEFEICH LT --ram. --disk. & & U <flavor name> D{E%EE
Xz ET,

$ openstack flavor create --<ram 16384> --<disk 0> --ephemeral 10 --vcpus 4
<flavor_name>

2. A O0—NLTL—VDIL—RMNRY 2—LEESUCIVSRY—4AT7O4LFT., UTICHlESR
L/i-a—o

Y FILYAML 7 71

#...
controlPlane:
name: master
platform:
openstack:
type: ${CONTROL_PLANE_FLAVOR}
rootVolume:
size: 25
types:
- ${CINDER_TYPE}
replicas: 3
#...

3.ROATY REERITLT, ERLAEYVSRAY—%F7O04 LET,

I $ openshift-install create cluster --dir <installation_directory> ﬂ
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ﬂ <installation_directory> (Z(d. LARTICER L= h R % < 4 XiEF D .Jinstall-config.yaml
77ANDIGMEEELE T,

4, ROFIEIETHIIC, ROAYY REERFTLT, T7/AA LEISRAI—DPEETHDI &%
BRALET,

I $ oc wait clusteroperators --all --for=condition=Progressing=false ﬂ

ﬂ Y 2 X% — Operator DETHETLTHY, VT3R5 —27704 FLEFEHFHTAHL
R LET,

5 JRDYAML 7 7 4 )L %R LT, 98-var-lib-etcd.yaml & WD ZEID 7 7 1 ILEER L T,

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: master
name: 98-var-lib-etcd
spec:
config:
ignition:
version: 3.5.0
systemd:
units:
- contents: |
[Unit]
Description=Mount local-etcd to /var/lib/etcd

[Mount]
What=/dev/disk/by-label/local-etcd ﬂ
Where=/var/lib/etcd

Type=xfs

Options=defaults,prjquota

[Install]
WantedBy=local-fs.target

enabled: true

name: var-lib-etcd.mount

- contents: |

[Unit]
Description=Create local-etcd filesystem
DefaultDependencies=no
After=local-fs-pre.target

ConditionPathlsSymbolicLink=!/dev/disk/by-label/local-etcd @)

[Service]

Type=oneshot

RemainAfterExit=yes

ExecStart=/bin/bash -c "[ -L /dev/disk/by-label/ephemeral0 ] || ( >&2 echo Ephemeral
disk does not exist; /usr/bin/false )"

ExecStart=/usr/sbin/mkfs.xfs -f -L local-etcd /dev/disk/by-label/ephemeral0 6
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[Install]
RequiredBy=dev-disk-by\x2dlabel-local\x2detcd.device

enabled: true

name: create-local-etcd.service

- contents: |

[Unit]
Description=Migrate existing data to local etcd
After=var-lib-etcd.mount

Before=crio.service ﬂ

Requisite=var-lib-etcd.mount
ConditionPathExists=!/var/lib/etcd/member

ConditionPathlsDirectory=/sysroot/ostree/deploy/rhcos/var/lib/etcd/member 6

[Service]
Type=oneshot
RemainAfterExit=yes

ExecStart=/bin/bash -c "if [ -d /var/lib/etcd/member.migrate ]; then rm -rf
Ivar/lib/etcd/member.migrate; fi" @)

ExecStart=/usr/bin/cp -aZ /sysroot/ostree/deploy/rhcos/var/lib/etcd/member/
/var/lib/etcd/member.migrate

ExecStart=/usr/bin/mv /var/lib/etcd/member.migrate /var/lib/etcd/member ﬂ

[Install]
RequiredBy=var-lib-etcd.mount
enabled: true
name: migrate-to-local-etcd.service
- contents: |
[Unit]
Description=Relabel /var/lib/etcd

After=migrate-to-local-etcd.service
Before=crio.service
Requisite=var-lib-etcd.mount

[Service]
Type=oneshot
RemainAfterExit=yes

ExecCondition=/bin/bash -¢ ' -n \"$(restorecon -nv /var/li/etcd)\" ]" €)
ExecStart=/usr/sbin/restorecon -R /var/lib/etcd

[Install]
RequiredBy=var-lib-etcd.mount
enabled: true
name: relabel-var-lib-etcd.service

etcd T—IR—RIE, IRILTIHBLLTNARICE>TIYI VY NTERELRrHYET, &

DHRETHERAIND T/ ADKERFR%EZ systemd ICERIE, 774V AT LD
KEN)H—F2/-HTT,

2]
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@ 90 ¢ o6 ©o

7 71 )L> 2T L dev/disk/by-label/local-etcd /'3 TICHEET 2HEIXETLRVWTKL
EX W0,

/dev/disk/by-label/ephemeral0 H*F7E L 2 WGFEIE. BEX v E—IUHRTIINTERR
LE9.

BEOTF—49%0—h)lletcd T—IR—IHETLET, TDHRETIE, /varlib/eted A
YUY NINALE, CR-ODEBETDHEIIC. DFY etcd NELEEITINTULAWNE X(Z
T—HERBITLET,

etcd B IV RT B, etcd A VYN—F 4 LI RN —5EDHEWNE, LV
ostree ICAVYNN—=F 4 LI N)—5EDHBEE=NBELET,

LRioBTREE Y —v Ty TLET,

JE—EBFERNLZDRTY TTEITL. BEB/AVYN=FT 4 LI MN)—DERET b
IvOBEELTEITLET,

SERBRHNASNIVOBREEETTIEIIC. YOV MNRAVYMNTFAL I M) —DfEE
BRFTYvIEEFTLET, 7 74J/5R |var/libleted KD restorecon BF7 4 L2 1) —
DEFEZEETIRWVGE, BRENAZGIEENIZRITINEH A,

Digk

==
[=]

98-var-lib-etcd.yaml 7 7 1 L% > R 7 LAIERA L 2% IE. HBRLAWTL

KEW, ZDT77AIVEHIRYT BE. eted X YNR=DIENh, YT LHF
BEICRYEY,

A—JL/\y 2 BB ERIFEIL. ControlPlaneMachineSet 7 72 = 7 k&
THALT, " BT R7EE8FRVWIL—N—%FHLET, TOZHIC
SY, eted N=FT 42 avVIl—RKT4 RV EFRETICaY MA—ILT
L—>/— RKHPBEKRIN. 98-var-lib-etcd.yaml 7 7 1 JLICEE Y 2 &
HEEE XN ZF 9§, ControlPlaneMachineSet 4+ 7Y =V NDEFHHINET

L. Ay hO—NWTL—Y /) —RB—B714 AV %FALTVWRWNERIC
D7+, 98-var-lib-etcd.yaml 7 7 1 L AL L ITHIFRTE X7,

6. RDAX Y R%EZEFTLT. # L\ MachineConfig # 7Y =V N&ERLZE T,

I $ oc create -f 98-var-lib-etcd.yaml

R

etcd T—INR—RAEEZEAV M O—ILTL—r3ovOO—AIT 14 R VICHEE
I BICIEFFELAIDY FT,

7. kDAY Y REEFTLT, eted T—IR—AZIV A= TL—rOO—HILT 14 RJIC

BXEINIEZHRLET,

a. RDAT VY RERITLT, VFRI—DELEFHRTHD I EZHALIT,



FomO—hI5T4RY LD ROOTVOLUME 8 LT ETCD %f#fH L 7= OPENSTACK ADF7O4

I $ oc wait --timeout=45m --for=condition=Updating=false machineconfigpool/master
b. ROAXY REEFTLT, V7RI —DERBHITITWSIE&HRLET,

$ oc wait node --selector="node-role.kubernetes.io/master' --for condition=Ready --
timeout=30s

c. RDAX Y RERITLT, V5 AY— Operators 'V S AY —AHATERITINTWEI &%
HEELEY,

I $ oc wait clusteroperators --timeout=30m --all --for=condition=Progressing=false

9.2. FEE B
o ctcd ICAATAHBEINDE TSI T14 R

o Ny I TPy THBLIVETA T avolE
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/backup_and_restore/#backup-restore-operations-overview

OpenShift Container Platform 4.19 OpenStack ~AD 4 ~ X h—Jb

210=Z OPENSTACK TD Y S A9 —DT7 VA VA MN—Ib

Red Hat OpenStack Platform (RHOSP) ICF 704 L7z S R —%HIRTE X,

10.1. INSTALLER-PROVISIONED INFRASTRUCTURE %= 3%V 5 X
8 —DHIRR

929 RTSy b7 r—LH5TOEY 3=V Lk installer-provisioned infrastructure #{FH ¥ %
A —%ZHIRTEEY,

i

AR

pa )

5 A48 —7% AWS C2S Secret Region IC7 704 LIFGA. 41 YA M=)LT0OT 3 AlE
VIR —DWEEYR—PMLEFA, VFRY—)Y—RIEFETHIRT 2HELH
L) i_a—o

R

7oA YR M=), $5IC user-provisioned infrastructure ¥ 5 249 —DigE. EHIICH!
BRINBD LYY =BV SO RTAONA F—%EELTLLEIWV, 1 VR
N=TOdSLhYY—REER LA, VY —RICTIVEATE AL ]
HIT, —ED) Y —ZAMNFET HHEELHY £, /=& A IE. —ED Google Cloud ')
Y—ZIRHEBVPCHRZA N TOY Y FTIAM A= v 3y BREICASZ D, Hikk
TEMEDHEZANIVAF Ty PMERINTUWARWAREMELHY T,

o VSRA—BTFTTOATZOIER LA YA N—=LTOYSL0aE—1H 3,

o VSR —ERBFICA VA RN=ILTATSLDPERLIEZT7A4ILDHY T,

o CLI T sudo dnf install coreos-installer A~ > K% AJ1L T. core-installer Y —I/L% 1 > R
I\ _)l/ L/ T \I\ %)o

FIR

L 95R9—DA VAN —VILERLAEIAYE2—9—DA VA=V TOATS LD HZT 1L
IR =5, ROAXV REERTLETY,

1]
2]
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$ ./openshift-install destroy cluster \
--dir <installation_directory> --log-level info ﬂ 9

<installation_directory> (CI&., 1 YA M= 7 7MLV ERELEZTAL I KM —~DN
AEEELET,

B2 MBERZRTT 2ICIE, info TIEAR <, warn, debug. F7(d error ZIEE L £
ER


https://cloud.google.com/iam/docs/overview#concepts_related_to_access_management
https://cloud.google.com/sdk/gcloud/reference/compute/health-checks/delete

#5103 OPENSTACK CD Y S A9 —DF7 VA VA =L
Pz -

VSAI—DISRI—FEEI7ANMDEENETALIN)—%BETIHE
BHYET, VIR —%BIRTBICE. A VANV TOTSLTIDTA L
2 M) —IZ% % metadata.json 7 7 1 LHAREICRY 7,

2. #7 3 v:coreos-installer Y —JL% {8 L T. coreos.inst.wipe=yes 7 5 7' % Preboot
Execution Environment (PXE) 7— FREICEML F T, TOREICLY. YRATLEDT 14 R
IDEEINDD, FHILWISRI—%ZENT 2HBEIE. 7)) —Viad4 VA M—IVIRENS
bhExEd, SFMAFIEICDOWTIE, How to wipe OpenStack disks in OpenShift Container
Platform 4 reinstallation (3L v I R—2FEHE) #S5B L T ZI L,

3. # 7> a v:<installation_directory> 5 1 L 7 k |) —& & U OpenShift Container Platform
VA=W TOTZLEHIKRLES,
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ENZERBDAVITZANZIVFvY—DSDRHOSP DY S A4 —
DTV VAVAN—=I

user-provisioned infrastructure M Red Hat OpenStack Platform (RHOSP) IC7 704 LV S R4 —%
HIfRT 22 ENTEET,

1.1. PLAYBOOK R FEfRDF U v A— K
user-provisioned infrastructure TOHIR 7Ot X % E3R1ET % Ansible Playbook IZ1d. ##®D Python

EVI—IHIRETYT, TOCREETTEZTIVT, EVa2—ILOYRI M) —%EML. Thdi
FovoOo—RLET,

y 3!
Z DFI|ETIE. RedHat Enterprise Linux (RHEL) 8 ZfE L TWa Z & &HifRE LTW
i-a—c

=S5

® Python3 AT VIZA VA M—=ILINTWS,

FIg
LAYV RZIA4YT, URY M) —ZEBMLET,
a. Red Hat Subscription Manager ICE$k L £ 7,
I $ sudo subscription-manager register # If not done already
b. RFTDY TRV ) Foavr—49%FILET,
I $ sudo subscription-manager attach --pool=$YOUR_POOLID # If not done already
c. WMEDYRI M) —%EMILEFT,
I $ sudo subscription-manager repos --disable=* # If not done already
d BBER)RIN)—%ZEBMLET,

$ sudo subscription-manager repos \
--enable=rhel-9-for-x86_64-appstream-rpms \
--enable=rhel-9-for-x86_64-baseos-rpms \
--enable=openstack-17.1-for-rhel-9-x86_64-rpms

2. EVa—IEA VA M=ILLET,

I $ sudo yum install python3-openstackclient ansible python3-openstacksdk

3. python <> R python3 2S5 L TWBH T & 2R LF T,

I $ sudo alternatives --set python /usr/bin/python3
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FNEHREDAIVISAMSIFvy—DOHDRHOSPD Y SAY—DTF VA VA M=

N2 MEDA VISANS IV Fv—%FHT S RHOSP DI SR —D
Hl B

WMBEDA YT ZAMNZVF v+ —%FRT % Red Hat OpenStack Platform (RHOSP) M OpenShift
Container Platform 7 S 24 —%HIFRTEX £9, BIRR7OERERRICT T I 2T, BED Ansible
Playbook Z#Z1T L ¥ ¢,

=S5

Python 3 MY VICA VA RM—=ILI N TW3,

[Playbook IKFEHD Y o >vO— K] TEYVa—ILaYorO—KLTW3,
o USSR —DA VA KN=)LIZEA L7 Playbook '# %,

o Wihd B4 VA M=)l Playbook ICINAT=EE AR % & 5 IC down- DIEESEFHMIMT 1T 51z
Playbook #Z&E L TW3, /=& A X, bootstrap.yaml 7 7 1 L NDZEE L down-
bootstrap.yaml 7 7 1 JLICRBRI N FE T,

o IARTDPlaybook (FFHBET 4 LI M) —IZH B,

FIa
LAY RSA4vT, 70— K L7% Playbook #£17 L £ 9,

$ ansible-playbook -i inventory.yaml \
down-bootstrap.yaml  \
down-control-plane.yaml \
down-compute-nodes.yaml \
down-load-balancers.yaml \
down-network.yaml \
down-security-groups.yaml

2. OpenShift Container Platform 4 Y 2 h—JLICR L THNA 7 DNS L O— ROEEEHIR L F
ER

OpenShift Container Platform B FEVWDA VY IS A RSV F v —HSHIBRI N E T,
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F12Z= OPENSTACK DA VA N—JLEBETE/INS A —4 —

OpenShift Container Platform ¥ 5 2 4 — % Red Hat OpenStack Platform (RHOSP) IZF 704 § % Hi
IZ. NSAXA—F—%BELTISRI—ETNERANTEZ TSV N TA—LEHRITAALE

¥, install-config.yaml 7 7 1 JLAEK T & XdE, AV RSA VAR LTHBERNTA—45—0D
ExIBEL XY, TD., install-config.yaml 7 7 (1 LEZEBEL T, V5 RI—%5XLILHRITA X
TEXY,

12.1. OPENSTACK T{ERHTIBER A Y A MN—ILERTE/INT A —F —

LUTFORIC, A VANV TOERO—EE LTHRETEDWHE. FF¥a v, LU OpenStack &
BDAVARN=IEBRENTA—=49—%RLET,

BE

A4 VA M=ILRIE. TN 5D/NF A —4—% install-config.yaml 7 7 1 L TEET 5 Z
EIFTEEEA

1211 ABERE/INT A —H —
WBEDA VAN—IVERENTA—9—IF,. LTFTOXRTHAINLTWET,
RRABAIRNTA—H—

NIAX—5— B

install-config.yaml 3> 7>V ® API /X—2 3

I apiVersion: Vo MEDN—=YavR@vITY, 1 VA M=) T70O
TS ALlE, HVWAPIN—=YavEHR—FLTWS
manrhyFEd,

fa: x5!

IS RTANA T —DR—=ARAAL Y, R—=Z R
I baseDomain: A A IE, OpenShift Container Platform 7 5 X4 —

AVR—FY MADIV— NEERT 2 72DICHERS

NEY, V759 —DTEHDNS &

I&. <metadata.name>.<baseDomain> = % {&

9 % baseDomain & metadata.name /335 X —

Y —DEEEHAEDELEDTTY,

f&:example.com L EDTLBEHI N X A Y Z T/ iF
YT RAA VA,

Kubernetes ') ¥ — X ObjectMeta, Z ZH 5 (&
I metadata: name /XS X —49 —DHIEEINZET,

7ok
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NSA—4H—

metadata:
name:

I platform:

I pullSecret:

1212. %2y b7 —7

NIA—=H—

#5128 OPENSTACK DA Y A F—JLBENRS A —H —

B4

VSR —DER, 7F5AY—DODNS L I—RNiEd
~T {{.metadata.name}}.{{.baseDomain}} O
TRAAVTY,

f: NXF. N TV (). BLUVEVA R () DEA
2 XF5 (fl: dev), XF5UIF 14 XFLULETRITN
7Y £H Ao

AVAN—IWVERITTDHEDT Y b7+ —LD
RE:

aws. baremetal. azure. gcp. ibmcloud. nu
tanix. openstack. powervs. vsphere. F7l&
{}. platform.<platform> /X5 X —4% —|CBEd %8
MmEWIE. LTFORTHED TSy M7+ —L%xS
BLTLLEIWL,

Bx7oxok

Red Hat OpenShift Cluster Manager 5 )L — 72
Ly b ZEE LT, Quayio REDH—EZANS
OpenShift Container Platform v R—x > hD YV
TF—AA=V%Y O VO—RTBIEHBIALE
ER

{&:

{

"auths":{

"cloud.openshift.com":{
"auth":"b3BIb=",
"email":"you@example.com"

b

"quay.io":{

"auth":"b3BIb=",
"email":"you@example.com"

}
}
}

BEDODRY NTI—VAVISANSVFv—DEHICEDOVWT, 1 VAN —IBEEHRAYITAXTE
F9, IcEZlE VSRI—RXYy NTD—IDIP7RLRTOv I &RLEY., T4 MNEIRER
2IP7RLR7AOvVEBRELEYTEZIENTEET,

VIR —DFRY hT—INRSA—9—%RES DHEIC, ROBFHMEEELTLLEIW,

® Red Hat OpenShift Networking OVN-Kubernetes *v N7 —9 7574 VA ERAT 354,

IPv4 & IPv6 DEADT KL AT 7

=Y R—FINFT,
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https://console.redhat.com/openshift/install/pull-secret
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o IPv4T7 RKLREFY Y 7A—AINIPV6GT7 RLADOEAZYR—bT 2Ry NT—0%FD
OpenShift Container Platform ¥ 2 24 —IC/ — R&F70O4 LEBEIE. TaTILARY Y Y
XY ND—D%FERTELIICITRI—%ERELET,

o TaATINARYYIRY NT—=VICREINLISRAY—TIE, IPv4 & IPVv6 DEAD K5
TAVIDBTIAINT =KD zAELTRALRY M7= 4V —T 1 A% FERAT3
MENHYET, nIlLY, BHEORY NT—V4 V9 —T 4R bO—5—(NIC)
BIBET, FHEAUREARY NT—9A4A V9 —T A RICEDWVWT, FAHTSBNCEISR
H—DMRETESBLHICRY FT, FMIE. OVN-Kubernetes &y N7 —9 TS5 54 IC
DWT D [OVN-Kubernetes IPv6 &ETF 2 7R v IV DHIR] #SBLTLEIWL,

o XY KNIT—VERBOBEAFSCAEDIZ, TaTIVRAIYIRY NID—0%HR—KNT B
ANIVITIWNARI YD IPVA YD SRI—% A VA R=ILLAEWTLLEIL,

WADIPT7RLR77IY—a@AT2EIKI SR —5BET 2BEE. ROBEHERREL T
I,

o YE55DIP77IN—%H, TIANMN = IZAICALRY NT—OA4 V9 —T x4 R%&(&E
By 2nELHY £,

e WMADIPIZ77I)—ICTF 74 MNTF— DA HDRETT,

o IRTDRY NT—VBRENTA—=HF—IIHLT, IPvdT7RLR&EIPv6 7 KL R%[FE UIERF
TERETIVEL’HYET, IEAIK. RDFBETIE. IPv4T7 KL AN IPv6 7 KL ZDHEIC
EHINhTWET,

networking:

clusterNetwork:

- cidr: 10.128.0.0/14
hostPrefix: 23

- cidr: fd00:10:128::/56
hostPrefix: 64

serviceNetwork:

- 172.30.0.0/16

- fd00:172:16::/112

pa

Globalnet I&. Red Hat OpenShift Data Foundation 7 4 X4 —1) /X1 =Y 1) 2 —
avTRYR—IMINTVWEEA, V-V aVDOEEEIBIFTIVFTIE. V5R5—
ERVZRI—HADY—ERRY NT—JILEBLBRVWTSARXR—NIP 7 KL XDEH
EEETELOICLTLEIN,

RKR2RXY MNIT—IOIRFA—4H—

NSRA—4—
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NRIA—5— B

VSRI—DFRY NT—9 DERTE,

I networking:
@47 s b

R

4 > 2 h—JL1.IZ networking 7+ 7
VIV ML TEREINENS
A= —%BTREGTZIEETEEE
Ao

1 > XA h—JLF % Red Hat OpenShift Networking
I networking: xYy NID—=0TFST14,

networkType:
{&: OVNKubernetes, OVNKubernetes 4.

Linux *v N7 —2 8 LU Linux —/8—¢& Windows
Y—N—DOEAHEECNA TV Yy KRy N T—VH
@ Container Network Interface (CNI) 75 44 ~ T
¥, 77 #J) bDfEIE OVNKubernetes T9,

PodDIP7 RLRTOY Y,

clusterNetwork: 7_'7 Pl F{IELE‘: 10.128.0.0/14 T, KA K @EEEE¥

I networking:
/23 TY,

BHOIPT7RLRTOY I AIEET 2HEE. 7
Oy I hREELAVELDICLTLEIN,

B:472x7 hDBS, UTFICAZRLET,

networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23

networking.clusterNetwork % R ¥ 2155 Il

networking: ATY, IP7RLRTOY Y,
clusterNetwork:
cidr: IPv4 xy KT —72

fi: Classless Inter-Domain Routing (CIDR) R&E D IP
ZRLZRTOY Y, IPv4 70Oy Y OEEHEEG 0D
5320MICKRYET,
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NSA—4H—

networking:
clusterNetwork:
hostPrefix:

networking:
serviceNetwork:

machineNetwork:

I networking:

144

B4

ZTRENOMER / — RICEIY HTSH TRy MESE
R, =& 2L, hostPrefix 7*23 ICREIN %35
a. &/ —RIEED cidr 5 /234 T Xy MHE|
YETo5hET, hostPrefix 8D 23 (£, 510
(27(32-23)-2)Pod IP 7 RL 2 &1RH L £ ¥,

f&: 7 % NEEEREE,

T7A4INMEIKX23TY,

H—ERDOIP7RLRTOYY, T7 4 MEIE
172.30.0.0/16 ¢4,

OVN-Kubernetes %Y K7 —40 7S94 Vi, ¥—
EXxy NTD—2ICW LTE—DIP7RLZRTOY
IDHxEHR—KNLET,

fE:CDRERXDIP 7 RLZRT7AOY 75250 E5, LKL
TICHERLET,

networking:
serviceNetwork:
-172.30.0.0/16

RYUVOIPT7RLZRTAOY Y,

BEHROIPT7RLRTOY I AIEET 2HEE. 7
Oy I hRBEELAVELDICLTLEIN,

B:472x7 hDBes, UTFICAZERLET,

networking:
machineNetwork:
- cidr: 10.0.0.0/16



#5128 OPENSTACK DA Y A F—JLBENRS A —H —

NRNIAX—5— B

networking.machineNetwork % R 9 2315 &IC

networking: WETY, IP7RLR7TOY Y, libvirt & IBM
machineNetwork: Power® Virtual Server < $RXTOD TS v k
cidr: TJA—ALDT 7 #J)L MMEIK10.0.0.0/16 TT, libvirt

DFE. T 74 MEIX192.168.126.0/24 T9,
IBM Power® Virtual Server Mi5&. 77 #JL MEI
192.168.0.0/24 T,

fE:CIDRREZEDIP Xy hD—270Ov 7,

f1: 10.0.0.0/16

)z )

{ BEINZNICHABHINTLS
CIDRIZ—HT 3
networking.machineNetwork %

¢ BRELET,

ovn-kubernetes IC & > THEMICHEARAINS IPv4

networking: jont7xy NERELEY, OH TRy MM,

ovnKubernetesConfig: /=Ry b7 —2%&H,. OpenShift Container
ipvé4: Platform NMERA L TWB MDY TRy hEEET S
internalJoinSubnet: JERTEFERA, Y TRV MDY A XEFE, /—FR

BEYRESKCTHIVENDHYEY., 1 VX M—ILER
IEEZERET B EIRTEE A,

{E:CIDREREDIP Ry hT—4o70Ov Y, T4
&l 100.64.0.0/16 T4,

1213. 7 72 a VDR E/NSTA—F —
FTF7avDAVARN—ILEBRENRNTA =Y —IF, UTORTHBAINTWET,

RKRIATavDIRSTA—4H—

NRNIAX—5— B

J—ROEEEHIAZER M 7IEBIMI NS PEM T
I additionalTrustBundle: I>O—RINX509FERAENY RV, ZDMS

Z RNV RV, TAFY—HIREINTVWBIHBE

ICEFERINZAREELSHY T,

fé: >x=F7%
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NSRA—4—

I capabilities:

capabilities:
baselineCapabilitySet:

additionalEnabledCapabilities:

I capabilities:

I cpuPartitioningMode:

I compute:

146

B4

FFavDAFTIZRY—AVEKR—FV DAY
A=W EHELEYS, A>3 v0avR—%Y
N % \4hICE B T & T. OpenShift Container
Platform 2524 —D7 v N 7YV N EHIBTE &
T, HME. AVAM=L D TSR —HEER—
V1 EBSRLTLEI Y,

f&: X5 DE5!

BWMCTZA T a VHEBEOME Y M EBEIRLE
¥, BW4{ElE None, v4.11. v4.12, vCurrent
TY., 77 4J) MNEIZvCurrent T3,

fé: >xF7%!

AT avoegEoty b

% . baselineCapabilitySet TIEE L/t D& X
THRRLE T, TONFA—9 —TIHEROHES
BETEZY,

f&: X5 DE5!

J— O0—RKR—F4>avkEEFRALT.
OpenShift Container Platform #H—EX, 75X 4 —
BED—/O—R, BLVAIVISANSIFv—
Pod #9008 L. FHINALCPULEY NTRITTEE
T 7—I0—RNR—=F 443V J5HMITE
5DIEFAVAN—IEOHTY, 1 VA M—ILRIE
EMCTEEHA, TOT1—IKIFT7—20—FK
DNN—T 423V JEBMICLETH. BED
CPUAFERTZLDOICT7—70—REEZRET EHIF
TlEHY FH A, FEMlIZ. RT—FEYFT1 &N
T4—TVAtEIYary0I7—s0—KnR—57+4
A=V I R=IUESBLTLEIY,

{&i:None Z7z1Z AlINodes., &7 = JU hElIZ None
T,

AvEa—~N/—KEEBRTZIYVDERE.

{&: MachinePool # 7 = ¥ ~ OEE3I,



%5123 OPENSTACK DA Y A M—JILB/ENRFTA—4—

NRIA—5— B
T—ILHDI Y YOSty N7—FF 0 Fv—%
compute: RELET, RE IFIFAT7—F7I9Fv—D
architecture: PSR —EHR=—FINTVWERA, TRTD

TR T7—FFTI9Fv—.EBETILELH
YFEd, AWafEIE. amd64 & arm64 T9,

TRTDAVAMN=I AT 364 EY b ARM
T—FT70Fv—AYR—MLTVWEDIFTIEHY
FthA, FRITZAIVAN=IWLA T avHRTSy
N7 —LTHR—KNINTWEHIERT BIC

g, 95 R9—A VA M=—IWVAEOERELTCZD
1—Y—RIO#ERF OKZESSY N7+ —LTY
R—FMEINTWBAI VA M—IAE ZSRLTLE

Ty,
f&i: x5
AVEa— MY UTRBYILFRALY RELIF
compute: hyperthreading Z E%1/BMICT 20 EI DN T
hyperthreading: 7#)hTIE BRTILFRALY RiEv> a7

DINT#—IT VR & EITFBEHICEMEINET,

BE

BEEYILFRAL Y REEHICT 215
AlF. BESHEICBW T U/

T4 =<V ADKBRETHIEREIC
ANDSBNTWBZ EA52RLET,

{&i: Enabled % 7- /& Disabled

compute ZFAY 2HFEICWETY, vV T—

compute: I DEFE,
I name:
f&i: worker
compute ZFHT 2B EICMATT, ZD/NF
I compute: A—H—%FERALT, 7—A—<TVEKRANT S
platform: V79 RTANA S —%BELEFT, TD/IFTA—
4 —D{&IF controlPlane.platform /X5 X — % —
DEIC—HT2HEN DY FT,
fi&i:
aws. azure. gcp. ibmcloud. nutanix. open
stack. powervs. vsphere. Z7(Z{}
JoEYa=—vi94savEa—bP Y (T7T—H—
I compute: RV ELTEHLND) DL
replicas:
B2 EOEDEY, 774 MEK3TT,
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I featureSet:

I controlPlane:

controlPlane:
architecture:

controlPlane:
hyperthreading:

148

B4

HEEtE Yy NDYVSRY—5BMILET, HiEty
M. T 7 20 ETEMIZI N7 OpenShift
Container Platform #gED L 2> a v T3, 1V
A2 MN—IVARICHEEE Yy NEBMICT 2 AEDFM
&, THBES — P OERICK 2 REMEEDB L]
ESRLTLCETY,

f&i: 3%, TechPreviewNoUpgrade %2 &, B3
ICT BHEEt Y M DRRL

A kA=W TL—VEEBRTZYY Y DERE,

{&: MachinePool # 7 = ¥ ~ O3,

T=ILADIY Y DHStEY N\T7T—F TV Fv—%
RELET, BE. SEFIFRT7T—FTIFv—D
DS RY—EHR—FINTVWEHA, TXRTD
T—=IVERLCT7—F TV F v —%BETIHENH
YExd., AMREIR. amd64 & arm64 T,

TRTDAVAN=I AT 364 EY b ARM
T—FT70Fv—AEYR—MLTVWEDIFTIEHY
FthA,. FRITZA VAN T a v TSy
N7 —LTHR—RNINTWEHIERT BIC
g, 9 R9—A VA M=—IWVAEOERELTCZD
1—Y—RTO#EF OKZXESSY N7+ —LTY
R—MEINTWBAI VA MN—IAE EZSRLTLE
Ty,

fé: >x=F7%!

JvbA=LT L=V TRBIILFRALY R
F 7213 hyperthreading = B3/B\MICT 2D E D
M 774N NTIE ARFTILFRLY Rigwo v
DATDNT =V R%& EIFB1-DICBMEIN
7,

BE

BEEYILFRAL Y REEHICT 215
A3, BESHEICBW T U/

74—V ADKBRETHEEIC
ANSONTWBZ EA&MERLET,

{&i: Enabled % 7- i Disabled



NSRA—4—

controlPlane:
name:

controlPlane:
platform:

controlPlane:
replicas:

I credentialsMode:

#5128 OPENSTACK DA Y A F—JLBENRS A —H —

B4

controlPlane =¥ 25&8ICWETY, ¥V
70—11/0)1’%?]”']0

{i: master

controlPlane %= {#f ¢ 25&/ICMEATT, 2D/
SA=4H—%FEHLT, avbO—-LTL—rT¥
VERANTZISORTAONA Y —%EELE

¥, TD/NFX—4—DfElF compute.platform /X
FA—I—DEICL—HT 2HRENHY FT,

fi&i:
aws. azure. gcp. ibmcloud. nutanix. open
stack. powervs. vsphere. Z7(Z{}

JoEvaz=vsdszavio—LTL—rvvvv
D,

Y R—FIN2EX3ITYT, >VFIL/—FK
OpenShift #7704 3 515511 T,

Cloud Credential Operator (CCO) E— K, €E— K%
BELAWE, CCOIIMEEINFRIAITIRDIERE
BHICHBILELS>ELET, ZDBE. HHOE—
ROBYR—FINBZTSY T +—LTMintE—NK
NMBEINZET,

R

ITRTCOYSTRTANA Y5 —TT
RTDCCOE—RIAHYR—KIIZH
TWBHIFTIEHY FHA, CCO
E— NOFEMIL, BEEEABAT VT
YD TS5y R7ONA ¥ —DER
SHEHRDERE] #5RBRLTCES
W,

f&:Mint. Passthrough. Manual. F73Z DX
$§u ("H)o
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B4

aAv kA= TFL—r< s VICEEMIT SNEM
NDEeFXFa)F4—TI—7,

B 12U EOXFIFALDUUID 258 X b,
7ee219f3-d2e9-48a1-96¢c2-e7429f1b0da7.

%A VA N—)LYT B RHOSP Compute (Nova)
TRASEYF 4=V =V (AZs)y TDINSA—H—
PEREINTVWARWES, 1 VA= 7OT5 4
I& RHOSP BEHEEENERE L7 Nova DF 7 # )L R E
ICREFELET,

fli: x=5mY 2 b, f:["zone-1", "zone-2"].

TIHOIY bO—VT L= v EELY
W—FICHERAT Y — =T I—TRY >—, R
BICH—N=TIN—TORY) Y —FLIIFBEER
THIEIFTEFRA, YR—bIhTWEFT
¥ 3 vIZid, anti-affinity, soft-affinity. &
soft-anti-affinity ©"&&h &9, 77 1)L MER
soft-anti-affinity T3,

affinity ) & — EB1T & BHIL T B 728, RHOSP @
Ty TTL—RICHELZY, affinity R >—&
YR—FINhTWEHA,

Bi% 73 anti-affinity R > — % FHT 2581, 1
VRY Y ZADBITHITEM®D RHOSP /R A h HHE
T7,

< Y =IIERT Y ==L —TRY
v —, & A, soft-affinity,

AVZARN=ITATS LN RHCOS A A=V %5
v Ba— N9 35

XY NT—=ODEIRINAERIRTI VA M—ILEE
T9BICIE. ZDNIA =Y —%RESTDLEDND
YEY,

f: HTTP £ 72l HTTPS URL, ®EICIE LT SHA-
256 F v I LB EHETEEY,

f5: http://mirror.example.com/images/rhcos-
43.81.201912131630.0-
openstack.x86_64.qcow2.gz?
sha256=ffebbd68e8a1f2a245ca19522c16c86f6
7f9ac8e4e0c1f0a812b068b16f7265d, = D&
&, BEED Glance 1 A—Y DEFICERYBET
(f5): my-rhcos).
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platform:
openstack:

clusterOSImageProperties:

platform:
openstack:

controlPlanePort:

fixedIPs:

platform:
openstack:

controlPlanePort:

network:

B4

AVAN=ITATSLICED>TGlance ICT7 v 7
O— KX 3 ClusterOSlmage ISEMNT % 7O/
TA4— IDTOANRT 14—

i&. platform.openstack.clusterOSImage 8%
FOD Glance 1 A —VILREIN TV R HEIFERX
nxvd,

o7anF4 —%FERHL, /—RKHiY 26PVD
RHOSP M7 7 #JL hkiEAR Y 2 — L (PV) DHFIR%
BRTZIENTEES, FIREBISIC

&, hw_scsi_model 70/%7 1 —D{E % virtio-
scsi ICEE L. hw_disk _bus 0{&% scsi ICERE
LEY,

ZDFONRT 1 —%{FH

L. hw_gemu_guest_agent 70O/35 1 —% yes
DETEMLTQEMU SR NI —Y Y NEFMIC
THIEHETEET,

EB:XFNTanT+—0ty b, LTFICAZRLE
ER

clusterOSImageProperties:
hw_scsi_model: "virtio-scsi"
hw_disk bus: "scsi"
hw_gemu_guest_agent: "yes"

TOUNERATEY TRy N,

H:529—D4 VR N—LTHERTZH TRy b
ZF/IEUUDDY R K,

IVUNMERTEZRY hT7—7,

8:75285—0D4 V2= THERY S RHOSP
*v =0 ®UUID F I3 &H,
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TIAIWNDIYS VY T—=IV TS5y N T+ — LD

platform: T
openstack:
defaultMachinePlatform: f&:

{
"type": "ml.large”,
"rootVolume": {
"size": 30,
"type": "performance”

}

}
Ingress IR— N ICBEE T I 2 BE7F D Floating IP 7 K L
platform: A, ZOTANT 4 —%5FRTBIC
openstack: i&. platform.openstack.externalNetwork 7’0
ingressFloatinglP: NTA—ELERTILEN’HYIT,

f&: 1P 7 KL X ($51:128.0.0.1),

APl O— R/NS 4 —(|CBEEN T 2 BEF D Floating

platform: P7RLR, ZO7AONRT 4 —%FERTBIC
openstack: I&. platform.openstack.externalNetwork 7’0
apiFloatinglIP: NRT4—t BRI DRENHYET,

f&: 1P 7 KL X (51:128.0.0.1),

DS5RYI—AVRY AN DNS RICHERT 2450

platform: DNSH—"N—DIPF7 KL X,
openstack:
externalDNS: fl: XFIREXDIP 7 RLZDY R~ Bl

['8.8.8.8", "192.168.1.12"]

T4 NOREBO— KNSV —%2FRTIHNE

platform: > . fEA UserManaged ICEREI M T W 3I5E,
openstack: IDFT7ANbOAO—RNS Y —FEYICRY,
loadbalancer: HEBOI—F—BFEBOO— KNSV —%FRT 3

VIR —%TTOATEDLDICRYET, /X5
A= —HNEEINTVWRWEE, FEFED
OpenShiftManagedDefault D&, 75X 49—
EF 74N hDO—RNSUS—%2FALET,

f#i: UserManaged = 7= (&
OpenShiftManagedDefault,
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VZRAY—D/)— RKHMERT S RHOSP # 7 x v bk
platform: D UUID, /—RBITIREIP (VIP) K— kDT D
openstack: Txy MIERINET,

machinesSubnet:
networking.machineNetwork O &#DIEE (&

machinesSubnet D{EIC—HT 32 HELHY F
ER

AR LY TRy MIT70O4 9 %%BE. OpenShift
Container Platform 4 > 2 b —5 —Z4+&8 DNS H—
N—%IBETDIEIETETEEA, KDYIZ, DNS

% RHOSP MY 7 xw MIBM LET.

fEi: x5 FR D UUID, fi:fa806b2f-ac49-4bce-
b9db-124bc64209bf,

12.1.7. ;811D Google Cloud F&E /X5 X —4 —

JBAND Google Cloud BXE/NT XA =49 —ICDWT, ROKRTHAL XTI,

s

#*12.7 5BI®D Google Cloud /135 X —4% —
NIAX—5— B

FTav:FIFINRT, AVAN=ILTOTS A

controlPlane: &, avhbO—LTL—rITUDRBFERT S
platform: Red Hat Enterprise Linux CoreOS (RHCOS) 1 X —
gep: JEIYO-RLTAYRARM—ILLET, 1 V2R
oslmage: N—Zassaptarybto—L7TL—rv0
project: HIEATDHRY L RHCOS 1 X —Y DIGFi% g

ETBIET, 774N MDOEMEEAF—/IN—F 1 K
TEFET, T74NM MDA A=V FERT 25HE.
D N By iy A R A = & 2 (s ca 2y G Iy Sl N
FELFHA. —H. Google Cloud Marketplace 1
A=T%A0 b O=LTL—UI I VIERT %%
&l FHIXNERELET,

fl: 32F5, 4 A—=IDEHNTLS Google Cloud
A s D2k 7B NOEA-TTN

A2 N=)FOyssraryvg—ILTFL—r~

controlPlane: VU ERETHLDICERTDHRY L RHCOS 1
platform: *A—=I D%
gcp: Al. controlPlane.platform.gcp.osimage.proje
oslmage: Ct AT 2HE,. C07 14— RENBETT,
name:

f&: 3XF 5, RHCOS 1 X —Y D4,
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https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/16.0/html/command_line_interface_reference/subnet
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compute:
platform:
gcp:
oslmage:
project:

compute:
platform:
gcp:
oslmage:
name:

compute:
platform:
gcp:
serviceAccount:

platform:

gcp:
network:

platform:
gep:

networkProjectID:

platform:

gep:
projectlID:

#5128 OPENSTACK DA Y A F—JLBENRS A —H —

B4

F7av:FIFINRNT, AVAMN=LTOTF A
FaAvEa—bhv o VORENIIERT 5 RHCOS A
A=V 9oO0—RLTAVAM=ILLET, 1
VAMN=TOTSLNAVEI—RITVDHIC
FRT2HRY LRHCOS 1 X —Y DIGFA%EIEET
5ZET, T727ANDMNOEMEEA—/IN—F 14 RTE
9,

fl: 32F5, 4 A—=—IDEHNTLS Google Cloud
A s D2 278 NOEA-TTN

AVZAN=)TFOsSahravEr— b UOR
EICERAT 2HRY LRHCOS A A=Y DE
A, compute.platform.gcp.osimage.project %
FATZHE. ZO7 14—V RIZBHETT,

f&: 3XF5), RHCOS 1 X —Y D4,

A4 YR M—=IVARIZERATY % Google Cloud Y —E X7
ATV MDA—=IT RLRAZBELET, TOHY—
EX7HDY MNE, JvEa—bvvOTOE
JazZ v JILERINET,

fE: xxF5, Y—ERTHI Y RDA—=)LT7 KL A,

7224 —%F 704 ¢ %BE7F Virtual Private Cloud
(VPC) D&Hl, VR —%HBVPCILTTOAT
3EA1E. B VPC 25T Google Cloud 7O =

7 b D £&7FIT platform.gcp.networkProjectiD %
BETDHVENHY FT,

f&: x5,

F7oav VSR —%T7T7O04TBHEVPC %
&1 Google Cloud 7OY =¥ b D&HI,

f&: x=751,
AVAMN=LTATSLDBIZRY—%( VA M=
L % Google Cloud 7OY =¥ b DA,

fé: x5,

167



OpenShift Container Platform 4.19 OpenStack ~AD 4 ~ X h—Jb

NRIA—5— B

7 7 # ) b D cluster-provisioned DNS ¥V ) 12— 3

platform: Y DORHYIT, user-provisioned DNS ZBZNIC L £
gep: ¥, COREEERAT 2%EE. api.
userProvisionedDNS: <cluster_name>.<base_domain>. & & U

*.apps.<cluster_names.<base_domain>. ® L
I—REZBUHEODNS V) 1—> 3 vaiR#td 3
BENHY X,

{i: Enabled Z 7= |2 Disabled, &7 #JL hM&
(Z. Disabled ©9Y ., userProvisionedDNS (&7
/a9 —7LEa1—#EETY,

PS5 A9—%KRA MY B GoogleCloud ) — 3D

platform: L8,
gcp: N N 3 N
region: f&:us-centrall & DFHRY - a v 4,

aAvhO—ITL—rxvrvaT7O04 3585

platform: Txv DR
gcp: »
controlPlaneSubnet: TRy N,

AvEa— MY VETTOATH3HBEY TRy b

platform: D4,
gcp: )
computeSubnet: fE: 7%y &,

AVAMN=ITATSLDTY VEERT DTS

platform: ZEYVTFa—V—2,
gcp: \
defaultMachinePlatform: f: YAML ¥ —%4 >~ 2 RDEZ Google Cloud 7~
zones: 1) 74—V —> (us-centrall-a’2 &) DY R
Mo

BF

Google Cloud 64 £ N ARM 1A >~ 7
SANZUVFY—TUISRY—%FE
79 23%E1E. Ampere Altra Arm
CPU M FIATRERY -V & FERY 2
£IITLTLEETY, [Google
Cloud 7RA SEYF 4=V —V]
DYvonn, 64EyY MARM 7O
Tty —CERMEOHBY -V EHE
BTEEY,

168


https://yaml.org/spec/1.2/spec.html#sequence//
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platform:
gep:

defaultMachinePlatform:

osDisk:
diskSizeGB:

platform:
gep:

defaultMachinePlatform:

osDisk:
diskType:

platform:
gep:

defaultMachinePlatform:

oslmage:
project:

platform:
gep:

defaultMachinePlatform:

oslmage:
name:

platform:
gep:

defaultMachinePlatform:

tags:

#5128 OPENSTACK DA Y A F—JLBENRS A —H —

B4

F 4RI DY A X (GB BAL).

#:16 GB »* 5 65536 GB £ TOERDH 1 X,

Google Cloud 714 29494 7,

B:IRTOIVYDTIFIVNTARIIA4T, B
W7xfElE. pd-balanced. pd-ssd. pd-
standard. Z7-i% hyperdisk-balanced ¢3. 7
74 NMElFpd-ssd TY, A hO—LTL—V
Y2 vigpd-standard 71 XV 51 TEFEHATE R
W, T4V MDYV TSy NI+ —bT 4
29494 & LT pd-standard #15E T 254

I%. controlPlane.platform.gcp.osDisk.diskTy
pe RXSA—49—%FRALTRDT 1 RV 94 T%35
ETIRENHY X,

F7av:FIFINRNT, AVAMN=LTOTF A
&, avhO=—ILFL—vELvavE1I—FTY
VOBBICHERAINS RHCOS A A=V %55 oY
O—RKLTA VA= LET, 1 VA M=)LTO
TSADEMEDYA TOIIVIERTEHRY A
RHCOS 4 A=Y DiGfiziEET 2T & T, T 74
NDENMEE A —IN—F A4 RTEET,

fl: 32F5, A A—=—IDEHNTLS Google Cloud
A s D2 7B NOEA-TTN

AVAN=TOyZLararyO—ILTL—VE
AVE1— MO VOREBICERTZ2HRS A
RHCOS 1 X —Y D%

fl. platform.gcp.defaultMachinePlatform.osl
mage.project Z AT 2HFE. TD7 1 —ILKiF
AT,

f&: 3XF 5, RHCOS 1 X —Y D4,

FFvav:avio—IJSL—rvEsLvarvEa—
Ao VIlBMT 2Dy NT—0% 7,

f&:1 DL EDXFFI (fl:network-tag1).
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https://cloud.google.com/compute/docs/disks#disk-types
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platform:
gep:

defaultMachinePlatform:

type:

platform:
gep:

defaultMachinePlatform:

osDisk:
encryptionKey:
kmsKey:
name:

osDisk:
encryptionKey:
kmsKey:
keyRing:

platform:
gep:

defaultMachinePlatform:

osDisk:
encryptionKey:
kmsKey:
location:

platform:
gep:

defaultMachinePlatform:

osDisk:
encryptionKey:
kmsKey:
projectlD:
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platform:
gcp:
defaultMachinePlatform:

B4

avkAO=—IL7FL—rvHsLavEa—bIvD
Google Cloud ¥ ¥ v 4 4 7,

f#i: Google Cloud ¥ ¥ >~ 4 4 7 (f5l:n1-standard-
4),

RO VDTARAVBESEICERINS BEHRNEE
TSI —DR&HE,

f&: B SR D &R,

KMS ¥ —#H' B9 % Key Management Service (KMS)
$_ U v Oﬁo)%ﬁﬁo

fB:KMS ¥—1 v 7%,

KMS ¥—1) > D EET % Google Cloud DIFFf,

{i: Google Cloud D%HFf,

KMS¥—) v InHEHESTZ 7OV hDID, TD
fBlF, REINTWAWEE, T74IMT
platform.gcp.projectlD /X5 X —4% —DfEIC 7Y
7,

fli: Google Cloud 7AOY =7 kD,


https://cloud.google.com/compute/docs/machine-types
https://cloud.google.com/kms/docs/locations
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aAvkO—IL7L—rvEsLvtavEa—Krkvo v

platform: ES{EERICHEAINS Google Cloud H—E R 7 A
gcp: DYk, FELBRWEAICIE, Compute Engine DF
defaultMachinePlatform: TAIN MDY —ERTHD Y MMEAIhET,
osDisk: Google Cloud H—EZX 7 h 7 ¥ hDFE#IE. Google
encryptionKey: D RFa XY MDservice accounts ESRL T 7
kmsKeyServiceAccount: T,

f#i: Google Cloud 4y —ERXT7HI Y DA —=ILT K
L Z (fl:
<service_account_name>@<project_id>.iam.
gserviceaccount.com),

P ZRAI—HDFTARTDT L VI Shielded VM &

platform: FaTF7T—hEBMITEHNED D, Shielded VM

gcp: K&, EFa77—b 27—L0zT7EEEHED
defaultMachinePlatform: B, L— by MRELQECOEMNMOEF2Y)

secureBoot: T4—7OMILDHY F£F, Shielded VM DEEH

(%, Shielded VM ICEA9 % Google D RF 1 XV b %&
SBLTLEIY,

{&: Enabled Z 7= |2 Disabled, &7 #JL hM&
. Disabled ¢3¢,
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https://cloud.google.com/compute/docs/access/service-accounts#compute_engine_service_account
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platform:
gep:

defaultMachinePlatform:

confidentialCompute:

platform:
gcep:
defaultMachinePlatform:
onHostMaintenance:

B4

PSR —HDITRTDY Y VIC Confidential 1R4E
R VEMAT BN E DD, Confidential R~ >
IFIBHRDT—4 #BES{E L £9, Confidential
Computing MF¥#lIE. Confidential Computing ICE
95 Google DRFa XY MNESRBLTLEIV,

WL TWBEIRRDESY T,

e Enabled: Confidential Computing 73 v k
74— LDBEMIGEIRINE T,

e Disabled: Confidential Computing % &%)
IKLEY,

e AMDEnNcryptedVirtualization (&. AMD
Secure Encrypted Virtualization (AMD SEV)
IC & % Confidential Computing % BJ8EIC L
Y,

e AMDENcryptedVirtualizationNestedP
aging I¥. AMD Secure Encrypted
Virtualization Secure Nested Paging (AMD
SEV-SNP) I & % Confidential Computing
ERREICLE T,

o IntelTrustedDomainExtensions (3.

Intel Trusted Domain Extensions (Intel TDX)
% f#fA L 7= Confidential Computing % FJ #&
ICLEY,

Disabled LIS\ DiE%IEET B%E

I%. platform.gcp.defaultMachinePlatform.on
HostMaintenance % Terminate IZ5%7E L.
Confidential Computing 4/ R—h¥ 51— 3~
ERV VA TEHBETDRENHY T, Fill
I&. Supported configurations IZB§9 % Google @ K
FaAVMEBRLUTLEIWL,

fé: x5,

VYIRMNIZTPN—KRIOTT7OEHFRE, KA MX
VFFVRARY NROTRTO VM OEMEEIEE
L9, Confidential (RAE~Y Y v DIFEIK, TD/RS
X—%—% Terminate ICSRET 2 MELHY T,
Confidential (R~ > V&5 4 T VM BITEHR— b
LTWEtA,

f&i: Terminate %7-/& Migrate, 77 +JL &
I&. Migrate T4,


https://cloud.google.com/confidential-computing
https://cloud.google.com/confidential-computing/confidential-vm/docs/supported-configurations#machine-type-cpu-zone

controlPlane:
platform:
gcp:
osDisk:
encryptionKey:
kmsKey:
name:

controlPlane:
platform:
gcp:
osDisk:
encryptionKey:
kmsKey:
keyRing:

controlPlane:
platform:
gcp:
osDisk:
encryptionKey:
kmsKey:
location:

controlPlane:
platform:
gcp:
osDisk:
encryptionKey:
kmsKey:
projectlD:

controlPlane:
platform:
gcp:
osDisk:
encryptionKey:

kmsKeyServiceAccount:

%5123 OPENSTACK DA Y A h—JLE&E/INS X —

B4

I hO—ILTL—yII VDT 4 RAVBESICE
AIN2EHRNIEET ZBESEF—DER

f&: B SR D AR,

Ay hO—ILTL—URIVDFEE. KMS F—HB
9% KMS F—1) v I DEHI,

fB:KMS ¥—1 v 7%,

A hA=LT L=y VADF—) Y IHEE
9 % Google Cloud D5, KMS DIZRTDFFEA I,
Google @ K& 2 X > b Cloud KMS locations % £ 88
LTLEIW,

fli: ¥—1) > 7@ Google Cloud DIHFf,

I bA—LTL—rIIVDIBE. KMSF—1 v
THEETS7OV I hDID, BREINTLARL
BE. ZOEIEFVM 7O NIDICTF 74V M
EXINZEY,

fli: Google Cloud 7OY =¥ ~ ID,

AV MO—=ILT L= Y VOBSEERICERY
% GoogleCloud #—ER7HD Yk, FELARWL
BEITIE. Compute Engine D77 4 )L hDH—EXR
TADY MPMERINZF T, Google Cloud ¥ —E R
ThY Y MOFEMIE. Google DRF 1AV MD
service accounts &R L TL 72X L,

fl#i: Google Cloud 4y —ERXT7HI Y DA —=LT K
L Z (fl:
<service_account_name>@<project_id>.iam.
gserviceaccount.com),

,y_
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TARIDYA X (GBEAL), ZOEIFIY MO—IL

controlPlane: TL—U I VICERINET,
platform:
gep: f&:16 A5 65536 £ TDEEDEE,
osDisk:
diskSizeGB:

I hO—ILFL =2 Y®D Google Cloud 7 1 &

controlPlane: 9947,
platform:
gcp: fa: B3p7efEld. pd-balanced. pd-ssd. Z7id
osDisk: hyperdisk-balanced T3, 77 # /U MMEIZ pd-
diskType: ssd T9,

FFvav:arysa—ILTL—rRIUIEBIMT S

controlPlane: BMORY NT—089 T, TONRTA—8H—%BET
platform: 2& aAvhO—LTL—=—ryT D
gcp: platform.gcp.defaultMachinePlatform.tags /%
tags: A=Y —DLEEEINET,

f&:1 DLl E D3 F7 (fl:control-plane-tag1).

JvbO—=ITL—r< VD Google Cloud ¥ ¥~

controlPlane: 547, BREINTWBIHA, TDNRFTX—F—F
platform: platform.gcp.defaultMachinePlatform.type /<
gcp: FA—H—%LEEZLFT,
type:

f#i: Google Cloud ¥ ¥ >~ % 4 7 (f5l:n1-standard-
4),

A2 N=)FOysspraryvg—ILTFL—r~

controlPlane: SVEERTBTNASE) T4V =Y,
platform:
gcp: fli: YAML ¥ —%4 >~ 2 ADAER A Google Cloud 7N
zones: 15874 —Y—> (us-centrall-a72 &) D) R
bo

BF

Google Cloud 64 £ N ARM 1A >~ 7
SANZUVF¥Y—TUISRY—%FE
179 23%E1E. Ampere Altra Arm
CPU M FIAHRERY —V & ERY 2
£IICLTLEETLY, TGoogle
Cloud 7RA S EYF 4=V —V]
DYvons, 64EY MARM 7O
Tty —CERMEOHBY -V EHE
BTEZEY,



https://cloud.google.com/compute/docs/disks#disk-types
https://cloud.google.com/compute/docs/machine-types
https://yaml.org/spec/1.2/spec.html#sequence//
https://cloud.google.com/compute/docs/regions-zones#available
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A kO—I)L7L—r<T VD ShieldedVM % 2

controlPlane: 77— NEBHITENE DD, Shielded VM I
platform: &, EFaT7T—bM 77—L0T EEEEHDE
gcp: B I—hFxvy MrELEOEBMOEF2Y T4 —
secureBoot: TOMILDHY FT, Shielded VM DEEHH

(&, Shielded VM ICEA9 % Google D RF 1 XV b %&
SBLTLEIY,

{: Enabled Z 7= |2 Disabled, &7 #JL hM&
. Disabled ¢¥,

dY hO—IL 7L —> << VI Confidential R78~

controlPlane: UV EFERYT BN E DD, Confidential (RIE~ 2 &
platform: WEHDT—4 %S LF Y, Confidential
gcp: Computing OFF#EIE. Confidential Computing (ZE
confidentialCompute: % Google DRFaXYNEBSRBLTLEIW,

WL TWBEIRRDESY T,

Enabled: Confidential Computing 735 v bk
74— LADBEMIGEIRINE T,

Disabled: Confidential Computing % &&h
IKLEY,

AMDEncryptedVirtualization (&. AMD
Secure Encrypted Virtualization (AMD SEV)
IC & % Confidential Computing % BJ8EIC L

3

AMDEnNcryptedVirtualizationNestedP
aging I¥. AMD Secure Encrypted
Virtualization Secure Nested Paging (AMD
SEV-SNP) I & % Confidential Computing
ERREICLET,

IntelTrustedDomainExtensions (3.
Intel Trusted Domain Extensions (Intel TDX)
% i L 7= Confidential Computing % AT &
IKLEY,

Disabled LIt DiEZEET 5355

I%. controlPlane.platform.gcp.defaultMachin
ePlatform.onHostMaintenance % Terminate
BRETDHILENHYETS,

fE: x5,
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https://cloud.google.com/shielded-vm
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controlPlane:
platform:
gcp:
onHostMaintenance:

controlPlane:
platform:
gcp:
serviceAccount:

compute:
platform:
gcp:
osDisk:
encryptionKey:
kmsKey:
name:

compute:
platform:
gcp:
osDisk:
encryptionKey:
kmsKey:
keyRing:
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B4

VYIMNIZTPN—KROT7OEHFRE, KA MX
VFFVRARY NEOOY MO—ILT L —Y VM
DENMEEIEEL £ 9, Confidential (RE~ S v DIBE
&, ZD/5%x—4—% Terminate ICRXET 2 HE
NHY £7, Confidential (RIEEY> VIEZ14 T VM
TFEYR—PMLTWEEA,

f&i: Terminate %7-/& Migrate, 77 +JL &
I&. Migrate T4,

A4 YR M—=IVARIZERATY % Google Cloud Y —E X7
ATV MDA—=IT RLRAZBELET, TDOY—
EX7HOY MK, avhkO=—ILTL—rvUD
ToEevaZ v IIlFERINET,

BE
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