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£51Z OPENSHIFT CLI (OC)

11.CLI DERAEE

111LCLIHIZCDWT

OpenShift Container Platform @YY K54 V4 V49— — R (CLI) 2#ffRHT % &, §—IFILh
57 7Y —> a3y %ER L. OpenShift Container Platform 7OV x4V N2 BB TE X9, CLIDfE
Al UTOBEICELTWET,

e JOVI/DY—RO—NEEEFEALTWS,

® OpenShift Container Platform D#{E%= X2 Y 7 MMET %,

o T V—ADFHIRTICHY., Web AV Y —ILEFRATEIAL,

11.2.CLIOA VY X h—Jb

OpenShift CLI (oc) 4 YA M—=JL T BIIE. NMF)—%4F o oO0—K$T35Hh, RPMAEFERALZE
_a—o

1M21. 84 F ) —DF o >A—RICLBCLIDA VR M—JL

ARV RSA4 449 —7 2 —R%FEA L T OpenShift Container Platform & x$559 %7281 CLI (oc)
ZAVAN=ITBIENTEEXY, ocd Linux. Windows, F7lE macOSICA VA M—J)LTEZ
ER

E:2

PRIDN—=Y3vDocaA VY ARM—ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 43 D ARTOIOAY Y REERTIT B &I TEEH A, FiR/AN—U 3
YDocxEHovO—KL, 1YAM=ILLET,

11211 Linux ~ND CLI DA VXA h—JL

LUITFOFEIE% A LT, OpenShift CLI (oc) /81 7Y —% Linux 14 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Tinfrastructure Provider] R—JICHBEIL £,

2. AVISANTVF =AM S —%FIRL, GZETIHEEIE) 1 VA=Y A T%ER
L/i_a—o

3. Command-lineinterface £ > 3>, KAy ¥ A =21 —0D Linux %8R
L. Download command-linetools%# 2 !) v 2 L ¥,

4. T—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/NfFY)—%, PATHICHZT4 LI M) —ICBRELZET,
PATH 2529 5IClE, UTFOITY FZRITLEYS,


https://cloud.redhat.com/openshift/install
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I $ echo $PATH
CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEEY,

I $ oc <command>

1.1.2.1.2. Windows TO CLIDA >~ X b—)b

LUTFOFIE% A LT, OpenShift CLI (oc) /N F 1) —% Windows IC{ Y 2 h—ILTX 7,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Tinfrastructure Provider] R—IICBEL X7,

2. AVIZANSIF+—TONAF—%FIRL., BEETZIHEEIL I VA=Y A T%EZER
L/i-a—o

3. Command-lineinterface 2> 3>, KOvY F4¥ > A= 21—0 Windows % :&iR
L. Download command-linetools%# 2 !) v -7 L ¥,

4. ZIP 7O SLTT7—HA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LI N)—ICBELFT,
PATH 28329 % ICi1k, O~y R7ary a0V TUTOaOY Y REEFLET,

I C:\> path
CLIOA YA NMN—ILiEIZ, oc ATV REFALTHETEEY,

I C:\> oc <command>

11.21.3. macOS ~D CLI DA Y A b—Jb

LUTFDOFIE%AMERL T, OpenShift CLI(oc) /X1 F 1) —% macOS IZA VA M—ILTEET,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Tinfrastructure Provider] R—IICBEL X7,

2. AVISANTVF =AM I —%FEIRL, GZETIHEIE) 1 VA=Y A T%ER
L/i-a—o

3. Command-lineinterface £ > 3>, ROy ¥V A =21—D MacOS % ;&R
L. Download command-linetools%# 2 !) v 2 L ¥,

4. 7—hA4T7=ZRBREL. BELIY,

5. 0c /XM FY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER I 2ICIE. #—IFIZRAE, UTFOAY Y RZ2ETLET,

I $ echo $PATH

CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEZY,


https://cloud.redhat.com/openshift/install
https://cloud.redhat.com/openshift/install
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I $ oc <command>

11.22.RPM #FH L~ CLIOA1 VXA =)L

Red Hat Enterprise Linux (RHEL) D&, Red Hat 7 717 >~ MZAE#% OpenShift Container Platform
HYIT291) T avnHbiBalE. Openshift CLi(oc) # RPM &ELTA YA M—ILTEF T,

AR

e root 7zl sudo DHERNNETT,

FI&
1. Red Hat Subscription Manager IZ&8 L £,
I # subscription-manager register
2. RFIDY TRV T avr—9%5TILLET,
I # subscription-manager refresh
3. FAREEAY TRV FoavaE—BRRLET,
I # subscription-manager list --available --matches *OpenShift*'

4. BRIOIY Y ROHE AT, OpenShift Container Platform #7245 1) 7> a>dF—I)LID =R
DIF. INEEHFBINLEDRATLILTYYFLET,

I # subscription-manager attach --pool=<pool_id>

5. OpenShift Container Platform 4.3 TER YR M) —&2BMIIL T,

® Red Hat Enterprise Linux 8 DIH&:

I # subscription-manager repos --enable="rhocp-4.3-for-rhel-8-x86_64-rpms"
® For Red Hat Enterprise Linux 7:
I # subscription-manager repos --enable="rhel-7-server-ose-4.3-rpms"
6. openshift-clients /\v o5 —Y %A VA M—ILLET,
I # yum install openshift-clients
CLIDA YA M—JLi&IE, ocAY Y REFERLTCFIATEET,

I $ oc <command>

11.3.CL~pO 74>

ocCLIICAOTAYLTYISRI—ICTIERAL, ThaBEBTEZT,
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AR
® OpenShift Container Platform 7 S X9 —~DT7 VAN H 5 Z &,

o CLIZAYVAM—JLLTWVWBZ &,

E5C

HTTP 7O%Y—H—N—LETORTIECATEBISRYI—IITIERATBIC
i, HTTP_PROXY. HTTPS_PROXY & &£ U' NO_ PROXY Z¥ AR ETE X T,
DEBREBEEHIL., VSR —EDITRTOBEIHTTP 7OF > —%2RBATE LS ICoc

CLITERINZEY,

FIE
e oclogina~v Y RAaFALTCCLIICAYA YL, 7OV T MDPHINASKRELBEREAAL
i’a—o
$ oc login

Server [hitps://localhost:8443]: https://openshift.example.com:6443 ﬂ
The server uses a certificate signed by an unknown authority.

You can bypass the certificate check, but any data you send to the server could be

intercepted by others.
Use insecure connections? (y/n): y g

Authentication required for https://openshift.example.com:6443 (openshift)
Username: user1

Password: ﬂ

Login successful.

You don't have any projects. You can try to create a new project, by running
oc new-project <projectname>

Welcome! See 'oc help' to get started.
OpenShift Container Platform #t—/X— URL Z# AL £ 9,
FtFaT7REREERTINEIHDZEANLET,
QA VIERTZ2I——RZANLET,
A—H—DNRRT—RZAALET,

0009

INT, 7OV FaETE, VSR —%BETZLOOMDIATY RERITTEHIENTEE

ER

1.1.4.CLI D{EA
LFRDOEs>avT, CLUAFEALT—RHURI RV AETTIAHELRALET,

11.41. 78Y 7 hDIERK
FRIOY U MEERT BITIE. oc new-project I Y RAFAHAL T,
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$ oc new-project my-project
Now using project "my-project” on server "https://openshift.example.com:6443".

L1425 LWTP TY r— 3 VDR
FIRT7 TV r—>a v EERT 5ICIE. ocnew-app AY Y R&AFEALE T,

$ oc new-app https://github.com/sclorg/cakephp-ex
--> Found image 40de956 (9 days old) in imagestream "openshift/php" under tag "7.2" for "php"

Run 'oc status' to view your app.

1.1.4.3. Pod D&~
WEDNIOY Y D Pod 2K~ 9 %ICI&. ocgetpods AY Y REFHALET,

$ oc get pods -0 wide

NAME READY STATUS RESTARTS AGE IP NODE

NOMINATED NODE

cakephp-ex-1-build 0/1  Completed 0 5m45s 10.131.0.10 ip-10-0-141-74.ec2.internal
<none>

cakephp-ex-1-deploy 0/1  Completed 0 3m44s 10.129.2.9 ip-10-0-147-65.ec2.internal
<none>

cakephp-ex-1-ktz97 1/1  Running 0 3m33s 10.128.2.11 ip-10-0-168-105.ec2.internal
<none>

11.4.4.Pod O 7 DR
HEDPod DOV %AFKRT ZICIE. oclogs IV Y RAFERALET,

$ oc logs cakephp-ex-1-deploy
--> Scaling cakephp-ex-1 to 1
--> Success

1145 BEDTOYV TV MDORR
WEDTOYV Y MERTT SICIE. ocproject I¥ Y REFRALET,

$ oc project
Using project "my-project" on server "https://openshift.example.com:6443".
1146. BEDTOY I NDRAT—49 ADERR

H#—E X, DeploymentConfig. # & U BuildConfig @ EDIWED T OY =7 MIDWTDERE KT
$3ICIE, ocstatus AV Y RAEFEALET,

$ oc status
In project my-project on server https://openshift.example.com:6443
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svc/cakephp-ex - 172.30.236.80 ports 8080, 8443
dc/cakephp-ex deploys istag/cakephp-ex:latest <-
bc/cakephp-ex source builds https://github.com/sclorg/cakephp-ex on openshift/php:7.2
deployment #1 deployed 2 minutes ago - 1 pod

3 infos identified, use 'oc status --suggest' to see details.

1147. Y R—KINBAPIDY Y —AD—ERT

HP—N—ETHR—IINBAPIY) Y —ZAD—E%FKRT SICIE. oc api-resources 1<~ K% fFfH
LE9.

$ oc api-resources

NAME SHORTNAMES  APIGROUP NAMESPACED KIND
bindings true Binding

componentstatuses cs false ComponentStatus
configmaps cm true ConfigMap

11.5. ANV T DORSR

CLI O~ ¥ K& & U OpenShift Container Platform J YV —ZIZBET 2NN TELUTDHETRERT ST
ENTEXT,

o FIAFEEATARTOCLIOTY FO—ESLUVHAERTT 5ICIE. ochelp #FERAL X,

fBl: CLIICDWT O— BB BN TORE

$ oc help
OpenShift Client

This client helps you develop, build, deploy, and run your applications on any OpenShift or
Kubernetes compatible

platform. It also includes the administrative commands for managing a cluster under the 'adm'’
subcommand.

Usage:
oc [flags]

Basic Commands:

login Log in to a server
new-project Request a new project
new-app Create a new application

o BEMDCLIAYY RIZDWTDANILTERERT BITIE, ~help 7575 FRALE T,

f5l: oc create A< Y RICDWTDANILTDRE

$ oc create --help
Create a resource by filename or stdin

JSON and YAML formats are accepted.
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Usage:
oc create -f FILENAME [flags]

o BFENVYV—RICDWTDFHRABELT T 1 —IL REKRZRT ZICIE, ocexplain A7 REFEAL
Y,

fBl:Pod )Y —RADKF a1 XY NDRR

$ oc explain pods
KIND: Pod
VERSION: vi1

DESCRIPTION:
Pod is a collection of containers that can run on a host. This resource is
created by clients and scheduled onto hosts.

FIELDS:
apiVersion <string>
APIVersion defines the versioned schema of this representation of an
object. Servers should convert recognized schemas to the latest internal
value, and may reject unrecognized values. More info:
https://git.k8s.io/community/contributors/devel/api-conventions.md#resources

11.6.CLINSOAOY 7k
CLIASAY 7o hL, WEDEY Y aVARTTHIENTEET,

e oclogoutd~v > RAEMALZET,

I $ oc logout

Logged "user1" out on "https://openshift.example.com”

ZHIZEY, b—N—DSREINETIEN—T VUDHIBRIN, BET77MILDLBREINET,
1.2.CLI D& E

1.21. % 7RE=DEME

ocCLIY—ILEAVAM=)LLERBIC, 9 7HZEZEMLTCocaAXY Y NKOBEIHTEERITT 5D\
FlE Tab F—2HITEICA T a VORENAREIIND L DICTEZE T,

AR
® ocCLIYV—ILEA VAN LTWEZE,

FIE
UTFOFIETIE, Bash DY THEEEMCLES,
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. Bash#d— KA 7714 ILICIRELE T,

I $ oc completion bash > oc_bash_completion

2. 7 74 L% /etc/bash_completion.d/ ICOE—L £ 7,
I $ sudo cp oc_bash_completion /etc/bash_completion.d/

ILICT7740EO—AILT4 LY N —ICRELLERIL. Ih% bashre 7 7 1 LD L EUS
TEXLLHICTBIENTEET,

Y TRTEIE. FRS—IFILERCEBDCINET,

1.3. 7S 54 IZ & % CLI DILEE

T2 RDoc ARV REMRT B7=DICTZ VA VEERBLI A VA M—ILL, ThEFEALT
OpenShift Container Platform CLI THRB L CEBMDEMR Y RV EZERITTEET,

1.3.1.CLI S 714 > OER

ARV RSA VDAY REERTEREEO OV SIVIEEFIER YY) 7 KT, OpenShift
Container Platform CLID S 74 VA {ERTEX T, BEFED oc AV VY RALEEXTEZ TS T4V %
FRTDZEIFETETRVAICEELTLEIWL,

E:2

R T OpenShift CLI 7S 74 VidT o/ 0V —F L Ea—#gETd, 72/09—
7L Ea1—#EEIX. RedHat DEBRBRIETOY—ERALRILT T —X >V K (SLA) T
EHR—PFMINTUVAWEZD, RedHat CIIEBRBRETCOEALZHEL TVWEHA,
INLDWEER. EARRFEOHMMEZ ) ) —RICERITTIRMTZ I &ICE

Y, BEFIIMEEEAT AL, BERERITOEZRHICTA—RNv 2 EBBFHEVLLELT
ENTEXT,

A, [F7/0Y—70LEa—HKEEDYR—hEE] Z25RLTIEIW,

FIE

LTFDFIETIE, ocfoo XY RORTEICHY —IFILICA Y E—Y A BN 5 &Mi74 Bash TS5 74
VEFERLET,

1. ocfoo EWD T 7 A ILEERLE T,
TSTA VT 7AIDERIEMITBBEICIK, UTORICBELTLETY,

o JOJAVELTRBINDLDIC. 7714 ILDEHRIIF oc- F 71 kubectl- THIIAT % i
ELhHY FT,

o J7ANEIF, TSTA U ERETAEITY REHBTEEDERY ET, & AIE
774 IED oc-foo-bar DTS4 ik, ocfoobar DYV RTEELFT, F/=. 3
RYRICY Y Y15 EDBRENHBIFEICIE. PUVY—RAAT745FERTRIEETEZ
T, 7z&EZIE. 7714ILED oc-foo_bar DTS U1 ~idoc foo-bar DAY Y KR TRE T
9,

2. LFORBEZ7 74 ILISEMLE T,

10


https://access.redhat.com/support/offerings/techpreview/
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#!/bin/bash

# optional argument handling

if [ "$1" == "version" ]]
then

echo "1.0.0"

exit 0

fi

# optional argument handling
if [ "$1" == "config" ]]
then
echo $KUBECONFIG
exit 0
fi

echo "l am a plugin named kubectl-foo"

OpenShift Container Platform CLID Z DTS 714 v %& 4 v A h—JL L721IC. ocfoo O~ >~ K% {FH
LTIhz8HTEEY,

E‘myy—=x

o Go THERINLTSTA VDB ODWTIE., YV TILDTS T4V )RIMN)—BBRBLT
IEIW,

e GoTDTSHAVDIEREZIETZ—EDI—FT 14T 4 —ICDWTIE. CLISYY A LYK
UR)—=HSBLTLEIW,

1.3.2.CLI 7S 5914 VDA VA M—=ILELVER

OpenShift Container Platform CLI D AR Y LTS T4 Y DIERZRIC. ThHRET 2 sFERATE
LA VAT ZREDNDHYET,

2

R T OpenShift CLI 7S 74 vidT o/ 0V —F L Ea—#gETd, 70/09—
7L Ea1—#EEIX. RedHat DEBRBRIETOY—ERALRILT T —X >V K (SLA) T
EHR—PFMINTUVAWEZD, RedHat CIIEBRBRIETOEALZHEL TVWEHA,
INLDMWEEIR, EARRFEOHMMEZ ) ) —RICERITTIRMITZ I &ICE
Y, BEFIIMEEEAT AL, BERERITOERHICTA— RNy 2EBFHVLLELT
ENTEXY,

A, [F2/0Y—7LEa—HEEDYR—bEE] Z25RLTIREIW,

o ocCLIYV—IZAVAM=ILLTWB I &,

e oc- ¥7/-lF kubectl- THF 2 CLI TS TA4 V7740 hHBDT &,

Fig
L BBICHLT, TS5TA4 V774V ERITARERREICARDZLDICERLET,

1


https://github.com/kubernetes/sample-cli-plugin
https://github.com/kubernetes/cli-runtime/
https://access.redhat.com/support/offerings/techpreview/
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I $ chmod +x <plugin_file>

2. 774 )% PATH OEEDIHZATICE E 3 (fI: /usr/local/bin/),

I $ sudo mv <plugin_file> /usr/local/bin/.

3. ocpluginlist #Rf7L. 774 VI —ERRIND I E5EALET,

$ oc plugin list
The following compatible plugins are available:

/ust/local/bin/<plugin_file>

TSTA VNI IN—ERRIINTUVWARWEE, 774D oc- £7213 kubectl- THHBAI N 3
LEDOTHY., BITHRERIRETPATH LICHBZ T EAFELET,

TS TAVICE D TEAINSZHFRIC Y RFLEF AT VavaE8LET,

& Z &, kubectlns 7S04 V& BV TINDTZ AV YRS M) —DSEILRL, 41V
AR=ILLTWBHBE, ULTOaYY N&FEH L TIRAED namespace 2R RCTE XY,

I $ocns

T304V ERBHTZODAR Y RIXTSTA VT 74 IVEICE>TERB I EITERLT
LIV, FmEz2IE 7714ILED ocfoo-bar DTS5 454 it ocfoobar X RICL>T
g2ELEd,

14.FBFEEDOCLIOY VR

141 EAXMACLIOY Y R

1.4.1.1. explain

BEYVY—2ORFaA VY NERRELET,

fBl:Pod D RF 2 X FNDRE

I $ oc explain pods

1.4.1.2. login

OpenShift Container Platform 4t —/X\—|CO 74 > L, #HEDOFERAOLHICOT A VIERERELZ

ER

fBl: WEERO A >

I $ oc login

fBl: 1—H—REEEL-OTA Y

I $ oc login -u user

12


https://github.com/kubernetes/sample-cli-plugin
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1.4.1.3. new-app
Y—2ROA—R, 7V FL—b, FEEAA—JEBELTHRT7 TV r—>avaERLET,

Bl:O—ANGit VRI N —DSDFRT T r—> 3 v DER

I $ oc new-app .

Bl:YE—KRGtYRINY—DSDOFIMT7 ) 75— 3 DEK

I $ oc new-app https://github.com/sclorg/cakephp-ex

Bl: 7Z2AR=RN)E—RYRIN)—DSDFRT7 TV o5 —> 3> OFEK

I $ oc new-app https://github.com/youruser/yourprivaterepo --source-secret=yoursecret

1.4.1.4. new-project

FRIODI I MEERL. REDT 740 bDTAY I MELTINICTYEZET,

B3R 7O b DER
I $ oc new-project myproject
1.4.1.5. project

Alo7aovzy MIPYEAZT, ThERETT7A4ILMILET,

Bl:RloTayzy hADYIYER

I $ oc project test-project

1.4.1.6. projects
REOT7 V71471270V hBLUVY—N"—LDOBEETOY Y MIODWTOBERERTLET,

fl:9yRTOTOT Y bO—ERR

I $ oc projects

1.4.1.7. status
BEOC7OVII MONALRILDBEERTLET,

Bl I|WEDTOV I NDODRT—H ADERT

I $ oc status

1.42.CLIOAY Y ROENLRBLUTTOA

13
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1.4.2.1. cancel-build
Ri7H, ®EH, FLEEFROEILRZRYBELET,

Bl EJL RDOERYEL

I $ oc cancel-build python-1

f5l: python BuildConfig B 5 DIREBHFD TR TOEIL ROERYE L

I $ oc cancel-build buildconfig/python --state=pending

1.4.2.2. import-image

ARX=TNRI N —DORIDI TELVA XA —TEREA VR—ILET,

Bl: ZFTDA X —IBERDA VR— b
I $ oc import-image my-ruby

1.4.2.3. new-build
Y — 20— RO S HHHD BuildConfig = ER L £ 7,

Bl: O—AJL Git Y RY K —hH 5D BuildConfig DYERK
I $ oc new-build .

Bl: Y E— K Git Y RY Y —H 5D BuildConfig DYERK
I $ oc new-build https://github.com/sclorg/cakephp-ex

1.4.2.4. rollback
TN r—2avaEHUEOTTAA4 AV MIRLET,

Bl: ZBICRII LT TRA A bADO—ILINY Y
I $ oc rollback php

IR =3 AC A 2N In By AR R

I $ oc rollback php --to-version=3

1.4.2.5. rollout

HIRO—ILTOMNEREBL, ZTORT—IRFLEEBEEARRTSEN., FLET7I)5—2 3 vOLE
DN—T 3 vica—IbNy o LET,

fBl: JRBICARII LT 7O XY hADO—IL/NY S

14
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I $ oc rollout undo deploymentconfig/php
f5l: IRFTIRRED DeploymentConfig DR O—IL 7 U b DBEA
I $ oc rollout latest deploymentconfig/php

1.4.2.6. start-build
BuildConfig »" 5 EJL RERIAT 20, FREEFEINRZIE—-LZE T,

f5l: $§ 7 X v 7= BuildConfig i 5D EJL K DBHA
I $ oc start-build python

Bl: LIRTD EIL R 5D EIL K DEA

I $ oc start-build --from-build=python-1
BPlIBEDLEI FICHERAYT 2RIEEHRDERE

I $ oc start-build python --env=mykey=myvalue

1.4.2.7. tag
MEDAA—SHAA—DZAN)—LIZYTRHFLET,

\)

Bliruby 1 X—T D latest ¥ 7% 209 DA X —V%BRTDLIICEKET D

I $ oc tag ruby:latest ruby:2.0

143. 77 )V r—vaVvEECLIOY VR

1.4.3.1. annotate

12UEDYY—RATT7 /) T—YavadEHLEY,

Bl: 7 /) F7—23>dDIb— MADEN
I $ oc annotate route/test-route haproxy.router.openshift.io/ip_whitelist="192.168.1.10"
Bl:— b DSDT /FT— 3> DHIR

I $ oc annotate route/test-route haproxy.router.openshift.io/ip_whitelist-

1.4.3.2. apply
JSON F/E YAMLERD 7 7 A W B X FBREANS (stdin) BIICEREZ Y V—RICERALZE T,

f5l: pod.json ME&E D Pod ~DiE
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I $ oc apply -f pod.json

1.4.3.3. autoscale

DeploymentConfig F 7z I ReplicationController DB&I R —1) vV =E{ITLE T,

Bl: ZRND2DOELUVHRARD5 DD Pod ~N\ODEBMRT—) VT
I $ oc autoscale deploymentconfig/parksmap-katacoda --min=2 --max=5

1.4.3.4. create

JSON F72IE YAML TR D7 7 A WZ X7 IFIBEANS (stdin) BIIC) V=R &R L E T,

f5l: pod.json DINE % HF L 7= Pod DYERK

I $ oc create -f pod.json

1.4.3.5. delete
)y —X%&HIBRLEY,

f5l: parksmap-katacoda-1-qfqz4 & L\ ZE1D Pod DY
I $ oc delete pod/parksmap-katacoda-1-qfqz4
f5l: app=parksmap-katacoda = X)L DfF L\ = TR TD Pod DHIkR

I $ oc delete pods -l app=parksmap-katacoda

1.4.3.6. describe
BEDA TV MBI 25EMBEREZRLET,

f5l: example & WD ZRIDT 7OA X > hDiEik
I $ oc describe deployment/example
Bll: 3 XTD Pod DLk

I $ oc describe pods

1.4.3.7. edit
VY —R%mELITT,

Bl: 774 NI T 44 —% AL /< DeploymentConfig DS

I $ oc edit deploymentconfig/parksmap-katacoda
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Bl 27235 IT7 1 4 —%f#HA L 7= DeploymentConfig DiF&%k
I $ OC_EDITOR="nano" oc edit deploymentconfig/parksmap-katacoda
f): JSSON 2=\ D DeploymentConfig DiRsE

I $ oc edit deploymentconfig/parksmap-katacoda -o json

1.4.3.8. expose
W—hELTH—ERZABBICAELET,

Bl: —E XD NF
I $ oc expose service/parksmap-katacoda
Bl: y—EXDRAB L VTR NZDIEE

I $ oc expose service/parksmap-katacoda --hostname=www.my-host.com

1.4.3.9. get
12ED) Y —RERRLET,

f5ll: default namespace @D Pod D—&E X~
I $ oc get pods -n default
f5: JSON = D python DeploymentConfig - D W\ T DD ENS

I $ oc get deploymentconfig/python -o json

1.4.3.10. label
12UEDYY —RATSNIVEEHLET,

f5l: python-1-mz2rf Pod @ unhealthy IZEXE X 1172 5 )L status TOEFH

I $ oc label pod/python-1-mz2rf status=unhealthy

1.4.3.11. scale

ReplicationController & 7z DeploymentConfig DAER L ') AR EL X T,

f5l: ruby-app DeploymentConfig D 3 DD Pod ~NDRA T —1) > 5

I $ oc scale deploymentconfig/ruby-app --replicas=3
1.4.3.12. secrets
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7AYo b= Ly NEBELET,

f5): my-pull-secret D, default Y —ERXAT7HI Y MIELBA A=V TFILY—I Ly hELTDE
FA % &I

I $ oc secrets link default my-pull-secret --for=pull

1.4.3.13. serviceaccounts

Y—EXT7HVVMIEYHTONEN—OVZEREBT D FLET—ERTHADY NOFHRMN—2
> F7-|d kubeconfig 7 7 1 L EERR L £,

f5l: default t —EX 7 Ho Y MCEIYH TSN N—2 VOB

I $ oc serviceaccounts get-token default

1.4.3.14. set
BEOF7 ) r—av)Yy—25BELFT,

f5l: BuildConfig TO>—27 L v NDEZEIDERE

I $ oc set build-secret --source buildconfig/mybc mysecret

1.44.CLIAXR Y RDRMNS TV a—FT4 0 0B8L0TFT\v T

1.4.4.1. attach
ETHROIVTFF—ICY T IILEEY Y TET,

f: Pod python-1-mz2rf M python O~ 57+ —m 5D H I DEIE

I $ oc attach python-1-mz2rf -c python

1.4.4.2. cp
7274NMEBELVCTALIN) =DV T F—~D/H5DAEE—EETLET,

f5l: python-1-mz2riPod S5 O— AN T 7 ALY AT LAAND T 74 I)LDAE—

I $ oc cp default/python-1-mz2rf:/opt/app-root/src/README.md ~/mydirectory/.

1.4.4.3. debug
O Y RY TV ERELT, ZTHROT7 TN r—2avaTFRNy I LET,

fl: python 7704 X~ DT /Ny I

I $ oc debug deploymentconfig/python
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1.4.4.4. exec
AVFF—Tav Y RaEFTLET,

fl:1s < >~ KD Pod python-1-mz2rf ® python I~ 5 F—TNDRE1T
I $ oc exec python-1-mz2rf -c python Is

1.4.4.5. logs

BEDEIL K, BuildConfig. DeploymentConfig. 7/l Pod DOV HAZEFLET,

f51: python DeploymentConfig ™S D&FHO VDA N —I VT
I $ oc logs -f deploymentconfig/python

1.4.4.6. port-forward
1DLLEDR— b % Pod ICERIEL £ T,

fBl: R—~ 8888 THOO—AILDY v AV E LTV Pod DIR— N 5000 ~DEx5iE
I $ oc port-forward python-1-mz2rf 8888:5000

1.4.4.7. proxy

Kubernetes APl r—N—Cx L T7AF > —%FTLET,

f5ll: /Mlocal/www/ D S8BT > T Y %R T 27R— K~ 8011 D API —/—(Cxd 2 7OF
o —DEIT

I $ oc proxy --port=8011 --www=./local/www/
1.4.4.8.rsh
AVTFF—~D)E—b2zI Y aVERETET,

f5: python-1-mz2rf Pod ODF#D AV T F+—T¥ )bty ¥ 3 V&L

I $ oc rsh python-1-mz2rf

1.4.4.9. rsync

FALYIRMN)—DRBDEITHFD Pod AVFTF—AD/H5NDIAE—AERTLET, TEINLT 74
WDHRD, ARV—T 14 VI AT LD Lrsync AR Y REFHRALTIE—INZET,

Bl:O—ALTALIRY—DT 74D Pod T4 LI N —EDREH

I $ oc rsync ~/mydirectory/ python-1-mz2rf:/opt/app-root/src/
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1.4.4.10. run

BEDA A—IEFRL, BFTLET, 774U MTE. ThICEYERI WOV T HF—%52EET 5
7= ® @ DeploymentConfig BMER I & 7

B:3D2DL T hEFHDperl 1 X—I DA VAV ADOEA

I $ oc run my-test --image=perl --replicas=3

1.4.4.11. wait
1D2UEDYY —ADBEDRG=FHRLET,

past-tn}
. ZDAX Y NIIERHVQREDT, BHMALICEEINSAgEMELHY £,
f51: python-1-mz2rf Pod O HlIB& 0D 1351

I $ oc wait --for=delete pod/python-1-mz2rf

1.45. E{FEAREBEOCLIOT VR

1.4.5.1. api-resources
H—NR=DHR— T2 API )Y —RDFMO—EERRLET,

Bl: y R—hINhTWBAPI Y)Y —RO—EXRTR
I $ oc api-resources
1.4.5.2. api-versions

H—N—PNHYR—KTBAPINN— 3 VDFHD—EE2FR LI T,

Bl: HR—KINTWBAPIN—U 3 VD—ERT

I $ oc api-versions

1.4.5.3. auth

N—=Iv>avaREL, RBACO—I/LERHELFT,

Bl IRIT1—HY—D Pod AT ZFHmAMB I ENTEBNEDILDF VY
I $ oc auth can-i get pods --subresource=log

Bl: 774D RBAC O—ILBLW/R—I v a v DFE

I $ oc auth reconcile -f policy.json
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1.4.5.4. cluster-info
TAY—BLIPIVSRY—H—FERADT7RLRAEXRRLZET,

Bll: 7 5 X8 —IFHRDERT

I $ oc cluster-info

1.4.5.5. convert

YAML F72I£ JSSONRET7 7 M IV EBRRD APIN—T a3 VLA L, ZBEHD (stdout) ICHALE
ER

f5: pod.yaml DEHFH/N— 3 Y ADEHE
I $ oc convert -f pod.yaml

1.4.5.6. extract

ConfigMap E£7id>—2 Ly hORBZHE L FT, ConfigMap F/E¥—I Ly NOZEFREND
F—F—DEFERDOHEDT 71 ILE LTERINE T,

f5: ruby-1-ca ConfigMap ORZBDRITT4 LV M) —~D¥ o> O—K
I $ oc extract configmap/ruby-1-ca

f5l: ruby-1-ca ConfigMap O AR DIZAEH /7 (stdout) ~DH T

I $ oc extract configmap/ruby-1-ca --to=-

1.4.5.7.idle

RT=Z TNV —R&TARY VT LET, PARVITINEY—ERE 7414 v 0%%E
TB2ETAR)VITHEBRINET, Ihidocscale Y FEFERALTFETTA NV ITHERY 2
JEHTEET,

f5l: ruby-app H—ERDT A K

I $ oc idle ruby-app

1.4.5.8. image

OpenShift Container Platform 7 2 X9 —TA X —YZEEBL XY,

Bl: £ A= DRDY ITA~ADIAE—

I $ oc image mirror myregistry.com/myimage:latest myregistry.com/myimage:stable

1.4.5.9. observe

VY —2ADEEZHHRL., ThODERIINTSZ7I/avemYET,
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Bl: —ERANDEEDELR
I $ oc observe services

1.4.5.10. patch

JSON FAWE YAMLERDRA N TFSTFI—ICEDKI—I Ny FAFRLTA TSV MDD 1D2UED
J4—ILREBE#HLET,

f5: / — K nodel D spec.unschedulable 7 1 —JL KD true ~DEFT
I $ oc patch node/node1 -p {"spec":{"unschedulable":true}}'
F5S
ARH L)Y —REFE (Custom Resource Definition) D/\y F A2 BRAT 2 EHLH %5

A, OYY Rl ~typemerge + 7> 3 VA EHZIZRELNHY F T,

1.4.5.11. policy
RAIRY)Y—EEELET,

Bl:edit O—JLOIWIED TOY 5 b D usert ~DEM
I $ oc policy add-role-to-user edit usert
1.4.5.12. process

)y —20—BICHLTF T L—hENELFT,

f5l: template.json = ') YV —X—EIZEH# L. occreate ITET

I $ oc process -f template.json | oc create -f -

14513. LY R MY —

OpenShift Container Platform TG L YA MY —ZEEL XY,

Bl #EE LA RN —ICDWVWTDIBERDERTR

I $ oc registry info

1.4.5.14. replace
BEINLREI 7ANVICEDWTEEA TV MA2ZTELEY,

f5l: pod.json DA% EA L 7= Pod DEFT

I $ oc replace -f pod.json
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1.4.6.1. completion
BEINZY IOV LT I—REHALET,

f5l: Bash D5 I — KDERR

I $ oc completion bash

1.4.6.2. config

DIAT VY RNERET7ANEEERLEY,
Bl: IRIEDERE DR

I $ oc config view

BRIV TFRAMADYYEZ

I $ oc config use-context test-context
1.4.6.3. logout
BiTOotyyavyrond7oMLET,

Bl:IRTEYyavDRT

I $ oc logout

1.4.6.4. whoami
Bioty > avICBEIT5E®RERTILET,

Bl: IJRATDFREEL —F — DR

I $ oc whoami

14.7. hOEFEECLIOT Y R

1.4.7.1. help

CLI O—fRHI A TIERB L OFBEITREAITY RO—EBEE2RRLET,

Bl FIAREEAR DY Y RDKRTR
I $ oc help

fl: new-project A<~ RDAJL TDRR

8813 OPENSHIFT CLI (OC)
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I $ oc help new-project

1.4.7.2. plugin
I—H—@PATHICRIAARER TS /M1 v a—BRTLEY,
Bl: MAERER TS T4 v D—ERR

I $ oc plugin list

1.4.7.3. version
oc VATV MBIV —N—DN=U a3V AERRLET,

Bll: IN— 3 VIBEHRODFR ST
I $ oc version

75 A —EBEDGZE. OpenShift Container Platform #h—/N—/"\—Y 3 VERRINE T,
1.5. EBECLIOY YR

151 7R —EECLIOY VK

1.5.1.1. inspect
BED)Y—ZIZO2VWTOTFNY JEHREZREL T,

. F5S
ZDATY NEERNLREDT, BHRLICEEINZAREEINHY X7,
f5: OpenShift APl %+ —/X—7% 5 X4 — Operator D7 /Ny 77 —4 DILEE

I $ oc adm inspect clusteroperator/openshift-apiserver

1.5.1.2. must-gather
BEDT /Ny JICBBRY Z R —DIREOKREICOVWTOT—4 = —FINEL X T,

EEC
IDIARY NIEBRMLEDOT, BRALIKEEINDTREAHY T,
Bl: TNy TEROINE

I $ oc adm must-gather
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1.5.1.3. top
HB—N—ED) YV —ZADFERRRICOVTORME2RTLET,
Bl: Pod @ CPU & & U X E ) —DERRRDRS
I $ oc adm top pods
Bl: 4 X = DERINRDOMRET DR

I $ oc adm top images

152. /—RKREECLIOT VR

1.5.2.1. cordon

J—=RICAGT Y 2 =LK (unschedulable) DY =27 &7 E T, /—RICRAT Va2 —ILARAD
R—V%FHTHIFEE. WIFNOFHE Podt / —RKRTRIVa—)bInL<{AR/YFFTH, /—FKE
DEEEFED Pod ICIECNICL ZHELRHY FH A,

f5l: node1 ICRT Y 12— IILARAD~Y—V & fFF 3

I $ oc adm cordon node1

1.5.2.2. drain
AVTFTVADEFDIDIC/ —RERLA Y (BB LET,

f: node1 ® K L 1 > (R1)
I $ oc adm drain node1

1.5.2.3. node-logs
J—kooJzxRrL. 7405 —LZET,

f5: NetworkManager M O 7 M ES

I $ oc adm node-logs --role master -u NetworkManager.service

1.5.2.4. taint
12UED/—RTTAV NE=EHLET,

Bl: 12— —Dty MIXHLT/—RFRZERICEIYETSLDHDDT A > DB
I $ oc adm taint nodes node1 dedicated=groupName:NoSchedule

f5l: / — K nodel » 5 * — dedicated DH 2T 1 ~ h ZHIfRT %
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I $ oc adm taint nodes node1 dedicated-

1.5.2.5. uncordon

J—RIZRT Y 12— )L (schedulable) DY —2 % {FIF £ T,

f5l: node1 ICRAHT Y 12— IILWEDT— I 5 FT 5

I $ oc adm uncordon node1

153. X)) F4—BLVPRY—CLIOT VR

1.5.3.1. certificate
FEBAEZEREK (CSR) ZE&RT 50, FLFEEBLET,

f: CSR D&ER
I $ oc adm certificate approve csr-sqgzp

1.5.3.2. groups
VSAI—HNDOITIN—THEEBLET,

Bll: $HR IV — T DIERK
I $ oc adm groups new my-group

1.5.3.3. new-project
FRIODz I MEFERL. BEA TV aVvERBELET,

Bl: /) —RELIY—%FRALEFRTOD U bDIERK

I $ oc adm new-project myproject --node-selector="type=user-node,region=east'

1.5.3.4. pod-network
VA9 —HNDPodxy NT—VZEELET,

f3l: project] & £ U project2 ZftbDIE/ O—/NIL T OV I OO REET S

I $ oc adm pod-network isolate-projects project1 project2

1.5.3.5. policy
VA9 —tOA—IBLVPRY O —EEEBLET,

Bl:gRTOTAY T MIDWT edit O—JL% usert ICEBIIT 5
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I $ oc adm policy add-cluster-role-to-user edit user1
f5ll: privileged SCC (security context constraint) DY —EX 7 h 7~ hADEN

I $ oc adm policy add-scc-to-user privileged -z myserviceaccount

154 X7 FVACLIOXR VR

1.5.4.1. migrate

FRINZS 7OV RICBLT, V5RY—DN Y —REFBRNNA—VavFEE 74—y MIBT
L/i-a—o

Bl: REINLZIRTOF TV NOBFHORERT
I $ oc adm migrate storage
Bll: Pod D HDEH D EFT

I $ oc adm migrate storage --include=pods

1.5.4.2. prune
H—N—DoFHWN=3 VD) Y —REHIRLET,

f5: BuildConfigs &' § TICHEELARWVWEIL R EET, dVWEIL RO TINL—=2 T

I $ oc adm prune builds --orphans

155.5%F CLIO~Y > R

1.5.5.1. create-api-client-config

P—N—IlERTDDDI ATy MEREERLEZ T, CThickY, EEIhk1—HF—&LTT
2 —ICERT 2ODI ATV NERE, V747V M —, H—N—0DFRFR. LU
kubeconfig 7 7 1 LAEENZ 7+ I T —DERINZE T,

Bl: 7OFS—DU AT MEEBREDERK

$ oc adm create-api-client-config \
--certificate-authority="/etc/origin/master/proxyca.crt' \
--client-dir="/etc/origin/master/proxy’ \
--signer-cert='/etc/origin/master/proxyca.crt' \
--signer-key="/etc/origin/master/proxyca.key' \
--signer-serial='/etc/origin/master/proxyca.serial.txt' \
--user="'system:proxy"

1.5.5.2. create-bootstrap-policy-file
TI7AIWNDT— RNy TRY D —%FERLET,
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Bl: 774NN KNT—=KRAKNSY FTRY > —TD policy.json 7 7 1 L DVERK
I $ oc adm create-bootstrap-policy-file --filename=policy.json

1.5.5.3. create-bootstrap-project-template

T—hZRSvFTOYz O NTFUYTL—MEEHRLET,

Bl YAMLERTO7— b A NSy 77O b7V 77U — NDEEH A (stdout) ~DH A
I $ oc adm create-bootstrap-project-template -o yaml

1.5.5.4. create-error-template

IS5 R—VENRIRARXTBODTYTL—MaERLET,

Bl: T5—R—IDFTYTL— bDIZEEHT (stdout) ~DHH
I $ oc adm create-error-template
1.5.5.5. create-kubeconfig

7547 MNERED SEAHL kubeconfig 7 7 1 ILEER L E T,

Bl ijttI N2V 54 7> MNiEBAZE % L /= .kubeconfig 7 7 1 JLDAERK

$ oc adm create-kubeconfig \
--client-certificate=/path/to/client.crt \
--client-key=/path/to/client.key \
--certificate-authority=/path/to/ca.crt

1.5.5.6. create-login-template

OJAYR=—SHEHRIRARTBEODTF VT L —MaERLET,

Bl:O74R=IDFT Y FL— hDIZEHA (stdout) ~DH T

I $ oc adm create-login-template

1.5.5.7. create-provider-selection-template

TAONA T —BRR—VENRAITAXT2ODTYTL—REERLET,

Bl: 7ONRA T —BRR—S DTV L — + DFREEH T (stdout) ~NDHA
I $ oc adm create-provider-selection-template

1.5.6. hDEEEHECLIAT Y R

1.5.6.1. build-chain
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EILVROADEEKEFERFZZHALET,
Bl: perl f A=Y A M) —LDKEFERBFRDOES

I $ oc adm build-chain perl

1.5.6.2. completion

EEINEYIIICDOWTDocadm AT Y ROV I EEI—REHALE T,

f5]: Bash @ oc adm fi5c I — KRDXRR

I $ oc adm completion bash

1.5.6.3. config

DSATUMNRETI 7ANEBELEY, 2DITY RIE occonfig ¥y RERUEMEEEITLE
-a—o

Bl: IWIEDERE DR
I $ oc adm config view
BRIV THFAMADYYEZ

I $ oc adm config use-context test-context

1.5.6.4. release

)1) —ZUIZDWTOFERDESR. FidY ) —RORBDRERR ED OpenShift Container Platform )
) =270 2DK4AEEEEL XY,

B:22o0) ) —ABDEEQO T DEMRS £ U changelog.md ~DIRTF

$ oc adm release info --changelog=/tmp/git \
quay.io/openshift-release-dev/ocp-release:4.3.0-rc.7 \
quay.io/openshift-release-dev/ocp-release:4.3.0 \
> changelog.md

1.5.6.5. verify-image-signature

O—AILDIRT) v GPGF—AFRALTHEL AN —ICAVR—RMNINIAA =T DA X—
ERERILET,

f5: nodejs 1 X —VELZDWREE

$ oc adm verify-image-signature \
sha256:2bba968aedb7dd2aafe5fa8c7453f5ac36a0b9639f1bf5b03f95de325238b288 \
--expected-identity 172.30.1.1:5000/openshift/nodejs:latest \
--public-key /etc/pki/rpm-gpg/RPM-GPG-KEY-redhat-release \
--save
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1.6.0C B LUV KUBECTL O~ RDfFEH

Kubernetes DY Y K54 4 4 —7 x—2Z (CLI) kubectl I&. Kubernetes 7 3 24 —Ix L T2
IV RERTTBEHDIFERINE T, OpenShift Container Platform |85 Kubernetes 74 A k1)
Ea—>a>rTHs7H. OpenShift Container Platform ICEMI 1% H7R— MR D kubectl /N1 F
)—%FRT N, Fhldoc /N1 F ) —%FAL THIRINEELZIETEET,

1.6.1.oc /N1 F 1) —

oc /N1 F ') —I(& kubectl /X1 F 1) —E R UBREZIRMH L X T, IhiE. LLTFZEL OpenShift
Container Platform #48E% 21 T 4 TICHR— M T2 LI ITHRINTVE T,

® OpenShift Container Platform ) YV —Z D52 Y% R— K
DeploymentConfigs. BuildConfigs. Routes. ImageStreams. & & U ImageStreamTags 72 &
M ') Y — ZIF OpenShift Container Platform 74 A MY Ea—> 3 VICEBDY) YV —XATH
Y, HZHD Kubernetes 7 I 71 7ICEI REINhZE T,

o REE
oc/NA FY—IF, FRAZABEICTSHEILMA VD login A7 RZiRMHE L. Kubernetes
namespace % 5R:F 1 —H'—IC< v 7§ % OpenShift Container Platform 7OY ¥ M &{# > T
EETEBEDICLET, #FMIE. TUnderstanding authentication] 2SR LTI,

e EMITUNK
BT KD oc new-app 72 E1d. BEFEDY —RO— RFLEEFRIICEIL RIS A=Y
EEALTHRT7 IV 5 —2ava2RBEd2 25285 LET, AHIC, BINAYY KD oc
new-project IC& Y, T7AIMELTYYEBZRZEATEZ OV ) NABEICRHIAT
TEHLDICRYFET,

1.6.2. kubectl /X1 F+ 1) —

kubectl /X1 F 1) —(%, ZEHD Kubernetes IR % {9 % #7137 OpenShift Container Platform 21—
H—. F7X(d kubectICLI #BEMICFERT 21— —0BEY7—/ 70—-8BLVR7 ) T hEHR—
NI BFERE LTREINZE T, kubectl DEEFEI—H —Id/N1 F 1) —%él EmEHEA L. OpenShift
Container Platform 7 5 29 —~DZEHEX L IC Kubernetes D7) X5 4 TEWMEFETEET,

CLIDA VA M=) OFIBICHK>T, Y R—FINTW3 kubectl /X1 F+)—% A4 VR N—JLTEZE
9. kubectl /X1 F 1)=&, XA F ) =% 5 0AO—-RIBBEIT—HhA4TILEEFhFET, £iE
RPM Z{FRALTCLIDA VA RM—=ILEICA VA M=ILEINET,

FHIE. kubectt D RF XY b ZHRLTIEIW,
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2.1. OPENSHIFT DO [CDWT

OpenShift Do (odo) I&. 77 7!) r—< 3 > % OpenShift Container Platform TYER T 2 7DD ERE T
WP FTWCLIY—ILTY, odo ZEAT HFZEIE. OpenShift Container Platform 7 2 24 — Bk %
ERTDIMBELBLICT TV T2 a VOFERICERTHIENTEEY, 77AM XY MRE. EILR
BRE. T—ERIL— b B L TMD OpenShift Container Platform R D{EMKIE. T XTodo IC& > T
BEMEI N E T,

oc REDEEEY —IVIEREICL Y ERIEM N, Kubernetes & & U OpenShift Container Platform @
B0 L YENEEANETT, odo & Kubernetes $ & U OpenShift Container Platform D& D18
MO ZRMYKRE, ARBFICE > TRIEER O—R] ICT74A—HATESLDICLET,

21 EFAER
odold. UTFDEABEICL > TEMELELUERIEINE LI ICHRSFINTVET,

o JOVIVUN TTVI—avEBLUOVR—XRY NREDORREEICE > THIRADH D
% I:F"Ll\t L/Tu%%m&*%y?) ct UDXH o

o BRILVFAT Y IMR=ATH3, 7704 X M OpenShift Container Platform L4 d
P—NRN—IREHY FtH A,

® Nodejs B&LUJava AVR—F Y PDERBYR— K,
® Ruby. Perli PHP, Python @EDEEBH LUV T L —LT—0 & DEDGE M,

e N—AHII—RDZEHEAEZKREL. ThEISRY—ICEBEMNICT 04, ThilLY., TEE
MEEST D/DDAVRI VYN T A= RNy IDNYTILYA LICIRBEEINhE T,

® OpenShift Container Platform 7 2 R4 —DE R TOFAATERIVR—R Y b LY —E
A% —ERT

212. A7 &£ BB

Project
Project (7EY =7 M) &, BIEOE—DBEMTHEAINDY —RI—K, 7R, 4735 Y—T
_a—o

Application
Application (7 7YV r—>av)id,. TV Ra—H—RAFICEEINEZTOIS LTS, 7Y 75—
vavidk, 7TV TG—2a vk a BRI IAEOICENCEET 28O~ /0 —EX I
AVKR—RV NTHERINES, 77V 5—2avofl E54H5—4AL, AT4T7TL4v¥—, Web
TZoH%—,

Component
AVR—xV hEWF, A—RNFLIFT—F9%2KZNT 5 Kubernetes )V —2DEY hTY, £V
R—FY MIERICETIN, 7704 TEET, AVR—F Y bDFI:Nodejs. Perl. PHP,
Python. Ruby

H—EX
Service (Y—ER) &, AVR—XV I D)oL ZHD. FLEFAVR—FIV INDMEKETZY D
NYz7TYd, H—EXDHI: MariaDB. Jenkins, MySQLodo TlF. #—E XI& OpenShift Service
Catalog 6 7OEY 3=V /3N, VSR —RNTAMIINZBELNHY T,
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2Q12L ERICHR—NINZEBE/MBTAAVTF—A XA =Y

FR2IYR—NINBFE AVT A A=Y BNy T—I37R—Tv—

Ry J—I3Fx—Iv—

Node.js centos/nodejs-8-centos’ NPM
rhoar-nodejs/nodejs-8 NPM
bucharestgold/centos7-s2i- NPM
nodejs
rhscl/nodejs-8-rhel7 NPM
rhscl/nodejs-10-rhel7 NPM

Java redhat-openjdk-18/openjdkl8- Maven, Gradle
openshift
openjdk/openjdk-11-rhel8 Maven, Gradle
openjdk/openjdk-11-rhel7 Maven, Gradle

21211 ARV T F—A A -V D—ERT

E5C

FARERI VYT F—AA—=—VD—&IF, 75RY—0ORFLEAVTF—LIAN)—5
SIS A —ICEAEMIFONIZABLIAN) —DSBEINET,

FATREAIAVR—R Y MELVI SR —DOEENITFONALA VT FT—A X =V % —BRTTBIC
I U TFZRITLET,

1. odo % &M L T OpenShift Container Platform 7 S 24 —icA 74 v L ¥,

I $ odo login -u developer -p developer

2. #EAEER odo Y R— M ZAVR—RV hEYHR—MLAVWIVR—XY M, BLOW
TR2AVTFF—AA—CE—EBRRLZET,

$ odo catalog list components

Odo Supported OpenShift Components:
NAME PROJECT TAGS

java openshift 8 latest

nodejs openshift 10,8,8-RHOAR,latest

Odo Unsupported OpenShift Components:
NAME PROJECT  TAGS
dotnet openshift  1.0,1.1,2.1,2.2,latest
fuse7-eap-openshift openshift 1.3
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https://access.redhat.com/articles/3376841
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TAGS O3 ARFIRAATRERA A=Y= 3 v EKRLZT (F: 10 i& rhoar-nodejs/nodejs-10
AVFF—A A=V BRLET) ,

22.0DO 7 —FT UV F v —

ZDEYVavTE, odo 7—F 77 F v —ICDWTERBAL. odo IZ & % OpenShift Container
Platform YUY —XDI S A9 —TDEBEEBAEICOWVWTEHRBELET,

221 AREDERE

odo #EHT B &, ¥ —3I FIL%AME > T OpenShift Container Platform ¥ S R4 —TF7 ) r—>a >
EER L. 77AO4TEET, I—RIFT49—TS 714 VIE. 12— —DZThEFhDIDEY—IFIL
M5 OpenShift Container Platform 7 2 X4 —&W5ET 5 & 2 AEEICT % odo ZEAL X T, odo &
FRAT 27554 > DH: VS Code Openshift Connector, OpenShift Connector for Intellij, Codewind
for Eclipse Che,

odo I Windows, macOS. LUV Linux DARL—F 4 VIV RATLTHEEEEL, IXTOY—IFIL
MNOFEETEZEY, odoldbashBLWzsh ATV RSA VY ) OBEEE=ABELET,

0odo 1.1.0 I& Nodejs 8L Wdava AV R—R Y hEHR—KLZET,

2.2.2. OpenShift source-to-image
OpenShift Source-to-lmage (S2I) 4 —7> VY —2 7Oz b THY., V—RA—RKHSLT7—T 41
777 h&EEIRL, INBEZAVTF—AA—JICHEATZDICHIIEE T, S211E. Dockerfile 72

LICY—RO—R%ZEIRTBIET, BITABERAA—VEEKRLET, odold, AV FF+—KHNTH
FHEY—RD—REEFTTLEDICS2AAENY—AX—UAFRALET,

2.2.3.0penShift 7 S 28 —4 7Tz k

2231 Inita>v5+—
Nt AV FF—R@ 77V 5= a3 varsFr—hrREaTIaICETINEHRAI YT FHF—ThHY., 7
TV =2 ayavrF—ORTIMDERBREARELE Y, ntIAVTFH—ICiE. 77V 45— 3y
ARX=TJIBRWIT 7AIV (BBERV )T NRE) 2EHZIENTEEY, nit AVFTF—IFEICETT
ZETEITIN, hitAVFF—DOVWTNNICEENRELALBEICE T ) r—yayavs+r—ik
LI A,
odo IC& > TERR I N Pod 22D hitaAVF+—%2FETLET,

e copy-supervisord Init A~ 7+ —,

e copy-files-to-volume Init A~ 77+ —,

2.2.3.1.1. copy-supervisord

copy-supervisord Init AV T+ —IIMERT 74 )L % emptyDir R 2 —ALICAE—LET, X4 VD
TFVr—23 vV TFF—ldInsD7 74 )% emptyDir RY 2 — L SFEALET,

emptyDir RY) 2 —AICOE—3INE 7714 ):

o NAF)—:

33



OpenShift Container Platform 4.3 CLI YV —JU

o go-init IXE/NMRD init AT LT, 77V r—>23araAVr7FT7T—AHOXWIOTOEZAR
(PIDT) & LTEFTFTINET, go-init i&. FAFREI— N%2E1TT % SupervisorD 7 —E
ZREILET, go-initid, M LAA7OEA%2NETZHICBETT,

o SupervisorD I(Z 7O R AT LTYT, ThIFEREINALTOEREZERL, Thb
NEITHTHZ I EZWABLET, Tt REIKWLCTY—EXZ2BREELET, odo®d
%&. SupervisorD [FFFEEI—FZETL. BERLET,

o BRETFAI
o supervisor.conf |&, SupervisorD 7—E ¥ DEENICMHEBRFRE T 71 I TY,
o XU TFh:

o assemble-and-restart |, 1—%—Y—XO—K%ZEJ KL, T7O19F5HD
OpenShift S2| DEEZTT ., assemble-and-restart A2 ) ki, 7 U r—> 3>
VFF—RTA—HY—Y—RO3—RET7EVTILLTHE, I—H—DEBEEEMICT S
78I SupervisorD ZBEE#H L X7,

o Runid, 7V TININh/cYy—22—RKEETT S &ICEEL K OpenShift S21 DR
T9, run 27 ') 7 MiE assemble-and-restart 2 7 ') 7 N TER I ATV 7L I hi
O—RZEETLET,

o s2i-setup I&. assemble-and-restart 5LV run 27 ) MDA EEICERITIND 2HITH
BRIFANELCTALIN)—%ERT DRIV TRTT, TORIVIVTRE 77
Vr—oav@arvrF—REINSLEGCICETINET,

e TaALUKY—:

o language-scripts: OpenShift S2I [ h X 4 LD assemble 5L P run 27 1) 7 N &FFAT L
¥ 9, language-scripts T4 L 7 b U —ICWLK DHODEEBEDHRYLRY ) T hhd
YET, HRAIYLRVY T KME odoDF /Ny JEMBEIEZ2BMDBREERELET,

emtpyDir Volume (&, it AV FF—&7 Yo —>av 2V 7F—DEAD jopt/odo ¥ 7 > hiRA
YMIIUYAINET,

2.2.3.1.2. copy-files-to-volume

copy-files-to-volume Init A~ 7 F—I&, S2I EJLEF —A X —T D /opt/app-root IZH % 7 7 1 )L % K
R a—AIlaE—=LET, R, R a—LlE7 SV r—> 3 >ay57+—0R CHBr (/opt/app-
root) IC¥ TV hINZET,

PersistentVolume 7° /opt/app-root IC2WN &, TDTA LI N —DFT—%
i&. PersistentVolumeClaim 2'E CBICY Y Y hINBKRICKDNE T,

PVC i, hitaAYFF+7—HDO/mnt<o Y hRAYV NIV MNEINET,
2232. 7 ) hr—vavavyt—
P r—yavadvsyt—id, 2 —44—Y—XAA—RKRPEFTINBZ A VIV FF—TT,
F7)r—yavavst—id, LTO220RY) 2a—LTIYO Y NI FT,
e emptyDir R') 2 —LAld /optiodo ICX T hINFE T,

e PersistentVolume (& /opt/app-root IC¥ V> hXNF T,
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go-init (7 XV —> a3 vaVvFF—ADKRHNOTOERE LTEITINET, RIC, go-init 7Ot
Z|E SupervisorD % #2&1 L £ 7,

SupervisorD (. 1—H¥—D7 Y TININiY—2O—K&EERFTL, BEELEFT, 12— —7O0ER
N SwvadbE, SupervisorD I hEBEFHLET,
2.2.3.3. PersistentVolume & & U' PersistentVolumeClaim

PersistentVolumeClaim (PVC) (£, PersistentVolume %= 7O E <Y 3 = 7§ % Kubernetes MR
)a—AL%4 TT9, PersistentVolume DS A 7H 4 VLI Pod 54 794 VILEIXERY F
9., PersistentVolume @57 —% & Pod DHBEEENIERE KL T,

copy-files-to-volume Init 3> 7+ —I&. EQT 7 1 )L % PersistentVolume (CIE—LXT, XA
YIPINr—=vavavrir—iEk EOBILIhLD T 7ML EEALEY.

PersistentVolume D #p &R Al <component-name>-s2idata T9,

Container PVC D~ v~k
copy-files-to-volume /mnt
TV y—=avavrt— /opt/app-root

2.2.3.4.emptyDir /R ') 21— A

emptyDir R ) 2 —AlE, Pod B/ — RIZEIY B TOLNTWBBRICEHRI N, PodH'/ — RTETIH
TWBRYEELEY, AVTF BRI /IEHET 2 &, emptyDir DABLHIFRI N, Init TV
T+ —I&7T—% % emptyDir ICET L £ 9, emptyDir DHHRREIZZETT,

copy-supervisord Init AV 7 F—IdERT 74 )L % emptyDir R 2 —LICOAE—LEY, Ihbd
T7AE RITRFICAA YT T) =y avavrr—Il&>THEAINET,

Container emptyDir Volume ®~ 2 > k5
copy-supervisord /opt/odo
TV r—=avavrt— /opt/odo

2235 —EX

H—ERE, —ED Pod &BET 2HEZHRILT B Kubernetes DEEZ T,

odo EIARTDT TV r—2 a3V Pod ICDWTH—ERZEHRL. ThaBERICT Y EAABEICL
7,

2.2.4.0dopushD7—2 70—

Dt ¥avTlE, odopushT7—2 70—ICDWTEHRBAL £9, odo push M ERTRTD

OpenShift Container Platform ') ¥ — X % {8 > T OpenShift Container Platform ¥ 2 X & —IC 11— —
d— |\\\7é_:7_'\‘7°|:|’f L/i-a_o
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1YY —XDER
FRERINTVWAWESICIE, odo push (LT D OpenShift Container Platform 1) YV —2X
e L XY,

o FO4 XV MERE (DC):

o 2 DO init O~ 77— copy-supervisord & & U copy-files-to-volume H*ETI N F
¥, init AT F—I& 7 7 1 )L % emptyDir & PersistentVolume ¥ 1 7DR1) 2 — LA
DENEFNIZAE—LET,

o P r—Yavavrr—hEELEy., 7V r—>avavrr—osgorOo
£ X &, PID=1®D go-init 7O A TY,

o go-init 7O+ R |& SupervisorD T—EV &&ZH L £ 9,

E5C

A—H—=TF7F)r—>ava—RE7F)r—ravavr+—ika
E—XhTWwiRwiz®, SupervisorD 7—E>IErun 22 ) 7 N &ERT
LEEA.

e H—EX

e V—JLwvhk

® PersistentVolumeClaim
2. 77ANDA VT Y I REKE

o Jr7ANAVTY I =& V—ROA—KFTA4LIMN)=DT 74 EAVTYIREL
Fd., A1 VT IH—EYV—ROA—-KF4 LI MN)—BEBIZRNICHEEIL. EHR. HIRR.
FLEIFERPAETREINEET7 74 ERE LT T,

o Jr7ANNAVTYIH—IE odoTA LI KMN)—HNDodo A VTV IRT7AIIIA YV
Ty I 2bINBEREMIELE T,

o 0cdo M VT YIRIF7FAIDEELRWGE, 727401 VT y 2 —DHEIDETET
HDZEEEKRL, FHRD odo M1 VT Y P RISON 774 ILDMERRINZF T, odoindex
JSON 7 7AIICIE 7 74y THEEFNET, BALT7 7M1 IILOBER/IRE, BE
Ih, HIRINZT7 71O/ RANEEFNET,

3. d—fKDpFvva
O—A)La— K&, BEE Aimp/src D RICHZD T FYr—avayF+H—IilaE—3hnzE
E

4. assemble-and-restart D217
Y—2OA— ROIOE—IZRINT % &. assemble-and-restart X 7') 7 MEXETHROT7 T r—
a3vaAVFF—HNTETINET,
23.0DODA1 VA M—JL

UTFotEs2avTid, BBOERSZ TSy T4 —Lilodox A VA M—IT2HEERALE
_a—o

36



8522 OPENSHIFT DO DEVELOPER CLI (ODO)

E5C

AT, odo xRy NT—I B FHIRINEBETDA VA MN—=ILAEYR—KLTW
Tt A

2.3.1.odo @D Linux ~DA VA M=)l

23 NAF =4 VA =)L

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/odo/latest/odo-linux-amd64 -o
/usr/local/bin/odo
# chmod +x /usr/local/bin/odo

2.3.1.2. tarball 1 A =)L

# sh -c 'curl -L https://mirror.openshift.com/pub/openshift-v4/clients/odo/latest/odo-linux-amd64.tar.gz
| gzip -d > /usr/local/bin/odo’
# chmod +x /usr/local/bin/odo

2.3.2. odo ® Windows ~DD A > XA h—)L

232111 F ) =4 VA M=)
. &¥TD odo.exe 771 I EF T vO—RKRLET,
2. odo.exe DiFfT% GOPATH/bin 7« Lo M) —IZEBMLZF T,
Windows 7/8 @ PATH Z#( D&k E
UTFofE, NRAEBDREREZTRLTWEY, N T ) —ZERDBAAICEEST D ENTETY
M. ZDFITIE C:\go-bin ZIGZFTICERAL XY,
1. C:\go-binll 7 A LY —%ERLE T,
2. Start#%/7 ') v L. ControlPanel =2 ') v -7 L%,
3. System and Security &R L TH 5 System =2 ) v 7 LE T,

4. LRIDO A =2 —h 5, Advanced systems settings #EIR L. TEBIC#H % Environment
Variables K% > %07y o LE T,

5. Variable 2> avh 5 Path ##iRL, Editx=2 vy  LZET,

6. New%#27 1)v -2 LT74—JLRIZC:\go-bin # AT BH, F/zld Browse 22 ) v LT
TALIRMN)—%ZBRLTHOLOKEI Y Y ILET,

Windows 10 ® PATH Z# D% E
MREREMEAFRAL CREEHEZHFEELEZ T,

1. Search 7') v 7 LT, env £7Id environment = AJL 9,
2. Edit environment variables for your account%#iR L £ 9,

3. Variable 2> avh 5 Path ##iRL, Editx=2 vy o LZET,
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https://mirror.openshift.com/pub/openshift-v4/clients/odo/latest/odo-windows-amd64.exe
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4. New #2Y)v 2 LT74—JLRIZ C:\go-bin Z AF Bh, F/zld Browse 22 ) v LT
TALIRMN)—%ZBRLTHOSLOKEI Y YV LET,

2.3.3.0do ® macOS DA VA =)L

2331114 F )=V A =)L

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/odo/latest/odo-darwin-amdé4 -o
/usr/local/bin/odo
# chmod +x /usr/local/bin/odo

2.3.3.2. tarball 1 X k=)L

# sh -c 'curl -L https://mirror.openshift.com/pub/openshift-v4/clients/odo/latest/odo-darwin-
amd64.tar.gz | gzip -d > /ust/local/bin/odo’
# chmod +x /ust/local/bin/odo

2.4. IR I N7 IRETD ODO DfFEH

241 EIRIN/EBIETD odo ICDWT

odo % JEHEEMHD OpenShift Container Platform 7 2 24—, FEHIRINARIETCIOEY 3 = F
INVFRI—TEFTTRICIE. VFRY—EBEEENIZ—VVIINLLIAN)—TIS5R8—
ZEM L TWB I E%ERT2EDNDHY T,

R SR —CEEARIBT 2ICIE. FF odoinit A X—J AV S2A5—DLI AN =TT
2 L. ODO_BOOTSTRAPPER IMAGE BEZ#A M L T odo init 1 X —Y /X2 & L EXF 20
ENHYET,

odo initimage D 7w > 2f4IC, LYRAKMNY—DSHR—FINTVWEIELY —A A=V EZIS—1 Y
JUL. 25— VLYAN) % EESLEBIT TN —2a VR T 2B HYET, EILY—A
A=TF TFVr—2a3avD53 094 AREERET DLHDICBLETHY. ThIKE7TYr— 3
YOEIL RICBEREI RY—ILDAEENZET (B Nodejs DIFEIE npm. Java DIFEIE Maven), I
S—LYRARNY—ITE, PV —2 a VICREBERIRTOKRERRISENET,

E‘myy—=x
o EFTEZRYNTI—IUDHIRINABRETOS VAN —ILEADIS—LIAN)—DFEK

e LIYRXNY—=ADTIER

242.0doinit 1 X—YDEIRINIEIVSAI—LIRAN)—~D Ty
DSRAY—BLVARL—FT A VIV RATLADEREICHL T, odoinit f X—YA3I5—LYRN—
ST woadsdh FRIFRHLIRAN) —ICEESYY21TEZET,

2.4.2.1. BUiR &M
o USHATURNAIRL—F A VT RATFALICocEAVAMN—ILLET,

¢ 0doZE U TZAT Y NARL—TFTAVIIRATALICAVAM=ILLET,
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https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/cli_tools/#pushing-the-odo-init-image-to-a-mirror-registry_pushing-the-odo-init-image-to-the-restricted-cluster-registry
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/cli_tools/#mirroring-a-supported-builder-image_creating-and-deploying-a-component-to-the-disconnected-cluster
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/cli_tools/#overwriting-the-mirror-registry_creating-and-deploying-a-component-to-the-disconnected-cluster
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/cli_tools/#creating-a-nodejs-application-with-odo_creating-and-deploying-a-component-to-the-disconnected-cluster
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/installing/#installation-about-mirror-registry_installing-restricted-networks-preparations
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/registry/#registry-accessing-directly_accessing-the-registry
https://access.redhat.com/documentation/en-us/openshift_container_platform/4.3/html-single/cli_tools/#installing-odo-on-linux
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o WEHILYANY—FLIFIZ—LIYRMN)—HEREI N/ OpenShift Container Platform Ml
RISEVSRY—~DT I EZ,

2422.0doinit 1 XA —YDIS—LIYVRAN)—ADTv>a

ARL—=—FTAVITIVRATALICE2TIE, UTFDOLDICodoinit A A—Y4A5IS—LYVRAMN)—%EFEDY
SRY—ICTyaTEFT,

2.422%0Nt A A=Y % Linux DIS5—LYRAMN)—=IZTv>a$3
FI&
1. base6d ZFALTIS—L YA N —DIL— RSB (CA)IVFYYAETYI—RLET,
I $ echo <content_of_additional_ca> | base64 -d > disconnect-ca.crt
2. IVA—TAvTINnf)b— b CARRREZ &Y AGMICIE—LE T,
I $ sudo cp ./disconnect-ca.crt /etc/pki/ca-trust/source/anchors/<mirror-registry>.crt

3. V547 MNT5y M7 +—LTCA%{EFEL. OpenShift Container Platform S5 —L Y X k
J—icaJ4 v LEY,

$ sudo update-ca-trust enable && sudo systemctl daemon-reload && sudo systemctl restart /
docker && docker login <mirror-registry>:5000 -u <username> -p <password>

4. odoinit 1 A—C%3I5—1) VI LFET,

$ oc image mirror registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>
<mirror-registry>:5000/openshiftdo/odo-init-image-rhel7:<tag>

5. ODO_BOOTSTRAPPER_IMAGE BIEZH AR FE L TF 7 4L D odo init 1 X —I /X2 % +
ExLx9,

$ export ODO_BOOTSTRAPPER_IMAGE=<mirror-registry>:5000/openshiftdo/odo-init-
image-rhel7:<tag>

2.4222.init4 A—Y% MacOSDIS—LIYARMN)—=IITy>ad 3
FE
1. base64d #FALTCIZ—LYRAN)—DI— REAE/B (CA) AV FUY%EZITIA—RKLET,
I $ echo <content_of_additional_ca> | base64 -d > disconnect-ca.crt
2. IVA—T4 v JINI— b CASERRE # @ RIGRICOAE—-LE T,
a. DockerUl Z#{#H L T Docker # B8 L £ ¢,

b. LFDIYY FZEERTLET,

I $ docker login <mirror-registry>:5000 -u <username> -p <password>
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.odoinit 1 A—%35—1) VI LFET,

$ oc image mirror registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>
<mirror-registry>:5000/openshiftdo/odo-init-image-rhel7:<tag>

4. ODO_BOOTSTRAPPER IMAGE BEZH AR ELTT 7 #J)L h® odo init 1 X—J /2% £
ExLE9,

$ export ODO_BOOTSTRAPPER_IMAGE=<mirror-registry>:5000/openshiftdo/odo-init-
image-rhel7:<tag>

2.4223.Windows DIS—L YA KY—=ZinitA A=Y %5 Fv> 2193
Fa
1. base64d ZFALTCIZ—LYRAN)—DI— R/ (CA) AV FUY%EZITIA—RKLET,
I PS C:\> echo <content_of additional_ca> | base64 -d > disconnect-ca.crt

2. BEEZEESLT, UTFDOY Y REEFTLT, TvdA—TFT14 v 7 3INf)l— N CASEBRZE A &)
RIBEFICaE—LEY,

I PS CAWINDOWS\system32> certutil -addstore -f "ROOT" disconnect-ca.crt
3. V547V MNT5y b7 +—LTCA%{EFEL. OpenShift Container Platform S5 —L Y 2 k
)—ip 14V LET,
a. Docker Ul Z{#F L T Docker Z#FBi2EL £,
b. LMFDATY REZETLET,

PS C:\WINDOWS\system32> docker login <mirror-registry>:5000 -u <username> -p
<password>

4. odoinit 1 A—C%3I5—1) VI LFET,

PS C:\> oc image mirror registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>
<mirror-registry>:5000/openshiftdo/odo-init-image-rhel7:<tag>

ODO_BOOTSTRAPPER_IMAGE BIEZ# A B E L TF 7 4L h® odoinit 1 X —Y /X2 % £
ExLx9,

PS C:\> $env:ODO_BOOTSTRAPPER_IMAGE="<mirror-registry>:5000/openshiftdo/odo-
init-image-rhel7:<tag>"

2423.0odoinit 1 X—YHREILL VA RNY—ICEET Yy 21T 3
JSRAHY—TAXA=—VHREL AN —ICEET Y2 TEZHE. LTDOLDICodoinit 1 X —

HLIZANY)—ICFyoalLFET,

2.423.1init4 XA—2 % Linux ECEHE Y193
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FIig
L. T7A4IMDIL— b EBRICLET,

$ oc patch configs.imageregistry.operator.openshift.io cluster -p {"spec":
{"defaultRoute":true}}' --type="merge’ -n openshift-image-registry

2. 74V RA—FIL—KFCAZRELZET,
$ oc get secret router-certs-default -n openshift-ingress -o yaml

apiVersion: v1
data:

W kkkkhkkhkkhkkhkhkhkhkhkhkhkhkhkhhkhkhhhd
tls.crt:

tls.key: ###HHHHHEHHHEHHEE
kind: Secret
metadata:

[.]

type: kubernetes.io/tls
3. basebd ZFEALTIS—L YR MNY—DIL— IRBEEF (CA) IVFvYETYI—RLET,
I $ echo <tls.crt> | base64 -d > ca.crt

4. DSATUVINTSYy N I4—LTCAEEFELET,

$ sudo cp ca.crt /etc/pki/ca-trust/source/anchors/externalroute.crt && sudo update-ca-trust
enable && sudo systemctl daemon-reload && sudo systemctl restart docker

5. RBLYZA MY —ICad1 v LET,
$ oc get route -n openshift-image-registry
NAME HOST/PORT PATH SERVICES PORT TERMINATION WILDCARD
default-route <registry_path> image-registry <all> reencrypt None

$ docker login <registry_path> -u kubeadmin -p $(oc whoami -t)
6. odoinitf X—Y%Fvy>alEd,

$ docker pull registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>

$ docker tag registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>
<registry_path>/openshiftdo/odo-init-image-rhel7:<tag>

$ docker push <registry_path>/openshiftdo/odo-init-image-rhel7:<tag>
7. ODO_BOOTSTRAPPER_IMAGE IRIEZ#ZZXELTT 74/ hD odoinit 1 X —I /N2 % £
gxXLFT,

I $ export ODO_BOOTSTRAPPER_IMAGE=<registry_path>/openshiftdo/odo-init-image-
rhel7:1.0.1

2.423.2.init4 X—Y % MacOS L CEE v 195
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FIR

1.

FIFIMDIL—NEEMCLET,

$ oc patch configs.imageregistry.operator.openshift.io cluster -p {"spec":
{"defaultRoute":true}}' --type="merge’ -n openshift-image-registry

2. 74V RA—KRIL—MNCAZEBLZET,

$ oc get secret router-certs-default -n openshift-ingress -o yaml
apiVersion: v1
data:
tlS.CI’t: kkkkkkkkkhkkhkkkhkkkhkkkkhkkkhkhkkkkx
tIs.key: ##t#HHHHHEHHEHH
kind: Secret
metadata:

[.]

type: kubernetes.io/tls

3. basebd ZFEALTIS—L YR MNY—DIL— IRBEEF (CA) IVFvYETYI—RLET,
I $ echo <tls.crt> | base64 -d > ca.crt

4. VATV NTSY N TA—LTCAZERLET,
I $ sudo security add-trusted-cert -d -r trustRoot -k /Library/Keychains/System.keychain ca.crt

5 AELYRAMNY—ICOZ14 v LET,

$ oc get route -n openshift-image-registry
NAME HOST/PORT PATH SERVICES PORT TERMINATION WILDCARD
default-route <registry_path> image-registry <all> reencrypt None

$ docker login <registry_path> -u kubeadmin -p $(oc whoami -t)

6. odoinitf X—A%7vy>alxd,

$ docker pull registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>

$ docker tag registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>
<registry_path>/openshiftdo/odo-init-image-rhel7:<tag>

$ docker push <registry_path>/openshiftdo/odo-init-image-rhel7:<tag>

7. ODO_BOOTSTRAPPER_IMAGE BIEZH A% E L TF 7 4L D odo init 1 X —I /X2 % +
=ZxL XY,

$ export ODO_BOOTSTRAPPER_IMAGE=<registry_path>/openshiftdo/odo-init-image-
rhel7:1.0.1

2.4.2.3.3.init1 X —Y % Windows L CEESv> 19 %
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FIig
L. T7AINMDIL— b EBRICLET,

PS C:\> oc patch configs.imageregistry.operator.openshift.io cluster -p {"spec":
{"defaultRoute":true}}' --type="merge’ -n openshift-image-registry

2. 74 RA—KRIL—MNCAZEBLZET,

PS C:\> oc get secret router-certs-default -n openshift-ingress -o yaml
apiVersion: v1
data:

W khkkkhkkhkkhkkhkhkhkhkhkhkhkhkhkhhkhhhhd
tls.crt:

tIs.key: ###HHHHHHEHHHEHHEE
kind: Secret
metadata:

[.]

type: kubernetes.io/tls
3. base64 ZFALTIZ—LIYAMN)—DIV - REERB (CA) VTV EIVI—RKLET,
I PS C:\> echo <tls.crt> | base64 -d > ca.crt

4, BEEE LT, LTFOOAY Y REEITLT, 9547V N TSy NI+ —LDCAAREHELE
-a—o

I PS CAWINDOWS\system32> certutil -addstore -f "ROOT" ca.crt
5. RERLY A MY =4V LET,
PS C:\> oc get route -n openshift-image-registry

NAME HOST/PORT PATH SERVICES PORT TERMINATION WILDCARD
default-route <registry_path> image-registry <all> reencrypt None

PS C:\> docker login <registry path> -u kubeadmin -p $(oc whoami -t)
6. odoinitf X—Y%Fvy>alEd,
PS C:\> docker pull registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>

PS C:\> docker tag registry.access.redhat.com/openshiftdo/odo-init-image-rhel7:<tag>
<registry_path>/openshiftdo/odo-init-image-rhel7:<tag>

PS C:\> docker push <registry_path>/openshiftdo/odo-init-image-rhel7:<tag>

7. ODO_BOOTSTRAPPER_IMAGE BIEZH A% E L TF 7 4/ D odo init 1 X —I /X2 % +
ExLE9,

PS C:\> $env:ODO_BOOTSTRAPPER_IMAGE="<registry_path>/openshiftdo/odo-init-
image-rhel7:<tag>"

243. AVHR— Y NOER B L VOHER IS RY—~DFTTOA4
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ST-YVIINELYRN) &R DISRAY—ICiNt A A=Y Ty a LRI, 77—
2avVTHR-—MINZELT—AAXA—T%ocY—ILTIZ—) VL, REEHEZFEALTIS—
LYZARMN)—%ZEEEL. JVR—RV MN2ERT 2RENHY T,

2.4.3.1. BIRS &
o VS AT IV INARL—F A VIIRTFALICOCEAVAMN—ILLZET,
¢ 0do 5 VSATYNARL—FA VIV RAFLICA VA MN—=ILLET,

o NELIYARMN)—FLIEIFZ—LYRNY—HEEEI Nz OpenShift Container Platform Dl
RIGEISRY—~DT7 I EZA,

e odoinit I A—Y%9SRY—LIRAMN)—=IZTvalLET,
2432 Y R—KRINZENLT—AX—=VDIZ—) VT
Node.js DIKFRMRIC npm /Ry r—Y % FERA L. Java DIREFERIC Maven Xy r—T & FERAL, 77

V=23 vDIV94 LRRERETZICE, IST—LIYAMN)—DLBYRENT—A X —T %X
S—VVIIBRENDHYIT,

FIR
L BEBERAA=IVIITDNA VR—PFINTWRWI &R LET,

$ oc describe is nodejs -n openshift

Name: nodejs
Namespace: openshift
[.-.]

10

tagged from <mirror-registry>:<port>/rhoar-nodejs/nodejs-10
prefer registry pullthrough when referencing this tag

Build and run Node.js 10 applications on RHEL 7. For more information about using this
builder image, including OpenShift considerations, see https://github.com/nodeshift/centos7-
s2i-nodejs.

Tags: builder, nodejs, hidden

Example Repo: https://github.com/sclorg/nodejs-ex.git

I'error: Import failed (NotFound): dockerimage.image.openshift.io "<mirror-registry>:
<port>/rhoar-nodejs/nodejs-10:latest" not found
About an hour ago

10-SCL (latest)
tagged from <mirror-registry>:<port>/rhscl/nodejs-10-rhel7
prefer registry pullthrough when referencing this tag

Build and run Node.js 10 applications on RHEL 7. For more information about using this
builder image, including OpenShift considerations, see https://github.com/nodeshift/centos7-
s2i-nodejs.

Tags: builder, nodejs

Example Repo: https://github.com/sclorg/nodejs-ex.git

I'error: Import failed (NotFound): dockerimage.image.openshift.io "<mirror-registry>:
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<port>/rhscl/nodejs-10-rhel7:latest" not found
About an hour ago

[...]
2. YR—PMINBAA=V I THETSAR—PLIZAMN)—=IIHLTIS—) VI LET,

$ oc image mirror registry.access.redhat.com/rhscl/nodejs-10-rhel7:<tag>
<private_registry>/rhscl/nodejs-10-rhel7:<tag>

3 AX—T A VR=—FLET,

$ oc tag <mirror-registry>:<port>/rhscl/nodejs-10-rhel7:<tag> nodejs-10-rhel7:latest --
scheduled

AX=V L EHNICBSA VR—NTZ2REIHY £, --scheduled 75 71E,. 1 A=V DB
BEA VR—bMEEWMICLET,

4. BEINLY TERDAA—IDNA VR—MINTWB I LR LET,

$ oc describe is nodejs -n openshift
Name: nodejs

[...]
10-SCL (latest)

tagged from <mirror-registry>:<port>/rhscl/nodejs-10-rhel7
prefer registry pullthrough when referencing this tag

Build and run Node.js 10 applications on RHEL 7. For more information about using this
builder image, including OpenShift considerations, see https://github.com/nodeshift/centos7-
s2i-nodejs.

Tags: builder, nodejs

Example Repo: https://github.com/sclorg/nodejs-ex.git

* <mirror-registry>:<port>/rhscl/nodejs-10-
rhel7@sha256:d669ecbc11ac88293de50219dae8619832c6a0f5004883b480e073590fab7c54

3 minutes ago

[..]

2433.35—LYRN)—DLEEZ
Node.js DIRZFERAD npm /3y r—o B L U Java DIRFEREBEAD Maven Xy r—I % TS5 4 R— |
I5-LIYZAMN) =B OA-RTBICE. IFRF—EICIF—npm F7ld Maven LY R b

)—%E L., BRETIVLENHYET, TDER, BFEOIVR—FX Y MNT, FLEFRIVR—FV
NOERBFICS S—L Y RN —%2 LEETEEY,

FIR

e MFOAVR—RXVIMNTIZF—LIRAMN)—%ZLEXTSICF. UTEETLET,
I $ odo config set --env NPM_MIRROR=<npm_mirror_registry>

¢ OAVR—RVIMDEMFKFICIS—LIYRAMN)—ZEEETBIE, UTE2ETLES,
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I $ odo component create nodejs --env NPM_MIRROR=<npm_mirror_registry>

2.43.4.0do & L7 Node.js 7 ) r—> 3 v DIERK

Nodejs AV R—% Y M EERT ZICIE. Nodejs 7Y r—>arva4 o> O0—KRL, odoTY —2R
O—RKR%EIVSR9—ICTvy>alLET,

FI&
L REDTALIN)—RTTUT—23v0HdT4 LI MN)—IHIUEZZET,
I $ cd <directory name>
2. Nodejs# 4 7OAVR—xV " &T7FUsr—avIICBMLET,
I $ odo create nodejs

S =

EiS
TI7AIDNT, BFAX—UNFERAINEY, £/, odo create

openshift/nodejs:8 ZFHA L TA XA —YDN\—U 3 VEBRARMICIEETEE
ER

3 MY —RA—REIVR—xVMITyvalLEFT,
I $ odo push
IN T, AYR—%Y ML OpenShift Container Platform IC7F 704 S 9§,
4. URL Z/EB L. UTFDESICA—AIVERETZ 7AIVICTY M) —ZBMLET,
I $ odo url create --port 8080
5 ZB%= 7y valFEd, ThICEY, URLDV S RI—ICERINET,
I $ odo push
6. AVR—RY MIMELR URL 2R 27<DICURL 2—BXRTLET.
I $ odo url list
7. ERINEURLZFERALTT A4S nEe7 ) r—2avaRRLET,

I $ curl <URL>

25.000 A FALAB—OVR—FKXVNTF TV —2 3 VOER

odo = f#fH 9 % &, OpenShift Container Platform 2 S 24 —T7 ) r—>a v &ERL. 704
TEEY,
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o odo MM VAM—=ILINTW3B,

® OpenShift Container Platform ¥ 5 X4 —H'£{TH T#H %, CodeReady Containers (CRC) % {#
FA L T. OpenShift Container Platform ®A—A IV 5 R4 —&RFEICTFTOA1 TEET,

252. 7YY hDER
TRV MEFRL. BEOE—QEMTRAING Y —RAI— K. TR S1T5U—&#EL

i’a—o

FIR

1. OpenShift Container Platform ¥ 2 X4 —icOJ74 > L& ¥,

I $ odo login -u developer -p developer

2. 70V MEERLETY,

$ odo project create myproject
v Project 'myproject' is ready for use
v New project created and now using project : myproject

2.5.3.0do M L7 Node.js 7 U r—> 3 v DIERR

Nodejs AV R—F Y MEVERT %ICIE. Nodejs 77U —>av%a 49 >O0—KRL, odoTY—2R
O—R&EIVSZRI—ICTv>alLET,

FIR

L AVR—RVNOFBRTALIMN)—%FERLET,

I $ mkdir my_components $$ cd my_components

2. Nodejs 77U —>avoyyFLedorO0—RKLET,

I $ git clone https://github.com/openshift/nodejs-ex

3REDTALINI =TT ) r—2av0Hd74LI N —ICHYERET,

I $ cd <directory name>

4. Nodejs #4 7OAVR—V N7 ) r—>avIEBMLET,

I $ odo create nodejs

i

A=

E&C
TI7AINT, BFAXA—UMFERAINEY, £/, odo create

openshift/nodejs:8 ZFH L TA X —YDN\—Y 3 VABRARMICIEETE X
ER
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5 MY —R2—KREIJVR—FXVMITyv2alLEd,
I $ odo push

IN T, AYR—%Y ML OpenShift Container Platform IC7F 7’04 S §,
6. URL ZfER L. L TFDL D ICO—AIBRET 7AIICTY M) —%ZEMLZF T,
I $ odo url create --port 8080
7. BEETyYaLET, TNICEY, URLDISRY—ILERINE T,
I $ odo push
8. AVKR—RY MIBERURL BT 27LDICURL Z—EBXRRLIT,
I $ odo url list
9. EMINAURLAFERALTCT /A1 I N7 ) r—>avaRRLET,
I $ curl <URL>

254. 7 7)Y 5r— 3y —RDZER

T7FVr—3vd—RKREZEBL, ThbDZEE% OpenShift Container Platform @7 1) r—> 3 >
IERALEY,

1L BRITBZTFAMNITAH—T. NodejsTA LI MN)—HRDLATIRT74ILDODVT D%
mELE I,

2. AVR—XVMEEHLET,
I $ odo push
3. T —TT IV avEBHL. EEAEERLET,

255. A ML —YDF7 )= 3vaViR—xY hADOEN

KIEA ML =21, odo ZBEBL THET—4 2 FIAABEARARICHR L £ 9, odo storage A7~ K
HAHFEALT. ANL—YEIVR—XV MIBIMTEEY,

FIR

e AML—Y%AVR—FY MIEBMLEY,
I $ odo storage create nodestorage --path=/opt/app-root/src/storage/ --size=1Gi

AVER—XY MIIEIGBDODRAMNL—UDHY FT,

256. EIWRA A=V BEIBET BODHARY LEILY —DENN
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OpenShift Container Platform Tld, AR LA A=V DERTEICRET DERIBDDZHRAY LA
XA—TZBMTEXT,

LR DfIE. redhat-openjdk-18 1 X —L DIEERA ViIR— MBS LTFERAFEICDODVWTRLTWET,

AR ERM
® OpenShift CLI (oc) B’ Y A h—ILINTW 5,
FIE
1. 4 X —<% OpenShift Container Platform (24 Y R— kL & 9,
$ oc import-image openjdk18 \

--from=regqistry.access.redhat.com/redhat-openjdk-18/openjdk18-openshift \
--confirm

2. A X=VINH T %MT. odo LTI ERATESRLDICLET,
I $ oc annotate istag/openjdk18:latest tags=builder
3. 0do TA A=V EFTTOAMLET,

$ odo create openjdk18 --git \
https://github.com/openshift-evangelists/Wild-West-Backend

2.5.7. OpenShift Service Catalog R L7 7 r—> 3 vV OBEHR T —EZADHE
5

OpenShift Y —E X714 O 7'1d. Kubernetes FIM Open Service Broker API (OSB API) DEETY, &
N%&FET % &, OpenShift Container Platform ICTF 704 SN TWBT7 ) r—2a v a3 FXFER
P—ERICEHBTEET,

AR
® OpenShift Container Platform ¥ 5 24 —HE{THTH %,

o H—ERAYOAINISARY—ICA VA MN=ILINh, BTSN TWB,

FIR
e T—EXRZ—BRRTBHICEK UTZFERALIT,

I $ odo catalog list services

o Y—EXAWYOTVEEDRFLERTZICIE. UT2RITLET,

I $ odo service <verb> <servicename>

258. 7 ) hr— a3 vk
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E:2

TINVG—2avaElIBRT s, 7)) r—vavIicBERITONAETRTOIVR—
XV MDHIBRINE T,

FIR

L REOTOY I NOT7T) r—2ava—8BRRLET,
$ odo app list

The project '<project_name>' has the following applications:
NAME

app

2. 7N = a3 vIlEEMIONAIVR—RVMNE—BRRLET, TNHODIAVR—RY
N7 )= a v EHICHBRINET,

$ odo component list

APP  NAME TYPE SOURCE STATE
app nodejs-nodejs-ex-elyf nodejs file://./ Pushed

3.7 N —a v EHIBRLET,
$ odo app delete <application_name>

? Are you sure you want to delete the application: <application_name> from project:
<project_name>

4. YTHIREHEELF T, 175 7%FATRE. BRTAV T M EERRICTEET,

26.000 A LTI FIAVR—RV N7 TYVr—2 a3 v DOERK

odo #{Fd 2. BEMNMDEHEMELINAFEATIYLNFIAVR—IVY N7 TV 5—2avaEFERL. &
BL, ZOAVR—XV I NEY VI TBIENTEET,

ZOBITIE, RIVFAVR=—FXV NIV =3 v (Ya—FT4VI5—L) T 704 FT2HEICD

WTEBALE Y, 77U —>avid70Y IV KNodejs AVR—FY hENRY I TV K Javad
VIR—RV N THEERINET,

2.6.1. HURH

e odo MM VA M—ILINTW3B,

® OpenShift Container Platform 7 5 X4 —HE{THRTH %, FFEZEIF CodeReady Containers
(CRC) %{# M L T. OpenShift Container Platform ®AO—AJ)I Y 524 —%R&EICT FOA T
T,

e Maven B’1 YA KM—ILINTW3B,

26.2. 70 FDERK

7OV MEERL, BIEOE—DOREMTHERINDY—XI—R, TR Z4T5Y—%#HFL
i’a—o
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FIE
1. OpenShift Container Platform 2 2 X4 —(CO 74>V LEX T,

I $ odo login -u developer -p developer

2. 70V MEERLET,

$ odo project create myproject
v Project 'myproject' is ready for use
v New project created and now using project : myproject

263. /Ny Ty ROQVER—Y MOF7O4

Java AV AR—R Y NEERMT BI1C1E, Java EIWVY —A XA —VB A ViR—ML, Java 7 T U r— 3
vAESYUO—RL,. odo TY—ROA—KRAEIVSRY—ICTvalLxd,

FIE
1. openjdk18 2V S R ¥ —IZM4 VY R— KL ET,

$ oc import-image openjdk18 \
--from=regqistry.access.redhat.com/redhat-openjdk-18/openjdk18-openshift --confirm
2. 41 A= (C builder D% J%FF, A A= D odo TPV EATESLIICLET,

I $ oc annotate istag/openjdk18:latest tags=builder

3. odo catalog list components #2417 L. fEXIN/cA XA =P 2RTRLET,

$ odo catalog list components

Odo Supported OpenShift Components:
NAME PROJECT  TAGS

nodejs openshift  10,8,8-RHOAR,latest
openjdk18 myproject latest

4. AVR—XV I NOFHRTA LI M) —%ZEHRLET,
I $ mkdir my_components $$ cd my_components
5. Ny IV RF7TYr—2avoyyFILadoyO0—RLET,
I $ git clone https://github.com/openshift-evangelists/Wild-West-Backend backend

6. TALIKN)—=%NY TV RY—=RTFT4 LI MN)—=IIYIYEZ, TDOT4 LV M) —ICIEEL
W7 74ILDEENDZEAERLET,

$ cd backend
$ls

debug.sh pom.xml src

7. N OITYVRDY—RT74I)L%A Maven TEJILR L, JAR 774 ILEERLZET,
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52

$ mvn package

[INFO]
[INFO] BUILD SUCCESS
[INFO]
[INFO] Total time: 2.635 s

[INFO] Finished at: 2019-09-30T16:11:11-04:00
[INFO] Final Memory: 30M/91M

[INFO]

8. backend &\ D Java AV KR—RV MNIA TOAVER—FV MREEEKRLE T,

$ odo create openjdk18 backend --binary target/wildwest-1.0.jar
v Validating component [1ms]
Please use "odo push’ command to create the component with source deployed

BRETZ 710D config.yaml (2. T 7O/ BDIAVER—XY MIOWTOEBRIEEND /Y
P9IV RAVER—ybOO—ALT4 LI N)—ICEDINET,

9. UTFAEAL T configyaml 7 71 LTy VTV RAVR—FY MDRERNBTEERL Z
ER

$ odo config view
COMPONENT SETTINGS

PARAMETER CURRENT_VALUE
Type openjdk18

Application app

Project myproject

SourceType binary

Ref

Sourcelocation target/wildwest-1.0.jar
Ports 8080/TCP,8443/TCP,8778/TCP
Name backend

MinMemory

MaxMemory

DebugPort

Ignore

MinCPU

MaxCPU

10. O Y R—% > k% OpenShift Container Platform 7 S 24—l v a L£ T,

$ odo push
Validation
v Checking component [6ms]

Configuration changes
v Initializing component
v Creating component [124ms]

Pushing to component backend of type binary
v Checking files for pushing [1ms]
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v Waiting for component to start [48s]
v Syncing files to the component [811ms]
v Building component [3s]

odo push %#{#fH 9 % &, OpenShift Container Platform (Z/Xy VTV RO VR—FR Y M &E KRR
Ng 2OV T7+H—%EKL. £DO Y7 F—% OpenShift Container Platform 2 5 X
H—TEITINTWB PodICT7FO1 L. backend IV R—%> M ERELET,

N UFZREELFTT,
® odo CDT7VYavDRAT—HR
odo log -f
2019-09-30 20:14:19.738 INFO 444 --- | main] c.o.wildwest.WildWestApplication

: Starting WildWestApplication v1.0 onbackend-app-1-9tnhc with PID 444
(/deployments/wildwest-1.0.jar started by jooss in /deployments)

o NYyHIITVRIAVKR—XXVIMNDAT—H R

$ odo list
APP  NAME TYPE SOURCE STATE
app backend openjdk18 file://target/wildwest-1.0.jar Pushed

264. 70V NIV ROAVR—FRY MOTF7OA

7OV PMIVROAVR—RV NEERSLICTTOACTSITE Nodejs 7 TN r—oavadoy
A—RKRL, YV—ROd—K%0doTYZRY—ICTv>alLZET,

FIE
L 7OV NIV R7TUTr—>avobyTIvEdoyO0—RLET,
I $ git clone https://github.com/openshift/nodejs-ex
2. BEDOTALVMN)—%70Y NIV RTA LI N)—ICHIVEZET,

I $ cd <directory-name>

3. 7Y MIYV R Nodejs 7 U —2 3V THBIEEBRTHLDIC. T4LIN)—D
Nez—BRRLET,

$ls

assets bin index.html kwww-frontend.iml package.json package-lock.json playfield.png
README.md server.js

= -To)
7OV RMIYVROAVKR—=RV NIA V& T)H—BREETEBRIN (Nodejs).
EIWREIhBBEREHY A,

4. frontend &\ D ZEID Nodejs AV R—RY KA TOAVR—F Y PREEERL ET,
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$ odo create nodejs frontend
v Validating component [5ms]
Please use "odo push’ command to create the component with source deployed

5. AVR—x Y NaEFROIVTFFHF—ICTy>alLExd,

$ odo push
Validation
v Checking component [8ms]

Configuration changes
v Initializing component
v Creating component [83ms]

Pushing to component frontend of type local
Checking files for pushing [2ms]

Waiting for component to start [45s]
Syncing files to the component [3s]

Building component [18s]

Changes successfully pushed to component

A

v
v
v
v

2652200V R—FRRV MDY VY
VSR —TEFINBAVR—IRY ME, WETEEHIEEINDIVENHY £, OpenShift

Container Platform (&, ) vV DA ERMHEL, TOTSLDLISA TV MRADBENI VT4V
JENFALEY,

FIR

. VSRY—TEFINDZITRTCOOAVE—FRV MOD—EBERRLZET,

$ odo list

APP  NAME TYPE SOURCE STATE
app backend openjdk18 file://target/wildwest-1.0.jar Pushed
app frontend nodejs file://./ Pushed

2. BEO7AY ATV ROVR—FRVMNENRY IV RICY VI LET,

$ odo link backend --port 8080
v Component backend has been successfully linked from the component frontend

Following environment variables were added to frontend component:
- COMPONENT_BACKEND_HOST
- COMPONENT_BACKEND_PORT

Ny TV RAVR—ZV NDBEBHRERNA 7OV NI Y ROVR—F Y MBI, 70V
NIV ROVER—FRV IPEBEEHLET,

266. AVR—FY NORHA

FIig
L 77)5r—2avONEURL H#ERMLET,
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$ cd frontend
$ odo url create frontend --port 8080
v URL frontend created for component: frontend

To create URL on the OpenShift cluster, use "odo push’

2. BEABEALEY,

$ odo push
Validation
v Checking component [21ms]

Configuration changes
v Retrieving component data [35ms]
v Applying configuration [29ms]

Applying URL changes
v URL frontend: http://frontend-app-myproject.192.168.42.79.nip.io created

Pushing to component frontend of type local
v Checking file changes for pushing [1ms]
v No file changes detected, skipping build. Use the -’ flag to force the build.

37U —TURLERE, 77V r—raveaRrlLIET,

E5C

7 7V 4r—< 3 VT OpenShift Container Platform namespace IC7 7 A L. 7774
T/ Pod ZHIRT ZDICEMNBY —ERT AV Y MDNR—3 v 2 a VHBERIZE,
Ny TV RAVER—%Y b5 odolog #5RTBELUTODI S —DRET BHEN
HYFEd,

Message: Forbidden!Configured service account doesn’t have access.Service
account may have been revoked

CDIZS—%fRTBICIE. Y—ERXRT7HO > MO—=ILONRX—IvavaEBMLE
£

$ oc policy add-role-to-group view system:serviceaccounts -n <project>
$ oc policy add-role-to-group edit system:serviceaccounts -n <project>

NIEFERE I ZRXI—TIRETLRVWTLCEIW,

26 7. 2THROT7 TV r—avDER

. O—AlTa LN —Z7OYVRNIVRTFALIMN)—ICOYEZTT,
I $ cd ~/frontend

2. FDAY Y RZEERTFTLT, 77MLVVRATLATERERZERLET,
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I $ odo watch

3. index.html 7 7 1 ILEZREL T, ¥—LDRIRIIND LR EZZTELZT,

V SR
' odo NEEARMITDETICETDOEENRET 2IGENHY £,

odo IXZEA AV IMNIVROVER—RVMITy>al, TZORT—FREHY—IFILICH
RILZ 9,

File /root/frontend/index.html changed
File changed

Pushing files...

v Waiting for component to start

v Copying files to component

v Building component

4. Web 7S50 —TT7 I N 5r—2avR=—U%EHLEFT, TNTHRLVEIINDRRIINE T,
26.8. 7S o— 3 v DHIR

E:2

TV —2avEBIRTEE, 7AYS—2a VICEAERMITOMETRTOOVR—
XY MDBIBREINET,

FIR

L BEOCTOY ) DT T r—2avE—EBERRLET,

$ odo app list
The project '<project_name>' has the following applications:
NAME

app

2. 7N = a3 vIlEEMIONAIVR—RVMNE—BRRLET, TNOHOIAVR—RY
N7 )= a v EHICHBRINET,

$ odo component list
APP  NAME TYPE SOURCE STATE
app nodejs-nodejs-ex-elyf nodejs file://./ Pushed

3 T7TN =Y avEHIRLET,

$ odo app delete <application_name>
? Are you sure you want to delete the application: <application_name> from project:
<project_name>

4 YTHIREEELF T, 175 7%FATRE. BRTAV T M EERRICTEET,
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27. T —IR=—REHKIZT TV r—>a v HnEKT 3

UTFDHITIE, T—IR=—RE=TJAVRNIVRT7I)r—ravils7O4 L, BRI 2AEERBAL
i’a—o

2.7.1. BIiR &4
o odo MM VAM—=ILINTW3B,
e ocVTAT VDM YVAM=ILINTWS,

® OpenShift Container Platform 7 5 X4 —HE{THRTH %, FFEZEIE CodeReady Containers
(CRC) %{# M L T. OpenShift Container Platform ®AO—AJ)I Y 524 —%R&EICT SOA T
T,

o H—EZAHOITDNEMIINTWS,

272. 70519 NDERKR

7OV bEERL, BIEOE—DREMTHERINDY—RXI—R, TR Z4T5Y—%#HFL
i’a—o

FIR
1. OpenShift Container Platform 2 2 X4 —CO 74 Y LEX T,
I $ odo login -u developer -p developer
2. 7Yz MEEHRLET,

$ odo project create myproject
v Project 'myproject' is ready for use
v New project created and now using project : myproject

273. 70 NIy RavR—xxy sOF7O4

JOYRMIVROAVKR—RV NEERSLICTTOCTSITE Nodejs 7 TN r—oavad oy
A—RKRL, YV=—ROd—K%0doTYZRY—ILTv>aLET,

FIE
L 7OV NIV R7TYTr—>avobyTIvESoyO—RLET,
I $ git clone https://github.com/openshift/nodejs-ex
2. BEDOTALVMN)—%70Y NIV RTA LI MN)—ICHPIVEZLET,

I $ cd <directory-name>

3. 7Y MIYV R Nodejs 77U T —2 3V THBIEEBRTHLDIC. T4LIMN)—D
Nez—BRRLET,
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$ls

assets bin index.html kwww-frontend.iml package.json package-lock.json playfield.png
README.md server.js

E5C

7OV RMIVROAVKR—=RV NIA V& T)H—BREETEBRIN (Nodejs).
EIWREIhBZBEREHY A,

4. frontend &\ D ZEID Nodejs AV R—RY R4 TOAVR—F Y PREEERLET,

$ odo create nodejs frontend
v Validating component [5ms]
Please use "odo push’ command to create the component with source deployed

5. AV NIV RA VI —TI—RICT IR TB=HDURL ZEKLET,

$ odo url create myurl
v URL myurl created for component: nodejs-nodejs-ex-pmdp

6. ¥ R—% > M % OpenShift Container Platform 7 S 24 —IZF vy a2 LE Y,

$ odo push
Validation
v Checking component [7Tms]

Configuration changes
v Initializing component
v Creating component [134ms]

Applying URL changes
v URL myurl: http://myurl-app-myproject.192.168.42.79.nip.io created

Pushing to component nodejs-nodejs-ex-mhbb of type local
v Checking files for pushing [657850ns]

Waiting for component to start [6s]

v Syncing files to the component [408ms]

v Building component [7s]

v Changes successfully pushed to component

AN

274 WEE—RTF—9 =257 701¢%
odold. F7OA ALY TINICTBAT Y RSA VOREE— RABEHLET,

FIig
o WMEFEE—REZETL, OV I MIH/IHELEFT,

$ odo service create
? Which kind of service do you wish to create database
? Which database service class should we use mongodb-persistent

? Enter a value for string property DATABASE_SERVICE_NAME (Database Service Name):
mongodb
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? Enter a value for string property MEMORY_LIMIT (Memory Limit): 512Mi
? Enter a value for string property MONGODB_DATABASE (MongoDB Database Name):
sampledb
? Enter a value for string property MONGODB_VERSION (Version of MongoDB Image): 3.2
? Enter a value for string property VOLUME_CAPACITY (Volume Capacity): 1Gi
? Provide values for non-required properties No
? How should we name your service mongodb-persistent
? Output the non-interactive version of the selected options No
? Wait for the service to be ready No
v Creating service [32ms]
v Service 'mongodb-persistent' was created
Progress of the provisioning will not be reported and might take a long time.
You can see the current status by executing 'odo service list'

EEC

NRAT—RFRFI—F—EIr 7OV NIV RT7T)r—2a VICEREBEEHE LTES
ni_a—o

275 . T —49R—ADFETIOA
. FIAARER Y —ERA—BRRLZET,

$ odo catalog list services

NAME PLANS
django-psql-persistent default
jenkins-ephemeral default
jenkins-pipeline-example  default
mariadb-persistent default
mongodb-persistent default
mysql-persistent default

nodejs-mongo-persistent  default
postgresql-persistent default
rails-pgsql-persistent default

2. ¥ —EX® mongodb-persistent ¥ 1 7%E IR L. BHERNTAXA—5—%5HALFT,

$ odo catalog describe service mongodb-persistent

*kkkkkkkkkhkkhkhkhkkkkkkkk | hhkkkkkkkkkhkkhhhkkkkhkhkhhhhhkhkhhkhhhhkkhhhhhhhhkhkhkhhhhkkhrhhikd

Name | default
_________________ | S
Display Name |
_________________ | S
Short Description | Default plan

Required Params with a default | DATABASE_SERVICE_NAME
value | (default: 'mongodb'),

| MEMORY_LIMIT (default:

| '512Mi'), MONGODB_VERSION

| (default: '3.2"),

| MONGODB_DATABASE (default:

| 'sampledb’), VOLUME_CAPACITY
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~

| (default: "1Gi')
Optional Params | MONGODB_ADMIN_PASSWORD,

| NAMESPACE, MONGODB_PASSWORD,
| MONGODB_USER

DIRSA——%TSTELTEL, T—9R—207 701 2FHLET,

S
I

$ odo service create mongodb-persistent --plan default --wait -p
DATABASE_SERVICE_NAME=mongodb -p MEMORY_LIMIT=512Mi -p
MONGODB_DATABASE=sampledb -p VOLUME_CAPACITY=1Gi

276.T—9R—2O7OY NIV RT7TYHHr— 3 o ADER
. T—4

60

R—2%7OV TV RHY—ERIZY VI LET,

$ odo link mongodb-persistent
v Service mongodb-persistent has been successfully linked from the component nodejs-
nodejs-ex-mhbb

Following environment variables were added to nodejs-nodejs-ex-mhbb component:
- database_name

- password

- uri

- username

- admin_password

2. Pod D7 N 5—2avELUVPTF—I9IR—ADBREBELEHEHALE T,

$ oc get pods

NAME READY STATUS RESTARTS AGE
mongodb-1-gsznc 11 Running 0 28m
nodejs-nodejs-ex-mhbb-app-4-vkn9l 1/1 Running 0 im

$ oc rsh nodejs-nodejs-ex-mhbb-app-4-vkn9l
sh-4.3% env
uri=mongodb://172.30.126.3:27017
password=dHIOpYneSkX3rTLn
database_name=sampledb
username=user43U
admin_password=NCn41tgmx7Rlgmfv
sh-4.3%

3. 759 —TURL&ZHE. ATFRERRING T — 9N —ARELHRL T,

I $ odo url list

Request information
Page view count: 24

DB Connection Info:
Type: MongoDB
URL: mongodb://172.30.126.3:27017/sampledb
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277. 77V r—> 3 v OHIkR
5

TINVG—=2avaEBIBRT s, 7)) r—vavicBERITONAETRTOIVR—
XV MDHIBRINE T,

FIE
L BEOCTOY ) NOT T r—2avE—EBERRLET,

$ odo app list
The project '<project_name>' has the following applications:
NAME

app

2. 7N = a3 vIlEEMIONAIVR—RVMNE—BRRLET, TNOHDIAVR—RY
N7 )= a v EHICHBRINET,

$ odo component list
APP  NAME TYPE SOURCE STATE
app nodejs-nodejs-ex-elyf  nodejs file://./ Pushed

3 T7TN =Y avEHIRLET,

$ odo app delete <application_name>
? Are you sure you want to delete the application: <application_name> from project:
<project_name>

4 YTHIREZEELF T, 1757 %FATRE. BRTAV T M EERRICTETET,

28. VTN T TV r—2 3 v DFER

odo &, OpenShift h9# O DAVER—XY NS94 THADEREE/IEZ VY1 LEDBINBRERME A
RELFET., LTFEBICRY FT,

NAME PROJECT TAGS

dotnet  openshift 2.0,latest

httpd openshift 2.4 latest

java openshift 8 latest

nginx openshift  1.10,1.12,1.8,latest
nodejs  openshift 0.10,4,6,8,latest

perl openshift  5.16,5.20,5.24 latest
php openshift  5.5,5.6,7.0,7.1,latest
python openshift  2.7,3.3,3.4,3.5,3.6,latest
ruby openshift  2.0,2.2,2.3,2.4 latest
wildfly  openshift 10.0,10.1,8.1,9.0,latest

E5C

0do 11.0 IZDWTIE, Java BE U Nodejs IFEKICHR— KR INTVWBIVER—RV b
441 7T9., odo catalog list components #2217 L C. EXICHR—IhIhTW3 3
VR—RVMNYA TERRBLET,
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Web BBHTIVR—F Y MIFT I ERXT3ICIE. odourl create Z{FEA L TURL ZER L F T,
2.8.1.Git )R N —DfI

2.8.1.1. httpd

ZDFE, CentOS7 Thttpd ZFERA L TEHMIYF VY EEIRL, RBHITZDICERIBET,
OpenShift Container Platform DEEmREZ L. TDEILY —A A= DFERAEICD WTOFEFMIE.
[Apache HTTP Server container image repository ] &8 L T XV,

I $ odo create httpd --git https:/github.com/openshift/httpd-ex.git

2.8.1.2. java

ZDFlE, CentOS7 TFatJARJava 77U —>avaEIRL, £TT2DICKRIBET,
OpenShift Container Platform DZERAZ ST, ZOEILY —A X =Y %FERT 2 HEICDWTOEM
l&. TJava S2IBuilderimage | 28R LTIV,

I $ odo create java --git https://github.com/spring-projects/spring-petclinic.git

2.8.1.3. nodejs

CentOS7 T Nodejs 7 ) r—>av&EJRL, EfTLZE T, OpenShift Container Platform D& &
RESD., COELNT—A A=V %FERTZHEICDOVWTOFHMIEZ. Node.js 8 containerimage | %
SBLTLEIN,

I $ odo create nodejs --git https://github.com/openshift/nodejs-ex.git

2.8.1.4. perl

ZDFE, CentOS7 TPerl 77V —>av@EIRL, RITTHDITKILEET, OpenShift
Container Platform DEBREZEBL. ZOEIY —A A=V % FBRAT B2 HEICDOVWTOFMIE. [Perl
5.26 containerimage] ZZR LTI,

I $ odo create perl --git https://github.com/openshift/dancer-ex.git

2.8.1.5. php

ZDFEIE, CentOS7 TPHP 77U —2a v DEIRL, ETT25DICEIBET, OpenShift
Container Platform DZEm A2 &880, COEIL Y —A X =V FRATD2AEICDOVWTOEMIZ. TPHP
7.1 Dockerimage] ZZHLTLLEIW,

I $ odo create php --git https://github.com/openshift/cakephp-ex.git

2.8.1.6. python

ZDHFlE. CentOS7 TPython 7 XU r—>avabEILRL, ETT2DICEKIBE Y, OpenShift
Container Platform DZE R A2 ST, ZDEIY —A A=Y % FERT 2 HEICDOWVWTOFEMIE.
[Python 3.6 containerimage] ZZR L T I,
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https://github.com/fabric8io-images/s2i/blob/master/README.md
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I $ odo create python --git https://github.com/openshift/django-ex.git

2.8.1.7. ruby

ZDHFE,. CentOS 7 T Ruby TNV r—2avEEIRL, EIT95DICEIBET, OpenShift
Container Platform OZEBRE S0, COENYT —A A= %FERT 2 5EICDOVWTOFEMIE.  TRuby
2.5 containerimage] ZSRL T LI,

I $ odo create ruby --git https:/github.com/openshift/ruby-ex.git

2.8.1.8. wildfly

ZDFE, CentOS7 TWildFly 77U —23av%aEJ KL, RITTHDICEILEET, OpenShift
Container Platform DZE R A ST, ZDEIY —A A=Y %FERAT 2 HEICDOWVWTOFEMIE.
[Wildfly - CentOS Docker images for OpenShift ] #&B L T EX W,

I $ odo create wildfly --git https://github.com/openshift/openshift-jee-sample.git

282. 1N\ FY—DH T

2.8.2.1. java
Java AT 2 &, UTDEIIENAFT Y =T —FT4 770 NaTTOM4T2IENTEET,

$ git clone https://github.com/spring-projects/spring-petclinic.git
$ cd spring-petclinic

$ mvn package

$ odo create java test3 --binary target/*.jar

$ odo push

2.8.2.2. wildfly
WildFly 2R3 2 &, UTFDELIICNAF ) =7 Y s5—>a v a7 A4 T2 ENTEET,

$ git clone https://github.com/openshiftdemos/os-sample-java-web.git
$ cd os-sample-java-web

$ mvn package

$cd..

$ mkdir example && cd example

$ mv ../os-sample-java-web/target/ROOT.war example.war

$ odo create wildfly --binary example.war

29.000 COT7 ) r—2avDTnNyJ
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OpenShift Container Platform 4.3 CLI YV —JU

E:2

odo TDAVHSIFT 4 TRFNyTIETFo/ad—7LEa—#ETY, 72./0
I—T L Ea—#EEIE Red Hat DERBEERIETOY —ERLRILT 1) — 4> bk (SLA)
TIEYR—MINTVWAWESD, RedHat TIHEHRBRIETOFEEMHEL TVWEE
Ao RedHat IZEBHBRIETCINOEZFRATEHIIEEHELTVEHA, ThHDHEEE
IE. ERERTFTEDEDBMAESE ) ) —RICERIFTTTRBIT B EICLY., BERFITH
BEMETAML, BRIOERFICTA— RN I EBFHEWELLIENTEET,

RedHat D77 / AY—7L Ea1—#EED Y R— MEEIC D W TDFHM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8BT £X
(A

odoA AT B E, TNy H—%RBNYYT, 7FUr—>a3va)E—RNTCTFNYITEET, TDHE
gElZ NodedJS B LW Java AV R—R Y N TOAYR—MINFET,

odo TEMINAZOAVER—XV NI, TITAIPNTTNYTE—RTEFTINET, TNy H—DIT—
Vv I, BEDR— M TCAVR—RYMIFLTEGTINEST, 77V 5—2ar07 NNy I %H
AT BICIE. R— MEREZRHA L T, MAERRIERE (IDE) ICNY LI h/icO—AILDT /Ny H—%Z|
YUETEZRELrHYET,

2917 ) =2 a v DTNy T

ododebug IY¥ Y REFERALT, odo C7 ) r—>avaFN\y JTEET,

FIR

L 77—y avhFaqInkEgic., AVR—RY NOR— MNEGEABEB LT, 77Y
T—2avDTFNy TEITVWET,

I $ odo debug port-forward

2. IDEICAY RVINEFNy H—a3VR—F Y MIEIYLSTES, FIER. DEKL>TE
Y EY,
292. TNy IS X =8 —DERFE

odo config ¥ RTYE— M R—F%IEEL. ododebug ¥ RTO—AIR— b EEETEFE
ER

FIE
o TNYJI—VVNEERFTTBVE—MR—MERETZICIFE. UTFEETLET,
I $ odo config set DebugPort 9292
k-t

COEDAVR—R Y MNEAVR—RY MIRMIEZICIE, OVR—FXV MNE
B 04 330ELrHY T,

o O—AJIR—FMaER—MNREICERETZICE. UTEETLET,
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I $ odo debug port-forward --local-port 9292

E5C

A—ANR—hDERKBIEINITA, R—M2ZEETIHENHZHEIEE
EIhzEET2BENHY T,

2.10. RIEZEHDEE

odo FIVR—RY NEBDHRESD L PRIEEH % config 7 7 1 JLICIRTF L £9., odo config a7~
ReEFEHETDE, config 77 M ILAEEBEETIC, AVER—RY NOREBEZHDRE. REMRER. LV
—ERTEETTEILT,

210.1. IRIEE B DR E S £ VR EMRIR
FI&
o OAVR—XRVIMNCRIEZERZHRET ZICIF. UTFEERITLET,
I $ odo config set --env <variable>=<value>
o OAVR—XVMNDORIBEZEBDHREZMRT ZICIE. UTFERITLET,
I $ odo config unset --env <variable>
¢ OAVR—RVIMNADIRTORRENZ—ERTTBICEE. UTFZRTLET,

I $ odo config view

2.11. ODO CLI D& E

211, 3<% Y RfEEDOFEA

EEC

RS T, O Y ROM5EIL bash, zsh, &V fish > I TOHAYR—PMINTWE
£

odo g, A—H—ANICEDICOATY RNRSA—HY—DRAT—MNERERHELIF T, ChEMgEIE2
IZIE. odo lZETHDY TILEHETHIMNELAHY T,

Fig
o OVYREHRABEMICAVAMN—ITBICIF. UTEEFTLET,
L. UTFAEZETLEY,

I $ odo --complete

2. HTIVIDAVAN=IERDZTOY T IRHBPHEINLL, yEHLET,

65



OpenShift Container Platform 4.3 CLI YV —JU

o WTIVvIAEFEITA VA M—ILT 3ICIE. complete -0 nospace -C <full path to your odo
binary>odo #> TIILERET7 7 A IICEMLET, PTIBRETI7AINEEELELL, YT
=HEEELET,

o WRABMCTBICIE. UTFAEERTLET,

L UTFZERITLEY,

I $ odo --uncomplete

2. BRIVIETUVAVARN=LTRLH>TOV ISy & BLET,

E5C

odo EfTHEE7 7ML DEFIAZBLIHBEN. INERHDTa LI M) —ILKET S
e, AV NETZBEAMICLEY,

2N2. 77 A IVFERIEINRI—V A ERT S

TV —=3vDIL—bT4 LY MY —IZH B .odoignore 7 7 A ILELEE LT, EETZ 771
FENRYI—VD—EEZRETETET, Zhik. odo push & LU odo watch DEAIERINZE T,

.odoignore 7 7 1 LD FE LBAWIHE, RED 7 7M1 INBLV 74 NI —%5E\ETELDIC
.gitignore 7 7 1 LMD Y ICERAINFE T,

Git 774, JSIRFDOH D774 B LV T +ILY— tests |1 5121, LLF% .odoignore
F7zl& .gitignore 7 7 1 LDOWTFINITEIMLE T,

.git
*.js
tests/

.odoignore 7 7 1 JLIEZ T RTD glob RILZFFAL X,
212.0DOCLIYV 77 L VX

2121. EAM 7 odoCLIOT YV K

2.12.1.1. app

OpenShift Container Platform 7O 7 MIEET 27 S r—> a ViREERITLET,

app DfEFA]

# Delete the application
odo app delete myapp

# Describe 'webapp' application,
odo app describe webapp

# List all applications in the current project
odo app list
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# List all applications in the specified project
odo app list --project myproject

2.12.1.2. catalog
A OTEREDEFEERTLEY,

catalog O {F A

# Get the supported components
odo catalog list components

# Get the supported services from service catalog

odo catalog list services

# Search for a component
odo catalog search component python

# Search for a service
odo catalog search service mysq|

# Describe a service
odo catalog describe service mysql-persistent

2.12.1.3. component
TP7Vr—=YarvoavR—3x Y NEBELET,

component D Al

# Create a new component
odo component create
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# Create a local configuration and create all objects on the cluster

odo component create --now

2.12.1.4. config

config 7 7 1 VAT odo BIEDZREAEE LT,

config O F A

# For viewing the current local configuration
odo config view

# Set a configuration value in the local configuration

odo config set Type java

odo config set Name test

odo config set MinMemory 50M
odo config set MaxMemory 500M
odo config set Memory 250M
odo config set Ignore false
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odo config set MinCPU 0.5
odo config set MaxCPU 2
odo config set CPU 1

# Set an environment variable in the local configuration
odo config set --env KAFKA_HOST=kafka --env KAFKA_PORT=6639

# Create a local configuration and apply the changes to the cluster

odo config set --now

# Unset a configuration value in the local config

odo config unset Type

odo config unset Name

odo config unset MinMemory
odo config unset MaxMemory
odo config unset Memory
odo config unset Ignore

odo config unset MinCPU
odo config unset MaxCPU
odo config unset CPU

# Unset an env variable in the local config

odo config unset --env KAFKA_HOST --env KAFKA_PORT

Application

CPU

Ignore

R22FEAREAO—HIL/INS A —4 —:

Application

CPU

Ignore

MaxCPU

MaxMemory

Memory

MinCPU
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Application (. AV R—XV N2 BDIUVEDH S
TT)r—2avoERICRY T,

AVR—FY MHMERATE % CPU DR/ ERKRE

Ty a EBEIRICEEE L T .odoignore 7 7 1 L& E
BLET,

AVER—RV NEEOBIVEOHZT7T)r— 3
MZOE:T]

AVR—FY MHMERATE % CPU DR/ ERKRE

Ty 1L CERICEZEL T .odoignore 7 7 A
WEEBRTEIHNEDD

JAVR—FRY M TEATRAZAK CPU
AVKR—RY b THEATRLSRAXE) —

AVR—RXV NTHEATEZRNMNBLIVRARAE
) —

AVR—3Y N TERTE 2=/ CPU
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MinMemory AVR—FR YV MIBEBEINZHENXE) —

Name AVR—FY hDARE

Ports AVR—FY FTHLR—K

Project AVR—XV MNEEHZTOY TV MDAH

Ref gt V—2AMBaAVKR—Y MNERT B 7<HICFER

Sourcelocation

9 % Gitref

RN T =T 74V E Tl git YV —RDIBF %
~LET,

SourceType JVR—FY NY—2RDH A 7: git/binary/local
Storage JVR—FXV MDA ML—Y

Type AVER—XV R NDYA4 TS

Url JAVR—FV MIT 7 ER$T2HDICERT 5 URL

2.12.1.5. create

OpenShift Container Platform ICF 704 5V R—% Y bR T 2R EEFRLET, JVKR—
2V MNEMEEINTULARWEE, ChIFBFMNICERINET,

TI7AIWNBMT, ENLT—A X —=IIFIBIED namespace B SFEAINF F, namespace %= BIRMICIEE
9 %ICI%. odo create namespace/name:version ZfEAL X T, /N—Y a3 VHPBEINTULWRWEG
A, T74I NI latestiCEREINE T,

odo catalog list # AL CF7/O4 TEX3aAVR—RV N A TOFM—EERRTLZE T,

create D{F A A

# Create new Node.js component with the source in current directory.
odo create nodejs

# A specific image version may also be specified
odo create nodejs:latest

# Create new Node.js component named 'frontend’ with the source in './frontend' directory
odo create nodejs frontend --context ./frontend

# Create a new Node.js component of version 6 from the 'openshift' namespace
odo create openshift/nodejs:6 --context /nodejs-ex

# Create new Wildfly component with binary named sample.war in './downloads’ directory
odo create wildfly wildfly --binary ./downloads/sample.war

# Create new Node.js component with source from remote git repository
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odo create nodejs --git https://github.com/openshift/nodejs-ex.git

# Create new Node.js git component while specifying a branch, tag or commit ref
odo create nodejs --git https://github.com/openshift/nodejs-ex.git --ref master

# Create new Node.js git component while specifying a tag
odo create nodejs --git https://github.com/openshift/nodejs-ex.git --ref v1.0.1

# Create new Node.js component with the source in current directory and ports 8080-tcp,8100-tcp
and 9100-udp exposed

odo create nodejs --port 8080,8100/tcp,9100/udp

# Create new Node.js component with the source in current directory and env variables key=value
and key1=value1 exposed

odo create nodejs --env key=value,key1=value1i

# For more examples, visit: https://github.com/openshift/odo/blob/master/docs/examples.adoc
odo create python --git https://github.com/openshift/django-ex.git

# Passing memory limits

odo create nodejs --memory 150Mi

odo create nodejs --min-memory 150Mi --max-memory 300 Mi
# Passing cpu limits

odo create nodejs --cpu 2
odo create nodejs --min-cpu 200m --max-cpu 2

2.12.1.6. delete
BEOIOVR—3 MNaEIBRLET,

delete D{FEFAEHI

# Delete component named 'frontend'.
odo delete frontend
odo delete frontend --all

2.12.1.7. describe
BEDIVR—FY MIDODWTERBELET,
describe O fFE A

# Describe nodejs component
odo describe nodejs

2.12.1.8. link
HY—ERFFIAVR— MIOVR—XVNEY VI LET,

link D& A1

I # Link the current component to the 'my-postgresql’ service
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odo link my-postgresq|

# Link component 'nodejs' to the 'my-postgresql’ service
odo link my-postgresql --component nodejs

# Link current component to the 'backend' component (backend must have a single exposed port)
odo link backend

# Link component 'nodejs' to the 'backend’ component
odo link backend --component nodejs

# Link current component to port 8080 of the 'backend' component (backend must have port 8080

exposed)
odo link backend --port 8080

Dok, @A=Ly DAY —RAVER—XXY NOBEBICEMINET, YV—RXAVEKR—X
VI Y=Ly bDIVN) —EEBEEBEZHELTERATEEY, V—RAVR—RVIPEETH
BRWEES., REDT7 VT4 7RIV R— Y MPEARAINET,

2.12.1.9. list
REDT7 IV r—2avpIRTOAVEA—RV Ma—EBRRLET,

list D5 A

# List all components in the application
odo list

2.12.1.10. log
BEOAVR—RV bOOJVEREBLET,

log DfEFHI

# Get the logs for the nodejs component
odo log nodejs

2.12.1.11. login
V229 —lcng14 v LY,
login D15 FAHI

# Log in interactively
odo login

# Log in to the given server with the given certificate authority file
odo login localhost:8443 --certificate-authority=/path/to/cert.crt

# Log in to the given server with the given credentials (basic auth)
odo login localhost:8443 --username=myuser --password=mypass
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# Log in to the given server with the given credentials (token)
odo login localhost:8443 --token=XXXXXXXXXXXXXXXXXXXXXXX

2.12.1.12. logout

IRTED OpenShift Container Platform vy ¥ avymhos0s 7w ML E T,

logout D{F I
# Log out
odo logout

2.12.1.13. preference
TO—NIVERETZ 71 )LD odo BIEDRERNEEAEERELE T,

preference D {F A

# For viewing the current preferences
odo preference view

# Set a preference value in the global preference
odo preference set UpdateNotification false

odo preference set NamePrefix "app"

odo preference set Timeout 20

# Unset a preference value in the global preference
odo preference unset UpdateNotification

odo preference unset NamePrefix

odo preference unset Timeout

==t
TI7AINT, 7O—NIVERET 7 1 LAD/RXAIE ~/.odo/preferece.yaml THY .,
NIFIRIRZE GLOBALODOCONFIG ICRFINX T, RIBEZHDEZHFHRDOFE/ AR

ICBREL. ARI LR &Y N7y FTEET (fI:
GLOBALODOCONFIG="new_path/preference.yaml"),

F2IFAARER/NTX—F —:

NamePrefix FIAINDTL T4 v o RIE, WEODT4 LI K
)—&TY, COEEFERALT, 774 NDAH]
DTLI4vIRERELET,

Timeout OpenShift Container Platform %r—/\—$&#GF T v &
DIA LTI (WEA) TY,

UpdateNotification BIBEMIRRINZHNEIDERHELE T,

2.12.1.14. project
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7OV MREERITLET,

project D{F I

# Set the active project
odo project set

# Create a new project
odo project create myproject

# List all the projects
odo project list

# Delete a project
odo project delete myproject

# Get the active project

odo project get

2.12.1.15. push
Y—ROA—REIJQVR—FVMIFvy>alZxT,

push D{E Al

# Push source code to the current component
odo push

# Push data to the current component from the original source.
odo push

# Push source code in ~/mycode to component called my-component

odo push my-component --context ~/mycode

2.12.1.16. service
Y—EXASOTEEEETLET,

service D{F A

# Create new postgresql service from service catalog using dev plan and name my-postgresql-db.
odo service create dh-postgresql-apb my-postgresql-db --plan dev -p postgresql_user=luke -p
postgresql_password=secret

# Delete the service named 'mysql-persistent’
odo service delete mysql-persistent

# List all services in the application
odo service list

2.12.1.17. storage
A=V FEERITLET,
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storage D{F Al

# Create storage of size 1Gb to a component

odo storage create mystorage --path=/opt/app-root/src/storage/ --size=1Gi
# Delete storage mystorage from the currently active component

odo storage delete mystorage

# Delete storage mystorage from component 'mongodb’

odo storage delete mystorage --component mongodb

# List all storage attached or mounted to the current component and
# all unattached or unmounted storage in the current application
odo storage list

2.12.1.18. unlink

AVR—X Y NFREEFEY—ERDY VO 5@BBRLET,

ZOAXY RAEBICEFTINDICIE,. y—ERFALEIVR—FRY A EUHE LETIC odo link % f&#
BALTYYIINTWBAIREIHY ET,

unlink DA

# Unlink the 'my-postgresql' service from the current component
odo unlink my-postgresq|

# Unlink the 'my-postgresql' service from the 'nodejs' component
odo unlink my-postgresql --component nodejs

# Unlink the 'backend' component from the current component (backend must have a single
exposed port)
odo unlink backend

# Unlink the 'backend' service from the 'nodejs' component
odo unlink backend --component nodejs

# Unlink the backend's 8080 port from the current component
odo unlink backend --port 8080

2.12.1.19. update

AVR—ZXV MDY —RO—RKNR2AEEHLZET,

update D{FEFEH
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# Change the source code path of a currently active component to local (use the current directory as
a source)
odo update --local

# Change the source code path of the frontend component to local with source in ./frontend directory
odo update frontend --local ./frontend

# Change the source code path of a currently active component to git
odo update --git https://github.com/openshift/nodejs-ex.git
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# Change the source code path of the component named node-ex to git
odo update node-ex --git https://github.com/openshift/nodejs-ex.git

# Change the source code path of the component named wildfly to a binary named sample.war in

./downloads directory
odo update wildfly --binary ./downloads/sample.war

2.12.1.20. url
AVER—ZX YV N EASBICARLET,

url DfE A5

# Create a URL for the current component with a specific port
odo url create --port 8080

# Create a URL with a specific name and port
odo url create example --port 8080

# Create a URL with a specific name by automatic detection of port (only for components which
expose only one service port)

odo url create example

# Create a URL with a specific name and port for component frontend
odo url create example --port 8080 --component frontend

# Delete a URL to a component
odo url delete myurl

# List the available URLs
odo url list

# Create a URL in the configuration and apply the changes to the cluster
odo url create --now

ARV REFEHALTERINSD URLIKX, 75 RY—4r6F7O4 I VR—RV MITY
TR BEHOHICFERATEZET,

2.12.1.21. utils
—IFNaAVRDA—TFT 14V T4 —ELV odo REDE R

utils DEFHI

# Bash terminal PS1 support
source <(odo utils terminal bash)

# Zsh terminal PS1 support
source <(odo utils terminal zsh)

2.12.1.22. version

DIAT7 Y MNN=VaVDBEREZHEDNLET,
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version D{FE A

# Print the client version of odo
odo version

2.12.1.23. watch
odo IZEEDHEDERZFRIIEL., EERICIVA—X YV NABENICEHFLE T,

watch D& HI

# Watch for changes in directory for current component
odo watch

# Watch for changes in directory for component called frontend
odo watch frontend

213.0p0110 Y y—R /—

2.13.1.0do 1.1.0 DX thES
o BMZBLUPowerPCT7—FT70Fv—NAF)—DFETEEELIIIRYF L,
e odo catalog A" REIN. JYBRAGHENBEBRNMRHEIND LD ICAY F L,

e odo service create I~ Y RICIBER 7OV T RN EMI N, RORFTY FICo2WTOYF )%
PRI LD ICRY F LA,

e OJ/DAEMIE. EBEZH ODO LOG_LEVEL 4B L TRETE2 LI IcAY £ L,

e odo preference set PushTimeout <seconds> £ L C. a7 KAKKT %71IC. odo A
AVER—XY NPod DT 7O1 55T 2 ABELE T,

o RF*aXVIALFEWICHEINZF Lz, FEITIE, ocdo DHRET7—F TV F v+ —IZDVWTD
HEANEFEFNTWVWET,
213.2. i R— K

(NE=D A

RF¥FaxXVPMDIS—DROM 2D, FLERF2AY MNOREBICATIREEZHFTEVLLITZIS
&l&. Bugzilla ICE#RE L TL XL\, OpenShift Container Platform D& 74 1 7H &L O
Documentation IV R—X ¥ 94 THBIRLZE T,

U

IS—%RBDIT7IBEY. odo DEEEICRET 2N AR OO 2/BAPINICEAT IRERABZF L
=721F %% A1E. Bugzilla ICHRE LTI W, #FE Y 1 7 & LT Red Hat odo for OpenShift
Container Platform %2R L £ 9,

FREDFMBERZ TEBRYZAALET,

2.13.3. {'%IE _5 *Lf: Fl:ﬁ%
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® Bugl1760573: 7O =Y NDHIBREIC, VT4 TRRAVI—DPREDOT VT4 77270
I MITYEBDY FHA,

® Bug1760578:0dowatch ¥ > RF Git R—RDAYY NITDVWTDIZ—AvtE—I%HL
TRBT 2T THRDICKBRLEEA,

® Bug1760583: odo configunset 1< ¥ NIIRIEZEHM DR EZEIR L FHAD, BREEZMERL
fZezamBLET,

® Bug1760585: odo delete --all i&. $HOME H* 531731 % & $HOME/.odo 7 # )L ¥ — % Bk
LEY.

® Bug1760589: B&if#i5eld odo push @ --context 7 5V TIEeE L £ A

® Bug1761442: component create < ¥ Ki&, N1 FY—D—BFT7 + LY —ILHBHE. -
context 75 VB LUV —-binary 75 JEHICHFERT B ERRLET,

® Bugl1783179: IRIEE#HZHEL. URLIL —MNEEHL, AV R—XV DY —2O—RKEZEE
$5E, URLIL—MICIET7 I/ ERATERLLARYET,

2.13.4. BRI D RE
® Bug1760574: HIFf X 117 namespace #* odo projectget 1Y~ RTC—EBXRRINZE T,

® Bugl1760575:0do app delete I<X > KZ7 7)) r—>a>vaVviR—xY M&HIBRL 9%
H—ERZHIRLEEA,

® Bugl1760577:0do push Y > K, AVR—FX Y NEHNEEINS & OpenShift 7V x4
NzHIFRL EHA

® Bugl1760586:0dodelete A~ > KiZ, 7OV I MHHIBRIN, AVR -2V MEHERES
N3 EERIL—TERRALES,

e Bug1760588: odo service create 1< > K& Cygwin TETIN3&I5v>alLxd,

® Bug1760590: Windows FA® Git BASH Tl&. odo login -u developer (FEXK I N/=IFEH AN
INNRRT—REIERTICLEEA,

e Bug1783188: ¥#Ef Y 5 A4 —Tld. odo componentcreate A7 > K, JVR—FV A
AYOT—BIL—EBERRTINTVWTHEIS—D ...tagnot found... * AO0—L X7,

® Bugl1761440:120F 7YV MCRALSA TD2ODH —EREFERT B I ENTEEE
AIO

213.5.0d011.0 D7V ./ OY—T7 L E 1 —#ge

odo debug (&, 1 —*—7»' OpenShift Container Platform M Pod TE{TINTWA IV R—F ¥ M
A—ALTNYy H—%E|Y BT EETREICT 2HEETT,
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ododebug IFRBERTIFT Y/ OV —T L Ea—#ETT, 77/0V—FL 21—
fEld Red Hat OEHBRIETOH —ERALNILTFY) =XV b (SLA) TEHYR—KrIh
TWRWE®, RedHat TIIEHRBIRIETOFERAEZHEL TWFEH A, RedHat XX
BRETCINOAZFRTZIEAHMBELTVWERA, INODOHEEIL. HARRFED
BUSMEEA )Y —RICEBRITCIRETZ 2 EICL Y, BEFITHEEEET A ML, B
RITOERFICTA— RNy I EBHFHEWLELIENTEET,

RedHat D747 /Y —7FL Ea1—#EEDHR— NEEICD W T O

I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8BT £X
(A

odo debug port-forward A~ > R&FHA L CR— MXEFABLE T,

odo config set DebugPort 9292 1< > RZFERAL T, TNy JI—Y v hARTITREY
E—MR—rEHBELZXT,

odo debug port-forward --local-port 9292 A< >~ KA FEHAT 5 &, R— MEEOO—HILKR—
NaiEETEEY,


https://access.redhat.com/support/offerings/techpreview/
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53% HELM CLI

3.1. OPENSHIFT CONTAINER PLATFORM T® HELM 3 Of&EFRA

2

OpenShift Container Platform @ Helm 3 (77 / OY—7FL Ea—#EETY, 77 /0
I—TL Ea—#EEIE Red Hat DERBEERIETOHY —ERLRILTF1) — 4> bk (SLA)
TIEYR—FINTVWARWH, RedHat TEEBRBRIECOFERAEZHELTWEE
Ao RedHat IERBIRIETCINSZFEATEIE2HELTVWEHA, INSDHEE
. BA2RRFEOHDMESE ) ) —RICEFITTIRBT DI EICELY,. BERRITH
BEMAETZAMNL, ARTOERPICTA— RNy I EBHFHEWLLELIENTEET,

RedHat D77 / AY—7L E1—#EED Y R— MEEIC D W TDFHHM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8R L T £X
(A

3.1.1. Helm ICDWT

Helm (&, 7 7Y 7 — 3 V% H—E X®D OpenShift Container Platform 7 S X4 —A~ADF 704 XV
NEB#ETZ2ITYRIA VA9 —T2—R(CL)Y—ILTT, HelmlEFr—hEWH /Ry or—
DA EFALET, Helm F+— ML, OpenShift Container Platform ) YV —RX %58k §2 7 71 )L
n3ILv3avTd,

3L ERRR

Helm ZLA T 21T O #eEZ 1R L £,
o Fr—RUYRIMN)—IREFELEFy— bOKRBFELRIAL IS 3 VDKREK,
e UEDFv— MDEHE,

® OpenShift Container Platform F 7z (& Kubernetes ) YV — X DERIC L 2B DF + — b DE
o

o 7= 3vDFv—hELTONRNY IS LUVHE,
312.Helm DA VA b—JL

AR

o GoN—=YavIBLUBENM VA M—ILINTWS,

3.1.2.1. Linux DB &

L. Helm N4+ 1) —& 40— RL, ThEa/REMLET,

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-amdé4 -
o /usr/local/bin/helm

2. N F ) =T 74 =RTABEICLET,
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I # chmod +x /usr/local/bin/helm

3AVAMN=IENINRN—=Ua Vv ERERELET,
$ helm version
version.BuildInfo{Version:"v3.0",
GitCommit:"b31719aab7963acf4887a1c1e6d5e53378e34d93", GitTreeState:"clean",
GoVersion:"go1.13.4"}

3.1.2.2. Windows 7/8 D&
. XFTD.exe 7714 EYovO0—RKL, FEDT4 LI MN)—ICEREL X,
2. Start G52 ') v~ L. ControlPanel 242 ') w7 LZ,

3. System and Security Z:ZR L TH 5 SystemZz7 Vv I LET,

4. ERID A Za2—h 5, Advanced systems settings %3#3R L. TEBIC#H % Environment
Variables 27 ') v 7 LE Y,

5. Variable 2> avh 5 Path ##iRL., Editx#2 vy o LZET,

6. New a2 ) v I LT, exe 7 7A4IDHBT AT —~D/INR%T 4 —)L RICAADT Bh,
F/-lEBrowse =27 )y oL, 4LV MN)—%BIRLTOKEY Y I LZET,

3.1.2.3. Windows 10 D&
L RHD .exe 774 A—RL, FEDT4 LI M) —ICREL XY,
2. Search ') v 2 LT, env #7IJ environment Z AL ZF T,
3. Edit environment variables for your account% &R L £ 9,
4. Variable €72 3 »» 5 Path &R L. EditZ27 ) v I LET,

5. New 27 ) v L, exe 274N DHBTA LI N)—=~DNR%ET 14 —)LRKICAAT BH.
F/-lEBrowse =7 )y oL, T4LYVMN)—%5BIRLTOKEY Y I LZET,

3.1.2.4. MacOS D54

L. Helm NN+ 1) —&4&FHoO0—RL, ThEa/ARIEMLET,

I # curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-darwin-amd64
-0 /usr/local/bin/helm

2. XA F ) =T 74 )V =RITHEICLET,
I # chmod +x /usr/local/bin/helm

3AVAI—ININTN=2 3 v EERLET,

$ helm version
version.BuildInfo{Version:"v3.0",
GitCommit:"b31719aab7963acf4887a1c1e6d5e53378e34d93", GitTreeState:"clean",
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I GoVersion:"go1.13.4"}

3.1.3. OpenShift Container Platform 7 5 X4 —T®D Helm Fv¥— DA VXA b—)b
AR

o ZE{Trh M OpenShift Container Platform ¥ S X4 —A'%H Y., OJ41 v L TW3,

o HelmMdM YA M—=ILTNTWB,
FIR

LHFRIOVz I MEERLET,

I $ oc new-project mysql
2. Hellm F+v+—bhDYVRI M) —AO—AILDHelm 754 7> MEIMLET,

$ helm repo add stable https://kubernetes-charts.storage.googleapis.com/
"stable" has been added to your repositories

3URIMN)—ZEHRLET,
I $ helm repo update
4 MySQL Fv— hDH Y TILEA VA M= LET,
I $ helm install example-mysql stable/mysq|
5. Fy—MPEBICA VA M—LEINLIE2HRALET,

$ helm list

NAME NAMESPACE REVISION UPDATED STATUS CHART APP VERSION
example-mysql mysqgl 1 2019-12-05 15:06:51.379134163 -0500 EST deployed mysql-1.5.0
5.7.27

3.1.4. OpenShift Container Platform TD 7 X% L Helm F ¥ — ~ DYERR

FIR
L FRTOY ) MEERLET,

I $ oc new-project nodejs-ex-k

2. OpenShift Container Platform * 72z k& EN 2 Nodejs Fvr— hDH Y TINEST IV
a— I\“ L/ i _a—o

I $ git clone https://github.com/redhat-developer/redhat-helm-charts

33U YTNFYy—bEECTALIMN)—ICBEBLET,

81



OpenShift Container Platform 4.3 CLI YV —JU

I $ cd redhat-helm-charts/alpha/nodejs-ex-k/
4. Chartyaml 7 7 1 L Zig&E L. Fv— bOFBAZEML X,

apiVersion: v2 ﬂ

name: nodejs-ex-k 9

description: A Helm chart for OpenShift 6

icon: https://static.redhat.com/libs/redhat/brand-assets/latest/corp/logo.svg ﬂ

Fy—MNAPINN—=Y 3y, ZThid, Heim3UEAMEE TS Helm Fv— MNDIZEIE v2
THZIZHELIHY T,

F v — N DEHI,
F ¥ — M DEREA,

O00® 9O

PAAVELTHERTZM A —IAD URL,

5, Fry— M EUIC T4 —< Yy NINTWBZ EAERLE T,

$ helm lint
[INFO] Chart.yaml: icon is recommended

1 chart(s) linted, 0 chart(s) failed

6. Fv—hEAVAMN=ILZET,

$cd..
$ helm install nodejs-chart nodejs-ex-k
7. FYy—RMDPEBICA VAN INLIEZERLET,

$ helm list

NAME NAMESPACE REVISION UPDATED STATUS CHART APP VERSION
nodejs-chart nodejs-ex-k 1 2019-12-05 15:06:51.379134163 -0500 EST deployed nodejs-
0.1.0 1.16.0
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254Z% OPENSHIFT SERVERLESS T 9 % KNATIVE CLI(kn)

kn [Z. OpenShift Container Platform @ Knative AV R—% > k& DEELREFEEEMICLET,

OpenShift Serverless =4 >~ A h—)L L T. OpenShift Container Platform T Knative ZBWICT 5 Z &
NTEXT, FMIE. OpenShift Serverless DEARBICDVWTORF2X Y MESRLTLEI W,

F5S
OpenShift Serverless I kn CLI Z#fFBH L TA YA R—ILTEFE A, VTR —BEH
I&. OpenShift Container Platform @ Serverless 7 7)) 7 —2 3 > IZDWTD RF 1 X
v N TERBAI T W3 & 5 IC OpenShift Serverless Operator %4 > 2 h—JL L. Knative
AVR— Y Nty N7y TT 20BN HY £,

4.1. TR R

knid, ==L RAVE1—FT4 VY ITI RV 2EMHIDOBERICT BL D ICRETINTVWET, knD
FRERICE, UFAEFENET,

o AXYRFAUDLY—N—LRAF7T)sr—2ava7704LFT,
e H—EX, JEYVarv, BLUTINZTT 1 v R8I ED Knative Serving DIgEZEIE L X7,

o (RYNY—=ZABLV MY H—RED Knative Eventing AV R—% > b EER L. BELE
_a_o

E5C

Knative Eventing (Z¥RBF s C OpenShift Serverless D72 / OY—7L £ 1 —#
gEE LTRIATEEY,

o BEED Kubernetes 7 7 r— 3 V& & U Knative —E R &$F#i T 5729 IT. sink binding
e LT,

e kubectl EFA#kIC. kn EEHMEDH DTS TA VT —FF IV Fv—TCRLZE T,
o Knatve Y—ERXDBEERT =) VI INRFTXA—4H—%HRELET,
o RIEFDHEREZMFHLALY, ARSI LO-LTIIELVVO-IUNRNY IR NSTFI—DFTTOA
REDRYY) T MeIhFEA,
42.KNDA VA =)L

OpenShift Serverless TEAT % kn D4 ~ X b —JLIZDW T DFFMIE. Knative CLI (kn) DA ~ X b —
JNIZDWTDRFIAY RESRLTLEIVL,
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