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o ec2:ModifySubnetAttribute

ec2:ModifyVpcAttribute

N s 0]

BEFEDVPC AT 258, Z7HOYMNTRERY NTI—01)Y—RDEKRIZZH S
DIN—IwavaEREELFEA,

L

I .3 4 > XA M —JVICHE R Elastic Load Balancing D/X\—X v & 3 v
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e elasticloadbalancing:AddTags

e elasticloadbalancing:ApplySecurityGroupsToLoadBalancer
e elasticloadbalancing:AttachLoadBalancerToSubnets

e elasticloadbalancing:ConfigureHealthCheck

e elasticloadbalancing:CreateListener

e elasticloadbalancing:CreateLoadBalancer

e elasticloadbalancing:CreateLoadBalancerListeners

e elasticloadbalancing:CreateTargetGroup

e elasticloadbalancing:DeleteLoadBalancer

e elasticloadbalancing:DeregisterinstancesFromLoadBalancer
e elasticloadbalancing:DeregisterTargets

e elasticloadbalancing:DescribelnstanceHealth

e elasticloadbalancing:DescribeListeners

e elasticloadbalancing:DescribeLoadBalancerAttributes

e elasticloadbalancing:DescribeLoadBalancers

e clasticloadbalancing:DescribeTags

e elasticloadbalancing:DescribeTargetGroupAttributes

e clasticloadbalancing:DescribeTargetHealth

e elasticloadbalancing:ModifyLoadBalancerAttributes

e elasticloadbalancing:ModifyTargetGroup

o elasticloadbalancing:ModifyTargetGroupAttributes

e elasticloadbalancing:RegisterinstancesWithLoadBalancer
e elasticloadbalancing:RegisterTargets

e elasticloadbalancing:SetLoadBalancerPoliciesOfListener

B4 A Y2 N—ILICRHEBRIAMNN—X v 3y
e jam:AddRoleTolnstanceProfile
e jam:CreatelnstanceProfile
e jam:CreateRole

e jam:DeletelnstanceProfile



iam:DeleteRole
iam:DeleteRolePolicy
iam:GetlnstanceProfile
iam:GetRole

iam:GetRolePolicy

iam:GetUser
iam:ListInstanceProfilesForRole
iam:ListRoles

iam:ListUsers

iam:PassRole
iam:PutRolePolicy
iam:RemoveRoleFrominstanceProfile
iam:SimulatePrincipalPolicy

iam:TagRole

154 A M—=JLICHER Route 53 /8—X w3V

route53:ChangeResourceRecordSets
route53:ChangeTagsForResource
route53:CreateHostedZone
route53:DeleteHostedZone
route53:GetChange
route53:GetHostedZone
route53:ListHostedZones
route53:ListHostedZonesByName
route53:ListResourceRecordSets
route53:ListTagsForResource

route53:UpdateHostedZoneComment

e A VARN—ILITKLERSIN—Iv IV

s3:CreateBucket

F1E=mAWSADI VA M=
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s3:DeleteBucket

e s3:GetAccelerateConfiguration
e s3:GetBucketCors

e s3:GetBucketLocation

e s3:GetBucketLogging

e s3:GetBucketObjectLockConfiguration
e s3:GetBucketReplication

e s3:GetBucketRequestPayment
e s3:GetBucketTagging

e s3:GetBucketVersioning

e s3:GetBucketWebsite

e s3:GetEncryptionConfiguration
e s3:GetLifecycleConfiguration
e s3:GetReplicationConfiguration
e s3:ListBucket

e s3:PutBucketAcl

e s3:PutBucketTagging

e s3:PutEncryptionConfiguration

5.7 V 5 A4 — Operator "L EETES3/N—Ivav

e s3:DeleteObject

o s3:GetObject

o s3:GetObjectAcl

® s3:GetObjectTagging

® s3:GetObjectVersion

e s3:PutObject

e s3:PutObjectAcl

e s3:PutObjectTagging

| B8 K—2 5525 — Y — 2 DEIRIC BB RS —S vy
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e autoscaling:DescribeAutoScalingGroups

e ec2:DeleteNetworkinterface

® ec2:DeleteVolume

e elasticloadbalancing:DeleteTargetGroup

e elasticloadbalancing:DescribeTargetGroups
e jam:ListinstanceProfiles

e jam:ListRolePolicies

e jam:ListUserPolicies

e s3:DeleteObject

e tag:GetResources

Bo Rxy hT—2 )Y —ZADHIRICHER/NN—I v 3V

ec2:DeleteDhcpOptions

® ec2:DeleteinternetGateway
® ec2:DeleteNatGateway

® ec2:DeleteRoute

® ec2:DeleteRouteTable

® ec2:DeleteSubnet

® ec2:DeleteVpc

® ec2:DeleteVpcEndpoints
e ec2:DetachinternetGateway

o ec2:DisassociateRouteTable

ec2:ReplaceRouteTableAssociation

R

L

BEDVPC 2{FEARAT2%BE. FTHOYMNTRERY NI—2 1) Y—RDHIRRIZCZNH S
DIN—IwavapEELFEA,

B0~ =T T A PDERICHBREMDIAMBE LTSI N—Iv 3y
e jam:CreateAccessKey

e jam:CreateUser

15
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iam:DeleteAccessKey
iam:DeleteUser
iam:DeleteUserPolicy
iam:GetUserPolicy
iam:ListAccessKeys
iam:PutUserPolicy

iam:TagUser

iam:GetUserPolicy
iam:ListAccessKeys
s3:PutBucketPublicAccessBlock
s3:GetBucketPublicAccessBlock
s3:PutLifecycleConfiguration
s3:HeadBucket
s3:ListBucketMultipartUploads

s3:AbortMultipartUpload

1.1.4. 1AM 1 —H —D{ERR

& Amazon Web Services (AWS) 7 AV > MIId, AT Y MOERICERTZ2 X —ILT7 KL RICED
{root A—H—=THUY MEFNET, ChIESERERIMEINLTHI Y NTHY., M7
ATV MIOHMEAL., BREEFLMBOI—Y—ty NOERS LT AV MDEF2) T4 —

REODLDICHEHETLZIEIHEINTUVET,

OpenShift Container Platform 4 Y 2 h—J)L 2H0IC, EAVS ) — IAMBEI—H—%/ERL X
¥, AWS RF a2 X~ MDD Creating an IAM User in Your AWS Account FIEARTT ZIC. UTFDA 7

YavERELIT,

FIR
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1. IAM 2—%—£ %3 8% L. Programmatic access %#:&RL X7,

2. AdministratorAccess R 2 —%Z|YHT, 7HI YV MIIVSRI—%5FERT B70DIC+D7R
NR—=Iv2arvhHdI 5B RLET., COR)D—EI7 59— L. & OpenShift
Container Platform OV R—3x ¥ MIERAIBERA (5T 2EEAIRELF T, /75X —EO
VIR—=RVMINL, TROD’REE T IRIABHROAEMELET,


https://docs.aws.amazon.com/IAM/latest/UserGuide/id_users_create.html

F1E=mAWSADI VA M=

R

MEBRIRTDANWS N—Ivoavaf[f5L, chz1—H—|lHYHTEHR
)Y — %I B EFERETTN. ThIZBEINEZ ATV aryTlEbY FH
ho V3R —ICIXEBMDOREEEREZER DV R—2 Y MIAET 2REEL RN
TC&D\ ﬁbnmu | %ﬁ?‘)“'a"\'('@:l/?ﬁ—?\‘/ Ft:iafﬁﬁﬁl‘hi'ﬁ'o

3. AT a v A TEEIYLET, AYTF—FE1—H—(TBMLET,

4.

B8E L1 —%—%&IC AdministratorAccess R ) > —HF5INTWBZ EAERLE T,

5, 79ERAF—DHLVY—I Ly N7 ERF—DEEZHFLEFT, O—HILIVVEAL VR

M= TOVSLERTTDELEDICKRETIRICINODEEFERTZ2LENHY FT,

BF

PSR —DTTOABEI, JIVF T 799 =BT /N ADOFERABPICER L
—BHNRtEy a v =2 A FERLTAWSICH T BEREE%ZTOEIETEE
HAh, V5RY—IZHRICIRITD AWS SREEREZFRAL T, V529 —0DF
SHEAE2EICH > TAWS YUY — R AT 5728, F—AR—R&LEEW
HEDORWEIBERZERAT2RENMHY XY,

1M HR—MINTWBAWS )= 3V

OpenShift Container Platform 7 2 24 =% TD ) =2 3 viIl7 704 TEE Y,

ap-northeast-1 (Tokyo)
ap-northeast-2 (Seoul)
ap-south-1 (Mumbai)
ap-southeast-1 (Singapore)
ap-southeast-2 (Sydney)
ca-central-1 (Central)
eu-central-1 (Frankfurt)
eu-north-1 (Stockholm)
eu-west-1 (Ireland)
eu-west-2 (London)
eu-west-3 (Paris)
me-south-1 (Bahrain)
sa-east-1 (Sao Paulo)
us-east-1 (N. Virginia)

us-east-2 (Ohio)

17
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e us-west-1 (N. California)

® us-west-2 (Oregon)

11.6.. ROATv T
e OpenShift Container Platform 2 2 249 —% A VA M—JL L E T,

o AVAN—=5—T7OEYa=ZVIINBAVISANSIFv—DTIAILNF T3
VEFRLZ VSRAY—DIA4 v I4 VA MN=IL

o AVAN=Z—T7OEYa=ZVIINBIAVITAN S IF¥—~DITIRDARY
JAXEFRALLEIVSAY—DA4 VAN

o AVAN=Z—T7OEYa=ZVIINBZIAVITANSVF¥v—~DRY NT—U DA
2AIRAREFRALEISAY—DA4 VA M=

o CloudFormation 7 7L —hDFERHEICL D, AWSTOIA—H—|IC&>TrFOEEYa=y
JINFAVISZARNSIFv—~DIZRY—DA VA M=l

122095 R—DAWSANDIA Y T4 VA=)

OpenShift Container Platform /A\—2 3> 44 Tld, T 74V NDREA T a v FERBLTIZ R
4 —7% Amazon Web Services (AWS) IC1 Y A =)L TE XY,

1.2.1. BUiR S H

® OpenShift Container Platform @4 Y Z h—I)LE L UVEH TOELRICOVWTDFMERERELE
ER

e AWST7HU Y eHRE LTI FIRI—%HRAMLET,

BF

Aw57m7 FANNIEADIAVELI S —ICREINTVEHA, YILF
Oﬁ—muTﬂ4l%ﬁﬁ¢h$&bk—ﬁm&tjza/h vV EFER
'3'6 t («Et—C X iﬁ'/uo 9 57\9—@%&5%5’\]‘:{%?}@ AWS leﬂ | iﬁ%{ﬁﬁﬁ l/
T. VA9 —DEMHEBEEICHIE>TAWS )Y —REERT B72H, F—
ENR—RE LAWHBORWRELIERZEAT20ENHY F9, BRF—
HHERT BICIE. AWS KF 2 X > MDD Managing Access Keys for IAM Users %
SRLTEIV, F—F A VYA ML TOTZLDOETRICIEETEET,

o J7ATIF—IVEFRATBIBEE. VSRY—DTIELRENVREETS A/ haFFad 54D
7747 04— VAR E TH2RENHYZET,

o VRATALNIAMTATYTATA—BLUVT7 IV ERER) 2EEBTEIRWVWGE., V7R —

BEIX IAM REHBEHR A FETER L. #E TXFd, FHE—RIEX. 757 KIAMAPI ICRE
TELRWEREBTHLHERTEET,

1.2.2. OpenShift Container Platform 4 % —Xx v N7 V2 X H L U Telemetry 7 7
X

OpenShift Container Platform 4.4 Tl&, 7 2 A9—% A VA M=V BHLODICAVI—x v N7 o E
ANRBBICHYFET, VA —DEEUESSLIVEBICEITINLEFRICOVWTOA MN) I RZRET
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-aws-default
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-aws-customizations
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-aws-network-customizations
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-aws-user-infra
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/architecture/#architecture-installation
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-aws-account
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#configuring-firewall
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#manually-creating-iam-aws

F1E=mAWSADI VA M=

B2DICT 74 N TERITINDS Telemetry Y —ERICEA VY =Ry KTV EIADNBETYT, VTR
H—hA 7=y MERINTWBIHEE, Telemetry FEFMICETIN, 75 X% —I& Red Hat
OpenShift Cluster Manager (OCM) ICE&FIN X T,

Red Hat OpenShift Cluster Manager 41 ¥R b —H Telemetry IC& > TEEIMICHIFTIN S D, £
I OCM = FEITHERA L TVWEHIDWTNICE > TEETH S 2 & =R L7RIC, subscription
watch 2R LT, 7HD Y MFIERILF YV SR 4H —L ~RJLT OpenShift Container Platform 7' 2
)T avEBIFLET,

A=Y MADT I ERAIUTZERITITZLDICBHETT,

e Red Hat OpenShift Cluster Manager R—=JICF7 I AL, A1 VA M= TOTSLET IV
A—RL, 722 ) T2 avEBEETLET, V5RI—ICAVI—RY NTIOEIADH
Y, Telemetry Z#EEMIC LARWGE., TOY—EREEWRY TRI) F>arTI5R9—
ZHEICERLET,

o USRI —DAVARN—IIIRHERNYy T—V%BET 572012 Quayio il 7 72ALET,

¢ JSRY—DEEETIBLODICBRBERNy T—VZRBFLET,

BF

JSRAHY—TA VI =Xy NIEET7IVEIATELRWEE, 7OEY 3=y 75—
DIATDAVISARNSIFvy—TxRY NT—IHEIBRINIA VA MN—ILERTT
XFd, 2OTOCRT, BEARIAVFVUYESYDYO—KL, ThaFRLTIS—
LYZARNY—=ICOSRAIY—DA VAN —=IELCA VRN TATS LDERICHE
BRIy T—I%FBELET, 1 VR I~—)l/’§’f7°t~_<t'3’ctzt\ DRI —DA VA M=
WRIEBTA VA=Y NT IV EBADNREBELERDGEDPHYET, VSRI—%5EHT S
BIIC, SS—LYRN)—DOaOVFUYEEREHFLET,

123.SSH 7SAR— M F—DERB LUV I—V 7 hADIEM
VZRAI—TAVAMN=IDTNY JFIIEEERIBEETT 2HENH SBE. ssh-agent &1 VR
=705 LDEAHICSSH F—%BETI2HENHYETS, ZOF—%FRLTNRNTYY IS
RY—DT— ANV TIIIVILT VAL, AVAMN—ILOBBE NS TN Y2 —T4 VI TEE

_a—o

Pz

EREHRETIE. BERIBESLCTNNY IHBETT,

ZOF—%FALT, 21— —core&E LTYRY—/—RIIWLTSSHZETTEET, V5 RY—

7704 F BT, F—IL core 11— —D ~/.ssh/authorized _keys —E I EBIMINE T,

P2

AWS F—RT7 BED TSy NI A—LICEBEDAETRE LLF—TIEAaL<, O—AH
F—AFHTINELNHYET,

FIR

L NMRAT7—RRLOBEICEREINTWVWESSHEF—AOIVE1—49—LICRWEAIK. ThEE
BRLET, =&Z2E Linux ARL—F 4 VIV AT AL AERT 2O E1—4—TLUTOO
TURERITLET,
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https://cloud.redhat.com/openshift
https://access.redhat.com/documentation/ja-jp/subscription_central/2020-04/html/getting_started_with_subscription_watch/con-how-to-select-datacollection-tool_assembly-requirements-and-your-responsibilities-ctxt#red_hat_openshift
https://cloud.redhat.com/openshift
http://quay.io
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html
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I $ ssh-keygen -t ed25519 -N " \

-f <path>/<file_name> 0

'D.¢$m¢ﬁa@£®\%m#—@ﬁzaxw774»%%%ﬁbitoﬁﬁ@&m*—

BEZEEINDH, BEELBVWTCETIL,

ZDOAXT Y RAEERFTTRE, BELABMICNARATD—RAEREE LRWSSH F—4EMINE
-a—o

2. ssh-agent 7O R &Ny I 75OV RS ELTHEBLET,

$ eval "$(ssh-agent -s)"

Agent pid 31874

3. SSH 754 RX— h*—% ssh-agent IZENL £7,

$ ssh-add <path>/<file_name> ﬂ

Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

'@,¢$m¢ﬁam£®\%m754&—h#—@ﬂzaxw774w%%%ibi¢o

RDRTY

® OpenShift Container Platform %4 Y A h—JL§ BT, SSHRTY v o F—% A4 VA M=)l

TOaTSAICEELEY,

124. 4V A MN=)L70OYT 5 LDERE

OpenShift Container Platform =4 Y Z h—JLF 8IS, 1 VA M—=ILT7 74 EZO0—H) AV Ea1—
H—Il¥orO—RLET,

AR

FIR
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o Linux ¥2lEmacOS 2FAT2IVE1—9—DOIFRI—%AVAN—ILTIHELNDHY

i’a—o

AVRAN=NTOTSLEYIAO—RTBICIE, 500MBOO—HILT 4 R VBEEINNET
£

. Red Hat OpenShift Cluster Manager 4 b ® Infrastructure Provider R—ZIC7 VA L &

¥, RedHat 7HV Y B B35EIE, REEBHREHE>TATA Y LET, 7HD Y MW
BRIEINZFERLE T,

CBIRTBA VAN IATOR=JIIHEI L, ARL—TFA VIV RTFLDA VA N=ILT

OJSLaF9yO0—RL, 7274V AA VAN —IEBET7AILVERETSDTALI N —
ICEEEL XY,


https://cloud.redhat.com/openshift/install

F1E=mAWSADI VA M=

BF

AVAN=ITAITSALIF, V5RI—DAVAMN=IIFERTZAVE21—
F—ICWLK DO DT 7AINEERLET. VFRY—A4VAMN—ILDTETIEIE.
AVAN=NTATZLELVA VRAN=ITOATSLDERTZ 7 74 ILDME
FERFTIVLENHY T,

BF

AVAN=IVTATSLTERINEZT7 74 LVEHIRLTE, IR =DMV
ZRN—IVBEICKRBLEBATE I SR —FEIBRINEEA. FEDI SV KT
A/31 ¥ —FICEE#H X hv /2 OpenShift Container Platform @7 > 4 Y XA h—JLF
IEZ=ET LT, V53R —%2RL2ICHIKRT 2REIHY XY,

3 AVARAN=ILTOVSLERREALET, & A, LinuxARL—F 4 VIV RTFLEFERT
23vEa2—49—TUTOaOY Y REERTLET,

I $ tar xvf <installation_programs>.tar.gz

4. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—=IH 5, A VA M= TV —
Ly hEtt7740ELTH P YA—RLET, TOTILY—U Ly MEERL.
OpenShift Container Platform Y R—RY hDAV T FH—A X —I % HT % Quay.io R &,
HARAENEEORIABICE > TIRBEIN B Y —ERXTRIETEET,

1.25. 92249 —07 704

BEMEDHZ 0 Z 7 KTZ v N7+ —LAIZ OpenShift Container Platform 4 Y A h—ILTE EF,

B

AYAN=ILTAOYS LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITTEET,

® VSR —%RANGTBZVTIRTSYNITA—LTTAV Y MNERELET,

® OpenShift Container Platform 1 Y X b= 7O S L, BLVIZRI—DTIV>—o Ly
PeEIGLET,

FIR

LAYVAN=ILTOTSLE5ETLET,

$ ./openshift-install create cluster --dir=<installation_directory> \ ﬂ
--log-level=info 9

Q <installation_directory> D&, 41 VA M=V TOVSLDERT 27 71 L EREFET
2DICTALIN)—REBELET,

BRZAVAN—ILDOFMIERERTT ZICIE, info TIEAL, warn, debug. F7IE
error ZIEEL X T,
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https://cloud.redhat.com/openshift/install/pull-secret

OpenShift Container Platform 4.4 AWS ADA VX h—JL

BF

BOTFT4LYI M) —EBELEFT., T—FRAMF Y T X509 SEEAE R ED—EB
DAVAM=ILT7 Ly NOBMHPRIFESFZREINTWVWEEZH, 1 VA=)
FALYIMN)—EBAHATEZIENTEEHA, IIDISRI—A VA N—=ILD
BrRID7 74NV EBINETZLErHZHEIE. ThdoET4 L2 MY —ICO
E—325Z2&ENTIXFET, L AVAMN—=ILTEYNDT7AILEIE) ) —
ABCEREINDHREMUIHYET, 1 VAN =T 714 I EDRID/N—2 3V
@ OpenShift Container Platform 25 AE—9 31&IEFRELTCAE—%1T> T
CIEEW,

OV hNEICEEEELE T,

a. ATV a Vi VSRY—IIUVICTIVERTB-HOIFERATSESSHEF—ARBIRLET,
0

AVAMN=IWDTNY TELIIEEZEIRERTI2LEDOH 2EHEEBED

OpenShift Container Platform ¥ 5 2 4 —Tld. ssh-agent 7’0t X A fEH
TBHSSHF—%EELET,

b. =4 Y NMIZRETD TSy M Tr—LELTaws 2BIRLET,

c. Amazon Web Services (AWS) 7O 7 7 )LV Ea—4 —IREELTVWRWEE, 1V
AMN=I 7OV LERTTEELEIICERELLZI—Y—DAWS 7V EZAF—IDELV
=Ly NTFOERF—%AALET,

d 75R9—0DF7014%ETDHANWS ) —Y 3 Vv ERBIRLE T,

e. VSR —ITERE L Route 53 H—EZXDR—ZA KX V& RBIRLET,

f. V95249 —0DEkdEx=ANLET,

g. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—IHSBMELETILY—F
Ly ZBEYRITET,

pa 3!

RANMIBELLEAWS PHO Y NMIVSRY—%FT7O04 T D-0DD+07%
N—3IwoavprRWgEs, 1 YA N=)L7TO7SLlFELEL. FELTWS
N—IvvavpARREINET,

JSRY—DTFTOMA AV NIRRT TBE, W&J/V—NA@U/O@kawmml—
Y—DRIEREED., VI7RY—IIT I AT DHODIETRD IFNVICKRTIINET,
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https://cloud.redhat.com/openshift/install/pull-secret

F1E=mAWSADI VA M=

BF

AVRAN=ITOTZLHERT S Ignition FRE T 7 1 LICIE. 24 BEEHA B
T5EHRUNICARY, TORICEFINZIABEENEEINE T, AIHEZE2FH
TRRICYV TR —MMEILEL, 24 BBERBRBELAERICI SR —%=BEET S

&L VRS —IFHARYINDEERRE = BEIMNICETT L E T, Hls& LT,

kubelet sSEBAZ % [E18 9 % 7= D IR BB IREED node-bootstrapper FEEAE E L EK
(CSR) = F)THER T 2MENHY T, FFMiZ. 2¥ bO—ILTFL—VERE
DHRTINDRENSD Y ANY — IZDWTDORF 1AV MNESRBLTLLEX
W

BE
AVRAN=NTOTS AL, FEEFAVAN=—LTATSLDERTD 7714 %

HIfR 22 & ETEEFHA, INHIEVWTHEISRY—%HIRTEHDICRE
IRy 9,

2. 7T avi VSR —DA VA M=ILICERLEIAM 7 A > bH 5 AdministratorAccess
RS —5YIBRTZH, FEEMCLET,

126. 8N4 F =D& vO—RICLBCLIOA VA =)L

ARV RSA4 449 —T 4 R%FEA L T OpenShift Container Platform & x$559 %7281 CLI (oc)
ZAVAN=ITBIENTEZXY, ocd Linux. Windows, F7lE macOSICA VA M—JILTEX
ER

BF

PRIDN—=Y3vDocaA VY ARM—=ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 44 M3 R THDOAY Y REETT DI EIETIEHA, FFE/NN—T 3
YDocxEHovO—KL, 1VAM=ILLZET,

1.2.6.1.Linux AND CLIDA A b—Ib

U TFOFIE% A LT, OpenShift CLI (oc) /84 7Y —% Linux o4 YA h—ILTXE T,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,

2. AVISANTVF =AM S —%FIRL, GZYETIHEEIE) 1 VA=Y A T%ER
l/i_a_o

3. Command-lineinterface £ > 3>, KAy ¥ A =21 —0D Linux %8R
L. Download command-linetools %2 !) v 7 LZ ¥,

4. PT—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/ N1 FYY—%, PATHICHZT4 LI M) —ICBRELZEY,
PATH Z2#52 9 %IClE, UTFOITY FZRITLEYS,

I $ echo $PATH
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CLIOA YA NMN—IL{gIZ, oc ATV REFALTHETEEY,

I $ oc <command>

1.2.6.2. Windows T®D CLIDA XA h—JL

LUTFOFIE% A LT, OpenShift CLI (oc) /N F 1) —% Windows IC{ Y 2 h—ILTX 7,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—JICHEIL £ T,

2. AVIZANSIF+—TONAF—%FIRL., BEETZIHBEIL I VA=Y A T%HZER
L/i-a—o

3. Command-lineinterface 2> 3>, KOv 74> A= 21—0D Windows % :&iR
L. Download command-linetools#%7 !) v o LZ 9,

4. Z2IP 7O SLTT7—HA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LI N)—ICBELFT,
PATH 28329 % ICi1k, O~y R7ary 7 haVWTUTOaOY Y REEFLEFT,

I C:\> path
CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEEY,

I C:\> oc <command>

1.2.6.3.macOS D CLIDA VA M—Ib

LTFOFIEAMERL T, OpenShift CLI(oc) /N1 7Y —% macOS ICA VA M—ILTEET,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—JICHEIL £ T,

2. AVISANTVF =AM S —%FIRL, GZETIHEEIE) 1 VA=Y A T%ER
L/i_a—o

3. Command-lineinterface £ > 3> T, ROy ¥V A =21—0D MacOS %:&iR
L. Download command-linetools%# 2 !) v 2 L ¥,

4. T—hAT=ZRBREL. BELIT,

5. 0c /XM FY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER 9 2ICIE. #—IFILZRAE, UTFOAYY RZ2ETLET,

I $ echo $PATH

CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEEY,
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F1E=mAWSADI VA M=

I $ oc <command>

127. 95289 —~0OT7A v
9224 — kubeconfig 7 7 1 IVET YV AR—KML, TIAIN NIRRT LI—HF—-E LTI FTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—

IR 27O CLITHERIND VSR —ICDVWTOBRIEFENE T, COT7M4IIEFITR
H—ICEBEDT7 74 I THY., OpenShift Container Platform W1 > X b —JLBSICERINZE T,

AR SR
® OpenShift Container Platform ¥ 2 24 —% 7704 L 9,

e ocCLIZAYVAMN—ILZT,

FIig
1. kubeadmin FBEEIEHRA TV RAR—KMLZE T,

I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

Q <installation_directory> ICId. 1 VA M—ILT7 7 A LERFELET ALY MY —~D/S
AEEELET,

2. IVRAR—PMINAHREEZFAL T, oc IV VY REEREICEITTELIE52HRALET,

$ oc whoami
system:admin

1.2.8. RDRAT v 7
* USAY—ENARITAXLET,

o UELHZAWE, VE—PDOBEMLR— 2FTRT7IONTBIENTEET,

13. HRITA XL DB AWS AD Y S RY—DA VA M—)L
OpenShift Container Platform /X—>'3 > 44 Tl&, 4 Y X2 b—)L 7O T S5 LH Amazon Web Services
(AWS) IZTOEYa =V TeBAVIZRAMNSIVFv—ILHRIRAAINI VSR~ %AV A M—

WITBZENTEET, 1 VAN W EARITAXTBITE, VFRI—%A VA MN—ILT BRI
IC. install-config.yaml 7 7 1 L TR A -9 —%5ZTHLZE T,

1.3.1. AR SR

® OpenShift Container Platform @4 Y 2 h—I)LE L VEH TOLRICOVWTDFMERERELE
ER

e AWST7HIU Y EHRE LTI FIRI—%RAMLET,
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BF

AWS 7O7 7 A UMD ZTHEADIAVE1—F—ITREINTVWRIHA, JILF
7708 —REAETNA REFAPICER L —BNAtEYy Y a Yy b—0 V% EH
Téltli'c%iﬁ'/\, DR — Li%ﬁﬁ’]‘ufﬁ?ﬁ@AWSmuu | $E€f{iﬁﬁlx
T, 75 R9—DEMPEL2EICHIEZ>TAWS YUY —REERT 5728, BN
HEORWRIIEHRZERAT2HENHY £9, BULAF—Z4EKT ZICIE.
AWS K a2 X~ M®D Managing Access Keys for IAM Users #8R L T X

W F—IE, 1 VA M= 7OV ZLOERTEICIEETEET,

o J7ATIF—IVEFRATBIHEE. VSRY—DTIEREVREETS A/ haFFad 54D
ICT77AT7 04— IVERE TH2HELNHYFET,

o JRATALNIAM(TZATYTATA—BLVT7IVERER) Z2EEBTEIRWVGES., /7 R9—F
BEIL IAM REEBEHR A FETER L. #E TXFd, FHE— NI, 757 KIAMAPI ICRE
TELRWEEBTHLHERTEET,

1.3.2. OpenShift Container Platform D4 >4 —3x v N7 02X E LU Telemetry 7 7
X

OpenShift Container Platform 4.4 Tl&, 72X —% A VA M=V BHLOICAVI—xv N7 O E
ANRBEBICRYFET, VA —DEEUESSLVERBICEITINLEFRICOVWTOAN) IR ZRHT
27DICT 74 N TERITEINDS Telemetry Y —ERICEA VI =Ry NIV EIADNMBETY, VTR
H—=DNA =Ry MIERINTWBIHEE, Telemetry IFEBFIMICETIN, 7T A% —IE Red Hat
OpenShift Cluster Manager (OCM) ICE &I N X T,

Red Hat OpenShift Cluster Manager 41 ¥ /R> Y —H Telemetry IC& > TEEIMICHIFTIN DD, £
IZOCM EFHTHEALTVWEHIDWVWTNICLE > TEETH S I & &AL 721%IC. subscription
watch 2R LT, 7H9 Y MFIERILF V5 RH —L ~RJLT OpenShift Container Platform 7' 2
o) FravEBHLET,

A=Y MADT I ERAIUTZERITITHLDICBHETT,

e Red Hat OpenShift Cluster Manager R—=JICF7 I AL, A VA M=V TOTSLET IV
A—RL, $729)FoavEBEETLET, V5RI—ICAVI—RY NTIOEIADH
Y. Telemetry ZEMIC LRWGEE, TOY—EREBEWRY TR ) T avTIIRY—
ZHEICERLET,

o USRI —DAVARN—IIIRHERNYy T—U%BET 572012 Quayio il 772X LET,

¢ VSR —DEEETIBLODICBRBERNYy FT—VZRIBLET,

BF

PJSRAHY—TA VI =%y NIEETIVEIATELRWEE, 7OEYa=Zv 75—
DIATDAVISARNSIFvy—TRY NT—IHEIBRBINIA VA N—ILERTT
XFd, 2OOCRT, BEARIAVFVUYESY D YO—KL, ThaFHLTIS—
LYZARNY—=ICOVSRAIY—DA VAN —=IELCA VAN TATS LDERICHE
BRIy T—I%FBELET, 1 VR h—)b&ffﬂ:cta’ctat\ DRI —DA VA M=
WRIEBTA VA=Y NTIVECADNREBELERDGZEDHYET, VSRI—5EHT 3
BIIC, SS—LYRN)—DOaOVFUYEEREHFLET,

1.33.SSH 75 A R— b X —DERB LTI —Y TV bADIENM

VDZRAI—TAVAMN=—IDTNY JFIIEEERIBEEITT 2HENH SBE. ssh-agent &1 VR
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F1E=mAWSADI VA M=

N=L7OYSLDOMAICSSH F—%IEETIMNELHYET, COF—AFAHALTNNTYv IS5
29—DT—KRAKNSYTIIVICTIERAL, A VAMN—IORBBEERNS TNV a2 —FT4 Vv ITEE
_a—o

- pa )
A ERFHRETE, BEERSLCTNNY IHPBETT,

ZOF—%FALT, 21— —core& LTYRY—/—RIIWLTSSHZETTEET, V5 RY—
7704 FBEIC. ¥—IL core 11— —D ~/.ssh/authorized _keys —E I EBIMINE T,

pa )

AWS F—RT7 BED TSy NI A—LICEBEDAETHRE LLF—TIEAaL<, O—Ahl
F—AFHTINELHYET,

FIE
1L NRAT—RALOREEICEREINTWS SSHF¥F—HA AV Ea—4—LIlRWEEIF. IhiE
BRLULET, EAE, LinuxARL—FT A VI RAF7L%EATZ2IE2—49—TUTOO
RYRERITLET,
$ ssh-keygen -t ed25519 -N "\
-f <path>/<file_name> 0
'D.¢$m¢ﬁa@£®\%m#—@ﬁzaxw774»%%%ﬁbitoﬁﬁ@&m*—
W EEIINZLH, BELBRVWTLLEIWL,
ZOARY RER[TT &, BELEBAICART—REREE LRV SSH F—ERINE
E
2. ssh-agent 7O R &Y I S5OV R ELTHEBLET,
$ eval "$(ssh-agent -s)"
Agent pid 31874
3. SSH 754 RX— h*—% ssh-agent IZENML £7,
$ ssh-add <path>/<file_name> ﬂ
Identity added: /home/<you>/<path>/<file_name> (<computer_name>)
'@,¢$m¢ﬁam£®\%m754&—h#—@ﬂzaxw774w%%%ibi¢o
RDRAT T

® OpenShift Container Platform %4 Y A h—JL§ BEIC, SSHRTY v o F—%A4 VA M=)
TOUSLICEELET,

1344 VAN=IT70O75LORE
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OpenShift Container Platform =4 Y Z h—JLF 8IS, 1 VA M—=ILT7 74 EZO—A) AV E1—
H—Il¥orO—RLET,

AR
o Linux ¥2&lEmacOS 2FAT2IVE1—9—DOIFRI—%A VAN—ITIHENHY
i’a—o

o AVZAN—)TOVSLESFIO—RTBICIE, 500MBDOO—HILT 4 A VEENBET
£

FIR

1. Red Hat OpenShift Cluster Manager Y4 MO Infrastructure Provider R=TJIZT7 VAL ZF
'3'0 RedHat 7 AoV hbfy)éi’% = u,bnE|E$E§ﬁDTD7’f/Li'§_O FTAIY |\7b§7:-!:\:\
BRI INZERLET,

2. BIRT DA VAKN=IIATOR=JIIBEIL, ARXL—FT A VIVRTLDA VA M=)LT
OJSLaF9yO0—RL, 7274V EA VAN —IEBET77AILVERETSDTALYI N —
ICEEEL X7,

BF

AVAN=ITAITSALIF. V5RI—DAVAMN=IIFERTZAVE21—
F—ICWL DD DT 7AINVEERLET, VFRY—A4 VA MN—ILDTETEIE.
AVAMN=NTATILELCA VA N=LTOTSLDMERTZ 7 71 IILDFE
FERFTILENHY FT,

B

AVAN=IVTATSLTERINEZT7 74 ILVEHIRLTE, I3 R DAY
ZRN—IVBEICKRB LA TE I SR — BRI NEEA. FEDI SV KT
A/31 ¥ —FICEEEH X hv /2 OpenShift Container Platform @7 >4 ¥ XA h—JLF
IEZET LT, V53R —%2R2ICHIKRT 2RENHY XY,

3 AVAN=ILTOVSLERREALEFT, & A, LinuxARL—F 4 VIV RTFLAEGFERT
23vEa2—49—TUTOaOY Y REERTLET,

I $ tar xvf <installation_programs>.tar.gz

4. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—=IH 5, A VA M= T IV —
Ly b txt774)LELTY I yO0—RLET, 2OTLY—I Ly MEFEAL.
OpenShift Container Platform Y R—RY hDAV T —A X —I % HT % Quay.io R &,
%E.Jj‘ﬁi ﬂf:%*io)m D.IE}% IC& o —C*IE{/\ I3 -U_ e ZTDIL D.IET X i '3'0

1.35. 4 YA M—JLERE T 7 4 L DERK

Amazon Web Services (AWS) T® OpenShift Container Platform @4 Y X h—JLEZ AR I X TX
xY,

AR M

e OpenShift Container Platform 41 Y X2 k=)L 7RI Z L. BLTIZTRI—DTIVY—U Ly
PeEIGLET,
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F1E=mAWSADI VA M=

FIE
1. install-config.yaml 7 7 1 L& {ER L £ 7,
a. UToax v K&ERIFTLET,

I $ ./openshift-install create install-config --dir=<installation_directory> ﬂ

Q <installation_directory> D&, 1 YA M= TOT S L’MERT 27 71 L& RE
TREHDICTALI N —RERBELET,

BF

ZOTF4ALIN)—%BELET, T—MAMZY T X509 SFBAZER ED—
DA VAN=ILTEY NOBWHRIFELEREINTWSE LD, 1 VR
N—ILTa LI RMN)—B2BIETEIENTEERA, BIIDISRAY—C Y
AM=IDERDT7 74N EBINEBT2RENHZHEIE. ThoETa L
JRMN)—IZOE—FBZENTEEY, L. A1 VAMN=LULTEY D
T774IEIE) ) —ABTEREINSIEEEIrHYES, 1 VRAM=ILT 7
A L% LLEID /N —2 3 ¥ D OpenShift Container Platform 25 A E—9 %15
BIBFELTAE—%ToTLIEXW,

b. 7OV 7RI, 757 FOZREDHMBEREBELF T,
L AT AV VSRRV VIIT IV ERSTBOICERT S SSH X —%RIRLET,

R

AVRAN=IDTNY TFLBEEEREZETT2VEDDH 5EREH
@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
NMEMAYT S SSH F—%2BEL X7,

i 99— MNIBETDTSYy N T74—LELTAWS ABIRLZET,

iii. Amazon Web Services (AWS) 7O 7 74 )L E DV Ea—4—|lREL TLWARWSGE,
AVAMN=VTOTSLERTIBLIICERELALI—Y—DAWS 7V EAF—1ID
BLVY—V Ly " NT7IERF—EANLET,

iv. 7SR —DFTAM%EETBANS ) =T a vaRBIRLET,

V. 75RA9—ICERE L/ Route 53 H—ERXRDR—ZA KA VERBIRLE T,

vi. V5 RY -0k EAALET,

vii. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—IMNLRB LTIV —
JLy hERRYMITET,

2. install-config.yaml 7 7 1 L ZZE LT, FIARBERNAIA—F—DFFMICDOVTIE. 1
ARN—IERENRTA—=I—t o> aVvESRBLTLEIN,

3. install-config.yaml 7 7 1 L&Y V7 v TL, BEDI SR —% 4 VA M= T ZDIfE
ATE35&L2ICLET,
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BF

install-config.yaml 7 7 {1 JLid4 Y A b= 7O ABICERINE S, D
774NV EBNATIHENHIHEIR. COBRBETIhENY 7y FLTL
IV,

13514 VA N—JILEBRENRSA—4H—

OpenShift Container Platform ¥ 2 24 —% 7 704 § 3811, V5 AY—%KANTZI9TU RS
SYRNITA—LTTHIVNERRL, V5RY—DTSYNITA—LEFTOIVTHRITAIT
BDITNNT A= —DIEEIEE LT, install-config.yaml 1 VXA N —JLERET 7 1 L EVEK T B8
IKe ARV RIA VY TRERNRIA I —DEEZIBELE T, VTRI—%EARITAXT %5

A. install-config.yaml 7 7 1 LEZEL T, 75v M7+ —LICDWVWTOFMBEREZIBEETCE I,

pa 3]
4 > X h—JLi%Id. install-config.yaml 7 7 1 L TINLDIRTA -9 —%EET S
EIETEFEEA,

KRIVDBINTGA—H —

baseDomain 770 R7ANA F—DR— example.com L EDTLERM N X A v FlFH T
ARXA Y, ZDIEIE. RXA VE,
OpenShift Container Platform
PSR —AVKR—FV A
DIV— N EERT B7DICfE
AINnExd, /7R9—0D%

272 DNS %

i%. baseDomain &
<metadata.name>.
<baseDomain> = % &/
¥ % metadata.name /X5
A=Y —DEDOHAEDLET
E

controlPlane.pla > hO—IL7L—Vvv>V aws, azure. gcp. openstack. F7-i3{}
tform TRANTBHDYZTNR

TONRAE—, TDINFA—

& —DEIE

compute.platform /X5 X —

Y —DEIC—HT 2REND

UEYd,

compute.platfor T—H—TIVEKRANTS aws. azure. dgcp. openstack. F7 (3 {}
m fe&&DY S K70

HF—o TONRFA—9—DIE

I% controlPlane.platform

NIA—H—DEIC—HT S

BENHY ET,

metadata.name 7S5 R —D%&HI dev R EDANFFLIFNXFEEELXFT,
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F1ETAWSADSI VA ML

RFIA—5H— B4 Ll
platform. VSR —%ETTO1495 AWS O us-east-1 % 7z Azure @ centralus 7 &
<platforms.regi )—vav, D, 7779 ROBEHRY) —2 3V, RedHat
on OpenStack Platform (RHOSP) [ Z D/NT A —4 —
ZFEALEEA
pullSecret Red Hat OpenShift Cluster
Manager ¥4 b ® Pull Secret {
R=IPLPMBLETILY — "auths":{
Ly b, ZOTINY—7 "cloud.openshift.com"{
Ly b&fEAL. OpenShift "auth":"b3Blb=",
Container Platform 3~ 7R— "email":"you@example.com"
FYRQAVFF—A A=Y 1
iR Y 5. Quay.io RED " uay_io":{
AR ENLBEDRELR I "auth™:"b3BIb=",
FOTRHEINZY—ERT "email":"you@example.com"
FREECE XY, }
}
}

RI2A T avDIRSA—4H —

RFIA—5H— B4 &
sshKey VIR —RIVICT VRTS8  ssh-agent 7Ot RIEMLE, B
ICERY % SSH +—, MAEO—HILD/RT ) v 5 SSH
*—,

pa 3

AVRAM=ILDFT Iy
JELIIESERIBEE
TI2REDHDER
& ® OpenShift
Container Platform 2
S XY —TI&, ssh-
agent 7Ot X H'EH
9% SSH F—%18%E
LExYd,

FIPS FIPS E— RZEMFIX\EMICT 5H  false /i true
EID. TT7AIMTIE, FIPSE—K
FEMINEFHA, FIPSE—RKAE
I N TV BIFA. OpenShift
Container Platform A&7 X¥ 1% Red
Hat Enterprise Linux CoreOS
(RHCOS) R VBT T AL kD
Kubernetes BES 21 — M & /N1 /R R
L. RHYICRHCOS TIRHEI N ZHE
BEYVa-INEFERLEY,
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publish

compute.hyperthread
ing

compute.replicas

controlPlane.hyperth
reading

controlPlane.replicas

DAY —DA—H—|IRRINBZT
v RERA Y MERET D AE,

AVE1— MYV TRABTILFR

L v K Z7 (& hyperthreading =&
S/ BT ENE DN, TIAIb
TlE. ALY Rigw>>voa70
N7 4=V R % EIFBHICBMIC
INET,

BF

B L v RAEEWIC
9381k BAEETE
Wt N
74—~V ADKIBA
BEFHrEERICANLN
TWBZEAMERALE
ER

oY az—vy$savEa—bv
DU(T=H—TIVELTERLN
%) D,

v kA= TL—r< YU TREY
I F XL v K F/d hyperthreading
RN/ EMCTEIDEID, T4
IR TIE, ALY Rigdworod
TDNRT =V R % EFB70ICH
MICINZET,

8%

B L v RAEEWIC
I 3%B81F. AEETE
icWnwTvwoon
74—~V ADKIBA
BETRIEERICANLN
TWBZEAMERALE
£

yoevazvy$szarvhko—iIL7
L=< YD,

RIZ3ATLavyDAWS /RS A —4 —
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R—=NISRHY—%FTTO1493IC
I¥. publish % Internal IZF2E L &
T, IhFMI V99— v kD70 €
ATEFHA, 774 MEIR
External T9,

Enabled = 7= 1% Disabled

2L FOEQES, 774 MEE3S
<7,

Enabled = 7= 1% Disabled

HR—FNESNBEE3OHTT (Th
EF7 4L METT),
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compute.platfor
m.aws.rootVolu
me.iops

compute.platfor
m.aws.rootVolu
me.size

compute.platfor
m.aws.rootVolu
me.type

compute.platfor
m.aws.type

compute.platfor
m.aws.zones

compute.aws.re
gion

controlPlane.pla
tform.aws.type

controlPlane.pla
tform.aws.zone
S

controlPlane.aw
s.region

platform.aws.us
erTags

I—FRY 2—LAICFHI N
1#H=Y DAE R
(IOPS),

W—hrRY 1—LDOYA X
(GiB)s

IL—hERY2—LDAVRY
VRYA T,

JvEa—RrIYYDEC2A
VRAYVRIA T,

AVAM=)TOTS LD
vEi—kTI U T—ILD¥
SUEENRTBZTRATEY
T14—V—V, HB®DVPC %
BETZHEIE. TOTARS
SEVTFA—=V =2 Il T
v NEIBET DHENHY
£9,

AV MN=)L7OTSLHO
vEaA—RN)Y—REERT
BAWS )= 3y,

avkOo—IiL7L—vvxov
DEC2AVRYVARYIA T,

AVAM=)LTOTS L0530
vhaO=—ILFL—vxTv
T=ILDIY U EERT BT
RASEY T4 =YY=,

AV MN=)L7OTSLHO
vhOo—nLFL—rvony)y—
2EEKT B AWS Y — 3
Ve

AVAM=LTOTS LD,
ER 23 RTD Y —2RIC
XY TELTEMTS
F—CEDTY S,

2 (#1:4000),

2B (f51: 500),

BHMRAWSEBS 4 Y 29 V244 7 (Hl:io1),

BMRAWS 1 24 > 2% 4 7 (fil:c5.9xlarge).

YAML > —%4 > R D us-east-1c 7 & DAERIA AWS
TFRASEYF4 =V —VD—&,

e AWS ) — 3 >~ (fl: us-east-1),

BRRAWS 1 ¥ 24 > 24 4 7 (fl:c5.9xlarge).

YAML > —%4 > R D us-east-1c & DAERIA AWS
FRASEYF4 =V —VD—&,

e AWS ) — 3 >~ (fl: us-east-1),

<key>: <values> XD F —EXR TR EDHMA
YAML ¥ v 7, AWS & JICD W T DFMIE. AWS
RF a2 X h®D Tagging Your Amazon EC2
Resources BB LTI W,
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platform.aws.su 1 VX h—ILTOTFALICE Bt Txy ~ID,

bnets % VPC DYER %35 AI 3 2K
YICVPC ZHEET 2 mA .
ERATZIS5R9—DYT
v hEBELET, Y7
xv ME EBETZEL
machineNetwork[].cidr
BO—HTHIZHENHY F
T, BRI SR —DHE
&, FT7RASEY T4 —
V=rDNRT) v 0 BLTCT
FAR—NYG TRy NEEE
LEd, 754 R—MUV32R
H—IlD2WTI, ETRA S
EYVF4—V—>DT54
R—pMYTxy bERELE
ER

1.3.5.2. AWS DA R ¥ ¥ 14 XX 7z install-config.yaml 7 7 1 L DY > FI)L

install-config.yaml 7 7 1 )L 1 X4 ¥4 X L T. OpenShift Container Platform 7 2 24 —D 735 v
N7 —LICDWTOFMEZIEET 2D, FLEBVEBEL/NASIA—I—DEEZEETEZIEHNTEIY,
BE

COYYTIDYAML 7 7 A WIEBSBEICOAMEEINET, 1 YR M=) TOY5 A
%{Hf L T install-config.yaml 7 7 1 LZERIG L. ThEZEETI2RENHY X,

apiVersion: vi
baseDomain: example.com ﬂ
controlPlane: g

hyperthreading: Enabled 6 ﬂ
name: master
platform:
aws:
zones:
- us-west-2a
- us-west-2b
rootVolume:
iops: 4000
size: 500
type: iol
type: m5.xlarge 6
replicas: 3
compute:
- hyperthreading: Enabled ﬂ
name: worker
platform:
aws:
rootVolume:
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iops: 2000
size: 500
type: iol 6
type: c5.4xlarge
zones:
- us-west-2¢
replicas: 3
metadata:
name: test-cluster Q
networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
machineNetwork:
- cidr: 10.0.0.0/16
networkType: OpenShiftSDN
serviceNetwork:
-172.30.0.0/16
platform:
aws:
region: us-west-2 @
userTags:
adminContact: jdoe
costCenter: 7536
pullSecret: {"auths": ...}' m

fips: false @

sshKey: ssh-ed25519 AAAA... @

mz\ﬁo AVRAN=LTOVSLIEIDEDOAALERDZ IOV T REHRLET,

Q"B:n%wﬂix—&—ﬁxﬁﬁ%%iL@m%é\4)2#—»7D75Am?7#wh®ﬁ%
BELET,

ontrolPlane /> a v idE—< v EYJTEN, JVEa—bEIVaVETYEYTDY —
TURCRYET, BERORBRZT—IBEDEH%iHE-TICIE. compute £V 3 v DRID
1TIE/NA 7 - THa®. controlPlane £ > 3 VY ORADITIINA TV THROZ I EHNTEFHE
ho EBELDEIVaVE, BIFEEATIFBE—DYY Y T—ILEEEL I H. OpenShift
Container Platform @S D/N\—2 3 Vv Tldk, 41 VA M—LBREOEHROI V21— N T—ILDESE
EHR—NTEZAEEIHYET, 120 b OA—LTL—VT—ILOIIMERINET,

EBF<ILF XL v K F7IS hyperthreading Z B3/ EMICT E2NE DD, T 724V MTIE. R
ALy RREIIYDATDNRT =XV R % EIF27DICBMMIINET, NSA—9—fE%
Disabled ICERET A EINZEWICTHIENTEEYT, — DIV SRIY—T LV TRBFIILF
2Ly REBNICT DHEEIE. CNETRTODISRI—IVVTEMNTIBENHY ET,

BF

AFALy F2HEMWICT 255, FEFBEICBVWTII Y YT+ =Y 2ADKIE
RETHERBICANONTWS I EZ2MEABLIET, AFYILFAL Y RZEWICT
3&E1E. ¥ VIR LT md.2xlarge & 7z 1& m5.2xlarge 7 & D KIRER A ~ R %
VR4 TEFEALES,

ARER IS RY—DIFGARE I etcd DEEDA ML —VAERET B, ANL—V494 T %
iol & LTEEL. iops % 2000 ICFEXEL XY,
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FIPSE— RZBMELIIENICT 2HEIN. T7 4 MTIE FIPS E— REEMICINIE
Ao FIPS E— RABMICINTUWBIFE. OpenShift Container Platform A'3£1T X 1% Red Hat

® /529 ROIIVETIERTBEOICHERAT S sshKey {54 7Y 3 Y TIRETEET,

pz o-1o)
AVRAMN=IDTNY TELIIEEEIREETII2VEDH 2EHREHOD

OpenShift Container Platform ¥ 5 24 —Tid. ssh-agent 7Ot XAMERAT 2
SSH¥—%ZHELZT,

1.3.6. V29 —D7 704

BEMEDHZ Y Z7 KTZ v N7+ —LAIC OpenShift Container Platform &4 Y A h—ILTE EF,

B

AVAN=I)LTAOYS LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITITEET,

o VISR —HRANTDIVTVRTSY NI F+—LTTAIV NEBRELET,

® OpenShift Container Platform 41 Y X b= 7O S L, BLVIFTRI—DTIV—o Ly
PeEIGLET,

Fg
LAYVAN=ILTOTSLE5ETLET,

$ ./openshift-install create cluster --dir=<installation_directory> \ ﬂ
--log-level=info 9

ﬂ <installation_directory> [CDWTI&, 7 X% <A X L% .Jinstall-config.yaml 7 7 1 JL.®D
G EL XY,

BRZAVAN—ILDFMIERERTT ZICIE, info TIEARL, warn, debug. F7IE
error zIEEEL X T,

pz o-1o)
RANMIBELLEAWS PHO Y NMIVSRY—%FT7O4 T DD +0%H
NR—=IyoavhRWEE A VA M—L7O75LFELEL. FRLTWS

N=IvaUPRRINZET,

PSR —DTFTOAA AV MNDPRTTSEE, Web IV Y —ILAD!Y) 4% kubeadmin 1—
H—DRIAEREZO., VIRI—ITIVERATDEODIETNY —IFILICRTFTINE T,
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F1E=mAWSADI VA M=

BF

AVRAN=ITOTZLHERT S Ignition FRE T 7 1 LICIE. 24 BEEHA B
T5EHRUNICARY, TORICEFINZIABEENEEINE T, AIHEZE2FH
TRRICYV TAY—MMEIEL, 24 BERBRBLAERICI SR —%=BEET S

&L VTR —IFHARYIMDEERRE = BEIMNICETT L EJ. Hls& LT,

kubelet sSEBAZ % [E18 9 % 7= D IR BB IREED node-bootstrapper FEEAE E L EK
(CSR) = F)THERT 2MENHY T, FFMiE. 2> bO—ILTFL—VEERE
DHRTINDRENSD Y ANY — IZDWTDORF a2 AV MNESRBLTLEX
W

BE
AVRAN=NTOTS AL, FEEFAVAN=—ILTATSLDERTD 7714 %

HIfR 22 & ETEEFHA, INHIEVWTHEISRY—%HIRTEHDICRE
IRy 9,

2. 7T avi VSR —DA VA M=ILICERLEIAM 7 A > bH 5 AdministratorAccess
RS —5YIBRTZH, FEEMCLET,

13.7Z. 34 F Y —DF 9 vA—RICLBCLIOA VA =L

ARV RSA4 449 —T 4 R%FEA L T OpenShift Container Platform & x$559 %7281 CLI (oc)
ZAVAN=ITBIENTEZXY, ocd Linux. Windows, F7lE macOSICA VA M—JILTEX
ER

8%

PRIDN—=Y3vDocaA VY ARM—=ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 44 M3 R THDOAYT Y REETT B EETIEHA, FFE/NN—V 3
YDocxEHovO—KL, 1YAM=ILLZET,

1.3.7Z.1. Linux AND CLIDA VA =L

U TFOFIE% A LT, OpenShift CLI (oc) /84 7Y —% Linux o4 YA h—ILTXE T,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,

2. AVISANTVF =AM S —%FIRL, GZETIHEEIE) 1 VA=Y A T%ER
l/i_a_o

3. Command-lineinterface £ > 3>, KAy ¥ A =21 —0D Linux %8R
L. Download command-linetools %2 !) v 7 LZ ¥,

4. P—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/NfFY—%, PATHICHZ T4 LI M) —ICBRELZFY,
PATH Z2#52 9 5IClE, UTFOITY FZRITLEYS,

I $ echo $PATH
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CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEEY,

I $ oc <command>

1.3.7.2. Windows TD CLIDM4 XA b—JL

LUTFOFIE% A LT, OpenShift CLI (oc) /N F 1) —% Windows IC{ Y 2 h—ILTX 7,

FIR

1. Red Hat OpenShift Cluster Manager # 4 b @ Infrastructure Provider R—=JICBEL X7,

2. AVIZANSIFv+—TONAF—%FIRL. BEET2HBEL I VA=Y A T%HZER
L/i-a—o

3. Command-lineinterface 2> 3>, KOv 74> A= 21—0D Windows % :&iR
L. Download command-linetools%# 2 !) v 27 L ¥,

4. 2P 7O SLTT7—hHA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LV N)—ICBELFT,
PATH 28329 % ICi1k, O~y R7ary 7 haVWTUTOaOY Y REEFLEFT,

I C:\> path
CLIOA YA NMN—ILigIZ, oc ATV REFALTHETEEY,

I C:\> oc <command>

1.3.7.3.macOS "D CLIDA A b—Ib

LTFOFIEAMERL T, OpenShift CLI(oc) /N1 7Y —% macOS ICA VA M—ILTEET,

FIR

1. Red Hat OpenShift Cluster Manager # 4 k @ Infrastructure Provider R—=JICBEL X7,

2. AVISANTVFv—AONA I —%FIRL, GZYETIHEEIE) 1 VA=Y A T%ER
L/i_a—o

3. Command-lineinterface £ > 3> T, ROy ¥V A =21—0D MacOS %:&iR
L. Download command-linetools%# 2 !) v 2 L ¥,

4. 7—hA4T7=ZBREL. BELIT,

5. 0c /XM FY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER 9 2ICIE. #—IFILZRAE, UTFOAYY RZ2ETLET,

I $ echo $PATH

CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEEY,
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F1E=mAWSADI VA M=

I $ oc <command>

1.3.8. VR —~0OTA Y
9224 — kubeconfig 7 7 1 IVET YV RAR—KML, TIAIN NIRRT LI—HYF—-E LTI FTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—

IR 27O CLITHERIND VSR —ICDVWTOBRIEFENE T, COT7M4IIEFITR
H—ICEBDT 714 I THY,. OpenShift Container Platform W1 > X b —JLBSICERINZE T,

AR SR
® OpenShift Container Platform ¥ S 24 —% 7704 L9,

e ocCLIZAYVAMN—ILZT,

FIR

1. kubeadmin RIS %= TV AR— M LFT,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

Q <installation_directory> ICId. 1 VA M—ILT7 7 A LERFELET ALY MY —~D/S
AEEELET,

2. TORAR—PFINAEZEEFALT, oc AV Y RAEERICETTERIEAERALET,
I $ oc whoami

system:admin

1.3.9.RORTv 7

o VSRI—%EARITAXLET,

o NERFEHIF. VE—PDBEYELR—P A TNTINTEHIENTEET,
1429 NT—ODHRIITAXICEBLAWSADISRAI—DA VA M—
U
OpenShift Container Platform /A\—2 3> 44 Tld, hRIIA XINfcxy NO—OBREL T a Y
T% 5 A% —7% Amazon Web Services (AWS) IZA Y A M—ILTEET, Ry NT—VBREEXHRIT
AXFTBIEICEY. VSR —IERENDBEEFEDIP 7 KLRADEIY Y TEHETE, BEOMTUS
LU VXLANREEHMETEET,

KEDXRY NT—DVEBENTA—F—FA VA M—IFICERET 2HENHY., RITHDISRAHY—T
ZETX 2D kubeProxy (2 E/XT A —H —DH#HITRY £T,

1.4.1. BIiR & H

® OpenShift Container Platform @4 Y Z h—I)LE L VEH TOELRICOVWTDFMERERELE
ER

e AWST7HUYEHRE LTIFIRI—%RAMLET,
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BF

AWS 7O7 7 A UMD ZTHEADIAVE1—F—ITREINTVRIHA, JILF

7708 — m£7A4Z%ﬁﬁ¢h$&bk—ﬁMEtj/a/h Vv afEA
Té:t(«i—c%iﬁ/\u DoAY — Li%ﬁﬁ’]‘ufﬁ?ﬁ@ AWS EREE | $E%{§Fﬁlx

T, V529 —DEMNHELEICHIZ>TAWS VY —R&ERT 278, F—
ENR—RE LIAWHBORWERELIERZEAT20ENHY F 7, BRF—
ZEMT BICIE. AWS KF a2 X > MDD Managing Access Keys for IAM Users %
SRLTEIV, F—F A VYA ML TOTZLOETRICIEETEET,

o J7ATIA—IVEFAHATBEHEE. VIRY—DTIEREVREETS A/ haFFad 54D
7747 04— IVERE THI2RENHYZET,

o VRATALMNIAMTATYTATA—BLUVT7 IV ERER) 2EBTERWVWGE., V7R —
BEIX IAM REEBEHR A FETER L. #E TXFd, FHE— NI, 757 KIAMAPI ICRE
TERVWREBCTHHERTEET,

1.4.2. OpenShift Container Platform O >4 —X v N7 7 X B LU Telemetry 77
7R

OpenShift Container Platform 4.4 Tl&, 75X —%Z A VA M—ILTBDICA VI —X v NT V&

ANRBEBICRYFET, V7RI —DEEUESSLIVEBICEITINLEFRICOVWTOAMN) I RZRET
27DICT 74 N TERITEINDS Telemetry Y —ERICEA VI =Ry KTV EIADNMBETY, V5 R
H—hA =3y MERINTWBIHE., Telemetry FEFMICETIN, 75 X% —I& Red Hat
OpenShift Cluster Manager (OCM) ICE&IN X T,

Red Hat OpenShift Cluster Manager 41 ¥ R> hJ —H Telemetry IC& > TEEIMICHIFTINE D, £
Tl OCM = FEITHEEAL TVWEHIDWVWTNICE > TEETH S 2 & =R L7ZIC, subscription
watch 2R LT, 7H9 Y MFIERILF YV SR H —L ~RJLT OpenShift Container Platform 7' 2
)T avEBIFLET,

A=Y MADT I ERAIUTZERITITHLDICBHETT,

e Red Hat OpenShift Cluster Manager R—=JICF VAL, A1 VA M= TOTSLET IV
A—RL, 722 )FoavEBEETLET, V5RI—ICAVI—XRY NTIOEIDH
Y, Telemetry #EEMIC LAWGE., TOY—EREEMWRY TRI) F>arTISRH—
ZHEICERLET,

o USRI —DAVARN—JIIRHERNYyT—U%BET 572012 Quayio il 7 72ALET,

¢ VSR —DEHEETIBLDICBRERNy T—VZRBLET,

BF

PSR —TAVH—Fy MIEET7IVEATEAWESE, JOEY 3=V I35 —
DIATDAVIZANSIF v+ —Txy NIT—IDFIRINAA VA MN—=ILERITT
XF¥Fd, 2OTOCAT, REBEROVFYYESYIYO—RKRL, ThEaFRLTIS—
LYARNY—=ICUVSRAY—DA VAN —=IBELCA VAN TATS LDERICHE
BRIy T—I%FBELET, /f/ZI\—)l/&/fch:o’Ctzt DAY —DA VA M=
WBRIEBETA VY=Y NIV EADPRBERDIGENDHYET, VSRAY—%5EHTS
AIlC. 25— I//ZI\'J—O):I/T/‘/Z%E%?LiTQ

1143.SSH 75 A R— N F—DERBELVI—2 TV hADEM

VZRAI—TAVAMN=IDT Ny JFIIEEEIBEETT 2HENH SBE. ssh-agent &1 VR
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F1E=mAWSADI VA M=

N=L7OYSLDOMAICSSH F—%IEETIMNELHYET, COF—AFAHALTNNT YIS
29—DT—KRAKNSYTIIVICTIERAL, A VAMN—IORBBEERNS TNV a2 —FT4 Vv ITEE
_a—o

% -
ERFHRETE, BEERSLCTNNY IHPBETT,

ZOF—%FALT, 21— —core&E LTYRY—/—RIIWLTSSHZETTEEd, V5 RY—
7704 FBEIC. ¥—IL core 11— —D ~/.ssh/authorized _keys —E I EBIMINE T,

pa )

AWS F—RT7 BED TSy NI A—LICEBEDAETHRE LLF—TIEAaL<, O—AHl
F—AFHTINELHYET,

FIR

L. RRATD—RARLDRIAICEEINTVWSESSHEF—HNaAVE21—49—EICRWESIFX. ThiaE
BLET, &2 Linux AR —F 4 VIV RFALAFERTDZIVEL—49—TUTOO
YV RERGFTLEY,

$ ssh-keygen -t ed25519 -N "\
-f <path>/<file_name> 0

'D.¢$m¢ﬁa@£®\%m#—@ﬁzaxw774»%%%ﬁbitoﬁﬁ@&m*—
FEEEIINEH. BELBWTLEIL,

ZDOAX Y REERFTTRE, BELABMICNARATD—REREE LRWSSH F—N4EMINE
_a—o

2. ssh-agent 7O R &Y I S5OV R ELTHEBLET,
$ eval "$(ssh-agent -s)"

Agent pid 31874
3. SSH 754 RX— h*—% ssh-agent IZENML £7,

$ ssh-add <path>/<file_name> ﬂ
Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

'@,¢$m¢ﬁam£®\%m754&—h#—@ﬂzaxw774w%%%ibi¢o

RDRATFY S
® OpenShift Container Platform %4 Y A h—JL§ BEIC, SSHRTY v o F—%A4 VA M=)
TOVSLICEELET,
14.4. 14 VA N—=ILTOYT S LDEE
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OpenShift Container Platform =4 Y Z h—JLF 8IS, 1 VA M—=ILT7 74 EZO—A) AV E1—
H—Il¥orO—RLET,

AR
o Linux ¥2&lEmacOS 2FAT2IVE1—9—DOIFRI—%A VAN—ITIHENHY
i’a—o

o AVZAN—)TOVSLESFIO—RTBICIE, 500MBDOO—HILT 4 A VEENBET
£

FIR

1. Red Hat OpenShift Cluster Manager Y4 MO Infrastructure Provider R=TJIZT7 VAL ZF
'3'0 RedHat 7 AoV hbfy)éi’% = u,bnE|E$E§ﬁDTD7’f/Li'§_O FTAIY |\7b§7:-!:\:\
BRI INZERLET,

2. BIRT DA VAKN=IIATOR=JIIBEIL, ARXL—FT A VIVRTLDA VA M=)LT
OJSLaF9yO0—RL, 7274V AA VAN —IBET7AILVERETSDTALI N —
ICEEEL X7,

BF

AVAMN=TATILIE, VFRAI—DA VA N=LILEATZaE1—
F—ICWL DD DT 7AINVEERLET, VFRY—A4 VA MN—ILDTETEIE.
AVAMN=NTATILELCA VA N=LTOTSLDMERTZ 7 71 IILDFE
FERFTILENHY FT,

BF

AVAN=IVTATSLTERINEZT7 74 ILVEHIRLTE, I3 R DAY
ZRN—IVBEICKRB LA TE I SR — BRI NEEA. FEDI SV KT
A/31 ¥ —FICEEEH X hv /2 OpenShift Container Platform @7 >4 ¥ XA h—JLF
IEZET LT, V53R —%2R2ICHIKRT 2RENHY XY,

3 AVARAN=ILTOVSLERREALET, & A, LinuxARL—F 4 VIV RTFLAEGFERT
23vEa2—49—TUTOaOY Y REERTLET,

I $ tar xvf <installation_programs>.tar.gz

4. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—=IH 5, A VA M= T IV —
Ly b txt774)LELTY I yO0—RLET, 2OTLY—I Ly MEFEAL.
OpenShift Container Platform Y R—RY hDAV T —A X —I % HT % Quay.io R &,
%E.Jj‘ﬁi ﬂf:%*io)m D.IE}% IC& o —C*IE{/\ I3 -U_ e ZTDIL D.IET X i '3'0

145 4 VA M—IVERET 7 1 IV DIER

Amazon Web Services (AWS) T® OpenShift Container Platform @4 Y X h—JLEZ AR I X TX
xY,

AR M

e OpenShift Container Platform 41 Y X2 k=)L 7RI Z L. BLTIZTRI—DTIVY—U Ly
PeEIGLET,
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F1E=mAWSADI VA M=

FIE
1. install-config.yaml 7 7 1 L& {ER L £ 7,
a. UToax v K&ERIFTLET,

I $ ./openshift-install create install-config --dir=<installation_directory> ﬂ

Q <installation_directory> D&, 1 VA M= TOT S L’MERT 27 71 L& RTE
TREHDICTALI N —RERBELET,

BF

ZOTF4ALIN)—%BELET, T—MAMZY T X509 SFBAZER ED—
DA VAMN=ILTEY NOBWHRIFELEREINTWSE LD, 1 VR
N—ILTa LI RMN)—B2BIETEIENTEERA, BIIDISRAY—C Y
AM=IDERDT7 74N EBINEBT2RENHZHEIE. ThoETa L
JRMN)—IZOE—FBZENTEEY, L. A1 VAMN=LULTEY D
T774IEIE) ) —ABTEREINSIEEEIrHYES, 1 VRAM=ILT 7
A L% LLEID /N —2 3 ¥ D OpenShift Container Platform 25 A E—9 %15
BIBFELTAE—%ToTLIEXW,

b. 7OV 7RI, 757 FOZREDHMBEREBELF T,
L AT AV VSRRV VIIT IV ERSTBOICERT S SSH X —%RIRLET,

R

AVRAN=IDTNY TFLBEEEREZETT2VEDDH 5EREH
@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
NMEMAYT S SSH F—%2BEL X7,

i 99— MNIBETDTSYy N T74—LELTAWS ABIRLZET,

iii. Amazon Web Services (AWS) 7O 7 74 )L E DV Ea—4—|lREL TLWARWSGE,
AVAMN=VTOTSLERTIBLIICERELALI—Y—DAWS 7V EAF—1ID
BLVY—U Ly N T7IOERF—EANDLET,

iv. 7SR —DFTAM%EETBANS ) =T avaRBIRLET,

V. 7SR —ICERE L= Route 53 H—ERDR—ZA KX A VERBIRLE T,

vi. V5 RY -0 EAALET,

vii. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—IMNLRB LTIV —
JLy hERRYMITET,

2. install-config.yaml 7 7 1 L ZZE LT, FIARBERNAIA—F—DFFMICDOVTIE. 1
ARN—IERENRTA—=I—t o> aVvESRBLTLEIN,

3. install-config.yaml 7 7 1 L&Y V7 v TL, BEDI SR —% 4 VA M= T ZDIfE
ATE3&L2ICLET,
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BF

install-config.yaml 7 7 {1 JLid4 Y A b= 7O ABICERINE S, D
774NV EBNATIHENHIHEIR. COBRBETIhENY 7y FLTL
IV,

14514 VA M—ILEE/IRNSTA—4H—

OpenShift Container Platform ¥ 2 24 —% 7 704 § 3811, V5 AY—%KANTZI9TU RS
SYRNITA—LTTHIVNERRL, V5RY—DTSYNITA—LEFTOIVTHRITAIT
BDITNNT A= —DIEEIEE LT, install-config.yaml 1 VXA N —JLERET 7 1 L EVEK T B8
IKe ARV RIA VY TRERNRIA I —DEEZIBELE T, VTRI—%EARITAXT %5

A. install-config.yaml 7 7 1 LEZEL T, 75vY M7+ —LICDWVWTOFMBEREZIBEETE I,

pa 3]
4 > X h—JLi%Id. install-config.yaml 7 7 1 L TINLDIRTA -9 —%EET S
EIETEFEEA,

RLABAINT A —4 —

baseDomain 770 RT7ANA F—DpR— example.com L EDTLERM N X A V FlEH T
ARXA Y, ZDIEIE. RXA VE,
OpenShift Container Platform
PSR —AVKR—FV A
DIV— N EERT B7DICfE
AINnExd, /7R9—0D%

272 DNS %

i%. baseDomain &
<metadata.name>.
<baseDomain> = % &/
¥ % metadata.name /X5
A=Y —DEOHAEDLET
E

controlPlane.pla > hO—IL7L—Vvv>V aws, azure. gcp. openstack. F7-i3{}
tform TRANTBHDYZTNR

TONRA G —, TDINFA—

& —DEIE

compute.platform /X5 X —

Y —DEIC—HT 2REND

UEYd,

compute.platfor T—H—TIVEKRANTS aws. azure. dgcp. openstack. F7 (3 {}
m fe&&DY S K70

HF—o TONRFA—9—DIE

I% controlPlane.platform

NIA—H—DEIC—HT S

BENHY ET,

metadata.name 7S5 R —D%&HI dev R EDANFFLIFNXFEEELXFT,
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F1ETAWSADSI VA ML

RFIA—5H— B4 Ll
platform. VSR —%ETTO1495 AWS O us-east-1 % 7z Azure @ centralus 7 &
<platforms.regi )—vav, D, 7779 ROBEHRY) —2 3V, RedHat
on OpenStack Platform (RHOSP) [ Z D/NT A —4 —
ZFEALEEA
pullSecret Red Hat OpenShift Cluster
Manager ¥4 b ® Pull Secret {
R=IPLPMBLETILY — "auths":{
Ly b, ZOTINY—7 "cloud.openshift.com"{
Ly b&fEAL. OpenShift "auth":"b3Blb=",
Container Platform 3~ 7R— "email":"you@example.com"
FYRQAVFF—A A=Y 1
iR Y 5. Quay.io RED " uay_io":{
AR ENLBEDRELR I "auth™:"b3BIb=",
FOTRHEINZY—ERT "email":"you@example.com"
FREECE XY, }
}
}

RISEA T avDIRSTA—4—

RFIA—5H— B4 &
sshKey VIR —RIVICTIVERE S8  ssh-agent 7Ot RIEMLE B
ICERY % SSH +—, MAEO—HILD/RT ) v 5 SSH
*—,

pa 3

AVRAM=ILDFT Iy
JELIIESERIBEE
TI2REDHDER
& ® OpenShift
Container Platform 2
S XY —TI&, ssh-
agent 7Ot X H'EH
9% SSH F—%18%E
LExYd,

FIPS FIPS E— RZEMFIX\EMICT 5H  false /i true
EID. TT7AIMTIE, FIPSE—K
FEMINEFHA, FIPSE—RKAE
I N TV BIFA. OpenShift
Container Platform A&7 X¥ 1% Red
Hat Enterprise Linux CoreOS
(RHCOS) R VBT T AL kD
Kubernetes BES 21 — M & /N1 /R R
L. RHYICRHCOS TIRHEI N ZHE
BEYVa-INEFERLEY,
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publish

compute.hyperthread
ing

compute.replicas

controlPlane.hyperth
reading

controlPlane.replicas

DAY —DA—H—|IRRINBZT
v RERA Y MERET D AE,

AVE1— MYV TRABTILFR

L v K Z7I& hyperthreading =&
S/ BT ENE DN, TIAIb
TlE. ALY Rigw>>voa70
N7 4=V R % EIFBHICBMIC
INET,

BF

B L v RAEEWIC
9381k BAEETE
Wt N
74—~V ADKIBA
BEFHrEERICANLN
TWBZEAMERALE
ER

oY az—vy$savEa—bv
DU(T=H—IELTERALN
%) D,

v kA= TL—r< YU TREY
I F XL v K F/d hyperthreading
RN/ EMCTEIDEID, T4
IR TIE, ALY Rigdworod
TDNRT =V R % EFB70ICH
MICINZET,

BF

B L v RAEEWIC
I 3%B81F. AEETE
icWnwTvwoon
74—~V ADKIBA
BETRIEBERICANLN
TWBZEAMERALE
£

yoevazvy$szarvhko—iIL7
L=< YD,

RKIE6ATaVDAWS /NS A —4 —
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Internal Z 7% External, 75 1
R—=NISRHY—%FTTO1493IC
I¥. publish % Internal IZF2E L &
T, IhiFIVd9—xv kD7 0€
ATEFHA, 774 MEIR
External T9,

Enabled = 7= 1% Disabled

2L FOEQES, 774 MEE3S
<9,

Enabled = 7= 1% Disabled

HR—FNESNBEE3OHTT (Th
EF7 4L METT),



F1E=EAWSADI VA M=

compute.platfor
m.aws.rootVolu
me.iops

compute.platfor
m.aws.rootVolu
me.size

compute.platfor
m.aws.rootVolu
me.type

compute.platfor
m.aws.type

compute.platfor
m.aws.zones

compute.aws.re
gion

controlPlane.pla
tform.aws.type

controlPlane.pla
tform.aws.zone
S

controlPlane.aw
s.region

platform.aws.us
erTags

JI—RrRY 2—ALICFHIH
1#H=Y DAHNERE
(IOPS),

L—RERY 2—LDHA X
(GiB).

IL—hERY2—LDAVRY
V2RI A T,

JvEa—KrIYYDEC2A
VRAIVRIA T,

AVAM=)LTOTS LD
vEi—kITIUT—ILD¥
SVUEENRTBZTRATEY
T4—V—V, MB®DVPC %
BETZHEIE. TOTARS
SEVTF4—=V =il T
v NEBET DHENHY
£9,

AVAM=)LTOTS LD
YEaA—NYY—REERT
6 AWS U_¢/“3 yo

avkOo—IiL7L—vvov
DEC2AVARYVARYIA T,

AVAM=)TOTS LD
vhOo—nLFL—rvvIv
TV EERT BT
RASEYFq4 ==,

AV MN=)LTFOTSLHO
vhOo—LFL—rvoy)y—
2EERT B AWS ) —T 3
Vs

AVAM=LTOTS LD,
ER e 23 RTDY Y —2RIC
XY TELTEMTS
F—CEDTY S,

2 (#1:4000),

2 (f51: 500),

MR AWSEBS 4 Y 29 V244 7 (fl:io1),

BMRAWS 1 245 > 2% 4 7 (fil:c5.9xlarge).

YAML > —%4 > R O us-east-1c & DERIA AWS
TRAZEY T4 —V—=VD—E,

e AWS ) — 3 >~ (fl: us-east-1),

BRRAWS 1 ¥ 24 > 249 4 7 (fl: c5.9xlarge).

YAML ¥ —4 > A M us-east-1c 7 EDBRAR AWS
TRASEYT4 =V =VD—K,

e AWS ) — 3 >~ (fl: us-east-1),

<key>: <value> XD F —EXR TR EDHEMA
YAML % v 7, AWS # ZICD W TDFMIE. AWS
RF a1 X > h®D Tagging Your Amazon EC2
Resources &R L T EX L,
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platform.aws.su 1 VX h—ILTOTFALICE B Txy NIDTY,

bnets

% VPC DER %35 AI 3 52K
YICVPC ZIEEY 5358 11,
ERATZIS5R9—DYT
v MEBELET, Y7
xv ME EEETZEL
machineNetwork[].cidr
BDO—HTHZIZHENHY F
T, EEI SR —DHE
&, FT7RASEY T4 —
V=V DRT) v 98L&
FAR—NYG TRy NEEE
LEd, 754 R—bUV32R
H—IlD2WTI, BTRA S
EYVF4—V—>DT54
R—pMGTxy MERELE
ER

B

Open Virtual Networking (OVN) Kubernetes &y N7 —2 7S 74 Vi, 7o /0Y—
TLEa1—#ETY, 77/ 0YV—7L Ea1—#EElL Red Hat DERBEERIETOY —E
ZLNIWT T =AY b (SLA) TEYR— I TWARWH, RedHat TIEEBRBIR
BTOFEREHELTVWEEA, RedHat IEBRBRIETINSAFRAT 2 I & 2 H#iE
LTWEtA, IhOHDKRER, BE2HRRTFEOHDMES ) ) — RITHEIRIT T TR
THIEITLY., BERIIBEEEZTZANL, BRTOERPICTA—RRNv I %255
BWEESZIENTEXT,

OVNT7 /Y=L E1—#EEDY R— MEEICD W TDFHM
I&. https:;//access.redhat.com/articles/4380121 Z#&B L T 72X W,

1452. %Y NT—IFENFTA—H—

PSR —DRY NT—URE/INT XA —4 —I4 install-config.yaml X E 7 7 1 L TEETEXZEd, UF
DRTIE. INLEDINFA—=F—ICDVWTFHALTWET,

pa 3

4> X h—JL1%Id. install-config.yaml 7 7 1 L TCINLDINTA -9 —%EET S
EIETEFEEA,

RITRBEBERRY NT—INRSX =5 —
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networking.net 77049 %77 # ) b®D Container Network OpenShiftSDN 7z
workType Interface (CNI) *v N7 =2 70ONA =TS 74 OVNKubernetes D\ g1
v, OpenShiftSDN 75 714 >~ D& h* OpenShift "N T 74 MEIE
Container Platform 4.4 THR—hIhTW3 5%  OpenShiftSDN T4,
1> T9, OVNKubernetes 7> 71 i3,
OpenShift Container Platform 4.4 ©7 4 /0Oy —7
LEa—& LTIRAWERITET,

networking.clus PodIP 7 KL ZADEIY L TICEATZIPT7RKLAD  CIDRERDIP 7 KL ZDE
terNetwork(].cid 70v %Y, OpenShiftSDN xv N7 —0 7574 YHT, 774 MEE
r VIIEBD VA =%y hT—0 &Y R—KMLZ 10.128.0.0/14 ¢,
T, BEODIZRY—FY NI—V DT RLRT
Oy ZICEERVFAIINE A, FEINEZT—
JA—RICELEYAIXDT7 RLZAT— L& ZRL
TLEEIW,

networking.clus ZhZh @R/ — RICEIYHTSH T %y MEEE YT xy NMEEE, T4
terNetwork[].ho #EHDEX., =& Z X, hostPrefix 23 ICREI N MNMEIX23 TT,
stPrefix 2%BE. &/ —RIEEDcdr 5 /234 Tx vy b

AEY LTSN ET (510 (27 (32-23)-2)Pod IP 7

RLZADEFRIINET),

networking.serv H—EXOQIP7RKLZRDTOv CIDRERX®D IP 7 KL ZDE|

iceNetwork[] 7., OpenShiftSDN (% 1 D @ serviceNetwork 7 YHT, 774 MEE
Oy DH%EFTLET, COF7RKLRTOY7IE 172.30.0.0/16 T,
DRy 7= 70Oy I EERTEEEA,

networking.mac 73 2% —®O4 > X k—JLAHIC OpenShift Container  CIDRFRX®D IP 7 KL ZDE|
hineNetwork[].ci Platform 4 Y X b= 7O S LICL > THEAIQ YHT, 774 MEEF
dr 3/—RIBIYETShBIP7RLZADTAOY Y, 10.0.0.0/16 T,
ZOT7RLR7Oy7idboxry ko= 70y Y
CEERTEFEEA. BEROCDREGHEEZIEETE X
ER

1.4.5.3. AWS D J R 9 ¥ 14 XX Iz install-config.yaml 7 7 1 LDY > FI)L

install-config.yaml 7 7 1 )L 1 X4 ¥4 X L T. OpenShift Container Platform 7 2 24 —D 735 v
74 —LICDWTOFMEIEET 2D FLEBVBER/NASIA—I—DEZZEETEZIENTEIY,

BF

DYV TIDYAML 7 74 WIEBSBEICOAMEEINET, 1 YR M= TOY5 A
% {#f L T install-config.yaml 7 7 1 LZERG L. ThEZEETI2RENHY X,

apiVersion: vi
baseDomain: example.com ﬂ
controlPlane:

hyperthreading: Enabled 6 ﬂ
name: master
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platform:
aws:
zones:
- us-west-2a
- us-west-2b
rootVolume:
iops: 4000
size: 500
type: iol
type: m5.xlarge 6
replicas: 3
compute: G
- hyperthreading: Enabled ﬂ
name: worker
platform:
aws:
rootVolume:
iops: 2000
size: 500
type: iol 6
type: c5.4xlarge
zones:
- us-west-2c
replicas: 3
metadata:
name: test-cluster Q
networking: @
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
machineNetwork:
- cidr: 10.0.0.0/16
networkType: OpenShiftSDN
serviceNetwork:
-172.30.0.0/16
platform:
aws:
region: us-west-2 m
userTags:
adminContact: jdoe
costCenter: 7536
pullSecret: {"auths": ...}' @

fips: false @

sshKey: ssh-ed25519 AAAA... @

w\zﬁo AVRAN=VTATSLIEZDEOANERDZTOV T REHLET,

m:n»}@msx—&—a;@ﬁwﬁiL,m\tz—é\ AVAN=LTOYTSLIZT T4 NDE

ZHRELET,

ontrolPlane /> a Vi3 —< vy EYJTEIN, JVEa—bEIVaVETYEYITDY—
TURCRYET, ERORBRZT—IBEDEH%HE-TICIE. compute £V 3 v DRAD
1TIE/NA 7 - THa®. controlPlane £ > 3 VY ORADITIINA TV THROZ I EHNTEFHE
ho EELDEIYaVE, BIFATIFBE—DYY Y T—ILEEEL I H. OpenShift
Container Platform @S D/N\—2 3 U Tld, 41 VA M—LBREOEHROI V21— N T—ILDESE
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HHR—MNTBEEMLHYET, 120 bMO—ILTL—VT—ILOADERINE T,

BRI F XL v RE7E hyperthreading Z B3/\ICT 2D ED D, 77 4 M TIE, FEIEF
ALy RREIZIYDATDNRT =XV R % EIF27DICBMMIINET, NSA—9—fE%
Disabled ICERET A EINZEWICTEIENTEEYT, — DIV SRIY—T PV TRBFIILF
2Ly REBNICT DHEEIE. CNETRTODISRI—II YV TEMNTIVENHY T,

B

AFALy F2HEMICT 256, FEFBEICBVWTII Y YT+ =Y 2ADKIE
RETHERBICANONTWS 2B LIET, AFYILFAL Y RZEWDICT
2&E1E. ¥ VIR LT md.2xlarge & 7z 1& m5.2xlarge 7 & D KIRER A ~ R 4
VR4 TEFERALES,

@ ARER ISR —DIFGARE I etcd DEEDA ML —VAERET B, ANL—V494 T %
iol & LTEREL. iops % 2000 ICFEEL X T,

qg FIPS E— RZBMELIIEMNICT 2HEIN. T7 4 MTIE FIPS E— REEMICIIE
Ao FIPS E— RABMICINTUWBIFE. OpenShift Container Platform A¥3E1T X 1% Red Hat
Enterprise Linux CoreOS (RHCOS) ¥ < VA7 7 # JU kD Kubernetes BES X4 — N & /N /X2
L. fHYICRHCOS CIREINBIBESEY 2 —ILAFRLET,

@ /529 ROIYVIETIERTBEOIHERAT S sshKey {54 7> 2 Y TIRETEET,

RA i

AVAN=WDTNYy TELIEERIBEZRITII2LEOH 2EBEEHAD
OpenShift Container Platform ¥ 5 24 —Tid. ssh-agent 7Ot XAMERAT 2
SSH*—%Z#HELZXY,

146. BERRY NT—VRE/NTA =Y —DEHE

BERRY NT—VRBRENTA—YI—F, VFRI—DAVAN—LBIHIDAERETEHIENTEE
T, BERBREDHARITARICLY., VSR —%2BEORY NIV —VRIEICHEIEZ &N TE
F9, INEERITTBITIE. MTU F72ld VXLAN R— M &3 EE L. kube-proxy SRED DRI T A X%
A L. openshiftSDNConfig /X5 X —4 —|C27:% mode 21 EE L £ 7,

BF

OpenShift Container Platform ¥ Z7 T A M 7 7 A LD EEDEERIFHR— I TWE
A,

e install-config.yaml 7 7 1 L {ER L. ChICHT2EEEZZTTLET,

FIig
L UTFTDav Y REFHALTY=Z7 A MNEFERLET,

I $ ./openshift-install create manifests --dir=<installation_directory> ﬂ
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<installation_directory> (CDWTId, 735 X% —D install-config.yaml 7 7 1 L H & &
na74L 7 MN)—DERIEIBELET,

2. cluster-network-03-config.yml & L\ 5 &FID 7 7 1 )L % <installation_directory>/manifests/
TALI M) —ITERLET,

I $ touch <installation_directory>/manifests/cluster-network-03-config.yml ﬂ

<installation_directory> ([CDW Tk, ¥ 5 X% —® manifests/ 71 L 7 b ) =D& Fh
5T4LIN)—EEEELET,

T77AINDEREIE. LTOLIITWLDDDRY NT—U3%ET 71 )LD manifests/ T 1 L
g MNY)—ICEDINFT,

I $ Is <installation_directory>/manifests/cluster-network-*

H A B

cluster-network-01-crd.yml
cluster-network-02-config.yml
cluster-network-03-config.yml

3. 7 1 % —T cluster-network-03-config.yml 7 7 1 JL 2B &, WEX Operator 5XE % ik 9
52CREAALZET,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec: ﬂ
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
serviceNetwork:
-172.30.0.0/16
defaultNetwork:
type: OpenShiftSDN
openshiftSDNConfig:
mode: NetworkPolicy
mtu: 1450
vxlanPort: 4789

ﬂ spec /XS A —H —D/IXT A —4 —|FBITY, CRIC Cluster Network Operator DF%E % 1§
ELFT,

CNO WL CRICINGA—=H—DT 74 MEZERKET 27D, BEIRERNSA—H—DIH%
BETIMNENHY ET,
4. cluster-network-03-config.yml 7 7 {1 L= RFL. 7TFRAMNIT 19 —%KRTLZXT,

5. # 7> a ~: manifests/cluster-network-03-config.yml 7 7 L&A Ny O 7y T LFEFd, 1V
ZN=NFOTSLIE. 759 —DOIERNEFIC manifests/ 74 L7 M) —%HIBRLE T,
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1.4.7. Cluster Network Operator (CNO) D& &

PSR =%y N7 —UDEREIE. Cluster Network Operator (CNO) R ED—E & L THEEX
1. cluster EWIABID CRA TV 7 MIREINZE T, CRIE operator.openshift.io APl 7' )L —
7D Network APl D/XS X —4 —%RELE T,

defaultNetwork /X5 X —4 —D/X5 X —4 —fB% CNOCRIZFRET 5 Z &Il L Y. OpenShift
Container Platform 7 S A9 —DYV S A —3y NI —VRBREAXIBETETZET., LTFDCRIEX. CNO
DTFI7FIINEEERTL, REABRBNSA =Y —EBPRINSA = —DEOHEAICDWTERAL
TWETY,

Cluster Network Operator CR

apiVersion: operator.openshift.io/v1

kind: Network

metadata:
name: cluster

spec:
clusterNetwork: ﬂ
- cidr: 10.128.0.0/14

hostPrefix: 23

serviceNetwork: 9
-172.30.0.0/16
defaultNetwork: €)

kubeProxyConfig: ﬂ
iptablesSyncPeriod: 30s 9
proxyArguments:

iptables-min-sync-period: G
- 0s

wnstall-config.yaml T7ANVICHEEINE T,

9 VSR =3y NT—UDFT 7 #I)L ~®D Container Network Interface (CNI) X v k7 —2 7 0O/4
S—ZRELET,

Q ZDFATITI MDINS X —% —|d, kube-proxy REEIEELET., /XS A—F—DEEEEL
BWEE, V7RI —XY NT—7 Operator @RTZINDT 72 MDNFA—49 —(E%EAL
F9, OVN-Kubernetes 7 7 #JL N CNI xy kD —2 7ONA ¥ —%FEA L TWBIHE. kube-
proxy iX EIFHEEEL £ A,

9 iptables JL— )L OFEHEAE., 77 4L MEIL 30s TT ., BMAREREICIE. s. m. BLVThAE
NEFN, INSICDWVWTIE, GoPackagetime RF a2 XY NTEHIAINTWET,

R

OpenShift Container Platform 43 LA TiIE I N/c/N T # —< Y ADMA LI &
Y. iptablesSyncPeriod /X5 X —4% —% AT Z2MBIF R RY F L,

Q, iptables L — L= BH T ZRIDR/NEB, CDONFTA—9—IC&Y, BFOHEEIS<ARYBE
BWEDICTEE T, BMAERTFICE. s mi BEUPhRBRENEFh, ThLIDVWTIE. Go
Package time TEREAI N TWE T,
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1.4.7.1. OpenShift SDN 77 #JL b CNIR Y N7 —9 AN, F—DFRE/INT A —H —

LUF®D YAML # 72 =5 Md. OpenShift SDN 7 7 # JL k Container Network Interface (CNI) & v bk
D=0 TANRA T —DERENFTA—F —ICDOWTEHALTWET,

defaultNetwork:
type: OpenShiftSDN )
openshiftSDNConfig: @)
mode: NetworkPolicy

mtu: 1450 @)

vxlanPort: 4789 9

install-config.yaml 7 7 1 JLICIEEI N T,
OpenShift SDN i ED—E &2 LEX T I2RENH I GHEICOHEEL X T,

OpenShift SDNDx Y N7 =V DBE— RZBRELF T, SFIINBER
Multitenant. Subnet. % 7-(d NetworkPolicy T3, 7 7 #JL hElL NetworkPolicy T9,

VXLAN 7 —/X—L A v N7 —% @ maximum transmission unit (MTU), Z DEILEE & BEIMIC
BREINETH, V5R9—ILHD/—RIRTHFEALMTU Z2FER LARVEES. IhEas/ho
J—RKMTUELY E50/NILKFTI2RENHY T,

® o0 000

TARTDVXLAN Xy MERATZR—K, 7740 MEIZ4789 TY, HID VXLAN X v k
T—D—ETHZHF/ — NEHIRBERIETEITLTWRIEGEEIF. ThE2ZEETILENDH
ZEEEENHY ET, & 2. OpenShift SDN # —/N—L 1 % VMware NSX-T L TEITT %%
&lE. MADSDNHELTF 7 4L bDVXLAN R— NBESEFEHT 575, VXLAN OBIDKR— K
BRI B2MLENHY T,

Amazon Web Services (AWS) Tl&. VXLAN IZR— b 9000 & 7R— k 9999 F DR R — k% EIR
TEEY,

1.4.7.2. OVN-Kubernetes 7 7 #JL k CNI Ry 7 —2 TANRA F—DRE/NFT A —H —

LLTFDOYAML A 7Y x4 bk OVN-Kubernetes 7 #JLU KN CNI Ry N —2 7FO/NA ¥ —DEBRE/NS
A—=H—ICDWTEHRBLTWE T,

defaultNetwork:
type: OVNKubernetes ﬂ
ovnKubernetesConfig: g
mtu: 1400 €)
genevePort: 6081 ﬂ

install-config.yaml 7 7 1 JLICIEEI N F T,
OVN-Kubernetes s END—EB % LEX T 2MENHIIFEICOAEELF T,
Geneve (Generic Network Virtualization Encapsulation) 7 —/X—L A4 xv N7 =2 D MTU, D

EFBEEIFBEBNICEREINI TN, VFRI—ILHB/—RFIXRTHEL MTU ZFERA LAWE
A, IhERND/—RFMTUELY B 100 NS TEIREDHY XY,

O 000

Geneve —/N\—L A Ry KT—2 D UDP R— K,
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1.4.7.3. Cluster Network Operator D% EHl

UTFDBIDESIC, CNODTELBCRA TV TV MAIRRINET,

Cluster Network Operator @Y% > 7JL CR

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
serviceNetwork:
-172.30.0.0/16
defaultNetwork:
type: OpenShiftSDN
openshiftSDNConfig:
mode: NetworkPolicy
mtu: 1450
vxlanPort: 4789
kubeProxyConfig:
iptablesSyncPeriod: 30s
proxyArguments:
iptables-min-sync-period:
- 0s

14.8. VSR —DF0O4

BE#MEDHZ Y Z 7 KTZ v N7+ —AIZ OpenShift Container Platform 4 Y A h—ILTE EF,

BF

AVAN=I)LTAOYS LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITTEET,

o VISR —HRANTDIVTVRTSY NI F+—LTTAIV NEBRELET,

® OpenShift Container Platform 41 Y X b= 70O S L, BLVITRI—DTIV—o Ly
PeEIGLET,

Fg
LAYVAN=ILTOTVSLE5ETLET,

$ ./openshift-install create cluster --dir=<installation_directory> \ ﬂ
—-log-level=info @)

ﬂ <installation_directory> [CDWTI&, 7 X %< A X L% .Jinstall-config.yaml 7 7 1 JL.®D
G EL XY,
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BRZAVAN—ILDFMIERERTT ZICIE, info TIEAL, warn, debug. F7IE
error zIEEL X T,

RANMIBELLEAWS PHO Y NMIVSRY—%FT7O04 T DD +07%H
p W N—=IyoavhRWEE, A VA= 7O75LFELEL. FRLTWS
&5 N N—IyoavphrRRrINZET,

JSRY—DTFTOAA AV IMNDPRTTSEE, Web IV Y —ILAD!Y) 4% kubeadmin 1—
H—DRAEREZD., VIRI—ICTIVERTDEODIETNY —IFILICKRTINE T,

BF

AVRAN=ITOTZLHERT S Ignition FRE T 7 1 LTI, 24 BEEHL B
T5EHRUNICARY, TORICEFRINZIABEENEEINE T, AIHZE2FH
TRRICYV ZAY—MMEILEL, 24 BBERBRBELERICI SR —%=BEET S

&L VTR —IFHARYIMDEERRE = BEINICETT L EJ. Hls& LT,

kubelet sSEBAZ % [E18 9 % 7= IR BB IREED node-bootstrapper FEEAEZEE L EK
(CSR) = F)THERT 2MENHY T, FFMiZ. 2> bO—ILTFL—VEERE
DHRTINDRENSD Y ANY — IZDWTDORF 1AV MNESRBLTLEX
W

BE
AVRAN=NTOTS AL, FEEFAVAN=—LTATSLDERTD 7714 )%

HIfR 22 & ETEEFHA, TNHIEVWTNEISRY—%HIRTE-HICRE
IRy 9,

2. X7 avi VSR —DA VA M=ILICERLEIAM 7 A > bH 5 AdministratorAccess
RS —5YIBRT ZH, FEEMCLET,

149. N4 F)—DF I O—RICLBCLIOA VA =)L

ARV R4 49— x4 R%FEMA L T OpenShift Container Platform & x4559 %7281 CLI (oc)
ZAVAN=ITBIENTEEXY, ocd Linux. Windows, F7lE macOSICA VA M—JLTEZ
ER

BF

RIDN—=Y3vDocaA Y ARM—=ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 44 M3 R THDOAYTY REETT DI EETITEHA, FFE/NN—TV 3
YDocxEFovO—KL, 1VAM=ILLET,

1.4.9.1. Linux AND CLIDA A =L

LUTFOFEIE% A LT, OpenShift CLI (oc) /81 7Y —% Linux 14 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,
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https://cloud.redhat.com/openshift/install
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2. AVIZANSIF+—TONAF—%FIRL., BEETZIHBEIL I VA=Y A T%EZER
L/i-a—o

3. Command-lineinterface £ 3>, KAy ¥ A =2 —0D Linux %8R
L. Download command-linetools =2 !) v -7 L ¥,

4. PT—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/ N1 FY)—%, PATHICHZ T4 LI M) —ICBRELZEY,
PATH Z#52 9 5IClE, UTFOITY FZRITLEYS,

I $ echo $PATH

CLIOA YA NMN—ILigIZ, oc ATV REFALTHETEEY,

I $ oc <command>

1.4.9.2. Windows CTD CLIDA VA b—JL

T OFIE% A LT, OpenShift CLI (oc) /N F 1) —% Windows IC{ Y 2 h—LTX 7,

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,

2. AVISANIVF =AM S —%FIRL., GZYETIHEIE) 1 VA=Y A T%ER
L/i-a—o

3. Command-lineinterface 2> 3>, KOv F4¥ > A= 21—0 Windows % &iR
L. Download command-linetools%# 2 !) v 2 L9,

4. 2P 7O SLTT7—HA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LU N)—ICBELFT,
PATH 28329 % ICi1k, O~y ROy haEVWTUTOaOY Y REEFLEFT,

I C:\> path

CLIOAYAN—IL{EIZ, oc ATV REFALTHETEEY,

I C:\> oc <command>

1.4.9.3.macOS "D CLI DA A b—Ib

LUTFOFIEAMER L T, OpenShift CLI(oc) /X1 F 1) —% macOS IZA VA M—ILTEET,

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R— ICHBEIL £,
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2. AVIZANSIF+—TONAF—%FIRL., BEETIHBEL I VA=Y A T%HEZER
L/i-a—o

3. Command-lineinterface £ > 3> T, ROy ¥ A =21 —0D MacOS % ;&R
L. Download command-linetools%# 2 !) v 2 L ¥,

4. T—h4AT7=RBREL. BELIY,

5. 0c /XM FY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER 9 2ICIE. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH
CLIOA YA N—IL{gIZ, oc ATV REFALTHETEEY,

I $ oc <command>

1410. V S A —~0OTA >
9224 — kubeconfig 7 7 1 IVET YV RAR—ML, TIAIN NIRRT LAY —-ELTIFTRI—IC
074> TEFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—

IR 27OICCLITHERIND VSR —ICDVWTOBRIEFENE T, COT7M4IIEITR
H—ICEBEDT 74 I THY,. OpenShift Container Platform W1 > X b —JLBSICERINZE T,

AR R
® OpenShift Container Platform ¥ S 24 —% 7704 L9,

e ocCLIZAYVAMN—ILZT,

FIR

1. kubeadmin F:EEHRZE TV AAR— ML ET,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig @)

Q <installation_directory> ICId. 1 VA M—IL 7 74 LERFELET ALY MY —~D/S
AEEELET,

2. IVRAR—PMINAEEEZFAL T, oc IV VY NEEHICEITTELIE52HRALET,

$ oc whoami
system:admin

AN RDRT Y T
* USAY—BENRITAXLET,

o UELHZAWEE, VE—PDOBEMELR—F2FTRT7IO N TBHIENTEET,

1.5, AWS DU S5 X5 —DEEFVPCADA VXA h—Jb
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F1E=mAWSADI VA M=

OpenShift Container Platform /X\—3 > 4.4 Tl&, 2 5 X% —% Amazon Web Services (AWS) DEE#E
@ Amazon Virtual Private Cloud (VPC) ICA Y A M—ILTEET, 1 VA M= TOTSLIE. HRH

YA XAREREY DBBR/AVIZANZVFrv—%2TOEY 3=V I LET, A VAM—ILEHRS
RAXTBIIE. VTR —%A4 VA M—)LT A, install-config.yaml 7 7 1 L T/XS XA —4 —%
ZELEY,

1.5.1. BIIR S 14

® OpenShift Container Platform @4 Y 2 =L B L VEH TOLAICOVWTOFHMAHER L £
ER

e AWST7HUYEHRE LTIFTRI—%RAMLET,

BF

AWS 7O7 74 UMD ZTHEADIAVE1—F—ITREINTVWRIHA, JILF
779&—M&Tﬂ42%ﬁﬁ¢h$&bt—ﬁMEt//3/h Vv %fEHA
Téltli'c%iﬁ'/\, Do RE — Liﬂiﬁﬁ’]‘\.Iﬁ?ﬁo) AWS &% SaBIE | $E%{§}Eﬁlx
T, 75 R9—DEMPEIL2EICHIEZ>TAWS YUY —RE2ERT 5720, B
HEORWRIIEHRZERAT2HENHY £9, BULAF—Z4EKT 2T
AWS R F a2 X >~ b®D Managing Access Keys for IAM Users 258 L T X

Wo F—Ild, 1 YA MN=W 7OV LDOERTEFICIEETEET,

o J7ATIF—IVEFRATEBEE. VISRY—DTIEREREETS A/ haFFad 54D
ICT77AT7 04— IVERE TH2HELNHYFET,

o VRATLMNIAMTATYTATA—BLUVTIVERAEE) 2EETIRWVGE., V7 RA9—F
BET IAMREEERAEFETER L., #3F TXFd, FEE—NIEX. 757 K IAMAPI ICEIE
TEXRVWEEBETHEFERETEET,

1.5.2. h A4 L VPC OFERICDWT

OpenShift Container Platform 4.4 Tl&. Amazon Web Services (AWS) D BE#F Amazon Virtual Private
Cloud (VPC) DEEEDH TRy MV SR —%FTFO4 TE X9, OpenShift Container Platform %
BEDOAWSVPCIZT7O4$ 2, FR7HVY NOFIRELOE LY., SEOHA RS1VICLD
BERALOFHNZLYERRIOETT DI ENTRICAZIFENHY FT, VPC ZENT 2DICHELA
VIZSANSVFv—DFERN—I v Y a3V ZHUS T*&vi Bl TOAVAMN=IVF T a3V EE
ALZETY,

AVAN=ITATSLIEEOY TRy MLHBMBOOAVR—F Y NEEEBTERVW D, 1 —H—

DRDYICHTRY NROCIDRERBIRT B EIXTEFEA, VS5RI—BAVAN—ILTBEHTRY
RDXRYy ND— 0 AMBICERETINELAHY T,

1.5.21.VPC 2R J 21D DEH
AVZAM=TOTZLIE UTFOOVYR—FY MEERLAECRY LK,
o V=Y NTFT—KrDIA
e NAT#—hkoxA
o YRy

o JL—KFT—T I
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e \/PC
e VPCDHCP A 7> ayv
e VWPCIYVRIKRAYVI

HRAYLVPC %#FATZHEIE. TODARYLVPCEFRATEZA VAN =—ILTATSLELTISR
H—DY TRy NeBEIICRETI2RELIHYET, A VA= TOTI LI FRTZISRAY—
DRy ND—VESEEAHDIETES, YTRY MDIL— N TF—TILERETEH, F£/IEDHCP A&
DVPCH T avaERELEY., Thid, VS5R9—DA VA KN—IREIIKRET Z2RELFHY T,

VPC IILL TR MAEB-IHEIHY T,

e VPCOHOCIDR7EYVICIE, V5RI—TVVYDIPT7RLAT—=ILTHSD
Networking.MachineCIDR £EE A EF N TW 2 HENHY T,

e VPC | Kubernetes.io/cluster/.*: owned ¥ 7 A FHTI £t A,

e VPC T enableDnsSupport & & ' enableDnsHostnames B &L, 75 X9 —H
VPCICEIWETONTWS Route 53 V=V ZHALTY SR —DRWELDNS L O— RZf#R
TEBEDICTEHEIHY FT, AWS RF a2 X~ D DNS Supportin Your VPC ZSH L T
I,

NIV ITIOERATYISRY—%FERATBHBE. VRYI—MERTIZT7TRAISEY T4 —V—V
DRTN I IVBEVCTSAR— M TRY N2 ERT2RELIHYEST, 1 YA M—ILTOT S ALIE
kubernetes.io/cluster/.*: shared ¥ 7 %#EBIT 2 LD ICH TRy NEZEGT B7H, TRy KNTIEI
DUEDZEDQY 720y NHFIEARETHIVDELFHY ET, AWS RFa XY NTIRED ¥ JHIIR %
BEAL., A1 YAN—IVTOVSLTYTAIBETZDEY TRy MIEBIMTESLIICLET,

FEEHBETEELTVWREAS, EC2BLUVELBIVRRAYMNDRTY Y2 IPT7RLRICEET S
ZEWRETEEFHA, TNEBRRT BICIK, VPCIZY RRA Y MEERL, ThEISRY—DEHRET S
HBTxy MIEYHTEMEIHYFET, TV KRR Y MDEZRIILTDEDIIEETI2MELNHY F
ERR

® ec2.<region>.amazonaws.com

e clasticloadbalancing.<region>.amazonaws.com

® s3.<region>.amazonaws.com
WMERVPCOAVR—XV K
BEVWDOYYVEDBEETRICTZ2EURVPCELVY TRy NEIEETHIVNENHYET,

AviR—% AWSHA T

¥ b

VPC HERY2U529—D/T) v VPC %
* AWS:EC2:VPC JEET ZBENDYET, VPCIE, B
e AWS::EC2::VPCEndpoint Jxv bOL—hF=TNESRT BT

VRRA Y MEFEALT, S3THRAMX
NTWBLIYRAMN)—EDBEEERIEL
E3C I
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dAVR—=x
vk

NRNTYwy
VIV

15—
*y MNF—
koxA

xy h7—
ITIEA
alfl

AWS %4

e AWS:EC2:

o AWS:EC2::
ociation

e AWS:EC2::

o AWS:EC2:
nt

e AWS:EC2::
e AWS:EC2::

e AWS:EC2::
ociation

o AWS:EC2::
o AWS:EC2::

e AWS:EC2:
o AWS:EC2::

Subnet

SubnetNetworkAclAss

InternetGateway

VPCGatewayAttachme

RouteTable
Route

SubnetRouteTableAss

NatGateway
EIP

NetworkAcl

NetworkAclEntry

F1E=EAWSADI VA M=

VPCICIE 1B 3DTFRAZE) 74—
=V DNRT)y 9H TRy NDARBET
HY. TS %EBEYA Ingress L—IVICE
B 2RENHY FT,

VPCICEIY HTO ATy I )L—k
EHEONRNT v o4V —3y NF—Fh
VIADNRBETY, REIhDZTVT
L—KTlE. ERXT Vv o5 TRy ML
EP7RLRENAT S =MDz DHY
F9., INSDONATH—hoxzA1F, 7
SAR—MNYTRY MM YVRIVRAIRE
DYPZAYG—=N)Y =P H—Fv K
ICEETESLDICTHEDT, —ED
Xy NT—UhEBRINRET LIS
OF>—DYFYATREBREHLHY FH
Ao

VPC BMATFDR—MIT I ERATES &
LT BRENHY FT,

R—b A

80 EZAVI2N
HTTP k574 v
7

443 SPZAVIAN
HTTPS RS 7 14 v
7

22 A >IN K SSH
NZT4979

1024 - 65535 A I\ R—BF
(ephemeral) b5
7497

0-65535 VAR A2 e

B (ephemeral)
274979
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AVR—% | AWSH4A4 T

VPCICIZTSAR—K Y TRy N&FER
TEXZd, IBHI N 3 CloudFormation 5
e AWS:EC2::RouteTable YTV bEIRE3TARATEY T 1 —
V=V DTSAR=KF TRy NEERK
e AWS:EC2::SubnetRouteTableAss TXZ3, 7SAR— Y TRy hEE
ociation ATX3B481E. Tho>0@ENRIL— k
BLUVT—TIERETI2HENHY £
ER

e AWS::EC2::Subnet

1.5.2.2. VPC ¥:F

BETHH T3y MBUTHZ I EERRT DI, A VANV TOTSLADPUTOT—4 %HER
L/i-a_o

o EELLYTRY NIRTAHABFELET,
o FIANR—( TRy FEEELEY,
o ¥7%xv bDCIDRIFEEINATY Y CIDRICELZET,

o BETFRAZENTA—V—VDY TRy MEELEFT, TRThOTRASE) T4 —V—
Ik, BRONRT) v I BLIVTSAR=— TRy MEHY FHA, TTAR=—KIFR
H—%FHTIIHE. ETRASE) T4 =V —=VDTSAR— TRy NDOHEFRELZE
T THhUADGZEE. ETRASEV T4 =V —=VONRT) v 98Ty bELVTS4
R—K Y TXxy hNEBELET,

o BISAR—NYGTRYNTRASEYFTF4—=V—=VDNRTY v o5 TRy NEIEELET,
IIVE TSAR—KMGTRY MEBELRVWTIRASEY F4—YV—iliE7OoEY 3=
vIINER A

BEFEOVPC 2 EHT 2V SRV —%KELTH., VPCIFHIRINEFRA. VPCHD OpenShift
Container Platform 7 5 A4 — % HlI& 9 5354, Kkubernetes.io/cluster/.*: shared ¥ 7|3, Zhh'fE
ALY 72y hOSEIBRINET,

15.23. 3 —I v avVORSy

OpenShift Container Platform 43 L&, 7524 —07 7042, 41 Y2 M=) 7O7Z 40 70OE
VAZVIETBAVISAN SV F v —ISAY—IIRBRIRTON—I v a3 Vv ERBEE LR
YFE L, COEERIE, HE2RETEAD I T NTHERRRZ )Y —REFRTED LD IC/—
SYVIVUNARPINKRBICELUTEZIEDTY, &z 1 VRI VR, Ny b, O—RKRSY
H—REDT T r— /3/@%@)4?A%W&Té EWETEFETA VPC, TRy b, Fhid
Ingress IL—IL7RED Ry NT—VBEDIAVR—F Y MIERTERWVWAEENHY £9,

PSR —DEMRBFICERY %5 AWS OFREFERICIE, VPC, BLUVY TRy M, =T VT F7— 7“
W, 42—y MNF—KDJ x4, NAT, VPNAREDVPCHDIAT7 B Ry NI7—0 IV R—
NDERICHERZRY NTD—0DIN—I v aViIEHLY FHA, ELB, t=\:1UT'f_7)l/ 7°
SBNTY REBLV/—REBED, VSRY—KNTIIVVIIMEBERT TV r—av )y —RuENRT
BZIN—IvoavFKARE L TREIIRYET,

1.5.2.4. 7 5 A9 —BD4 st
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F1E=mAWSADI VA M=

OpenShift Container Platform ZBZD xRy N7 =217 704 325G, V3R —H—EXDODH
DORBEIIUTOAETHRNEINZET,

o B D OpenShift Container Platform 7 5 24 —%@ L VPCICA Y A M—I)LTE £ T,
® ICMPingress &y N =V 2FEDLHFAIINFT,
® TCP22Ingress (SSH) I3y 7 —U2KICR L THAIINET,

e O bhO—J)LTL—>®DTCP 6443 Ingress (Kubernetes API) &y k7 — o 24KICx L TEFA
INET,

e O O—ILTL—2®DTCP 22623 Ingress (MCS) &%y N7 — I 2KRICT L CHFAIINE
_a—o

1.5.3. OpenShift Container Platform O % —%x v k7 7 2 A E LUV Telemetry 7
7R

OpenShift Container Platform 4.4 Tl&, 75X —%ZA VA M=V T BDITA VI —X v " NT7 V&

ANRBEBICHYFET, V7RI —DEEUESSLIVEBICEITINLEFRICOVWTOAMN) I RZRHT
B27-DICT 74 N TERITINDS Telemetry Y —ERICEA VI =Ry KTV EADNBETYT, VTR
H—=DNA =Ry MIERINTWBIHE, Telemetry IFEBFMICETIN, 7T A% —IE Red Hat
OpenShift Cluster Manager (OCM) ICE&KIN X T,

Red Hat OpenShift Cluster Manager 41 R b —H Telemetry IC& > TEEIMICHIFTIN S D, £
I OCM = FEITHEHRA L TVWEHIDWVWTNICEI > TEETH S I & %=MEER L7RIC, subscription
watch 2R LT, 7H9 Y MFERILF YV 5 RH —L RJLT OpenShift Container Platform 7' 2
9 ToavEBIFLET,

A=Y MADT I ERAIUTZERITITHLDICBHETT,

° Red Hat OpenShift Cluster Manager R—JIZF VAL, 1 YA M= TOTSLET DY

— KL, Y729V F2aVvEBERETLET, VIRI—IA VI =y T IO EZADH

U Telemetry Z#EMIC LARWIEE., TOY—EREEBENRY TRV TarvTISRY—
ZHERICERLET,

o USRI —DAVARN—IIIRHERNYy T—V%BET 572012 Quayio il 7 72ALET,

¢ VSRY—DEEERTIBLODICBRERNYy FT—IVZRBELET,

BF

JSRAY—TAVH—Xy NIEET7IVEIATELRWEE, 7OEYa=v 75—
DIATDAVIZANSVF v —Txy NIT—UDFIRINAA VA MN—=ILERITT
XFd, 2OTAERT, MELRIAVFYUYESYIO—-KL, ThEaFALTIS—
LYAMNY—=IZISRI—DA VA MN=IULELVCA VA M= TOT S LDERICHE
BNy G—IU%BELET, 1 VR h—)b&/fﬂuta'ctat\ DAY —DA VA M=
WVRETA VY=Y NI RADNFRBERZGENHYET, V5 RAIY—EFBHIT S
BIIC, SS—LYRN)—DOaOVFUYEEREHFLET,

1.5.4.SSH 75 A R—= X —DERBELVCIT—2 TV hADENM

VZRAI—TAVAMN=IDTNY JFIIEEERIBEZETT 2HENH SBE. ssh-agent &1 VR

=705 LDEAHICSSH F—%BETI2HENHYETS, ZOF—%FRLTNRTYY IS
RY—DT—MANSYIIIVILTIEAL, A VAMN—ILVOBBE NS TNV 2a—T4 VT TEE
_a—o
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o e
EHRERIETIR. BEERBLOTNY VHABRETT,

ZOF—%FALT, 21— —core&E LTYRY—/—RIIFLTSSHZETTEET, V5R9—
7704 FBEIC. ¥—IL core 11— —D ~/.ssh/authorized _keys —E I BTN E T,

pzo-1o)
AWS F—RT7 BED TSy NI A—LICEBEDAETHRE LLF—TIEAaL<, O—AHl
F—AFRTINELNHYET,

FIE
1L NMRAT—RALORIEICEREINTWS SSHF¥F—A AV Ea—4—LIZRWEEIF. IhiE
BLET, L&A, LinuxARL—FT 1 VI RAF7L%EAT2IE2—49—TUTOO
RYRERITLET,
$ ssh-keygen -t ed25519 -N "\
-f <path>/<file_name> 0
'D.¢$m¢ﬁa@£®\&m#—@ﬁzaxw774»%%%ﬁbitoﬁﬁ@&m*—
B EEIINZLH, BELBRVWTLLEIWL,
IOARY RER[TT &, BELEBAICAZRT—REREE LRV SSH F—ERINE
ER
2. ssh-agent 7O &N\ I 7S50V RSV ELTHEBLET,
$ eval "$(ssh-agent -s)"
Agent pid 31874
3. SSH 754 X— h*—% ssh-agent IZENML £7,
$ ssh-add <path>/<file_name> ﬂ
Identity added: /home/<you>/<path>/<file_name> (<computer_name>)
'@,¢$m¢ﬁam£@\%ﬁ754&—h#—@NzB¢U774w%%%ELiTO
RDRT T

® OpenShift Container Platform %4 Y A h—JL§ BEIC, SSHRRTY v o F—%A4 VA M=)l
TOUVSLICEELET,

155. 4 YA M=) 7075 LDOEE

OpenShift Container Platform =4 Y 2 h—JLF 3HIIC, 1 VA M—=ILT7 74 EZO0—H) AV E21—
H—Il¥orO—RLET,
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F1E=mAWSADI VA M=

AR

o Linux ¥2lEmacOS 2FAT2IVE1—9—DOIFRI—%A VAN—ITIHENDHY
i’a—o

o AVZAN—)TOVSLESN I O—RTBICIE, 500MBDOO—HILT 4 A VEEBNBET
£

FIR

1. Red Hat OpenShift Cluster Manager Y4 MDD Infrastructure Provider R=TJIZT7 VAL ZF
_a—o RedHat?jJ'jy h?bfﬁéi’% \ leDIEI‘EEgﬁ%ﬁjrmalr/lJi_a_o 'jy |\7§€7:£\:\
BRI INZERLET,

2. BIRT DA VARN=IIATOR=JIIBEIL, ARXL—FT A VIV RTLDA VA M=)LT
OJSLaF9yO0—RL, 7274V EA VAN —IBET7AILVERETSDTALI N —
ICEEEL XY,

BF

AVAMN=NTOATILIE, VFRAI—DA VA N=LILEATZaIE1—

=W DODDT7AINEERLET, VFRY—A VA RN—ILDETIRIE.
AVAMN=NTATILELTAVAN=LTOTSLDPMERTZ 7 71 IILDFE
FERFTIVENHYET,

BF

AVAN=IVTATSLTERINEZT7 74 ILVEHIRLTE, IR DAY
ZRN—IVBEICKRB LA TE I SR — BRI NEEA. BFEDI SV KT
A/3N1 ¥ —FICEESH X hv /2 OpenShift Container Platform @7 >4 ¥ XA b —JLF
IEZ=ET LT, V53R —%=RL2ICHIKRT 2RENHY XY,

3 AVAN=ILTOVSLERREALET, & A, LinuxARL—F 4 VIV RTFLEGFERT
23vEa2—49—TUTOaOY Y REERTLET,

I $ tar xvf <installation_programs>.tar.gz

4. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—=IH 5, A VA M=) T IV —
Ly b txt774)LELTY I O—RLET, 2OTLY—I Ly MEFERAL.
OpenShift Container Platform Y R—RY RDAV T —A X =TI %RHT % Quay.io R &,
HARAENBEEORIABICE > TREIN B Y —ERXRTRIETEET,

156. 41 VA M=ILERET 71 ILDIERK

Amazon Web Services (AWS) T® OpenShift Container Platform 4 Y X h—JLEZ AR YT X TX
7,

AR &M
® OpenShift Container Platform 41 Y X b= 7O S L, BLVIZRI—DTIV—o Ly

PeEIELET,

FIR
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1. install-config.yaml 7 7 1 L& {ER L £ 7,
a. UToax v K&ERIFTLET,

I $ ./openshift-install create install-config --dir=<installation_directory> ﬂ

Q <installation_directory> D&, 1 VA M=) TOT S L’MERT 27 71 L5 RTE
TBEHDICTALI N —RBERBELET,

BF

ZOTF4LIN)—%BELET, T—MAMZY T X509 SFBAZER ED—
DA VAN=ILTEY NOBWHRIFELEREINTWSE LD, 1 VR
N=ILTA4L I N)—5BRETZIENTITERA, BIDISRY—A Y
AM=IDERDT7 74N EBINEBT2URENHZHEIE. ThoETa L
JRMN)—ICOE—FBZENTEEY, L. 1 VAM=LULTEY D
T774ILEIF) YY) —RABTEREINSIEEEIrHYES, 1 VRAM—=ILT 7
A L% LLEID /N —2 3 ¥ D OpenShift Container Platform 25 A E—9 %15
BIXERELTOAE—%1ToTLEI,

b. 7OV 7RI, 757 FOZREDHMBEREBELF T,
L ATV VSRRV VIIT IV ERSTBOICERT S SSH X —%RIRLE T,

5

AVRAN=IDTNY TFLBEEEREETTI2VEDH 5 EREH
@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
NMEMAYT S SSH F—%2BEL X7,

i. =5y MIBETBETSY RN IA—LELTAWS 2BIRLZE T,

iii. Amazon Web Services (AWS) 7O7 74 LAY Ea1—4 —ILEEL TULARWEE,
AVAMN=VTOTSLERTIBLIICEKELALAI—Y—DAWS 7V EAF—1ID
BLVY—V Ly N T7IOERF—EANLET,

iv. 7SR —DFTAM%EETBANS ) =T avaRBIRLET,

V. 75RA9—ICERE L= Route 53 H—ERXRDR—ZA KA VERBIRLE T,

vi. V5 RY -0k EAALET,

vii. Red Hat OpenShift Cluster Manager %4 k® Pull Secret R—IMLRB LTIV —
JLy hERRYMITET,

2. install-config.yaml 7 7 1 L ZZE LT, FIARBERNAIA—F—DFFHICDODVTIE. 1>
ARN—IEBRENRTA—=I—E I aVvESRBLTLEIN,

3. install-config.yaml 7 7 1 L&Y V7 v TL, BEODI SR —%4 VA M= T ZDIfE
ATE35L2ICLET,
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F1E=mAWSADI VA M=

BF

install-config.yaml 7 7 {1 JLid4 Y A b= 7O ABICERINE S, D
774N EBNATIHENHIHEIR. COBRBETIhENY 7y FLTL
IV,

15614 VA NMN—JLEBENRSTA—4H—

OpenShift Container Platform ¥ 2 24 —% 7 704 § 3811, V5 AY—%KANTZ IV RS
SYRNITA—LTTHIVNERRL, V5RY—DTSYNITA—LEFTOIVTHRITAIT
BDITNNT A= —DIEEIEE LT, install-config.yaml 1 VXA N —JLERET 7 1 L EVEK T B8
I ARV RIAVTRERNRIA—I—DEEZIBELE T, VTRI—%EARITAXT %5

A. install-config.yaml 7 7 1 LEZEL T, 75v M7+ —LICDWVWTOFMBEREZIBEETCE I,

pa 3]
4> X h—JLi%Id. install-config.yaml 7 7 1 L TINLDINTA =9 —%EET S
EIETEFEEA,

RIS WMANTA—H —

baseDomain 770 RT7ANA F—DpR— example.com L EDTLERM N X A V FlEH T
ARXA Y, ZDIEIE. RXA VE,
OpenShift Container Platform
PSR —AVKR—RV b
DIV— N EERT B7DICfE
AINnExd, /7R9—0D%

272 DNS %

i%. baseDomain &
<metadata.name>.
<baseDomain> = % &/
¥ % metadata.name /X5
A=Y —DEOHAEDLET
ES

controlPlane.pla > hO—-IL7FL—Vvv>V aws. azure. gcp. openstack. F7-id{}
tform TRANTBHDYZTNR

TONRA G —, TDINFA—

& —DEIE

compute.platform /X5 X —

Y —DEIC—HT 2REND

UEYd,

compute.platfor T—H—TTVERANTS aws. azure. dgcp. openstack. F7 (3 {}
m fe&&DY S K70

HF—o TONRFA—H—DIE

I% controlPlane.platform

NIA—H—DEIC—HT S

BENHY ET,

metadata.name 7S5 R —DE&HI dev R EDANFFLIFNNXFEEELXXFS,
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RIA—4— A &
platform. VSR —%ETTO1495 AWS O us-east-1 % 7z Azure @ centralus 7 &
<platforms.regi )—vav, D, 7779 ROBEHRY) —2 3V, RedHat
on OpenStack Platform (RHOSP) [ Z D/NT A —4 —
EEALIFEA
pullSecret Red Hat OpenShift Cluster
Manager ¥4 k ® Pull Secret {
R=IDPLWMBLETIVY— "auths":{
JLy b, ZOTNT—2 "cloud.openshift.com":{
Ly h&fEAL. OpenShift "auth":"b3Blb=",
Container Platform J >V R— "email":"you@example.com"
XY MDAV TF—A X =Y 1,
TiRMY 5. Quay.io RED " uay_io":{
HARFNREBEOFRERIC "auth":"b3BIb=",
FOTRHINZY—ERT "email":"you@example.com"
REETEET, }
}
}

RKIOA T avD/INSA—4H—

RFIA—5H— B4 &
sshKey VIR —RIVICTIVERE S8  ssh-agent 7Ot RIEMLE B
ICERY % SSH +—, MWAEO—HILD/RT ) v 5 SSH
F—,

pa )

AVRAM=ILDFT Iy
JELIIESERIBEE
TI2REDHDER
& ® OpenShift
Container Platform 2
S A4 —TIl&, ssh-
agent 7Ot 2 H'(EMH
9% SSH F—%18%E
LExYd,

FIPS FIPS E— R&aBMEIE|MICT 52h  false /(L true
EID, TT7AIMTIHE, FIPSE—K
FEMIINEFHA, FIPSE—RKAE
MITINTVWBIFA. OpenShift
Container Platform A&7 X¥ 1% Red
Hat Enterprise Linux CoreOS
(RHCOS) R VAT T AL kD
Kubernetes BES 21 — M & /N1 /R R
L. XHYICRHCOS TIRHEI N B
BEYVa-ILNEFERLEY,
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F1E=mAWSADI VA M=

publish D529 —DI1—F—IIRRSNBT
v RERAS Y N EABET BHE

compute.hyperthread JIVE1—+ TPV TRRBIILFR

ing L v K Z7 (& hyperthreading =&
/BT BNE DD, TI7AIb
TlE. ALY Rigv>>voa70
N7 4=V R% EIFBHIBMIC
IhFEd,

BF

B L v RAEEWIC
93581k AEETE
icWnwTvwon

74—~V ADKIBA
BETRIEERICANLN

TWBZezHRALE
ER
compute.replicas JOoEYyaz-vJ433vE1—kY
IU(T—HA—TIvELTEHMLN

2) O,

controlPlane.hyperth > bhO—LTL—V< 2V TREY

reading I F XL v K F/d hyperthreading
ERM/EMCTENEID, TTA
JVETIE. ARFRLY Ridv> o
TDIRT =<V R% LEIF27DICH
MIINFET,

BF

B L v RAEEWIC
I 3%B81F. AEETE
icWnwTvwon
74—~V ADKIBA
BETRIEERICANLN
TWBZEAMERALE
ER

controlPlane.replicas “otEYa=-v/9233>hO—iL7
L=< D,

RKIIOA T avyDAWS /RS A —4 —

Internal Z 7% External, 75 1
R—=NISRHY—%FTTO1493IC
I¥. publish % Internal IZF2E L &
T, IhiFIVd9—xv kD7 0€
ATEFHA, 774 MEIR
External T9,

Enabled Z 7= 1% Disabled

2L FOEQES, 774 MEE3S
<7,

Enabled = 7= 1% Disabled

HR— N SNBEE3OHTT (Th
@77 4 METT),
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70

compute.platfor
m.aws.rootVolu
me.iops

compute.platfor
m.aws.rootVolu
me.size

compute.platfor
m.aws.rootVolu
me.type

compute.platfor
m.aws.type

compute.platfor
m.aws.zones

compute.aws.re
gion

controlPlane.pla
tform.aws.type

controlPlane.pla
tform.aws.zone
S

controlPlane.aw
s.region

platform.aws.us
erTags

I—FRY 2—LAICFHI N
1#H=Y DAE R
(IOPS),

W—hRY 2—LDYA X
(GiB)s

IL—hERY2—LDAVRY
VRIA T,

JvEa—KrIYYDEC2A
VRAYVRIA T,

AVAM=)TOTS LD
vEi—kTI U T—ILDT
DUEENRTBZTRATEY
T14—V—V, HB®DVPC %
BETZHEIE. TOTARS
SEVTFA—=V =2 Il T
v NEIBET DHENHY
9,

AV N=)LTFTOTSLHO
vEaA—RN)Y—REERT
BAWS )= 3y,

avkOo—IiL7L—vvxov
DEC2AVRYVARYA T,

AVAM=)L7OTS L0530
vhaO=—IiLFL—vxTv
T=ILDIY U EERT BT
RASEY T4 =YY=,

AV N=)TFTOTSLHO
vho—nLFL—rvoy)y—
2EEKT B AWS Y — 3
Ve

AVAM=LTOTS LD,
ER e 23 RTDY Y —2RIC
XY TELTEMTS
F—CEDTY S,

2 (#1:4000),

2B (f51: 500),

BHMRAWSEBS 4 Y 29 V244 7 (Hl:io1),

BMRAWS 1 245 > 2% 4 7 (fil:c5.9xlarge).

YAML > —%4 > R D us-east-1c 7 & DAERIA AWS
TFRASEYF4—V—VD—E&,

e AWS ) — 3 >~ (fl: us-east-1),

BRRAWS 1 ¥ 24 > 24 4 7 (fl:c5.9xlarge).

YAML > —%4 > R D us-east-1c 7 & DAERIA AWS
TFRASEYF4—V—VD—&,

e AWS ) — 3 >~ (fl: us-east-1).

<key>: <value> XD F —EXR TR EDHMA
YAML % v 7, AWS # ZICD W T DFMIE. AWS
RF a2 X h®D Tagging Your Amazon EC2
Resources &R L TLEX L,


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/EBSVolumeTypes.html
https://aws.amazon.com/ec2/instance-types/
https://yaml.org/spec/1.2/spec.html#sequence//
https://docs.aws.amazon.com/general/latest/gr/rande.html
https://aws.amazon.com/ec2/instance-types/
https://yaml.org/spec/1.2/spec.html#sequence//
https://docs.aws.amazon.com/general/latest/gr/rande.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/Using_Tags.html

F1E=EAWSADI VA M=

platform.aws.su 1 VX h—ILTOTFALICE Bt Txy ~ID,

bnets % VPC DER %35 AI 3 52K
YICVPC ZHEET 2 mA 1,
ERATZIS5R9—DYT
v MEBELET, Y7
xv ME EEETZEL
machineNetwork[].cidr
BDO—HTHZIZHENHY F
T, EEI SR —DHE
&, FT7RASEY T4 —
V=V DRT) v 98L&
FAR—NYG TRy NEEE
LEd, 754 R—bUV32R
H—IlD2WTI, BTRA S
EYVF4—V—>DT54
R—pMGTxy MERELE
ER

1.5.6.2. AWS D H R ¥ ¥ {4 XX N/ install-config.yaml 7 7 1 L DY > FI)L

install-config.yaml 7 7 1 )L 1 X4 ¥4 X L T. OpenShift Container Platform 7 2 24 —D 735 v
N7 —LICDWTOFEMEEET 2D FLEBVEBEL/NASA—I—DEZZEETEZIENTEIY,
BE

COYYTIDYAML 7 74V IZSBAEICOAMEHINETT, VA N—ITOFS A
% {#f L T install-config.yaml 7 7 1 LZERG L. ThEZEETI2HRENHY X,

apiVersion: vi
baseDomain: example.com ﬂ
controlPlane:

hyperthreading: Enabled 6 ﬂ
name: master

platform:
aws:
zones:
- us-west-2a
- us-west-2b
rootVolume:
iops: 4000
size: 500
type: iol
type: m5.xlarge 6
replicas: 3
compute: G
- hyperthreading: Enabled ﬂ
name: worker
platform:
aws:
rootVolume:
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iops: 2000
size: 500
type: iol G
type: c5.4xlarge
zones:
- us-west-2¢
replicas: 3
metadata:
name: test-cluster Q
networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
machineNetwork:
- cidr: 10.0.0.0/16
networkType: OpenShiftSDN
serviceNetwork:
-172.30.0.0/16
platform:
aws:
region: us-west-2 @
userTags:
adminContact: jdoe
costCenter: 7536
subnets: m
- subnet-1
- subnet-2
- subnet-3
pullSecret: {"auths": ...}' @
fips: false
sshKey: ssh-ed25519 AAAA... @

mz\ﬁo AVRAN=LTOVSLIEIDEDOAAERDZ IOV T REHRLET,

72

INLEDNRSA—=F—BLMEEERELLBWEEAE, A VAN =L T7O75LET 74 bNDES
BELEY,

ontrolPlane /> a3 —< v EYJTEN, JVEa—bEIVaVETYEYTDY —
TURCRYET, BERORBRZT—IBEOEH%iHET-TICIE. compute £/ 3 v DRID
1TIE/NA 7 - THa®. controlPlane £ > 3 VY ORADITIINA TV THROZ I EHNTEFHE
ho EELDEIVVaVE, BIFEATIFBE—DYY Y T—ILAEEEL I H. OpenShift
Container Platform @S D/N\—2 3 Vv Tldk, 41 VA M—LBEOEHROI V21— N T—ILDES
EHR—PMNTZAEEIHYET, 120 MA—LTL—VT—ILOIHIMERINET,

EBF<ILF R L v K F7E hyperthreading Z B3/ EMICT E2NE DD, T 724 MTIEE. R
ALy R yOaA70ONRT 3 —<I VA% EIF2HDICAEMIINE T, NS A—9Y—{E%
Disabled ISR ET 2 EINAEEMICTZIENTEEFT, — DI SRY—T LV TRBETILTF
ALy REBEMIT ZHEEIE. TNEITRTDYISTRAIY—IVTEMNITIVLENHYZET,

BF

ALy F2EMICT 2HEE. BESFEICBEVWTIIY Y YT+ =3V ADKIE
BRETHZRICANONTWS I 2R LET, ARVYILFAL Y R2EMICT
3%E1E. ¥ VIR LT md.2xlarge & 7z 1& m5.2xlarge 7 & D KIRER A ~ R %
VR4 TEFEALES,




F1E=mAWSADI VA M=

o

AIRER IS RY—DIFGARBE I etcd DEEDA ML —VAERET B, ARL—V494 T %
iol & LTEREL. iops % 2000 ICFEEL XY,

HMBEDVPC #18ET 258X V7RI —DNERTEZ2ETNASEYTA—V—VDY TRy b
ZHEELEY,

=

FIPS E— RZBMELIIEMNICT 2HEIN. T74IMTIE FIPS E— REEMICIIE
Ao FIPS E— RABMICINTUWBIFE. OpenShift Container Platform A¥3£1T X 1% Red Hat
Enterprise Linux CoreOS (RHCOS) ¥ < VA7 7 # JL kD Kubernetes BES X1 — M & /XA /X R

L. fHYICRHCOS TIREINBIBESEY 2 —ILAFRLET,

o

@ I5R9-ROIYVIETIERTBLOIHEMAT S sshKey {54 7> 3 Y TIRETEET,

R

AVAN=WDTNY TELSEERIBEZRTITI2LEOH 2EBEEHAD
OpenShift Container Platform ¥ 5 24 —Tid. ssh-agent 7Ot XAERAT 2
SSH*—%Z#HELZXY,

15.63. 1 VA M —IVEDYI SAY —2koTOx>—0%

EREIRBETIE. 1 V9 —Y MADEET I ERAEEEL. KDYICTHTTP £/ HTTPS 7O+
V—%FRETEZIENTEET, TOFT—FRE% install-config.yaml 7 7 1 JLTITO T &ICE& Y., 3
#2M OpenShift Container Platform 7 5 24 — % J7OFX L —%FHAT LD ICRETET T,

AR R
o FI7F® install-config.yaml 7 7 1 LD ETY,

o VSRY—DTIVERTIVEOHZDYA MR L., 7OFY—5NA NS I2UENH D
NEIDZEHRLET, TI74ILNT, TRTDYIZRY—egress N 71V I (VFRY—
HERARNTBIZDRIIOVWTOI S R7AONA Y —APHICHTHZHUHLEZED) 270
FO—INFT, Proxy 7 72 ¥ KD spec.noProxy 7 1 —JL RIZH A M&BIIL. BHEIC
ImlTrFOoFo—nN1RRLET,

R

Proxy & 7'~ = ¥ b ® status.noProxy 7 4 —JL RIZIE, 4 ¥ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. &
& U networking.serviceNetwork[] 7 1 —JL RDOENBZREINZE T,

Amazon Web Services (AWS). Google Cloud Platform (GCP). Microsoft
Azure, & & U Red Hat OpenStack Platform (RHOSP) ~AMD A ¥ X b — )LD
A. Proxy # 72 £ kD status.noProxy 7 1 —JL RIZIE, 1 VROV A AH
T—HDIY RKRA b (169.254.169.254) LR EINZE T,

FIE
1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLEFT. UTICHERLET,
apiVersion: vi

baseDomain: my.domain.com
proxy:
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httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: http://<username>:<pswd>@<ip>:<port>
noProxy: example.com e

additionalTrustBundle: | €}

Q SR —NDHTTP A ERT 27-DICEAYT 2 7O+ — URL, URL RF¥— Al
hitp THZVEAHY FT, BMOTOF L —BENABETIEAL, BID CAEBEE
T52MTMOEBHRIOF S —Ry N =0 %FET %55I1CIE. httpProxy {E% I8E
T2EIETEE A,

Q 5529 —HTHTTPS B A ERT 57O EAT27O0F%F>—URL, D74 —JLK
NMIEEINTVLAWSGE, HTTP B LU HTTPS ##HKED @A IC httpProxy WMERAI N FE
T, BMOTOFY—BRENBETIERL, BINOCAA2BEET S MTM OEBHLR S
OF>Y—3Ry 7=V %FEAT 25EICIE. httpsProxy (EXIEET S &IETEEH
Ao

g TOXFS—5BATEEDDB/ERAA V&, RALY, PP RLR, oz y b
77—  CIDROOAVIEHPYD—E, RASAVDITRTDOY T RXA VEHEMADTD
IS RAAVDRIC.ZAALET, *2FEHL, IRTOBEDTOFI—%5/NN(/8R
L/i-a—o

@ EEINTLBHAE A VAL TOYSAFHTTPS EHEO T OF S —ICUER 1D
L EDEBMD CASEBRENE £ 5 user-ca-bundle &\ 5 ZRIDREY Y T%
openshift-config namespace ICHM L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T§ %
trusted-ca-bundle S E~Y v TEZ/EHR L. COFREY Y Tl Proxy 7799 bD
trustedCA 7 1 —JL RTEIRI N ¥, additionalTrustBundle 7 1 —JL K&, 7O+
O—DTATVT 14T 14 —BAEN RHCOS EFENNY RIS DERIAR/ICL > TEELIN
BRWRYREBICRYET, BMOTOFY —RENBETIEAL, BIMDCAEZBEET
2 MITM OFEBHZ7OF > —3y N7 —0 % FERT 2B EICTIE. MITM CASEEAE % 15
ETE2HEIHY XY,

pa 3

AR N=TOTZLIE. FOF>—0D readinessEndpoints 7 1 —JL K% 4
/_j_:_ I\ L/iﬁ/bo

2. 771 %{R7E L. OpenShift Container Platform @4 Y XA h—JLBFICZChEZ SR LT,
A VRAN=TOTZLIE. FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHET % cluster

EWDZRIDY SR —2E0TOF Y —%2FERLET, TOFT—BEMEEINTWAWES
A. cluster Proxy 7 7 =7 FPMRARE LTI N FE T4, Zhilld spec 'Y FH A

Pz
cluster & WD EZEID Proxy # 7V 7 DAY R— KNI h, BO7OF>—%4F
KB EIETELZHA,

1.5.7. V2 A9 —07F 704
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EITEAWSADA VR M=)
E#EDH B0 59 KTS5 v b7 +—AIC OpenShift Container Platform 4 Y XA h—)LTE XY,

BF

AVAN=I)LTAOY S5 LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITTEET,

® VSR —%RANGTBZVTIRTSYNITA—LTTAV Y MNERELET,

® OpenShift Container Platform 41 Y X b—IL 7O S L, BLVIZRI—DTIV—0 Ly
PzEIGLET,

Fg
LAYVAN=ILTOTSLE5ETLET,

$ ./openshift-install create cluster --dir=<installation_directory> \ 0
--log-level=info 9

<installation_directory> [CDWTIld, 1R % <A XL % .Jinstall-config.yaml 7 7 1 JL.®D
G EL XY,

® o

BRZA VA N—ILDFMIERERTT ZICIE, info TIEAL, warn, debug. F7IE
error zIEEL X T,

AN =

E RAMIBELEAWS PATY MIIZRE—%TTO4T 270D +2%
A R=IyyavhRWEES A YAM—LTOJ5LEELEL FRLTWS
&5 NK—I vy avpRRINET,

JSRY—DTFTTOAMA AV MNP RTTSEE, Web VY —ILAD!) 4% kubeadmin 1—
H—DRAEREZD., VIRI—ICTIVERTDEODIETNY —IFILICRTINE T,

BF

AVRAN=ITOTZLHERT S Ignition FRE T 7 1 LICIE, 24 BEEHA B
T5EHRUNICARY, TORICEFINZIABAENEETNE T, AIHZE2FH
TRRICYV TZAY—MMEIEL, 24 BBERBRBELAERICI SR —%=BEET S

&L VRS —IFHARYIMDEERRE = BEINICETT L Ed., Hls& LT,

kubelet sSEBAZ % [E18 9 % 7= IR BB IREED node-bootstrapper FEEAEE L EK
(CSR) = F)THER T 2MENHY T, FFMiZ. 2> bO—ILTFL—VEERE
DERTINDKRENSD Y AN — IZDVWTDRF2 XAV M ESRLTLCES
W

BE
AVAN=NTOTS AL, FEEFAVAN=—LTATSLDERT D774 %

HIfR 22 & ETEEFHA, INHIEVWTHEISRY—%HIRTE-HICRE
IRy 9,
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2. 77 avi VSR —DA VA M=ILICERLEIAM 7 A > bH 5 AdministratorAccess
RS —5YIBRTZH, FEEMCLET,

158.N4F+)—D¥7vO—RICLBCLIODA VA N—JL

ARV R4 49— 4 R%FEMA L T OpenShift Container Platform & x45&9 %7281 CLI (oc)
A VAN=ITBIENTEEXY, ocid Linux. Windows, F7lE macOS ICA Y A M—J)LTEX
ER

BF

PRIDN—=Y3vDocaA VYA RM—=ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 44 M3 R THDOAYY REETT DI EIETIE A, FFE/NN—TV 3
YDocxEHovO—KL, 1YAM=ILLET,

1.5.8.1. Linux A CLIDA A b—IJb

LUITFOFEIE% A LT, OpenShift CLI (o) /81 7Y —% Linux 4 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,

2. AVISANTVF—AONA I —%FIRL, GZYETIHEEIE) 1 VA=Y A T%ER
L/i_a—o

3. Command-lineinterface £ > 3>, ROy ¥ A =2 —0D Linux %8R
L. Download command-linetools =2 !) v -7 L ¥,

4. T—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/N\fFY)—%, PATHICHZ T4 LI M) —ICBRELZEY,
PATH Z2#52 9 5IClE, UTFOITY FZRITLEYS,

I $ echo $PATH
CLIOA YA MN—=JLIEIZ, oc OV Y RAFRHLTHATEET,
I $ oc <command>

1.5.8.2. Windows T®D CLI D1 X b—Jb

LUTFOFIE% A LT, OpenShift CLI (oc) /N F 1) —% Windows IC{ Y 2 h—ILTX %7,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R— ICHBEIL £,

2. AVISANTVF =AM I —%FIRL, GZYETIHEIE) 1 VR M—ILY A T%ER
L/i-a—o
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F1E=mAWSADI VA M=

3. Command-lineinterface 2> 3>, KOv F4¥ > A= 21—0 Windows % :&iR
L. Download command-linetools#%7 !) v 2 LZ 9,

4. Z2IP 7O SLTT7—HA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LI N —ICBELFT,
PATH 28329 % I1C1k, O~y R7ary 7 haEVWTUTOaOY Y REEFTLET,

I C:\> path
CLIOA YA NMN—ILiEIZ, oc ATV REFALTHETEEY,

I C:\> oc <command>

1.5.8.3. macOSAD CLIDAL A M—IL

LITFOFEIE% A LT, OpenShift CLI (o) /N1 7Y —% macOS Ic4 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R— ICHBEIL £,

2. AVISANTVFv—AONA I —%FIRL., GZETIHEEIE) 1 VA=Y A T%ER
L/i-a—o

3. Command-lineinterface £ > 3>, ROy ¥V A =21—0D MacOS % ;&R
L. Download command-linetools#%7 !) v 2 LZ 9,

4. T—hA4T=ZRBREL. BELIT,

5. 0c /XM FY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER 9 2ICIE. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH
CLIOA YA KMN—IL{EIZ, oc ATV REFALTHETEEY,

I $ oc <command>

159. 9 SR —~OJ74 >~
9224 — kubeconfig 7 7 1 IVET YV RAR—KML, TIAIN N RATLI—HF—-E LTI FTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—

IR 27O CLITHERIND VSR —IDVWTOBRIEENE T, COT7M4IIEFITR
H—ICEBEDT 714 )L THY,. OpenShift Container Platform @1 ~ X b —JLBSICERINZE T,

AR SR
® OpenShift Container Platform ¥ 2 24 —% 7704 L9,

e ocCLIZAYVAMN—ILZT,
Fg
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1. kubeadmin FREEIE#H %= TV AR— M L FT,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

Q <installation_directory> (&, 1 YA M=V T 74 IV EREFELIETA LI M) —~DN
AEEELET,

2. IVRAR—PMINAEEEZFAL T, oc IV VY NEEHEICEITTESIE52HRALET,

$ oc whoami
system:admin

1.5.10. . RD R 7 v 7
* USAY—BENRITAXLET,
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I ARV RIA VY TRERNRIA—I—DEEZIBELE T, VTRI—%EARITAXT %5
A. install-config.yaml 7 7 1 LEZEL T, 75v M7+ —LICDWVWTOFMBEREZIEETE T,

pa

4 > X h—JLi%id. install-config.yaml 7 7 1 L TINLDINTA -9 —%EET S
EIETEFEEA,

-

KRINMMHBINSA—4H —

baseDomain

controlPlane.pla
tform

compute.platfor
m

metadata.name

platform.
<platforms.regi
on

g5 RO ¥—npR—
ARXA Y, ZDIEIE.
OpensShift Container Platform
PSR —AVER—FRV kAN
DIL— N EERT B7DITfE
AINnEzd, /7R9—0D%
272 DNS %

i%. baseDomain &
<metadata.name>.
<baseDomain> %= % § /3
¥ % metadata.name /XS
A=Y —DEDOHAEDLET
ES

avko—L7FL—yvov
HRANGTBHDIZTKR
Tang F—, TDINTA—
5 —DIEIE
compute.platform /X5 X —
Y —DEIC—HT D2REND
YEd,

T—H—XIV%RANT D
HDYZo R7TOng
HF—o TONRFA—H—DIE
I% controlPlane.platform
INTGA—8H —DEIC—HT S
BENHY X,

7517—0)%_@-50

VSR —%TTO14T 3
y— 3y,

example.com L EDTLEM N X A v FEH T
KX V4,

aws. azure. dgcp. openstack. F7 (3 {}

aws. azure. dgcp. openstack. F7 (3 {}

dev R EDAXF T LIBNXFEEUXFI,

AWS O us-east-1 £ /=& Azure @ centralus 7% &
D, 777 KOBMARY —2 3, RedHat
OpenStack Platform (RHOSP) [ Z D/NT A —4 —
EEALEEA,
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NRSA—H—

pullSecret

B4 Ll

Red Hat OpenShift Cluster

Manager ¥4 k ® Pull Secret {
R=IDPLWMBLETIVY— "auths":{
gLy by TOTNT—D "cloud.openshift.com":{
Ly h&fEAL. OpenShift "auth":"b3Blb=",
Container Platform 3 > /R — "email":"you@example.com"
XY MDAV TF—A X =Y 1,
EIRMHET S, Quayio RED "quay.io":{
HARENLBEDRERIC "auth™:"b3BIb=",
FoTREINBY—EXT "email":"you@example.com”
RACEET, }
}
}

RIRA T avyDIRSA—H—

88

NRSA—H—

sshKey

FIPS

publish

56

PIRI—=RIVIITIERT DD
ICfEAT % SSH ¥ —,

pa )

AVRAM=ILDFT Iy
JEEIIESERIBEE
TI2REDHDER
& d OpenShift
Container Platform 2
S XY —TIl&, ssh-
agent 7Ot XA\ (EMH
9% SSH F—%1B%E
LExY,

FIPS E— N&BME = IE\EMICT 5 H
EID. TT7AIMTIHE, FIPSE—K
FEMIINEFHA, FIPSE—RKAE
MITIN TV BIFA. OpenShift
Container Platform A&7 X¥ 1% Red
Hat Enterprise Linux CoreOS
(RHCOS) R VAT 7 4L kD
Kubernetes BES R 1 — M & /N1 /R R
L. fHYICRHCOS TR IN B
BEYVa-INEFERLET,

VIR —DA—F—IIRRINBT
VRRA Y N RRAY B HE

&

ssh-agent 7Ot 2 IZEMLE. &
SixO—AIND/RTY v o SSH
*—.

false % 7z i3 true

Internal Z 7% External, 75 1
R—=NISRHY—%FTTO1493IC
I¥. publish % Internal IZE%E L &
T, IhFIVd9—xv kBT 0€
ATEFHA, 774 MEIR
External T9,


https://cloud.redhat.com/openshift/install/pull-secret

F1E=mAWSADI VA M=

compute.hyperthread
ing

compute.replicas

controlPlane.hyperth

reading

controlPlane.replicas

AVE1— MYV TRABTILFR

L v K Z7I& hyperthreading =&
S/ EMCT ENE DD, TTAIb
TlE. ALY Rigw>>voa70
N7 +—I Y R% EIFBHIBMIC
INET,

BF

B L v RAEEWIC
9381k BAEETE
Wt N
74—~V ADKIBA
EFHrEEBICANTLN
TWBZEAMERALE
ER

oY az—vy$savEa—bv
DU(T=H—IELTERALN
%) D,

v kA=W TL—r< YU TREY
I F XL v K F/d hyperthreading
RN/ EMCTEIDEID, T4
I ETIE, ALY RKigdworod
TDNRT =V R % EFB70ICH
MICINZET,

8%

B L v RAEEWIC
9381k BAEETE
icWwTvwon
74—~V ADKIBA
BETRIEBERICANLN
TWBZEAMERALE
£

yoevaz-vy$sarvhko—iIL7
L=< YD,

RKIBA T avDAWS /RS X —4H —

Enabled = 7= 1% Disabled

2L FOEQES, 774 MEE3S
<9,

Enabled = 7= 1% Disabled

HR—FNENBEE3OHTT (Th
EF7 4L METT),
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90

compute.platfor
m.aws.rootVolu
me.iops

compute.platfor
m.aws.rootVolu
me.size

compute.platfor
m.aws.rootVolu
me.type

compute.platfor
m.aws.type

compute.platfor
m.aws.zones

compute.aws.re
gion

controlPlane.pla
tform.aws.type

controlPlane.pla
tform.aws.zone
S

controlPlane.aw
s.region

platform.aws.us
erTags

JI—RrRY 2—ALICFHIH
1#H=Y DAHNERE
(IOPS),

L—RRY 2—LDHA X
(GiB).

IL—hERY2—LDAVRY
VRIA T,

Va1 —KrIYYDEC2A
VRAIVRIA T,

AVAM=)LTOTS LD
vEi—kITIUT—ILD¥
SUEENRTBZTRATEY
T4—V—V, MB®DVPC %
BETDHEIE. TOTARS
SEYTF4—=V =2 Il T
v NEBET DHENHY
9,

AV M=) TFOTSLHO
YEaA—RMNYY—REEKRT
6AWS U_¢/“3 yo

avkOo—IiL7L—vvov
DEC2AVRYVARYA T,

AVAM=)TOTS LD
vhOo—nLFL—rvvIv
TV EERT BT
RASEYF4—=V—2,

AV MN=)LTFOTSLHO
vhOo—nL7FL—rvonl)y—
2EERT B AWS ) —T 3
Ve

AVAM=LTOTS LD,
ER e 23 RTDY Y —2RIC
XY TELTEMTS
F—CEDTY S,

B (#1:4000),

2B (f51: 500),

MR AWSEBS 4 Y 29 V244 7 (fl:io1),

BMRAWS 1 245 > 2% 4 7 (fil:c5.9xlarge).

YAML > —%4 > R O us-east-1c & DERIA AWS
TRAZEY T4 —V—=VD—E,

B2 AWS 1) — 3 > (fl: us-east-1),

BRRAWS 1 ¥ 24 > 249 4 7 (fl: c5.9xlarge).

YAML ¥ —4 > A M us-east-1c 7 EDBRAR AWS
TRASEY T V=YD K,

e AWS ) — 3 >~ (fl: us-east-1),

<key>: <value> XD F —EXR TR EDHEMA
YAML % v 7. AWS 4 ZIZDWTDFEMIE. AWS
RF a1 X > h®D Tagging Your Amazon EC2
Resources 5B L TLEI L,


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/EBSVolumeTypes.html
https://aws.amazon.com/ec2/instance-types/
https://yaml.org/spec/1.2/spec.html#sequence//
https://docs.aws.amazon.com/general/latest/gr/rande.html
https://aws.amazon.com/ec2/instance-types/
https://yaml.org/spec/1.2/spec.html#sequence//
https://docs.aws.amazon.com/general/latest/gr/rande.html
https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/Using_Tags.html

F1E=EAWSADI VA M=

platform.aws.su 1 Y2 =L TOTFALICE BT xy ~ID,

bnets % VPC DER %35 AI 3 52K
YICVPC ZHEET 2 mA 1,
ERATZISR9—DYT
v MEBELET, Y7
xv ME EEBETZEL
machineNetwork[].cidr
HO—HTHZIZHELNHY F
T, BRI SR —DHE
iE, BE7RAZEY 74—
V=V DRT)y 9 BLTTS
FAR—NG TRy NEEE
LEd, 754 R—MUVS2R
H—IIDOVWTI, ET7RAS
EVF1—V—2DT54
R—pMY TRy MERELE
ER

1.6.7.2. AWS D H R4 ¥ {4 XX/ install-config.yaml 7 7 1 LD Y > FI)U

install-config.yaml 7 7 1 )L 1 X4 ¥4 X L T. OpenShift Container Platform 7 2 24 —D 735 v
74 —LICDWTOFEMEZIEET 2D FLBVBR/NASA—I—DEZZEETZIENTEIY,
BE

COYYTIDYAML 7 74 IVIFSBEICOAMEHINETT, VA N—ITOFS A
%{Hf L T install-config.yaml 7 7 1 LZERG L. TNEZEETI2RENHY X,

apiVersion: vi
baseDomain: example.com ﬂ
controlPlane: 9

hyperthreading: Enabled 6 ﬂ
name: master

platform:
aws:
zones:
- us-west-2a
- us-west-2b
rootVolume:
iops: 4000
size: 500
type: iol
type: m5.xlarge 6
replicas: 3

compute:

- hyperthreading: Enabled ﬂ
name: worker
platform:

aws:
rootVolume:

o1
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iops: 2000
size: 500
type: iol 9
type: c5.4xlarge
zones:
- us-west-2¢
replicas: 3
metadata:
name: test-cluster Q
networking:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
machineNetwork:
- cidr: 10.0.0.0/16
networkType: OpenShiftSDN
serviceNetwork:
-172.30.0.0/16
platform:
aws:
region: us-west-2 @
userTags:
adminContact: jdoe
costCenter: 7536
subnets: m
- subnet-1
- subnet-2
- subnet-3
pullSecret: {"auths": ...}' @
fips: false
sshKey: ssh-ed25519 AAAA... @
publish: Internal @

mz\ﬁo AVRAN=LTOYVSLIEZDEDOAAERDZ OV T REHRLET,
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INLEDNRSA—=F—BLMEEERELLBWEEAE, A VAN =L T7O75LET 7L bNDEE
BELEY,

ontrolPlane 2/ > 3 V38— v EYJTEA, AvEa— b I YVaVEIVYEYITDY —
TURCRYET, ERORBRZT—IBEDEH%HETICIE. compute £V 3 v DRAD
1TIE/NA 7 - THa®. controlPlane £ > 3 VY ORADITIINA TV THROZ I EHNTEFHE
ho, EELDEIVavE, BERTIHE—DII Y T—ILEEZHLFTH. OpenShift
Container Platform @S D/N\—2 3 VU Tld, 41 VA M—LBREOEHOI V21— N T—ILDESE
EHR—MNTZAEEIHYET, 120 A= LT L=V T—ILOIHIMERINET,

EBF<ILF R L v K F7E hyperthreading Z B3/ EMICT E2NE DD, T 724 MTIEE, R
ALy R yOaA70ONRT 3 —<I VA% EIF2HDICAEMIIINE T, NS A—9Y—{E%
Disabled ICERET D ECNEBEWMICT B EDNTEEY, — DIV SRY—T LV TRBVILF
ALy REBEBMICT ZIHEEIE. TNEITRTDISTRAIY—IIVTEMNITIVENHYZET,



F1E=mAWSADI VA M=

BF

AALy F2HEMICT 256, FEFBEICBVWTII Y YT+ - Y 2ADKIE
BRETHERBICANONTWS 2B LIET, AFYILFAL Y RZEWICT
3%E1E. ¥ VIR LT md.2xlarge & 7z 1& m5.2xlarge 7 & D KIRER A ~ R %
VR4 TEFEALES,

AIRER IS RY—DIFGARBRE I etcd DEEDA ML —VERET B, ANL—V494 T %
iol & LTEREL. iops % 2000 ICFEEL XY,

o 9

HMBEDVPC #18ET B5EIE. VIR —DNERTEZ2ETANASEYTA—V—VDY TRy b
ZHEELEY,

o

FIPSE— RZBMIABEMICT2NEID, T74IMTHE FIPS E—RIFAEMICINEE
Ao FIPS E— RHBEMICINTWSIFE. OpenShift Container Platform A*32{TE 11 % Red Hat
Enterprise Linux CoreOS (RHCOS) ¥ < A7 7 # JU k D Kubernetes BES X 4 — N & /XA /X

L. XD YICRHCOS TIREINZBEESE 21— ILAFERALET,

@ I5R9-ROIYVIETIERTBEOIHEMAT S sshKey {54 7> 3 Y TIRETEET,
pa =
AVRARN=IDTNY TELIIEEEIBEETT2HEDH 2EHEHAD

OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X AEAT %
SSH*—%Z#HELZXY,

@ ISR —DA—H—|IIRRINBIVRRA VI NERTY w195k %E TS5AR—MNISR
¥ —%77049 %I, publish % Internal ICERELFT., Chid1 Vs —y kST IER
TEFtHA, T7 7/ MBI External TY,

1673. A VA M —IEDYISAY —2koTOx>—0%

EREIRFETIE, 1 V9 —Y MADEET I ERAEEEL. KDYITHTTP £/ HTTPS 7O+
V—%FRATRZIENTEET, TOFT—RE% install-config.yaml 7 7 1 JLTITO T &ICEL Y., 3
#2M OpenShift Container Platform 7 S 24 — % 7OFX L —%FHAT LD ICERETE T,

AR R
o FIFO install-config.yaml 7 7 1 LD ETY,

o VSRY—DTIVERTIVEDOHZDYA MafRL., 7OFY—ENA NS I2UENH D
NEIDWEHRLET, TI74ILNT, TRTDYIZRY—egress N 71V I (VFRY—
ERANTZIS5TRIODVTDI ST R7ANAF—APIHICHTA2HUCELAEET) &7 0O
FO—INFT, Proxy 7 72 ¥ KD spec.noProxy 7 1 —JL RIZH A M&BIIL. BEIC
BT rFOoFo—anN1RRLET,

93
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FIR

94

R

Proxy & 72 =V k® status.noProxy 7 1« —JL RIZIE, 41 Y A M—ILERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. &
& U networking.serviceNetwork[] 7 1 —JL KDENBZREINZE T,

Amazon Web Services (AWS). Google Cloud Platform (GCP). Microsoft
Azure. & &£ U Red Hat OpenStack Platform (RHOSP) AD A ¥ X k—)L D5
A. Proxy#72x /7 N @ status.noProxy 7 41 —JL RICIE, 1 Y RI VA XS
F—H DIV RKA >V N (169.254.169.254) L BZEI N T,

1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLEFT. UTICHERLET,

apiVersion: vi

baseDomain: my.domain.com

proxy:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: http://<username>:<pswd>@<ip>:<port>
noProxy: example.com e

additionalTrustBundle: | ﬂ

Q SR —HNDHTTP A ERT 27-DICEAT 2 FO0+>— URL, URL RF¥— Al
http THEZVLEAHY F T, BMOTOF—RENVETIEARL, BINDCAZBEE
T2 MTMOBEBHATOF —xy NO—0%FEAT 2HEICI1E. hitpProxy [E4XIEE
THIERTEET A,

@ 75X —HATHTTPS EMEERT 570ICEATSHTOFY—URL, TD7 1 —ILK
PIEEINTVLAWESGE, HTTP 8L HTTPS ##HKED @A IC httpProxy iMERAI N FE
T, BMOTOFY—BRENBETIERL, BINOCAEZBREET S MTM OERBHLR S
OF>Y—3Ry NO—0%FEAT 25EICIE. httpsProxy (EXIEET S & IETEEH
Ao

g TOXFS—5BATEEDDBERAA VE, RALAY, PP RLR, 3oz y b
77—  CIDROOAVIEHPYD—E, RAMVDITRTDOY T RAXA VEHEMADTD
IS RAASAVDRIC.ZAALET, *2FEHAL, IRTOBEDTOF—%5/N(/8R
L/i-a_o

@ EEINTLBHAE A VAL TOYSAFHTTPS EHEO T OF S —ICUER 1D
L EDEBMD CASEBRENE £ 5 user-ca-bundle &\ ZRIDRET Y T%
openshift-config namespace ICH M L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F ) % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T 9§ %
trusted-ca-bundle s E~Y v TEZ/EHR L. CDFRENX Y Fld Proxy 7 7V 7 hD
trustedCA 7 1 —JL RTEBIRI N ¥, additionalTrustBundle 7 1 —JL Ki&, 7O+
S—DTATVT 4T 14 —:EBAED RHCOS /1Y RILDOLDFERFER/ICL > TERI N
BRWRYREBICRYET, BMOTOFY—RENBETIEAL, BIMDCAEZBEET
2 MITM OFEBHZTOF > —3y N7 =0 %FERT 2HBEICIE. MITM CASEERE % 15
ETEIHEIHYZET,



F1E=mAWSADI VA M=

R

A YA M=) TOT 3 ALIE FOF 2 —0D readinessEndpoints 7 1 —JU K& 4
/_.ﬁ’_ I\ L/iﬁ/bo

2. 7714 I %EEEL. OpenShift Container Platform 4 Y A h—JLEFICINESRLE T,
AVRARN=TOTZ LI, FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster

EWIERIDY ZRY—2F0TOF> %X LET, TOFY—REMBEINTVAWNEG
A. cluster Proxy # 79 =7 M HMRARE LTI N FE T4, Zhilld spec b¥dH Y FH A

R

cluster & WD EZEID Proxy £ 7V 7 DALY R— KNI h, BNo7OF>—%4F
KB EIETELZHA,

168. VSR —DF 7 O4

BMDOHZ9 59 KRTS v M7+ —AIC OpenShift Container Platform #4 Y A h—)ILTEZ T,

BF

AYAN=I)LTAOY S LD create cluster A< > Rk, #HA VR M—JLEFIC1[@E T
EITTEET,

AR SR
o VSR —HRANTDIVTUVRTSY NI F+—LTTAIVNEBRELET,

e OpenShift Container Platform 4 Y 2 k=)L 7O TS L, BLVIZRI—D TV =0 L vy
MeHEfFL FT,

FIR

LAYVZARN=—ULTOTSLERTLETS,

$ ./openshift-install create cluster --dir=<installation_directory> \ ﬂ
--log-level=info 9

<installation_directory> [CDWTld, UTFAEELZE T,

@ =EBBMUAPLOFMEREFTT I info TR, wam, debug. F7ld
error z1IEEL XY,

pa )

RANMIBELLEAWS PHO Y NMIVSRY—%FT7O04 T DD +0%H
N—=IyoavhRWEE A VA M—L7O75LiFEEL. FRLTWS
N—IvvavdARREINET,

PJSRY—DTFTOAA AV MNDPRTTSEE, Web VY —ILAD!Y) %% kubeadmin 1—
H—DRIAEREZD., VIRI—ILTIVERTDEODIETNY —IFILICKRTINE T,
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BF

AVRARN=ITOTZLHERT S Ignition FRE T 7 1 LITIE. 24 BEEHA B
T5EHRUNICARY, TORICEFINZIABEENEETNE T, AHZEE2FH
TRRICYV TR —MMZIEL, 24 BERBRBLAERICI SR —%=BEET S

E. VTR —IFHARYINDEERRE = BEIMNICET L Ed. Hls& LT,

kubelet sSEBAZ % [E18 9 % 7= IR BB IREED node-bootstrapper FEEAE E L EK
(CSR) = F)THERT 2MENHY T, M. 2> bO—ILTFL—VERE
DERTINDKRENSD Y AN — IZDVWTDRF1XA Y M ESRLTLES
W

BE
AVAN=NTOTS AL, FEEFAVAN=—LTATSLDERTD 7714 %

HIfR 22X TEEFHA, INHIEVWTNEISRY—%HIRTE-HICHRE
IRy 9,

169. N4 F)—DHF I O—RIZLBCLIOA VR M=)

ARV R4 A4V —T x4 R%FEMA L T OpenShift Container Platform & x45&9 %7281 CLI (oc)
ZAVAN=ITBIENTEEXY, ocid Linux. Windows, F7lE macOSICA VA M—JILTEX
ER

BF

PRION—Y3vDoc A VA M—=ILLTWBIHFE., Ih%zFEAL T OpenShift
Container Platform 44 M3 R THDOAY Y REETT B EETITEHA, FFE/NN—V 3
YDocxEFovO—KL, 1YAM=ILLET,

1.6.9.1. Linux AD CLIOAM VA =L

LUITFOFEIE% A LT, OpenShift CLI (oc) /81 7Y —% Linux 14 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R— ICHBEIL £,

2. AVISANTVF =AM S —%FEIRL., GZYETIHEIE) 1 VA=Y A T%ER
l/i_a_o

3. Command-lineinterface £ > 3>, ROy ¥ A =2 —0D Linux %8R
L. Download command-linetools%# 2 !) v -7 L ¥,

4. T—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/N\fFY—%, PATHICHZ T4 LI M) —ICBRELZEY,
PATH Z#52 9 5IClE, UTFOITY FZRITLES,

I $ echo $PATH

CLIOA YA KMN—IL{EIZ, oc ATV REFALTHETEEY,
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F1E=mAWSADI VA M=

I $ oc <commands

1.6.9.2. Windows TD CLIDA Y X b—Jb

AT OFIE% A LT, OpenShift CLI (oc) /N F 1) —% Windows IC{ Y 2 h—ILTX 7,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL X,

2. AVIZANSIF+—TONAF—%FIRL. BEETZ2HBEL I VA=Y A TEEZER
L/i-a—o

3. Command-lineinterface 2> a3 >, KOv 74> A= 21—0 Windows % :&iR
L. Download command-linetools =421 v -7 L& ¥,

4. Z2IP 7O S LTT7—hHA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LI MN)—ICBELFT,
PATH 28329 %IC1k, O~ R7aryFha0WTUTOaOY Y REEFTLEFT,

I C:\> path
CLIOA YA NMN—ILiEIZ, oc ATV REFALTHETEET,

I C:\> oc <command>

1.6.9.3.macOS "D CLI DA A b—Ib

LITFOFEIE% A LT, OpenShift CLI (oc) /N1 7Y —% macOS Ic4 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,

2. AVISANTVF =AM S —%FIRL, GZYETIHEIE) 1 VA=Y A T%ER
L/i-g—o

3. Command-lineinterface £ > 3> T, ROy ¥V A =21—0D MacOS %:&iR
L. Download command-linetools =421 v -7 LZ ¥,

4. T—hA4T7=ZBREL. BELIT,

5.oc /N FY—%NRRIHBT14 LI M) —ICBEILET,
PATH 2R 2ICIE. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH
CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEEY,

I $ oc <command>
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1.6.10. 7 S R4 —~DOTA >V
9224 — kubeconfig 7 7 1 IVET YV AR—KML, TIAIN NIRRT LAY —E LTI FTRI—IC
074> TEFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—

ICERT2OICCLITERING VSR —ICDVTOBERIEENET, TOT77MIIIEIFR
H—ICEBDT 74 ILTHY. OpenShift Container Platform @4 > 2 h—JLBFICERINE T,

AR MH
® OpenShift Container Platform 2 S 24 —% 7704 L9,

e ocCLIZAYVAMN—ILZET,

FIR

1. kubeadmin RIS %= TV AR— M L FT,
I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

Q <installation_directory> (CI&., 1 YA M= 7 7MWV ERELEZTAL I KN —~DN
AEEELET,

2. IVRAR—PMINAEEEZFAL T, oc IV NEEHICEITTESLIE52HRALET,

system:admin

I $ oc whoami

161 RORFTY
o VSAHY—BHAITAX LET,
o NEARBEIF. UE—FNOEEMLE—NEATRTI RN TEIENTEET,
1.7. CLOUDFORMATION > 7L —  DFERHICEL D, AWS TO1—H—

IC&>T7FAEY a3 NFA YV ISRARNSIF v —~"DYSRY —
DA VAN—=I

OpenShift Container Platform /X—> 3> 44 Tld, BRBICREIT 21 VIS A NSV Fv—%FEAY
%79 S5 R4 —% Amazon Web Services (AWS) IZ4 Y A M—ILTEXT,

CDAVISANSVFv—%ERTB1D20AEE LT, RB#EEI NS CloudFormation 7> 7L — k

EFEATEEY, 7V L MNEEBELTAVITRANSIIFv—%ARITA ALY, ThHILE
FN2E/REFEAL. BT Z2REDORY P—ICEDVWTAWS ATV MR LY TEET,

1.7.1. BIR S F

® OpenShift Container Platform @4 Y Z h—I)LE L VEH TOELRICOVWTDFMERERELE
ER

e AWST7HUY eHRE LTIFIRI—%RAMLETY,
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route53:GetHostedZone
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s3:ListBucket
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iam:ListAccessKeys
s3:PutBucketPublicAccessBlock
s3:GetBucketPublicAccessBlock
s3:PutLifecycleConfiguration
s3:HeadBucket
s3:ListBucketMultipartUploads

s3:AbortMultipartUpload

174. 4 VA N—=)L7OY 5 LORE
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F1E=mAWSADI VA M=

OpenShift Container Platform 24 > A h—JVT BHIIC, 1 VA M—=ILT7 74 )l z0—A) T E21—
H—i¥ovo—KLET,

AR

o Linux ¥/ldmacOS #FAT 21— —DBISRIY—%AVAMN=ITERLEINHY
i’a—o

o AVAN=INTOTSLESYIYO—RTBICIE S00MBOO—AIT 4 RVBEEIPVET
-a—o

FIR

1. Red Hat OpenShift Cluster Manager Y4 MO Infrastructure Provider R=TJIZT7 VAL
-a—o RedHatTjJ'jy h?b“%%)i’% \ DILDIEI‘E'E%E%E—DTDOIr/LiTO 'jy |\7b<7’3:\l\
BRI INZERLET,

2. BIRT DA VARN=IIATOR=JIIBEIL, ARXL—FT A VIVRTLDA VA M=)LT
OJSLaF9yO0—RL, 7274V EA VAN —IBET7AILVERETSDTALI N —
ICEEEL XY,

BF

AVAMN=NTOATILIE, VFRAI—DA VA N=)LILEATZaE1—

=W DODDT77AINEERLET, VFRY—A VA RN—ILDETIRIE.
AVAMN=NTATILELITA VA N=LTOTSLDMERTZ 7 71 IILDFE
FERFTIVENHYET,

BF

AVAN=ITATSLTHERINEZT7 74 ILVEHIRLTE, I3 R —D1 Y
AN—IVBICKRBLEEBETE VSR —FBIRIhEEA, HEDIZVRKTS
A/31 ¥ —FICEE#H X hv /2 OpenShift Container Platform @7 > {4 ¥ XA h—JLF
IEZET LT, V53R —%2RL2ICHIRT 20EIHY XY,

3 AVAN=ILTOVSLERREALET, & A, LinuxARL—F 4 VIV RTFLAEFERT
23vEa2—49—TUTFTOaOY Y REERTLET,

I $ tar xvf <installation_programs>.tar.gz

4. Red Hat OpenShift Cluster Manager %4 h® Pull Secret R—=IH 5, A VA M=) T IV —
Ly hEt7740ELTH P yA—RLET, TOTILY—U Ly M&EERL.
OpenShift Container Platform AV R—X Y MDAV T F—4 A —V %RMHT % Quay.io R &,
HMAAFENBEOREBICL > TIREINZ Y —EXTRIAETEZXT,

1.75.SSH 75 AR—hEF—DEMBE L VI —I TV bADIENN

VZRAI—TAVAN—IDT Ny JFIIEEEIBEEITT 2HENH SBE. ssh-agent &1 VR
=705 LDEAHICSSH F—%BETI2HENHYET, ZOF—%FRLTNRNTYY IS
RY—DT—MANSYIIIVILTIEAL, AVAMN—ILOBBE NS TN Y2 —T4 VI TEE
-g—o

115


https://cloud.redhat.com/openshift/install
https://cloud.redhat.com/openshift/install/pull-secret

OpenShift Container Platform 4.4 AWS ADA VX h—JL

o oER
ERBRRE T, BEEBSLUT NNy IBRBLETY,

ZOF—%FALT, 21— —core&E LTYRY—/—RIIFLTSSHZETTEET, V5 RY—
7704 F BT, F—IL core 11— —D ~/.ssh/authorized _keys —E I EBIMINE T,

R

AWS F—RT7 BRED TSy NI A—LICEBEDAETRE LLLF—TIEAaL<, O—AHl
F—AFHTINELHYEET,

FIR

L. RRATD—RARLDRIAICEEINTVWSESSHEF MOV E21—9—EICRWEEIFX. IhiaE
BLET, &2 Linux AR —F 4 VIV RFALAAFERTDZIVEL—49—TUTOO
YV RERIFTLETY,

$ ssh-keygen -t ed25519 -N "\
-f <path>/<file_name> 0

'D.¢$m¢ﬁa@£®\%m#—@N15$U774»%%%ELiTO%ﬁ@&m*—
FEEEIINEEH. BELBWTLCEIL,

DAYV RERTETDE, BELEBMICARD—REREE LARWVWSSH F—HAERINFE
-3—0
2. ssh-agent 7O R &NV I TS5V RS ELTHEBLET,

$ eval "$(ssh-agent -s)"

Agent pid 31874
3. SSH 754 RX— h*—% ssh-agent IZENML £7,
$ ssh-add <path>/<file_name> ﬂ
Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

'@,¢$m¢ﬁa@£®\%ﬁ754&—h#—@NzB¢U774w%%%ELiTO

RDRTy

® OpenShift Container Platform 4 Y A h—JL§ BHRIC, SSH/RTY w o F—% A VA K—=)L
TOVSAICEEELEYS, VSRV —AMBAICTOEY a VI d234VISANSOFv—
KA VA MN=ITBHEIT. CODF—%IFRAY—DIIVIBETDIVELHYET,

1.7.6. AWS DA VA N—JLEEE T 7 1 ILDVERK

A—H—Il&k>TFOEY 3=V JENE4 VTSR NV F v— %M L T OpenShift Container
Platform % Amazon Web Services (AWS) IC4 Y R =)L 2ITIE, 41 YA M= TOTZLHIFR
§—5EFTOATBEDIRERT 7 AILEERL, V529 —DERTEYY VDOAREERT S ED
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F1E=mAWSADI VA M=

ICENLDT7 7AWV EERTZHENHY £9, install-config.yaml 7 7 1 JL, Kubernetes ¥ =7
Zbh, BLWIgnitionEETZ7 7 AN EERL. hRITAXLET,
17614 Y A M—IVEEET 7 1 IV DYERK
AVAN=IWTAITS LN ZRY—%TTOAT2DITBERA VA N—ILEET 71 L EZERK
L. IR 14XLEY,
AR ERM
e OpenShift Container Platform 4 Y X k=)L 7O TS L, BLVIZRIY—D TV =0 L vy
PeEIGLET,
FIE
1. install-config.yaml 7 7 1 L ZEZ L £ 9,

a. UTFToav Y RaxETLET,
I $ ./openshift-install create install-config --dir=<installation_directory> ﬂ

Q <installation_directory> D&, 41 YA M=V 7OTSLDMERT B 7 71 L & 1R7F
TREDITALIN)—REEBELET,

BF

ZOTF4ALIN)—%EELET, T—MAMZY T X509 SFBAZER ED—
DA VAN=ILTEY NOBWHRIFELEREINTWSE LD, 1 VR
N—ILTa LI RMN)—2BIETEIENTEEEA, IIDISRY—C Y
ZAM=IDERDT7 74N EBINABT2URENHZHEIE. ThoETa L
JRMN)—=ICOE—FBZENTEEY, L. 1 VAM=LULTEY D
T774IEIE) ) —RABTEREINSIEEEIHYEST, 1 VRAM—=ILT 7
A IV & LLRID/N—2 3 ~ D OpenShift Container Platform 5 A E—9 %35
BIBFELTCAE—%ToTLIEX W,

b. 7OV 7RI, 757 FOREDHMBEREBELF T,
L ATV VSRRV VIIT IV ERSTBOICERT S SSH X —%RIRLET,

5

AVRAN=IDTNY TFLBEEEREZETTI2VEDDH BEREH
@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
MMEMAYT S SSH F—%2BEL X T,

i. =7 v MIBRETE TSy MNI4r—LELTaws 2 EBRLET,

i. AWS 7O 774 EQVE2—49—IlRBELTVWARWGEE, 1 YA M= TOVS5 A
HEITTBDLEIICERELZZI—F—DAWS 7o/ ERF—IDELVY—I LYy NTY
TRAF—%EAALZET,

iv. 7SR —DFTAA4%EETBANS ) =T avaRIRLET,
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V. 95R9—ICRE L= Route 53 H—ERDR—ARX A VAERBIRLE T,
Vi. 7529 —DEhgE AN LET,

vii. Red Hat OpenShift Cluster Manager %4 k@ Pull Secret R—IWNLRB LTIV —
JLy hERRYNITET,

2. install-config.yaml 7 7 1 L Z#R&E L. LLF®D compute R4 VHIZRIN B LH IV
Ea—bLTVAT—H—LTVAHELTEHNONS) DEEO0ICRELET,

compute:

- hyperthreading: Enabled
name: worker
platform: {}
replicas: 0

3. # 7Y 3 v:install-config.yaml 7 7 1 LNy V7 v TLET,

BF

install-config.yaml 7 7 1 JLIZ4 Y A =)L 7O ABEICFERAINET, D
7714V EBIATILENHZHEIF. TOBRETIhENY Ty FLTKL
EX W,

1.7.62. A VA MN—ILBEEDI SR —2F07OXx> —0D%

EREIRFETIE. 1 V9 —FY MADEET IV ERAEEEL. KDYITHTTP £/EHTTPS 7O+
V—%FRETRZIENTEET, TOFT—RE% install-config.yaml 7 7 1 JLTITO T &IC& Y., 3
#2M OpenShift Container Platform 7 S 24 — % JOFX L —%FHAT LD ICERETE T,

AR R
o FIFO install-config.yaml 7 7 1 LD\ E T,

o VSRY—DTIVERTIZVEOHZDYA MR L., 7OFY—ENA NS I2UENDH D
NEIDEHRLET, TI74ILNT, TRTDYIFRY—egress N 71V I (VFRY—
HERARNTBISYURICDODVWTOISY R7ONAF—APIHICRHTA2MOELAEST) 70
FO—INFT, Proxy 7 72 ¥ D spec.noProxy 7 1 —JL RIZH A M&BIIL. BHEIC
BT rFOoFo—nN1RRLET,

pa

Proxy & 7'~ = 7 b ® status.noProxy 7 4 —JL RIZIE, 4 ¥ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. &
& U networking.serviceNetwork[] 7 1+ —JL KDENBREINZE T,

Amazon Web Services (AWS). Google Cloud Platform (GCP). Microsoft
Azure, & &£ U Red Hat OpenStack Platform (RHOSP) ~AMD A > X b — )LD
A. Proxy # 72 £ kD status.noProxy 7 1 —JL RIZIE, 1 VROV A AH
T—HDIY RKRA b (169.254.169.254) LEREINZE T,

FIE
1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLET,. UTICHERLET,
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apiVersion: vi

baseDomain: my.domain.com

proxy:
httpProxy: http://<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: http://<username>:<pswd>@<ip>:<port>
noProxy: example.com e

additionalTrustBundle: | €}

Q DSR2 —HNDHTTP A ERT 27-DICEAT 2 FO0+>— URL, URL RF¥— Al
http THZVLEAHY F T, BMOTOFL—RENVETIEARL, BIIDCAZBEE
T5ZMTMOEBHRIOFS—Ry N =0 %FET %55I1CIE. httpProxy {E% I5E
T2IEIETEE A,

Q 5529 —HTHTTPS B A ERT 57O EAT27O0%F>—URL, D74 —JLK
PIEEINTVLAWESGE, HTTP 8L HTTPS ##HED @A IC httpProxy iMERAI N FE
T, BMOTOFY—BRENBETIERL, BINOCAA2BEET S MTM OEBHLR S
AF> —3Ry D=0 %FEAT 25EICIE. httpsProxy (EXIEET S & IETEEH
Ao

g TOXFS—5BATEEDDBERAA V&, RALAY, PP RLR, FEtoxy b
77—  CIDROOAVIEGPYD—E, RASVDITRTDOY T RAXA VEHEMADTD
IS RAAVDRIC.ZAALET, *ZFEHL, IRTOBEDTOF—%5/NNA/8R
L/i-a—o

@ EEINTLBHAE A VAL TOYSARFHTTPS EHEO T OF S —ICUER 1D
L EDEBMD CASEBEENE £ 5 user-ca-bundle &\ ZRIDRET Y T%
openshift-config namespace ICH M L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F ) % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T§ %
trusted-ca-bundle sXE~ v 7EZ/EHR L. TDFREN Y Tl Proxy 7 799 bD
trustedCA 7 1 —JL RTEIRI N £ ¥, additionalTrustBundle 7 1 —JL K&, 7OF
S—DTATVT 4T 14 —:EBAED RHCOS EFE/\Y RILDLDFRFER/ICL > TERI N
BRWRYMREBICRYET, BMOTOF Y —RENBETIEAL, BIMD CAEZBEET
2 MITM OFEBHZ7OF > —3y N7 —0 % FERAT 2HBEICIE. MITM CA SEERE % 15
ETE2HEIHY XY,

pa )

AR N=TOTZLIE. FOF>—0D readinessEndpoints 7 1 —JL K% H
/_.ﬁ’_ I\ L/iﬁ/bo

2. 7714 %{R%E L. OpenShift Container Platform @4 Y X h—JLBICChESRL 9,
A VRAN=TOTZ LI, FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster

EWDZRIDY SR —2E0TOFY—%2FERLET, TOFT—BEMEEINTWAWEG
A, cluster Proxy 7 79 =7 M PMRARE LTI N F T4, Zhilld spec 'Y FH A

Pz
cluster & WD &ZEID Proxy # 7V 7 DAY R—KMIh, BMo7OF>—%4F
KB EIETELZHA,
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1.7.6.3. Kubernetes ¥ =7 £ A b & & U Ignition RTE 7 7 1 L DYERK

— DIV ZRI—FEHRIT7AINVEEERL, VSR VEFETRETD2VLENH DD, VTR
H—DBIT VEERT BTDITHER Kubernetes ¥ =7 T A M & Ignition 5RE7 7 1 IV EEKT i
ENHYET,

BF

AVRARN=ITOTZLHERT S Ignition FRET 7 1 LICIE, 24 BFEIEET 2 &
FREINICARY ., ZORICEFRFINDIAPENEENZE T, iIAZEZEH T 2HIICT TR
Y—MMEIE L, 24BFBERBLIERICISRY—E2BEHNT I E. 779 —IFHRUIN
DIFAEEZBFHICETLE T, FlA & LT, kubelet SEFAZE A [O1E T 2 7O IR BIREE
@ node-bootstrapper SIEAEZE L EK (CSR) = FEITERTZ2LENHY £9, M
. I hO—ILTL—VilHEOHRINDRENSDY AN — IZDVWTD RF 2
AV RESRLTLEIY,

AR SR
® OpenShift Container Platform 4 Y X k=)L 7O S LE=BRELE T,
e install-config.yaml 1 Y XA h—ILEEET7 7 1L EERR L F T,
FIg
. V53R —®DKubernetes ¥ =7z A MEERLET,
$ ./openshift-install create manifests --dir=<installation_directory> ﬂ
INFO Consuming Install Config from target directory

WARNING Making control-plane schedulable by setting MastersSchedulable to true for
Scheduler cluster settings

Q <installation_directory> (CD W Tid. {EAK L /< install-config.yaml 7 7 1 L& EN 3
AVARM=ILTa LI N)—%ZEBELET,

AVAN =N T7TOELZOEDOB Y THEDIAVELI— NIV VEERT BEH. TOEEAE
RBLTEEEDLIHY T A

2. A hAO—LTL—rII VU EEET D Kubernetes¥TZ 7T A M7 74 ILEHIBRLZF T,
I $ rm -f <installation_directory>/openshift/99_openshift-cluster-api_master-machines-*.yaml

INLDT77AIEHRTEIET, 75R49—arhA—IL 7L —rIT v aBEHMICE
BT BDEHSZEDNTETET,

3. D—HA— T UEEET D Kubernetes YZT7 T A M7 74 LEHIBRLE T,
I $ rm -f <installation_directory>/openshift/99_openshift-cluster-api_worker-machineset-*.yami

D—HA—< I VIEHBICERL, BETELD, DYy vt T20nEBEIIHY FH
/\JO
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4. <installation_directory>/manifests/cluster-scheduler-02-config.yml Kubernetes ¥ =7 £ X
N7 7AINEZEEL, Pod AV A= T L=V VICRT YV a—ILINBWEIICLE
ER

a. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 L ZF Z &
ER

b. mastersSchedulable /X5 X —4%—% R DI, FD{E% False ICFZREL X7,

c. 774NV EREL, TLET,

R

W= TlE, Kubernetes DFIR ICLY, I hO—ILTL—UI YV TEITI
N3I—4%—PodilIngress A— RNSUH—DBT7 IV ERTEIENTEEYE
ho ZDF|EIX, OpenShift Container Platform DES#HNDY A +—/N\—I 3 VT
REIRDAREELHY 7,

5 # 7> 3 v:iIngress Operator # DNS L O — RAZERT 2 L DRET Z2HEINLRWVNGE
l&. <installation_directory>/manifests/cluster-dns-02-config.ymI DNS ;&7 7 1 LD 5
privateZone # & U publicZone 7> 3 VA HIlR L £ 7,

apiVersion: config.openshift.io/v1
kind: DNS
metadata:
creationTimestamp: null
name: cluster
spec:
baseDomain: example.openshift.com
privateZone:
id: mycluster-100419-private-zone
publicZone: 9
id: example.openshift.com
status: {}

w:nl‘oo)tov I VERDICHIBRLET,

INERTTBHE. BORATY T TlingressDNS L O— K= FHTEMT Z2HEIHY F
_a—o

6. Ignition FREZ7 71 IV EEEL X7,
I $ ./openshift-install create ignition-configs --dir=<installation_directory> ﬂ

Q <installation_directory> (CDW T, LA YA M=IT1 LV M) —%IBELET,

UFD7 74174 L0 M) —ICERINET,

F— auth
| — kubeadmin-password
—— kubeconfig

— bootstrap.ign
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—— master.ign
—— metadata.json
—— worker.ign

177. 4V 72 AN F v —RDHH

Ignition 8% ICI&. Amazon Web Services (AWS) TY S R4 —%—RBICH T 27-OICFERATE 3 —X
DY SRAI—IDHEFNET, EBHINS CloudFormation T FL—MIIEZDAVISAKNSY
Fryr—EZDSRIPEEND LD, INEHETIHENHYET,

BIRS

e OpenShift Container Platform 1 Y X k=)L 7O TS L, BLVIZRI—D TV =0 Ly
NEEELET,

e USRH—DIgnitionFREZ 71 IV =ERLFT,

o QXY —YEAVAM—LLET,

FIR

® IgnitionFRETZ 7 AIVA I T—IDBAVISANZVFv—REHMB L, XTI 2ICIE. UTF
DAYV RERTLET,

$ jg -r .infralD /<installation_directory>/metadata.json ﬂ
openshift-vw9j6 9

Q <installation_directory> ICid. 1 VA M—ILT7 7 A LERFELET ALY MY —~D/S
AEEELET,

‘9 CDIAXY ROHARI SR —ZES VY LRIFIINCRY FT,

1.7.8. AWS T®D VPC DERK

OpenShift Container Platform ¥ 5 24 — T{#EfH ¥ % VPC % Amazon Web Services (AWS) TERR S %
MHENHYET, VPN BLPIL— b T—TIWVEED, SBEHFEMIETLIICVPCEIARITAXT
XFYd, VPCAEERT 270D RE[ELFEE LT, #HEIN S CloudFormation 7> T L— K& ZE
BERIENTEET,

pa 3

BRI N 3 CloudFormation 7Y FL— h &2 FERALTAWS A V7SR MNSVF v —%1fF
ALAWGE., REINZBEREERL. 1V ISANSIFvy—%FHTERT 50
ENHYET, VR —NEUIHEHEINAWEGESE. 1 VA M =—)LOJVERELT
Red Hat 7 R— M WEDLE T 2RENHZAREELHY £T,

-

BIRS Y
e AWS7HOU VAR ELET,

e USRH—DIgnition FREZ 71 IV=EMLFT,
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FIE
L TYTL—IDBBEETENIA—I—ENEENS JSON 7 71 L EER L ET,

[
{
"ParameterKey": "VpcCidr", ﬂ

"ParameterValue": "10.0.0.0/16" @)

|3
{
"ParameterKey": "AvailabilityZoneCount", e

"ParameterValue";: "1"

}
{

"ParameterKey": "SubnetBits",
"ParameterValue": "12" G
}

VPCODCIDR7OvY ¥,
X.XX.X/16-24 XX CCIDR 7Oy V &2EEL X7,
VPC AT 7OA4T2T7RAZEY T 14—V —VDH,

BTRAZE) T4 =V —=—VHOEY Ty hOHY A X,

o
e
(3
@ 115 30MOENERELET.
(s
L6

505 13 DEDEHZIEELFT, IIT. 51 /27THY. 131 /19T,

2. 2O KMEY ZDVPC D CloudFormation 7> 7L —h oY arvmhoFyL—MA2dE—
L. 2haJvEa2a—49—EICYAML 7 74ILELTRELET, TOFVYFL—NE 25
2 —ICHERVPCICDWTERLTWET,

3 TFVIL—bhEEELET,

B5E
B—TIla< Y REAALTLEI W,
$ aws cloudformation create-stack --stack-name <name> ﬂ

--template-body file://<template>.yaml 9
--parameters file://<parameters>.json

TBHEIC. CORY Y IVDEZBIDREICRY FT,

<template> . #£%F L %z CloudFormation 7~ 7L — b YAML 7 7 1 LADER /X2 F

Q <names> |4 cluster-vpc 7% & @ CloudFormation 249 v J DERITY, 77 R Y —%&HIkk
TIEZDRAITTY,

<parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LADEF /N R £/ 1384
FIRSER
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4. TUTL—KMDAVER—FXV "D EET R EEEALZET,
I $ aws cloudformation describe-stacks --stack-name <name>
StackStatus »* CREATE_COMPLETE Z 3R L 71&IC. HAIKIELLTONZ A =5 —DED

RERINFET, CNOEDNNSTA—F—DIEERD TRV —EVEKRT D7-DICEITT 4D
CloudFormation 7Y 7L — MCIBET Z2HEHIHY 7,

Vpcld VPC @ ID,

PublicSub #E/X7TU v o5 TXRy bDID,
netlds

PrivateSu HIBRTSAR— MY TRy bDID,
bnetlds

1.7.8.1. VPC @ CloudFormation ¥~ 7L — b

LUF® CloudFormation 7~ 7L — K %M L. OpenShift Container Platform 7 5 24 —ICHE A
VPC %7704 92 ENTEET,

124

f511.21 VPC @ CloudFormation 7>~ 7L — b

AWSTemplateFormatVersion: 2010-09-09
Description: Template for Best Practice VPC with 1-3 AZs

Parameters:
VpcCidr:
AllowedPattern: ~(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-9]|[1-9][0-9]|1[0-9]{2}| 2[O-
4][0-9]|25[0-5])(V(1[6-9]]2[0-41))$
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/16-24.
Default: 10.0.0.0/16
Description: CIDR block for VPC.
Type: String
AvailabilityZoneCount:
ConstraintDescription: "The number of availability zones. (Min: 1, Max: 3)"
MinValue: 1
MaxValue: 3
Default: 1
Description: "How many AZs to create VPC subnets for. (Min: 1, Max: 3)"
Type: Number
SubnetBits:
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/19-27.
MinValue: 5
MaxValue: 13
Default: 12
Description: "Size of each subnet to create within the availability zones. (Min: 5 = /27, Max: 13 =
/19)"
Type: Number

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
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- Label:
default: "Network Configuration”
Parameters:
- VpcCidr
- SubnetBits
- Label:
default: "Availability Zones"
Parameters:
- AvailabilityZoneCount
ParameterlLabels:
AvailabilityZoneCount:
default: "Availability Zone Count"
VpcCidr:
default: "VPC CIDR"
SubnetBits:
default: "Bits Per Subnet”

Conditions:
DoAz3: |IEquals [3, IRef AvailabilityZoneCount]
DoAz2: IOr [!Equals [2, |Ref AvailabilityZoneCount], Condition: DoAz3]

Resources:
VPC:
Type: "AWS::EC2::VPC"
Properties:
EnableDnsSupport: "true"
EnableDnsHostnames: "true"
CidrBlock: |Ref VpcCidr
PublicSubnet:
Type: "AWS::EC2::Subnet"
Properties:
Vpcld: IRef VPC
CidrBlock: !Select [0, !Cidr ['Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-0
- Fn::GetAZs: IRef "AWS::Region"
PublicSubnet2:
Type: "AWS::EC2::Subnet"
Condition: DoAz2
Properties:
Vpcld: IRef VPC
CidrBlock: !Select [1, !Cidr ['Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-1
- Fn::GetAZs: IRef "AWS::Region"
PublicSubnet3:
Type: "AWS::EC2::Subnet"
Condition: DoAz3
Properties:
Vpcld: IRef VPC
CidrBlock: !Select [2, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-2
- Fn::GetAZs: IRef "AWS::Region"
InternetGateway:
Type: "AWS::EC2::InternetGateway"
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Gatewayld: |Ref InternetGateway
PublicSubnetRouteTableAssociation:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Properties:
Subnetld: |Ref PublicSubnet
RouteTableld: |Ref PublicRouteTable
PublicSubnetRouteTableAssociation2:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Type: "AWS::EC2::SubnetRouteTableAssociation”
Properties:
Subnetld: |Ref PublicSubnet3
RouteTableld: |Ref PublicRouteTable
PrivateSubnet:
Type: "AWS::EC2::Subnet"
Properties:
Vpcld: |Ref VPC

Condition: DoAz2
CidrBlock: !Select [3, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]

Properties:
Subnetld: |Ref PublicSubnet2
AvailabilityZone: ISelect
-0

OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb
GatewayTolnternet:
Type: "AWS::EC2::VPCGatewayAttachment"
Properties:
Vpcld: |Ref VPC
InternetGatewayld: |Ref InternetGateway
PublicRouteTable:
Type: "AWS::EC2::RouteTable"
Properties:
Vpcld: |Ref VPC
PublicRoute:
Type: "AWS::EC2::Route"
DependsOn: GatewayTolnternet
Properties:
RouteTableld: |Ref PublicRouteTable
DestinationCidrBlock: 0.0.0.0/0
RouteTableld: |Ref PublicRouteTable
PublicSubnetRouteTableAssociation3:
Condition: DoAz3
- Fn::GetAZs: Ref "AWS::Region"
PrivateRouteTable:
Type: "AWS::EC2::RouteTable"
Properties:
Vpcld: |Ref VPC
PrivateSubnetRouteTableAssociation:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Properties:
Subnetld: |Ref PrivateSubnet
RouteTableld: Ref PrivateRouteTable
NAT:
DependsOn:
- GatewayTolnternet
Type: "AWS::EC2::NatGateway"

Properties:
Allocationld:
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"Fn::GetAtt":

- EIP

- Allocationld
Subnetld: 'Ref PublicSubnet

EIP:
Type: "AWS::EC2::EIP"
Properties:
Domain: vpc
Route:
Type: "AWS::EC2::Route"
Properties:
RouteTableld:

Ref: PrivateRouteTable
DestinationCidrBlock: 0.0.0.0/0
NatGatewayld:

Ref: NAT

PrivateSubnet2:
Type: "AWS::EC2::Subnet"
Condition: DoAz2
Properties:
Vpcld: |Ref VPC
CidrBlock: !Select [4, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-1
- Fn::GetAZs: Ref "AWS::Region"
PrivateRouteTable2:
Type: "AWS::EC2::RouteTable"
Condition: DoAz2
Properties:
Vpcld: |Ref VPC
PrivateSubnetRouteTableAssociation2:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Condition: DoAz2
Properties:
Subnetld: |Ref PrivateSubnet2
RouteTableld: Ref PrivateRouteTable2
NAT2:
DependsOn:
- GatewayTolnternet
Type: "AWS::EC2::NatGateway"
Condition: DoAz2
Properties:
Allocationld:

"Fn::GetAtt":

- EIP2

- Allocationld
Subnetld: |Ref PublicSubnet2

EIP2:
Type: "AWS::EC2::EIP"
Condition: DoAz2
Properties:

Domain: vpc

Route2:
Type: "AWS::EC2::Route"
Condition: DoAz2
Properties:
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RouteTableld:

Ref: PrivateRouteTable2
DestinationCidrBlock: 0.0.0.0/0
NatGatewayld:

Ref: NAT2
PrivateSubnet3:
Type: "AWS::EC2::Subnet"
Condition: DoAz3
Properties:
Vpcld: |Ref VPC
CidrBlock: !Select [5, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-2
- Fn::GetAZs: Ref "AWS::Region"
PrivateRouteTable3:
Type: "AWS::EC2::RouteTable"
Condition: DoAz3
Properties:
Vpcld: |Ref VPC
PrivateSubnetRouteTableAssociation3:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Condition: DoAz3
Properties:
Subnetld: 'Ref PrivateSubnet3
RouteTableld: Ref PrivateRouteTable3
NAT3:
DependsOn:
- GatewayTolnternet
Type: "AWS::EC2::NatGateway"
Condition: DoAz3
Properties:
Allocationld:

"Fn::GetAtt":

- EIP3

- Allocationld
Subnetld: 'Ref PublicSubnet3

EIP3:
Type: "AWS::EC2::EIP"
Condition: DoAz3
Properties:
Domain: vpc
Route3:
Type: "AWS::EC2::Route"
Condition: DoAz3
Properties:
RouteTableld:

Ref: PrivateRouteTable3
DestinationCidrBlock: 0.0.0.0/0
NatGatewayld:

Ref: NAT3

S3Endpoint:
Type: AWS::EC2::VPCEndpoint
Properties:
PolicyDocument:
Version: 2012-10-17
Statement:

128



F1E=EAWSADI VA M=

- - com.amazonaws.
- IRef '"AWS::Region'
-.83

Vpcld: |Ref VPC

Vpcld:
Description: ID of the new VPC.
Value: Ref VPC
PublicSubnetlds:
Description: Subnet IDs of the public subnets.
Value:
IJoin [

non
L]

['Ref PublicSubnet, !If [DoAz2, IRef PublicSubnet2, |Ref "AWS::NoValue"], !If [DoAz3, |Ref
PublicSubnet3, 'Ref "AWS::NoValue"]]
]
PrivateSubnetlds:
Description: Subnet IDs of the private subnets.
Value:
IJoin [
['Ref PrivateSubnet, !If [DoAz2, IRef PrivateSubnet2, |Ref "AWS::NoValue"], !If [DoAz3, Ref
PrivateSubnet3, |Ref "AWS::NoValue"]]

- Effect: Allow
Principal: ™'
Action:
Resource:
RouteTablelds:
- IRef PublicRouteTable
- IRef PrivateRouteTable
- lIf [DoAz2, |Ref PrivateRouteTable2, IRef "AWS::NoValue"]
- lIf [DoAz3, 'Ref PrivateRouteTable3, |IRef "AWS::NoValue"]
ServiceName: !Join
Outputs:
]

1.7.9.AWS TO X v N7 = BLVEFIHIA VY R—RY NDERK

OpenShift Container Platform 2 524 —TERT 2 * v N7 —0 B L VERDE (classic Tz ld
network) % Amazon Web Services (AWS) TERET 2MEIHYE T, INHDIAVR—RY MNE/ERK
TEODRE[ELAFRE LT, BHEINS CloudFormation 7 FL—NAZLETZIENTEZE

T, ThiZLY, RRAMN—VBEIUVH TRy hODYTEERINE T,

B—VPCHTTYTL— M E2EHEIRTIEIENTEET,

pa 3

BRI N3 CloudFormation 7Y FL— "2 FERALTAWS A V7SR MNSVF v —%1fF
BALAWGE, BREINIBEREBRAL. 1V ISANSIFv—%FHTERT 0
ERXHYET., VR —DEUICHELEINRBRWGES, 1 VAN —OJEBELT
RedHat  R— MIRBEIWEDLE T I2URENDH DAL HY F T,
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AR SR
o AWST7HUYMNERELET,
e USRH—DIgnitionFREZ 71 IV=EMLFT,

o AWSTVPCHLUVEETEZH TRy MaERL., RELFT,

FIR

1. V5 ZX%—0 install-config.yaml 7 7 1 JLIC$EE L 7= Route 53 YV —Y DK R Y/ —> ID % B
BLEYT, ZOIDIE, AWSOAVY—IbDL, FEEFUTOOTY REETLTERETEX
ER

BE
B—TIlav Yy REAALTLEIW,

$ aws route53 list-hosted-zones-by-name |
jq --arg name "<route53_domain>." \
-r .HostedZones | .[] | select(.Name=="\($name)") | .Id'

@ <route53_domain> (2OWT. ¥ 524 — install-config.yaml 7 7 A L % £ L 72 B
ICER L7 Route 53 R—ZA KX A U =IBELE T,

2. TVTUL—MDREBEETENIA—S—ENEFND JSON 7 7ML &ML FT,

[
{

"ParameterKey": "ClusterName",
"ParameterValue": "mycluster”

}
{

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" °
2

{
"ParameterKey": "HostedZoneld", 6

"ParameterValue": "<random_string>" G
2
{

"ParameterKey": "HostedZoneName",
"ParameterValue": "example.com”

}
{

"ParameterKey": "PublicSubnets"”,
"ParameterValue": "subnet-<random_string>" @

}
{

"ParameterKey": "PrivateSubnets",
"ParameterValue": "subnet-<random_string>" @

b
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{
"ParameterKey": "Vpcld", @

"ParameterValue": "vpc-<random_string>" @

}
]

RARNEBREFERTEZIIRAI—%2RITREWNI X5 — DR

9 5 X4 —0 install-config.yaml 7 7 1 L =K L7ZBFICER LIV SR —BEIBEL
i-a—o

PR —DIngitionFEET7 7AIWNTIVIA—RINBIFRI—AVITZANTY
%V_o)%ﬁﬁo

R A <cluster-name>-<random-string> O Ignition BXE7 7 1 LD SHHE LA V75
ANZOFvy—RBZEBELET,

Y=y NOBESKICERT 5 Route 53 /87 ) v ¥ N/ —2 1D,

Z211XYZABCZ2A4 |89 2D Route 53 /X7 v 4/ =V D ZH/ELE T, ZDfE
EAWS AV Y — LA LEIGTEE T,

& —45y NOFESKICHERT 5 Route 53 V— 2,

9 5 24— install-config.yaml 7 7 1 JL %4 L 7BFICfEF L 7= Route 53 R— 2 K X
AVEHBELET. AWSOA VY —ILICRIINBZREDOE K () FEDRVWTLLEE
L,

VPC RICERR L=/ T Y w o5 TRy K,

VPC @ CloudFormation 7> 7L — k D 715" 5 PublicSubnetlds fEZ#EE L 7,
VPC BRI LIcTSA4R— Y TRy K,

VPC @ CloudFormation 7~ 7L — k#7355 PrivateSubnetlds {E%1EE L £ 9.

7524 —HBIC{ER L 7= VPC,

VPC @ CloudFormation 7~ 7L — hDHEAM S Vpeld EEIEEL £,

99090000 09 90 6 ® 00

3. ZOMEYIDRY NT7—08L0'AO— RK/NF Y H—0 CloudFormation 7> 7L — bz ¥
vavmpbrFyvSL—hE2aE—L, ThiaIYE1—49—EICYAML 7 74L& LTREL
F9. CDTVTL—ME VS RI—IIBERRY NT—VBLVCEBRDWA TP TV MC
DWTEIR L TWET,

4. T TL—bMERBELET,

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json
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132

--capabilities CAPABILITY_NAMED_IAM

<name> | cluster-dns 72 & @ CloudFormation 24 vV DEZBITS, 75 R Y — %Yl
TBHBEIC. DAY Y VDERDREICRY T,

X ZEDEREITY,

<parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LADEF/NR £/ 13 &

9 <template> (&, #£%% L 7%z CloudFormation 7~ 7L — b YAML 7 7 1 LADHER /X2
AT,

5, VL —KDAVER—FXV MDD EET R EEEALET,
I $ aws cloudformation describe-stacks --stack-name <name>

StackStatus »* CREATE_COMPLETE Z 3R L 71&IC. HAIKIELLTDONI A =9 —DEDN
RAINFET, INOSDNNFTA—F—DEEISAY—%FERT 7DICETT 4D
CloudFormation 7Y 7L — MCIBET Z2HEIHY 7,

PrivateHo TS54RXR—KDNSDKRR MY —2 D,
stedZonel
d

ExternalA NERAPIO— RINSYH—D T ILR— LAy,
piLoadBal

ancerNam

e

InternalAp REAPIO— KNS Y H—DTILR—LA,
iLoadBala
ncerName

ApiServer APl —N—D7TLKR M,
DnsName

RegisterN InsDO— KNS UH—DEE/BERMERICERIID Lambda ARN,
IblpTarget
sLambda

ExternalA  AELAPI ¥ —4y T IL—TD ARN,
piTargetG
roupArn

InternalAp  AREBAPI ¥ —%4"v N JIL—T D ARN,
iTargetGr
oupArn

InternalSe AHEH—ERY—4v M TIL—TD ARN,
rviceTarg

etGroupA

rn
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1791 %y 72— &L0AO— KNS5 Y —D CloudFormation > L — b

LUF® CloudFormation 7~ 7L — M &{# [ L. OpenShift Container Platform 7 5 X 4 —IZihE A
FYRND—=0F TV RBLVO—RNRS YUY —2FTTOM4FTDIENTEET,
22 2y N7 =0 B L0'O— K/X5 2 H—D CloudFormation 7> 7L — b
AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Network Elements (Route53 & LBs)
Parameters:
ClusterName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Cluster name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, representative cluster name to use for host names and other identifying
names.
Type: String
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag cloud resources and identify items owned or
used by the cluster.
Type: String
HostedZoneld:
Description: The Route53 public zone ID to register the targets with, such as
Z21IXYZABCZ2A4.
Type: String
HostedZoneName:
Description: The Route53 zone to register the targets with, such as example.com. Omit the
trailing period.
Type: String
Default: "example.com"
PublicSubnets:
Description: The internet-facing subnets.
Type: List<AWS::EC2::Subnet::ld>
PrivateSubnets:
Description: The internal subnets.
Type: List<AWS::EC2::Subnet::ld>
Vpcld:

Description: The VPC-scoped resources will belong to this VPC.
Type: AWS::EC2::VPC::Id

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- ClusterName
- InfrastructureName
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- Vpcld
- PublicSubnets
- PrivateSubnets
- Label:
default: "DNS"
Parameters:
- HostedZoneName
- HostedZoneld
ParameterLabels:
ClusterName:
default: "Cluster Name"

InfrastructureName:
default: "Infrastructure Name"
Vpcld:

default: "VPC ID"
PublicSubnets:

default: "Public Subnets”
PrivateSubnets:

default: "Private Subnets”
HostedZoneName:

default: "Public Hosted Zone Name"
HostedZoneld:

default: "Public Hosted Zone ID"

Resources:
ExtApiElb:
Type: AWS::ElasticLoadBalancingV2::LoadBalancer
Properties:
Name: lJoin ["-", [IRef InfrastructureName, "ext"]]
IpAddressType: ipv4
Subnets: IRef PublicSubnets
Type: network

IntApiElb:
Type: AWS::ElasticLoadBalancingV2::LoadBalancer
Properties:
Name: Join ["-", [!Ref InfrastructureName, "int"]]
Scheme: internal
IpAddressType: ipv4
Subnets: IRef PrivateSubnets
Type: network

IntDns:
Type: "AWS::Route53::HostedZone"
Properties:
HostedZoneConfig:
Comment: "Managed by CloudFormation”

Name: Join [".", [!Ref ClusterName, |Ref HostedZoneName]]

HostedZoneTags:
- Key: Name
Value: Join ["-", [!Ref InfrastructureName, "int"]]

- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]

- Label:

default: "Network Configuration”
Parameters:

Value: "owned"
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VPCs:
- VPCId: IRef Vpcld
VPCRegion: IRef "AWS::Region"

ExternalApiServerRecord:
Type: AWS::Route53::RecordSetGroup
Properties:
Comment: Alias record for the API server
HostedZoneld: 'Ref HostedZoneld
RecordSets:
- Name:
IJoin [
["api", IRef ClusterName, Join [, ['Ref HostedZoneName, "."]]],
]
Type: A
AliasTarget:
HostedZoneld: |GetAtt ExtApiElb.CanonicalHostedZonelD
DNSName: |GetAtt ExtApiEIb.DNSName

InternalApiServerRecord:
Type: AWS::Route53::RecordSetGroup
Properties:
Comment: Alias record for the API server
HostedZoneld: 'Ref IntDns
RecordSets:
- Name:
lJoin [
["api", IRef ClusterName, Join [, [!Ref HostedZoneName, "."]]],
]
Type: A
AliasTarget:
HostedZoneld: |GetAtt IntApiElb.CanonicalHostedZonelD
DNSName: |GetAtt IntApiElb.DNSName
- Name:
lJoin [
["api-int", IRef ClusterName, lJoin ["", [\Ref HostedZoneName, "."]]],
]
Type: A
AliasTarget:
HostedZoneld: |GetAtt IntApiElb.CanonicalHostedZonelD
DNSName: !GetAtt IntApiElb.DNSName

ExternalApilListener:
Type: AWS::ElasticLoadBalancingV2::Listener
Properties:
DefaultActions:
- Type: forward
TargetGroupArn:
Ref: ExternalApiTargetGroup
LoadBalancerArn:
Ref: ExtApiElb
Port: 6443
Protocol: TCP
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Properties:

Port: 6443

Protocol: TCP

TargetType: ip

Vpcld:
Ref: Vpcld

TargetGroupAttributes:

- Key: deregistration_delay.timeout_seconds
Value: 60

InternalApiListener:
Type: AWS::ElasticLoadBalancingV2::Listener
Properties:
DefaultActions:
- Type: forward
TargetGroupArn:
Ref: InternalApiTargetGroup
LoadBalancerArn:
Ref: IntApiElb
Port: 6443
Protocol: TCP

InternalApiTargetGroup:
Type: AWS::ElasticLoadBalancingV2::TargetGroup
Properties:
Port: 6443
Protocol: TCP
TargetType: ip
Vpcld:
Ref: Vpcld
TargetGroupAttributes:
- Key: deregistration_delay.timeout_seconds
Value: 60

InternalServicelnternalListener:
Type: AWS::ElasticLoadBalancingV2::Listener
Properties:
DefaultActions:
- Type: forward
TargetGroupArn:
Ref: InternalServiceTargetGroup
LoadBalancerArn:
Ref: IntApiElb
Port: 22623
Protocol: TCP

InternalServiceTargetGroup:
Type: AWS::ElasticLoadBalancingV2::TargetGroup
Properties:
Port: 22623
Protocol: TCP
TargetType: ip

ExternalApiTargetGroup:
Type: AWS::ElasticLoadBalancingV2::TargetGroup
Vpcld:
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Ref: Vpcld

TargetGroupAttributes:

- Key: deregistration_delay.timeout_seconds
Value: 60

RegisterTargetLambdalamRole:
Type: AWS::IAM::Role
Properties:
RoleName: lJoin ["-", [IRef InfrastructureName, "nib", "lambda", "role"]]
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "lambda.amazonaws.com"”
Action:
- "sts:AssumeRole"
Path: "/
Policies:
- PolicyName: lJoin ["-", [IRef InfrastructureName, "master”, "policy"]]
PolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Action:
[
"elasticloadbalancing:RegisterTargets”,
"elasticloadbalancing:DeregisterTargets”,
]
Resource: IRef InternalApiTargetGroup
- Effect: "Allow"
Action:
[
"elasticloadbalancing:RegisterTargets”,
"elasticloadbalancing:DeregisterTargets”,
]
Resource: Ref InternalServiceTargetGroup
- Effect: "Allow"
Action:
[
"elasticloadbalancing:RegisterTargets”,
"elasticloadbalancing:DeregisterTargets”,

]

Resource: |Ref ExternalApiTargetGroup

RegisterNIblpTargets:
Type: "AWS::Lambda::Function"
Properties:
Handler: "index.handler"
Role:
Fn::GetAtt:
- "RegisterTargetLambdalamRole"
- "Arn"
Code:
ZipFile: |
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import json
import boto3
import cfnresponse
def handler(event, context):
elb = boto3.client('elbv2")
if event['RequestType'] == 'Delete":
elb.deregister_targets(TargetGroupArn=event['ResourceProperties’]
[TargetArn'], Targets=[{'ld": event['ResourceProperties'][ Targetlp']}])
elif event['RequestType'] == 'Create":
elb.register_targets(TargetGroupArn=event['ResourceProperties'][ TargetArn'],Targets=

[{'ld": event['ResourceProperties’|[ Targetlp'T}])
responseData = {}
cfnresponse.send(event, context, cfnresponse.SUCCESS, responseData,
event['ResourceProperties’|[ TargetArn']+event['ResourceProperties’]|[ Targetlp')
Runtime: "python3.7"
Timeout: 120

RegisterSubnetTagsLambdalamRole:
Type: AWS::IAM::Role
Properties:
RoleName: lJoin ["-", [IRef InfrastructureName, "subnet-tags-lambda-role"]]
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "lambda.amazonaws.com"”
Action:
- "sts:AssumeRole"
Path: "/
Policies:
- PolicyName: lJoin ["-", [IRef InfrastructureName, "subnet-tagging-policy"]
PolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Action:
[
"ec2:DeleteTags",
"ec2:CreateTags"
]
Resource: "arn:aws:ec2:*:*:subnet/*"
- Effect: "Allow"
Action:
[
"ec2:DescribeSubnets”,
"ec2:DescribeTags"

]

Resource: "*"

RegisterSubnetTags:
Type: "AWS::Lambda::Function"
Properties:
Handler: "index.handler"
Role:
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Fn::GetAtt:
- "RegisterSubnetTagsLambdalamRole"
- "Arn"
Code:
ZipFile: |
import json
import boto3
import cfnresponse
def handler(event, context):
ec2_client = boto3.client('ec2')
if event['RequestType'] == 'Delete":
for subnet_id in event['ResourceProperties']['Subnets']:
ec2_client.delete_tags(Resources=[subnet_id], Tags=[{'Key': 'kubernetes.io/cluster/' +
event['ResourceProperties’|['InfrastructureName']}]);
elif event['RequestType'] == 'Create":
for subnet_id in event['ResourceProperties']['Subnets']:
ec2_client.create_tags(Resources=[subnet_id], Tags=[{'Key": 'kubernetes.io/cluster/' +
event['ResourceProperties'|['InfrastructureName'], 'Value'": 'shared'}]);
responseData = {}
cfnresponse.send(event, context, cfnresponse.SUCCESS, responseData,
event['ResourceProperties’|['InfrastructureName']+event['ResourceProperties’]['Subnets'][0])
Runtime: "python3.7"
Timeout: 120

RegisterPublicSubnetTags:
Type: Custom::SubnetRegister
Properties:
ServiceToken: |GetAtt RegisterSubnetTags.Arn
InfrastructureName: IRef InfrastructureName
Subnets: IRef PublicSubnets

RegisterPrivateSubnetTags:
Type: Custom::SubnetRegister
Properties:
ServiceToken: |GetAtt RegisterSubnetTags.Arn
InfrastructureName: IRef InfrastructureName
Subnets: IRef PrivateSubnets

Outputs:
PrivateHostedZoneld:
Description: Hosted zone ID for the private DNS, which is required for private records.
Value: IRef IntDns
ExternalApiLoadBalancerName:
Description: Full name of the external API load balancer.
Value: |GetAtt ExtApiElb.LoadBalancerFullName
InternalApiLoadBalancerName:
Description: Full name of the internal API load balancer.
Value: |GetAtt IntApiElb.LoadBalancerFullName
ApiServerDnsName:
Description: Full hostname of the API server, which is required for the Ignition config files.
Value: lJoin [".", ["api-int", |Ref ClusterName, !Ref HostedZoneName]]
RegisterNIblpTargetsLambda:
Description: Lambda ARN useful to help register or deregister IP targets for these load
balancers.
Value: |GetAtt RegisterNIblpTargets.Arn
ExternalApiTargetGroupArn:
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Description: ARN of the external API target group.
Value: |Ref ExternalApiTargetGroup
Description: ARN of the internal API target group.

InternalApiTargetGroupArn:
Value: IRef InternalApiTargetGroup
InternalServiceTargetGroupArn:
Description: ARN of the internal service target group.
Value: IRef InternalServiceTargetGroup

1.7.10.AWS TOEFx 1) F 14— IL—TBL0O0—ILDIERK

OpenShift Container Platform 2 5 24 —CERT 2 Fa ) 71 —JI—FH L UO—)L % Amazon
Web Services (AWS) TERT 2 ELIHY ET, TNHOEDIVER—FXY MNaERT 2HODREBHE
BAEE LT, BHFEIN S CloudFormation 7Y 7L — N2 ZEBT B EHNTEET,

pa )

BRI N3 CloudFormation 7Y L — "2 FERALTAWS A V7SR MNSVF v —%1fF
ALAEWGE, RBEINDBEREERAL. 1V ISANSIFvy—5FHTERT 20
ENHYET, VA —DEUCHBRIEINAWES, 1 VA N=—)LOJEZHEELT
Red Hat 7 R— M WEDLE T 2RENH L AREELHY £T,

AR
o AWST7HU Y NEFZRELET,
e VS RH—DIgnitionFREZ 7M1 IV=EMLFT,

o AWSTVPCHELIUVEETEH TRy NE{ERRL., RELET,

Fig
VLMD REBETBENSA—H—EIZSEND ISON 771 ILEERLET,

}
{
"ParameterKey": "VpcCidr", 6

"ParameterValue": "10.0.0.0/16" €))
2
{

"ParameterKey": "PrivateSubnets",
"ParameterValue": "subnet-<random_string>" G
2

{
"ParameterKey": "Vpcld", a

"ParameterValue": "vpc-<random_string>" 6

7__

{

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" 9
}
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PSR —DIngitionFREZ7 7 A IV TITYA—RINBISRI—AVITZAMNTY
%V_o)%ﬁﬁo

R A <cluster-name>-<random-string> O Ignition BXE7 7 1 LD SHHE LA V75
ANZOFvy—RB2EBELET,

VPC D CIDRZ7Ov 7,

X.X.X.X/16-24 DR CEEZE LA VPCICFERALAZCIDR7AY VNS A—49—%BELF
£

VPC BICEER L= TSAR— MG TRy K,
VPC @ CloudFormation &~ 7L — kD 3D 5 PrivateSubnetlds &% f8E L £ 9,
75248 —RIC{EK L 7= VPC,

VPC @ CloudFormation 7~ 7L — N DHEAN S Vpeld EEIEEL £,

Q99® 606 ® 9

2. ZOMEYIDEFX21 T4 —4TTV Y D CloudFormation ¥ FL— kI3 Uh 5
FFL—rEIAE—L, ThEIYE21—49—LEICYAML 7 74 JLELTIRELET, 2D
FUTL—hME VSRY—ICREBEREXF 2T —II—TELTO—-ILICDWTERL T
WEd,

3 TFVvIL—bhEEELET,

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json
--capabilities CAPABILITY_NAMED_IAM

<name> | cluster-secs 7 & M CloudFormation 29 v 7 DERITY ., 75 AY —&HIR
TBGBEIC. DAY Y VDERDREICKRY T,

<template> (&, #£%F L 7%z CloudFormation 7~ 7L — k YAML 7 7 1 LADHER /X2 &
T EZFDRBITT,

<parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LANDEF/NR £/ 13 84
AT,

O ® o

4. TUTL—KMDAVER—IXV "D EET R EEEALET,
I $ aws cloudformation describe-stacks --stack-name <name>
StackStatus 7 CREATE_COMPLETE ZZ&/R L 71&IC. HAIKIELUTONI A =5 —DED

RERINFET, CNOEDINTA—F—DIEERD TR —EVEKRT D7-DICEITT 4D
CloudFormation 7Y 7L — MCIBET Z2HENHY 7,
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MasterSec ~RXR4¥—+Fxal)F4—FIL—7ID
urityGrou
pld

WorkerSe 7—h—t*al)F4—7IL—7ID
curityGro
upld

Masterlns YRARY—IAMA VRV RATAT7 74
tanceProfi
le

Workerlns 7T7—H—IAMA Y RY VR 7OT7 714
tanceProfi
le

1701 E*XaY 514 —FTFT x4 bD CloudFormation 7> L — b

LUF® CloudFormation 7~ 7L — K % L. OpenShift Container Platform 7 5 24 — I ER+
FaUTA—FTVzINETTOA4TBIENTEET,
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23 txa)F4—74T 9 h®D CloudFormation 7> 7L — b

AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Security Elements (Security Groups & I1AM)

Parameters:
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag cloud resources and identify items owned or
used by the cluster.
Type: String
VpcCidr:
AllowedPattern: A(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-9]|[1-9][0-9]|1[0-9]{2}| 2[0-
4][0-9]|25[0-5])(V(1[6-9]|2[0-4]))$
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/16-24.
Default: 10.0.0.0/16
Description: CIDR block for VPC.
Type: String
Vpcld:
Description: The VPC-scoped resources will belong to this VPC.
Type: AWS::EC2::VPC::Ild
PrivateSubnets:
Description: The internal subnets.
Type: List<AWS::EC2::Subnet::l1d>

Metadata:
AWS::CloudFormation::Interface:



ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Network Configuration
Parameters:
- Vpcld
- VpcCidr
- PrivateSubnets
ParameterLabels:
InfrastructureName:
default: "Infrastructure Name"
Vpcld:
default: "VPC ID"
VpcCidr:
default: "VPC CIDR"
PrivateSubnets:
default: "Private Subnets”

Resources:
MasterSecurityGroup:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Cluster Master Security Group
SecurityGrouplngress:
- IpProtocol: icmp
FromPort: 0
ToPort: 0
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
FromPort: 22
ToPort: 22
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
ToPort: 6443
FromPort: 6443
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
FromPort: 22623
ToPort: 22623
Cidrlp: |Ref VpcCidr
Vpcld: |Ref Vpcld

WorkerSecurityGroup:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Cluster Worker Security Group
SecurityGrouplngress:
- IpProtocol: icmp
FromPort: 0
ToPort: 0
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
FromPort: 22

F1ETAWSADSI VA ML
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ToPort: 22
Cidrlp: |Ref VpcCidr
Vpcld: |Ref Vpcld
MasterlngressEtcd:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: etcd
FromPort: 2379
ToPort: 2380
IpProtocol: tcp
MasterlngressVxlan:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Vxlan packets
FromPort: 4789
ToPort: 4789
IpProtocol: udp
MasterlngressWorkerVxlan:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Vxlan packets
FromPort: 4789
ToPort: 4789
IpProtocol: udp
MasterlngressGeneve:
Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

MasterlngressWorkerGeneve:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

Masterlngressinternal:
Type: AWS::EC2::SecurityGrouplngress
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Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

MasteringressWorkerInternal:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

MasterlngressinternalUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp

MasteringressWorkerInternalUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp

MasterlngressKube:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld

Description: Kubernetes kubelet, scheduler and controller manager
FromPort: 10250

ToPort: 10259
IpProtocol: tcp

MasterlngressWorkerKube:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld

Description: Kubernetes kubelet, scheduler and controller manager
FromPort: 10250

ToPort: 10259
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IpProtocol: tcp
MasterIngressingressServices:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp
MasterlngressWorkeringressServices:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp
MasterlngressingressServicesUDP:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: udp
MasterlngressWorkeringressServicesUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: udp

WorkerIngressVxlan:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Vxlan packets
FromPort: 4789
ToPort: 4789
IpProtocol: udp

WorkerIngressMasterVxlan:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
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SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Vxlan packets

FromPort: 4789

ToPort: 4789

IpProtocol: udp

WorkeringressGeneve:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

WorkerIngressMasterGeneve:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

Workerlngressinternal:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

WorkerIngressMasterInternal:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

WorkerIngressinternalUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp
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WorkerIngressMasterInternalUDP:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp
WorkerIngressKube:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes secure kubelet port
FromPort: 10250
ToPort: 10250
IpProtocol: tcp
WorkerIngressWorkerKube:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal Kubernetes communication
FromPort: 10250
ToPort: 10250
IpProtocol: tcp
WorkerIngressingressServices:
Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp

WorkerIngressMasterIngressServices:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp

WorkerIngressingressServicesUDP:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
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FromPort: 30000
ToPort: 32767
IpProtocol: udp

WorkerlngressMasteringressServicesUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: udp

MasterlamRole:
Type: AWS::IAM::Role
Properties:
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "ec2.amazonaws.com"
Action:
- "sts:AssumeRole"
Policies:

- PolicyName: lJoin ["-", [IRef InfrastructureName, "master”, "policy"]]

PolicyDocument:
Version: "2012-10-17"
Statement:

- Effect: "Allow"
Action: "ec2:*"
Resource: "*"

- Effect: "Allow"
Action: "elasticloadbalancing:*"
Resource: ™"

- Effect: "Allow"
Action: "iam:PassRole"
Resource: ™"

- Effect: "Allow"
Action: "s3:GetObject"
Resource: ™"

MasterlnstanceProfile:
Type: "AWS::|IAM::InstanceProfile"
Properties:
Roles:
- Ref: "MasterlamRole"

WorkerlamRole:
Type: AWS::IAM::Role
Properties:
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:

FBIEBEAWSADA VA =L
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- Effect: "Allow"
Principal:
Service:
- "ec2.amazonaws.com"
Action:
- "sts:AssumeRole"
Policies:
- PolicyName: lJoin ["-", [IRef InfrastructureName, "worker", "policy"]]

PolicyDocument:
Version: "2012-10-17"
Statement:

- Effect: "Allow"
Action: "ec2:Describe*"
Resource: ™"

WorkerlnstanceProfile:
Type: "AWS::IAM::InstanceProfile"
Properties:
Roles:
- Ref: "WorkerlamRole"

Outputs:
MasterSecurityGroupld:
Description: Master Security Group 1D
Value: |GetAtt MasterSecurityGroup.Groupld

WorkerSecurityGroupld:
Description: Worker Security Group 1D
Value: |GetAtt WorkerSecurityGroup.Groupld

MasterInstanceProfile:
Description: Master IAM Instance Profile
Value: |Ref MasterInstanceProfile

WorkerlnstanceProfile:

Description: Worker 1AM Instance Profile
Value: |Ref WorkerlnstanceProfile

17N AWS 1 VTS5 XA M5 Y F+—0O RHCOS AMI

OpenShift Container Platform / — KIZTDWT, Amazon Web Services (AWS) V' — > DERR Red Hat
Enterprise Linux CoreOS (RHCOS) AMI 29 2 EAHY £T,

#:1.15 RHCOS AMI

AWS V—V AWS AMI

ap-northeast-1 ami-05f59cf6db1d591fe
ap-northeast-2 ami-06a06d31eefbb25c4
ap-south-1 ami-0247a9f4511917aaa
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ap-southeast-1

ap-southeast-2

ca-central-1

eu-central-1

eu-north-1

eu-west-1

eu-west-2

eu-west-3

me-south-1

sa-east-1

us-east-1

us-east-2

us-west-1

us-west-2

F1E=mAWSADI VA M=

AWS V—> AWS AMI

ami-0b628e07d986a6¢c36

ami-0bdd5c426d91caf8e

ami-0c6¢c7ce738fe5112b

ami-0a8b58b4be8846e83

ami-04e659bd9575cea3d

ami-0d2e5d86e80ef2bd4

ami-0a27424b3eb592b4d

ami-0a8cb038a6e583bfa

ami-0c9d86eb9d0acee5d

ami-0d020f4ea19dbc7fa

ami-0543fbfb4749f3c3b

ami-070c6257b10036038

ami-02b6556210798d665

ami-0409b2cebfc3ac3d0

1.7Z2.AWS TDOT— KR NSy T/ — ROERK

OpenShift Container Platform 7 5 24 — O THERT 27— M ZA NS v 7/ — K% Amazon Web
Services (AWS) TER T 2MELNHYET, D/ —REERT 27-DDRE[ERAEE LT, 24
XN 3 CloudFormation 7Y 7L —hNA2ZEBET B ENTEET,

R

BRI N B CloudFormation 7Y L — A& FERALTT—MNRA NS Y T/ —REERL
BRWEES, BEINZIEREAHERAL. AV ISAMNSIVFv—52FETERT Z2HED
HYFET, V5RI—DEIICHEBEINAWNES. 1 VA M—)OYAEHAEL TRed

Hat ¥ R— MCREWEDLE T I2LENH B HEMDHY £,

AR S

e AWST7HhDUYV %

® U5 RY—MD Ignition

RELET,

AIVEERLET,
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o AWSTVPCHLUVEETEZH TRy MaERL., RELFT,

e AWSTDNS, O—RKNSUH— BLTYRFT—%FEKL, ZELFT,

o OvhO—ITL—rvELvavEa—rbO—ILAEEHRLET,

FIR

1. bootstrap.ign Ignition BRE7 7 1 IV &V TR Y —ICEBDDBRAEEELET, DT 74
WIEAVZAMN=ILTA LI M) —ICBMNET, ThERTTDLHODIDOAEELT, ¥
SAH—DY—=IavIZS3NTy &M L. Ignition SR 7ML EZhICT7y 7O—KL
7,

BF

BRI N S CloudFormation 7~ FL— KN Tl&, 75X % —OD Ignition FRE 7 7
AIESINT Y DL ELNDBIEZFARELTVWEY, ZOT77AILZRD
B OED I EEARBIRTZHEIE. TV T L—N2EBTI2RELNHY T,

pa 3

T—MZA NS v Flgnition FREZ 7 1 ILICIE, X509 F—D&LH>%RP—IL v b
NEFhEHA. UTOFIETIE. S3N\Ty NOEXHWLREFa1) 714 —%1R
#HLET, BIMOEF21Y) 71 —%ZRHET 5IC1E. OpenShift IAM L —H—7 &
DFEDIA—F—DHIDBNTY MIEEFNZA TV I MITIERATESR LD
ICS3NTy RIRY O —BWMITEEY, S34a2TLICEEL. 7— MR b
SYTIVUNEETEDZTRLANS TR NSy Flignition 5REZ 7 1 )L
HEDBIENTEET,

a. Ny NEFEHRLET,

I $ aws s3 mb s3://<cluster-name>-infra ﬂ

Q <cluster-name>-infra (/X7 v N& T,

b. bootstrap.ign Ignition 5RE 7 7 A L& Ny M7y 7O—KLE T,

I $ aws s3 cp bootstrap.ign s3://<cluster-name>-infra/bootstrap.ign

c. 774D Ty TO—RINhTWBIEAEHALET,

2. TV
[
{
b

152

$ aws s3 Is s3://<cluster-name>-infra/

2019-04-03 16:15:16 314878 bootstrap.ign

TU—MDBBEETZNRIA—S—ENEEND ISON 77 AL EERR L ET,

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" 9
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{
"ParameterKey": "RhcosAmi", 6

"ParameterValue": "ami-<random_string>" ﬂ
b
{
"ParameterKey": "AllowedBootstrapSshCidr", 6
"ParameterValue": "0.0.0.0/0" G
b
{
"ParameterKey": "PublicSubnet”,
"ParameterValue": "subnet-<random_string>" 6
b
{
"ParameterKey": "MasterSecurityGroupld", Q
"ParameterValue": "sg-<random_string>"
b
{
"ParameterKey": "Vpcld", m
"ParameterValue": "vpc-<random_string>" @
b
{
"ParameterKey": "BootstraplgnitionLocation", @
"ParameterValue": "s3://<bucket_namex>/bootstrap.ign” @
b
{
"ParameterKey": "AutoRegisterELB", @
"ParameterValue": "yes" @
b

{
"ParameterKey": "RegisterNIblpTargetsLambdaArn", m

"ParameterValue": "arn:aws:lambda:<region>:<account_number>:function:
<dns_stack_namex>-RegisterNIblpTargets-<random_string>" @
2

{
"ParameterKey": "External ApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack_namex>-Exter-<random_string>" @
2

{
"ParameterKey": "InternalApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _namex>-Inter-<random_string>" @
2

{
"ParameterKey": "InternalServiceTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @

}
]

PSR —DIngitionFREZ7 74 IV TIYA—RINBISRI—AVITZANTY
9:‘\7_0)%%0
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Q R A <cluster-name>-<random-string> ® Ignition BXE7 7 1 LD SHHE LA V75
ANZOFvy—EB2BELET,

T—RRAMS v T/ —RILEAT 2 RHFD Red Hat Enterprise Linux CoreOS (RHCOS)
AMl,

B AWS::EC2::Image:ld {EX ¥ EE L £ 7

T—hMNAKNS YT /) —RADSSHT7VER%2FA$TSCIDRTOY 7V,
X.X.X.X/16-24 XX TCCIDR 70Oy V &2¥BEL £ 7,

T—hAKNSy THEEBIT Z7DICVPCICEERIFTONZNRTY v I8 TRy K,
VPC ® CloudFormation 7~ 7L — k #7355 PublicSubnetlds fEZ$#E L £ 7,
TAI—EF1UF1—FI—TID(—BEIL—ILOBER).

X271 —JI—FBLVO—ILD CloudFormation 7~ FL— k5
MasterSecurityGroupld {E%#5E L £ 7,

ERINhi) VY —ZAHET % VPC,
VPC @ CloudFormation 7~ 7L — hDHEAM S Vpeld EEIEEL £,
T—hRMZY TDIgnition BREZ 71 I &7 v FT 35/,

s3://<bucket_names/bootstrap.ign DX TSI NIy hELUV T 71 ILEEZEBEL X
ER

Xy hT—40— KNS VH— (NLB) BT 20 E S b,

yes £/lE no ZEEEL £9., yes ZIEET 5355, Lambda Amazon Resource Name
(ARN) DIE%=IEET D MENHY F T,

NLBIP # —%4" v k&% lambda 7' /)L—7® ARN,

DNS & L VBRI ®D CloudFormation 7~ 7L — kDHEAL S
RegisterNIblpTargetsLambda {E%=5E L £ 7,

HNEAPIO— RNSUH—DY—4y NTIL—TD ARN,

DNS & & VBRF2E®D CloudFormation 7~ 7L — KDHEAIH S
ExternalApiTargetGroupArn {E%#EE L X7,

REAPIO— RNSUH—DF—4y NTIL—TD ARN,

DNS & & UBRF2E® CloudFormation 7~ 7L — KDHEAH S
InternalApiTargetGroupArn {E%3EE L £ 7

REH—EZRANRNSUH—DF -4y NTIL—TD ARN,

DNS & & UBRF2E®D CloudFormation 7~ 7L — kDHEAIH S
InternalServiceTargetGroupArn {E%35E L £ 7,

30 99 90 90 90 909090 90090206006 O
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3. DrEYTDT—MADMZYINYY 2O CloudFormation 7> L —bEzo>varnbrr
TL—hEIJE—L., ThEIVE2—49—LEICYAML 7 714 JLE LTIRELES, TDFTV
TL—hNiE, VSRI—IIREBERT— RISy T VICDODWTERLTWET,

4. FoTL—brEEEILET,

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json
--capabilities CAPABILITY_NAMED_IAM

<name> (& cluster-bootstrap 7 & M CloudFormation R4 v J D&ZRITY, V5 RY —
HHIRT BIFAIC. CDRY Y VDEZRHNBEICRY T,

<template> (&, #£%F L 7%z CloudFormation 7~ 7L — b YAML 7 7 1 LADHER /X2 &
I EZFDRAITT,

O ® o

<parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LADEF /N R £ 1384
AT,

5, V7 L—KDAVER—FXV MDD EET R EEEALET,
I $ aws cloudformation describe-stacks --stack-name <name>
StackStatus 7 CREATE_COMPLETE ZZ&/R L71&IC. HAIKIELUTONZ A =5 —DED

RERINFET, CNOEDNNSTA—F—DIEERD TAY—EEKRT D7-DHDICEITT 4D
CloudFormation 7Y 7L — MCIBET Z2HENHY 7,

Bootstrap 77— XSV T4 URHVZRID,
Instanceld

Bootstrap 7—hX NSV T/ —RONRT)YYIIPF7RLZ,
Publiclp

Bootstrap 7—hX+ SV T/ —RODTFSAR—=FMNIPF7KRLZ,
Privatelp

1.7.121. 7— MR M5 v <D CloudFormation =~ L — b

LUF® CloudFormation 7~ 7L — K %M L. OpenShift Container Platform 7 5 24 —ICHE A
T—hRANSY TR VETFIOATEET,

.24 7— KR KNS wv F< > D CloudFormation 7~ 7L — b
Description: Template for OpenShift Cluster Bootstrap (EC2 Instance, Security Groups and |IAM)

‘ AWSTemplateFormatVersion: 2010-09-09
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156

Parameters:
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag cloud resources and identify items owned or
used by the cluster.
Type: String
RhcosAmi:
Description: Current Red Hat Enterprise Linux CoreOS AMI to use for bootstrap.
Type: AWS::EC2::Image::ld
AllowedBootstrapSshCidr:
AllowedPattern: A(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-9]|[1-9][0-9]|1[0-9]{2}| 2[0-
4][0-9]|25[0-5])(V([0-9]| 1[0-9]|2[0-9]|3[0-2]))$
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/0-32.
Default: 0.0.0.0/0
Description: CIDR block to allow SSH access to the bootstrap node.
Type: String
PublicSubnet:
Description: The public subnet to launch the bootstrap node into.
Type: AWS::EC2::Subnet::Id
MasterSecurityGroupld:
Description: The master security group ID for registering temporary rules.
Type: AWS::EC2::SecurityGroup::ld
Vpcld:
Description: The VPC-scoped resources will belong to this VPC.
Type: AWS::EC2::VPC::Ild
BootstraplgnitionLocation:
Default: s3://my-s3-bucket/bootstrap.ign
Description: Ignition config file location.
Type: String
AutoRegisterELB:
Default: "yes"
AllowedValues:
- "yes"
- "no"
Description: Do you want to invoke NLB registration, which requires a Lambda ARN parameter?
Type: String
RegisterNIblpTargetsLambdaArn:
Description: ARN for NLB IP target registration lambda.
Type: String
ExternalApiTargetGroupArn:
Description: ARN for external AP load balancer target group.
Type: String
InternalApiTargetGroupArn:
Description: ARN for internal APl load balancer target group.
Type: String
InternalServiceTargetGroupArn:
Description: ARN for internal service load balancer target group.
Type: String

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:



- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Host Information”
Parameters:
- RhcosAmi
- BootstraplgnitionLocation
- MasterSecurityGroupld
- Label:
default: "Network Configuration”
Parameters:
- Vpcld
- AllowedBootstrapSshCidr
- PublicSubnet
- Label:
default: "Load Balancer Automation”
Parameters:
- AutoRegisterELB
- RegisterNIblpTargetsLambdaArn
- ExternalApiTargetGroupArn
- InternalApiTargetGroupArn
- InternalServiceTargetGroupArn
ParameterLabels:

InfrastructureName:
default: "Infrastructure Name"
Vpcld:

default: "VPC ID"
AllowedBootstrapSshCidr:

default: "Allowed SSH Source"
PublicSubnet:

default: "Public Subnet"
RhcosAmi:

default: "Red Hat Enterprise Linux CoreOS AMI ID"
BootstraplgnitionLocation:

default: "Bootstrap Ignition Source"
MasterSecurityGroupld:

default: "Master Security Group ID"
AutoRegisterELB:

default: "Use Provided ELB Automation”

Conditions:
DoRegistration: |Equals ["yes", |Ref AutoRegisterELB]

Resources:
BootstraplamRole:
Type: AWS::IAM::Role
Properties:
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "ec2.amazonaws.com"

FBIEBEAWSADA VA =L
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Action:
- "sts:AssumeRole"
Path: "/"
Policies:
- PolicyName: Join ["-", [IRef InfrastructureName, "bootstrap”, "policy"]]
PolicyDocument:
Version: "2012-10-17"

Statement:

- Effect: "Allow"
Action: "ec2:Describe*"
Resource: ™"

- Effect: "Allow"
Action: "ec2:AttachVolume"
Resource: ™"

- Effect: "Allow"
Action: "ec2:DetachVolume"
Resource: ™"

- Effect: "Allow"
Action: "s3:GetObject"
Resource: ™"

BootstraplnstanceProfile:
Type: "AWS::IAM::InstanceProfile"
Properties:
Path: "/
Roles:
- Ref: "BootstraplamRole"

BootstrapSecurityGroup:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Cluster Bootstrap Security Group
SecurityGrouplngress:
- IpProtocol: tcp
FromPort: 22
ToPort: 22
Cidrlp: |Ref AllowedBootstrapSshCidr
- IpProtocol: tcp
ToPort: 19531
FromPort: 19531
Cidrlp: 0.0.0.0/0
Vpcld: |Ref Vpcld

Bootstraplnstance:
Type: AWS::EC2::Instance
Properties:
Imageld: 'Ref RhcosAmi
lamInstanceProfile: |Ref BootstraplnstanceProfile
InstanceType: "i3.large"
NetworkInterfaces:
- AssociatePubliclpAddress: "true"
Devicelndex: "0"
GroupSet:
- IRef "BootstrapSecurityGroup"
- IRef "MasterSecurityGroupld"
Subnetld: 'Ref "PublicSubnet”
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UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"replace":{"source":"${S3Loc}","verification":{}}},"timeouts":
{},"version":"2.1.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
S3Loc: |Ref BootstraplgnitionLocation
}
RegisterBootstrapApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Bootstraplnstance.Privatelp
RegisterBootstraplnternalApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Bootstraplnstance.Privatelp
RegisterBootstraplnternalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn

Targetlp: |GetAtt Bootstraplnstance.Privatelp

Outputs:
Bootstraplnstanceld:
Description: Bootstrap Instance ID.
Value: |Ref Bootstraplnstance

BootstrapPubliclp:

Description: The bootstrap node public IP address.
Value: |GetAtt Bootstraplnstance.Publiclp

BootstrapPrivatelp:

Description: The bootstrap node private IP address.
Value: |GetAtt Bootstraplnstance.Privatelp

1.7Z13.AWS TO Iy hO—ILT L — Y DYERK

PSR —THERTHAY bO=ILTL—r<T P V% Amazon Web Services (AWS) THER T 2 HEH

HYFEFF, oD/ —REERTZ2-OORE[BERAEE LT, I NS CloudFormation 7>
TL— NEEETZIENTEET,
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pa 3

BRI NS CloudFormation 7V FL— M &2FHELTCIY bO—ILTL—V /) —REE
B LARWEE, REINZIEHREERE L. AV ISANSIVFv—%2FHTERT 50
ENHYET, VR —DEUCHMBIEINAWES, 1 VA N—OJEZHEELT
Red Hat 7 R— MIEWEDLE T 2RENHZAREELHY £T,

e AWST7HVYMNERERELZEY,

o USRI —DIgnitionFREZ 7M1V EKL XTI,

e AWSTVPCHEIUREEYTSZ Y Txy hetElL. RELXT,

e AWSTDNS, O— RN UH— BLVYRF—%ERL. ZELXT,
o IvhO—)TL—rvELUtaryEa—bO—ILEFERLET,

o JT—RNANSYTIIIVEERLET,

FIR

1.

1
"ParameterKey": "PrivateHostedZoneld", a

{
"ParameterValue": "<random_string>" 6

VIL—MDRBEBETBNRTA—Y—ENEEND JSON 771 ILEERHR L £T,
"ParameterKey": "AutoRegisterDNS", 6
"ParameterValue": "yes" G
2
{

7__
{
"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" 9
2
{
"ParameterKey": "RhcosAmi", 6
2
"ParameterKey": "PrivateHostedZoneName", g

"ParameterValue": "ami-<random_string>" °
{

"ParameterValue": "mycluster.example.com” @
2
{

"ParameterKey": "MasterOSubnet",
"ParameterValue": "subnet-<random_string>" @

}
{

"ParameterKey": "Master1Subnet",
"ParameterValue": "subnet-<random_string>" @

b
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{

"ParameterKey": "Master2Subnet",
"ParameterValue": "subnet-<random_string>" @
b
{
"ParameterKey": "MasterSecurityGroupld", m
"ParameterValue": "sg-<random_string>"
b

{
"ParameterKey": "IgnitionLocation", @

"ParameterValue": "https://api-int.<cluster_name>.<domain_name>:22623/config/master"

2
{
"ParameterKey": "Certificate Authorities",
"ParameterValue": "data:text/plain;charset=utf-8;base64,ABC...xYz==" @
2
{
"ParameterKey": "MasterlnstanceProfileName",
"ParameterValue": "<roles_stack>-MasterInstanceProfile-<random_string>" @
2
{
"ParameterKey": "MasterlnstanceType", @
"ParameterValue": "m4.xlarge"
2
{
"ParameterKey": "AutoRegisterELB", @
"ParameterValue": "yes"
2

{
"ParameterKey": "RegisterNIblpTargetsLambdaArn", @

"ParameterValue": "arn:aws:lambda:<region>:<account_number>:function:
<dns_stack_namex>-RegisterNIblpTargets-<random_string>" @
2

{
"ParameterKey": "External ApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack_namex>-Exter-<random_string>" @
2

{
"ParameterKey": "InternalApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @
2

{
"ParameterKey": "InternalServiceTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @

}
]

@ /525 DingitonRET 7 AN TIVA—RINBISRI—AVTSAISY
9:‘\7_0)%-%!‘1]0
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2]

90 99 90606 o

DD 90 99 90 09

)

R A <cluster-name>-<random-string> ® Ignition BXE7 7 1 LD SHH LA V75
ANZOFv—RB2EBELET,

A bO—ILTL—rI Y VILERT 25&HD Red Hat Enterprise Linux CoreOS
(RHCOS) AMI,

AWS::EC2::Image:ld {E%¥EE L £ 7,
DNS etcd B ZERTT 5D E D D

yesF/ld no ZEEL XY, yes ZIBET 2HBAE. RANY—VOBEREIEET 2HE
BHYET,

etcd ¥ =4y NDEEFICERT % Route 53 'S4 R— Y=V D,

DNS 8 L VBT LHELD CloudFormation &7~ 7L — kD H 5 PrivateHostedZoneld
BEEELET.

& —45y NOFSKICHERT 5 Route 53 V— 2,

<cluster_name>.<domain_name> Z#E L ¥#29, Z I T. <domain_names (£ 5 X
4 —® install-config.yaml 7 7 1 JL DA RKEFICHER L7z Route 53 R—XA R X AV TY,
AWS OV Y —JLIZKRTRINDZKEDOE Y K () IFEDRVWTLCEIWN,

AV bO—ILTL—UIYVOREBIERT 2 TRy M(TSAR—MDPEZL
U)o

NS & L VBRPELD CloudFormation &~ 7L — M D HH 5 PrivateSubnets &
DY Txy NEEELET,

YARAY—/)—RICEAEMTEZYRY—tFX2)F4—IL—T 1D,

X2l 74— —FBLVO—ILD CloudFormation 7~ FL— k5
MasterSecurityGroupld {E%# &€ L £ 7,

AV hA—ILFL—VODIgnition EEZ7 71 IV %&E 7 v F9 BI5R,

I NS Ignition ERE 7 7 1 ILDFFTZEE L £ 9 (https://api-int.<cluster_names.
<domain_name>:22623/config/master),

Y % base64 TIT Y I— RINERIFBOXFS,

AVARN=IT4LY N)—IlH? masterign 771 LD LEEBELE T, ZDE
I&. data:text/plain;charset=utf-8;base64,ABC...xYz== XX DRV XFFTT,

TAY—O—JLICBEERITZ IAM 7O7 714 L,

X2 F4—TI—TELO—ILD CloudFormation 7> 7L — hDOHEAD S
MasterinstanceProfile /X5 X —4% —D{EAIEEL T,

I MA—=LT L=V VIFERTEAWNS A VRAYVADY A T,
RIS N B {E:
e m4.xlarge

e m4.2xlarge


https://:22623/config/master

2.

O 90 99 90 09

Z
>

F1E=mAWSADI VA M=

o m4.4xlarge
o m4.8xlarge
e m4.10xlarge
® m4.16xlarge
® c4.2xlarge

® c4.4xlarge

e c4.8xlarge

e r4.xlarge

e r4.2xlarge

® r4.4xlarge

e r4.8xlarge

® r4.16xlarge

8%

midAVRYIVAYA TH eu-west-3 2 ED) —2 3V THEFBETIE
BWEE, mbxlarge R ED L DI mE YA TERDYICHERLET,

Xy hT—40— KNS VH— (NLB) BT 20 E S b,

yes £/lE no ZEEEL £9., yes ZIEET 5355, Lambda Amazon Resource Name
(ARN) DEEIEET 2HENHY £7,

NLBIP # —%4" v k&% lambda 7' /)L—7® ARN,

DNS & L VBRI ®D CloudFormation 7~ 7L — kDHEAL S
RegisterNIblpTargetsLambda {E%=5E L £ 7,

HNEAPIO— RNSUH—DY—4y NTIL—TD ARN,

DNS & & VBRF2E®D CloudFormation 7~ 7L — KDHAIH S
ExternalApiTargetGroupArn {E%#EE L X7,

REAPIO— RNSUH—Dy—4y NJTIL—TD ARN,

DNS & & UBRF2E®D CloudFormation 7~ 7L — KDHEAIH S
InternalApiTargetGroupArn {E%3EE L £ 7,

REH—EZRANRNSVH—DF -4y NTIL—TD ARN,

DNS & & UBRF2E®D CloudFormation 7~ 7L — kDHEAIH S
InternalServiceTargetGroupArn {E%35E L £ 9,

Oy OOy MNO—ILTL—<T2 VD CloudFormation 7> FL— ko> avn b

vFlL—hEOIE—L, ThEIVE21—49—EICYAML 7 74 JJLELTIRELET, D
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FUTL—NME, VSRIY—ICERA MNO—ILTL—rDOIIVICDO2WTEHRRLTWE
ERR

3. m5 4 Y RHY U RHY A 7% MasterinstanceType DfEE L THREL TWBIHE, TDA VR
v 248 4 7% CloudFormation 7~ 7L — k @ MasterinstanceType.AllowedValues /X5 X —
ICEBMLET,

4. FoTL—brEEEILET,

- B—fTICaAY Y REABNLTLES

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json

Y —%ZHIRT BHBEIC. TORYY JDEAFDNBEICLRY XT,

<template> . #£%F L 7%z CloudFormation 7~ 7L — b YAML 7 7 1 LADER /X2
I EZDRAITT,

<parameters> (E. CloudFormation /85 X —#4 — JSON 7 7 4 JLADEXN /R R F /i3 £

Q <name> (& cluster-control-plane 7 & @ CloudFormation 24 v 7 DEZFITY, 7R
AITY,

5, V7L —RDAVER—FXV MDD EET R EEEALET,

I $ aws cloudformation describe-stacks --stack-name <name>

17312 ha—NL7L—r< >V ® CloudFormation >~ 7L — b

LUF® CloudFormation 7~ 7L — K % L. OpenShift Container Platform 7 5 24 — I ER T
AL T =YV ETTOMTEHIENTEEY,

125 3y hO—JILFL—>r< L YD CloudFormation 7 7L — k
AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Node Launch (EC2 master instances)
Parameters:
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag nodes for the kubelet cloud provider.
Type: String
RhcosAmi:
Description: Current Red Hat Enterprise Linux CoreOS AMI to use for bootstrap.
Type: AWS::EC2::Image::ld
AutoRegisterDNS:
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Default: "yes"
AllowedValues:
- "yes"
- "no"
Description: Do you want to invoke DNS etcd registration, which requires Hosted Zone
information?
Type: String
PrivateHostedZoneld:
Description: The Route53 private zone ID to register the etcd targets with, such as
Z21IXYZABCZ2A4.
Type: String
PrivateHostedZoneName:
Description: The Route53 zone to register the targets with, such as cluster.example.com. Omit
the trailing period.
Type: String
MasterOSubnet:
Description: The subnets, recommend private, to launch the master nodes into.
Type: AWS::EC2::Subnet::Id
Master1Subnet:
Description: The subnets, recommend private, to launch the master nodes into.
Type: AWS::EC2::Subnet::Id
Master2Subnet:
Description: The subnets, recommend private, to launch the master nodes into.
Type: AWS::EC2::Subnet::Id
MasterSecurityGroupld:
Description: The master security group ID to associate with master nodes.
Type: AWS::EC2::SecurityGroup::ld
IgnitionLocation:
Default: https://api-int. 3CLUSTER_NAME.$DOMAIN:22623/config/master
Description: Ignition config file location.
Type: String
CertificateAuthorities:
Default: data:text/plain;charset=utf-8;base64,ABC...xYz==
Description: Base64 encoded certificate authority string to use.
Type: String
MasterInstanceProfileName:
Description: IAM profile to associate with master nodes.
Type: String
MasterlnstanceType:
Default: m4.xlarge
Type: String
AllowedValues:
- "m4.xlarge"
- "m4.2xlarge”
- "m4.4xlarge”
- "m4.8xlarge”
- "m4.10xlarge
- "m4.16xlarge
- "c4.2xlarge"
- "c4.4xlarge
- "c4.8xlarge
- "r4.xlarge"
- "r4.2xlarge"
- "r4.4xlarge"
- "r4.8xlarge"
- "r4.16xlarge"
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AutoRegisterELB:
Default: "yes"
AllowedValues:
- "yes"
- "no"
Description: Do you want to invoke NLB registration, which requires a Lambda ARN parameter?
Type: String
RegisterNIblpTargetsLambdaArn:
Description: ARN for NLB IP target registration lambda. Supply the value from the cluster
infrastructure or select "no" for AutoRegisterELB.
Type: String
ExternalApiTargetGroupArn:
Description: ARN for external APl load balancer target group. Supply the value from the cluster
infrastructure or select "no" for AutoRegisterELB.
Type: String
InternalApiTargetGroupArn:
Description: ARN for internal API load balancer target group. Supply the value from the cluster
infrastructure or select "no" for AutoRegisterELB.
Type: String
InternalServiceTargetGroupArn:
Description: ARN for internal service load balancer target group. Supply the value from the
cluster infrastructure or select "no" for AutoRegisterELB.
Type: String

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Host Information”
Parameters:
- MasterlnstanceType
- RhcosAmi
- IgnitionLocation
- CertificateAuthorities
- MasterSecurityGroupld
- MasterlnstanceProfileName
- Label:
default: "Network Configuration”
Parameters:
- Vpcld
- AllowedBootstrapSshCidr
- MasterOSubnet
- Master1Subnet
- Master2Subnet
- Label:
default: "DNS"
Parameters:
- AutoRegisterDNS
- PrivateHostedZoneName
- PrivateHostedZoneld
- Label:
default: "Load Balancer Automation”



Parameters:
- AutoReqgisterELB
- RegisterNIblpTargetsLambdaArn
- ExternalApiTargetGroupArn
- InternalApiTargetGroupArn
- InternalService TargetGroupArn
ParameterLabels:

InfrastructureName:

default: "Infrastructure Name"
Vpcld:

default: "VPC ID"
MasterOSubnet:

default: "Master-0 Subnet"
Master1Subnet:

default: "Master-1 Subnet"
Master2Subnet:

default: "Master-2 Subnet"
MasterlnstanceType:

default: "Master Instance Type"
MasterinstanceProfileName:

default: "Master Instance Profile Name"
RhcosAmi:

default: "Red Hat Enterprise Linux CoreOS AMI ID"
BootstraplgnitionLocation:

default: "Master Ignition Source"
CertificateAuthorities:

default: "Ignition CA String"
MasterSecurityGroupld:

default: "Master Security Group ID"
AutoRegisterDNS:

default: "Use Provided DNS Automation”
AutoRegisterELB:

default: "Use Provided ELB Automation”
PrivateHostedZoneName:

default: "Private Hosted Zone Name"
PrivateHostedZoneld:

default: "Private Hosted Zone ID"

Conditions:
DoRegistration: |Equals ["yes", |Ref AutoRegisterELB]
DoDns: |[Equals ["yes", |IRef AutoRegisterDNS]

Resources:
MasterO:
Type: AWS::EC2::Instance
Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"

VolumeType: "gp2"
lamInstanceProfile: |Ref MasterinstanceProfileName
InstanceType: |Ref MasterIinstanceType
NetworklInterfaces:
- AssociatePubliclpAddress: "false"

F1ETAWSADSI VA ML
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RegisterMaster0:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Master0.Privatelp

OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb
RegisterMasterOlnternalApiTarget:
Condition: DoRegistration

Devicelndex: "0"
GroupSet:
- IRef "MasterSecurityGroupld"
Subnetld: |Ref "MasterOSubnet"
UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
SOURCE: !Ref IgnitionLocation,
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:
Type: Custom::NLBRegister

- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]
Properties:

Value: "shared"
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Master0.Privatelp

RegisterMasterOInternalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn
Targetlp: |GetAtt Master0.Privatelp

Master1:
Type: AWS::EC2::Instance
Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"

VolumeType: "gp2"
lamInstanceProfile: |Ref MasterinstanceProfileName
InstanceType: |Ref MasterIinstanceType
NetworkInterfaces:

- AssociatePubliclpAddress: "false"
Devicelndex: "0"
GroupSet:
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- IRef "MasterSecurityGroupld"
Subnetld: |Ref "Master1Subnet"
UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
SOURCE: !Ref IgnitionLocation,
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:
- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]
Value: "shared"

RegisterMaster1:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Master1.Privatelp

RegisterMasteriInternalApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Master1.Privatelp

RegisterMaster1InternalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn
Targetlp: |GetAtt Master1.Privatelp

Master2:
Type: AWS::EC2::Instance
Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"
VolumeType: "gp2"
lamInstanceProfile: |Ref MasterinstanceProfileName
InstanceType: |Ref MasterIinstanceType
NetworklInterfaces:
- AssociatePubliclpAddress: "false"
Devicelndex: "0"
GroupSet:
- IRef "MasterSecurityGroupld"
Subnetld: |Ref "Master2Subnet”
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Value: "shared"

RegisterMaster2:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Master2.Privatelp

RegisterMaster2internal ApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Master2.Privatelp

RegisterMaster2internalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn
Targetlp: |GetAtt Master2.Privatelp

EtcdSrvRecords:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["_etcd-server-ssl._tcp", |Ref PrivateHostedZoneName]]
ResourceRecords:
- lJoin [

['0 10 2380", lJoin [".", ["etcd-0", |Ref PrivateHostedZoneNamel]],
]

- lJoin [

['0 10 2380", Join [".", ["etcd-1", IRef PrivateHostedZoneNamel]],
]

- lJoin [

['0 10 2380", IJoin [".", ["etcd-2", IRef PrivateHostedZoneNamel]],
]
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UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
SOURCE: !Ref IgnitionLocation,
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:
- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]



TTL: 60
Type: SRV

EtcdORecord:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["etcd-0", Ref PrivateHostedZoneName]]
ResourceRecords:
- IGetAtt Master0.Privatelp
TTL: 60
Type: A

Etcd1Record:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["etcd-1", IRef PrivateHostedZoneName]]
ResourceRecords:
- IGetAtt Master1.Privatelp
TTL: 60
Type: A

Etcd2Record:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["etcd-2", IRef PrivateHostedZoneName]]
ResourceRecords:
- IGetAtt Master2.Privatelp
TTL: 60
Type: A

Outputs:
PrivatelPs:
Description: The control-plane node private IP addresses.
Value:
IJoin [

nn
L]

F1E=EAWSADI VA M=

['GetAtt Master0Q.Privatelp, |GetAtt Master1.Privatelp, |GetAtt Master2.Privatelp]

]

1714. 21— —(C&>TFOEY 3=V IEINBZA VYV ITISAKMNSIFv+—TDAWS T
DT—KrRANSY T/ — ROMPHAL

Amazon Web Services (AWS) TETRTDRBERA VI TARNSTIF v —%FR LRI, V53R —
HEAVAMN—=ITEET,

AR

e AWST7HU Y NZRELET,
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FIR

PSR —DIgnition FRE 7 71 IV 2EMLF T,

AWS TVPC 8L UVEET B H TRy haER L. RELXT,

AWS TDNS, O— RS vH— BLTYRF—%ERL. ZRELET,
aAvbO—LFL—rvELavEa—bO—LEERLET,
T—RANSY TRV HERLET,

Ay bO—=—LT L=y U EERLET,

T—h—ROVEFHTEETIFEDBEICE. 7T—H—< Y VEERLET,

CAVZN=LTOTSLANEENDETA LI MY —ICPYEL UTFOIY Y RERTLE

ER

$ ./openshift-install wait-for bootstrap-complete --dir=<installation_directory> \ ﬂ
--log-level=info 9

Q <installation_directory> (CI&., 1 YA M= 7 7M1V ERELEZTAL I KN —~DN
AEEELET,

@ =EBBMUAPLOFMEREFTT I info TR, wam, debug. F7ld
error z1IEEL XY,

OV RO FATALZE 2 HISICKR T 5548, EREAOI Y FO—IL 7L —2I3#H¢E
INTWET,

1.7.14.1. AWS TD 7 —Hh— /) — RDYERK

PSR —THEET S 7—H—/— K% Amazon Web Services (AWS) TEXRTEXZEd, ThodD/ —
REFETERT 27-ODRELBERFEE LT, BEIN S CloudFormation 7Y 7L — N &2 ZEE T
LENTEET,

BF

CloudFormation ¥ 7L — hE. 12D —H—<T P VARTRAYIVIAEERLET,
TNTNDT—H—I VIR Y VAR T D2HELHYET,

pa

BRI NS CloudFormation 7Y FL— M2 FRH L T7—H—/ — REFEHR LRWEG
B, RHINDBEREEIEL, 1V ISZAMNSIVFry—5FHTERTIHLELHY F
o VIR —HEUNICHHEINhAWEGE., 41 VA M—)LOJ%ZHAEL TRedHat #
R—MNIBEWEDLET E2RENHDAEMELHY £,

AR
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F1E=EAWSADI VA M=

e AWSTVPCHELUVEETIH TRy batElR L., RELZET,

e AWSTDNS, O— RN UH— BLVYRF—%FERL. ZRELET,
o IvhO—)LTL—rvELtaryEa—bO—ILEFERLET,

o T NAKNSYTIIIVEERLET,

o OvhO—ILTL—UTIVEERLET,

FIR

. CloudFormation 7Y 7L — M BB E T Z/INSA—F —ENEENS JSON 7 7 1 )L &EERK
Lji-g_o

[
{

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" e
2

{
"ParameterKey": "RhcosAmi", 6

"ParameterValue": "ami-<random_string>" °
I8
{

"ParameterKey": "Subnet",
"ParameterValue": "subnet-<random_string>" G
2

{
"ParameterKey": "WorkerSecurityGroupld", a

"ParameterValue": "sg-<random_string>"
2

{
"ParameterKey": "IgnitionLocation", g

"ParameterValue": "https://api-int.<cluster_name>.<domain_namex>:22623/config/worker"
|3
{
"ParameterKey": "Certificate Authorities",
"ParameterValue": " @
|3
{

"ParameterKey": "WorkerInstanceProfileName",
"ParameterValue": " @
1

{
"ParameterKey": "WorkerlnstanceType", @

"ParameterValue": "m4.large”

}
]

JZ A —DIngitionFREZ7 7A IV TITYA—RINBISRI—AVITZRAMNTY
9:‘\7_0)%-%!‘1]0
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174

2]

00 90 990 990 09 90600

R A <cluster-name>-<random-string> @ Ignition BXE7 7 1 LD SHH LA V75
ANZOFv—RB2EBELET,

7 —Hh—/— KIZERT 25%FD Red Hat Enterprise Linux CoreOS(RHCOS)AMI,
AWS::EC2::Image:Id {E%¥EE L £ 7,
D—h—/—REEHTZ2T TRy M(TTAR=—IHPEXLL),

DNS & L VBT LHELD CloudFormation &~ 7L — kD 735 5 PrivateSubnets &M
Txy hNEBELET,

D—h—/—RICEESIFZ79—h—tFXx2)FT4—IL—TID,

X2l 71— —FBLVO—ILD CloudFormation 7~ FL— KDOHAN S
WorkerSecurityGroupld {E%# 8 E L £ 7,

T—RhAKZY TDIgnition BEZ7 71 IV %&E 7 = v F9 D5,

£ I N3 Ignition EREDHZBATAZIEEL 9, https:/api-int.<cluster_names.
<domain_name>:22623/config/worker

Y % base64 TIT Y I— RINERIFBOXFS,

AVARN=ILT4 LY N)—IlH P worker.ign 7 7 1 LD LEEBELE T, ZDIE
I&. data:text/plain;charset=utf-8;base64,ABC...xYz== XX DRV XFFITT,

D—h—O—JLICEEEMIFRIAM a7 74 )b,

X2 F4—TI—TELO0—ILD CloudFormation 7> 7L — hOEAD S
WokerlinstanceProfile /X5 X —4% —D{EAIEEL 7,

AV MA=LT L= VILERTEAWNS A Y RIVADEI A T,
AN 5(E:
® mé.large
e m4.xlarge
e m4.2xlarge
e m4.4xlarge
e m4.8xlarge
e m4.10xlarge
® m4.16xlarge
e cd.large
e c4.xlarge
® c4.2xlarge

® c4.4xlarge


https://:22623/config/worker

F1E=mAWSADI VA M=

e c4.8xlarge
® r4.large

e r4.xlarge
® r4.2xlarge
® r4.4xlarge
e r4.8xlarge

® r4.16xlarge

BF

méd A VRAY VAN eu-west-3 2 ED ) —2 3 THIARBETIEAR WG
. msy¥ATERDYICERLET,

2. ZOKREYYIDIT—H—< D CloudFormation 7> 7L —hEV > avhsFyFL— b
ZIAF—L, 2haJQYvE21—49—FEICYAML 7 74 )ILELTRELEYT, 2OFY L —h
lE. 95 RY—ICEBRRY NI —OF Tz bELUVCA—RNANSUH—IZDWTEER LT
WEd,

3. m5 4 Y RY >V RY A F% WorkerinstanceType DfEE L THEEL TWBIHFE. TDA1 VR
v 248 4 7% CloudFormation 7~ 7L — k @ WorkerlnstanceType.AllowedValues /X5 X —
H—IEMLET,

4. T—HA—RI v 7%= LZET,
a. 7__y7°|/_ I\%Eéjjbi-a—o

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml \ 9
--parameters file://<parameters>.json

<names> & cluster-workers 7 & ® CloudFormation X4 v 7 DZRITYT, TR
Y —5HIBRT BIBEIC. TORY Y IVDERMDIBEICRY FT,

<template> (&, f&7F L 7z CloudFormation 7> 7L — b YAML 7 7 1 JLAD#ER /X
AFLIFEDELZEITY,

o ¢ 9 —

<parameters> (&, CloudFormation /X5 X —#4 — JSON 7 7 1 JLANDEXF /N F 1
IXZFITY,

b. V7 L—hMDOAVR—ZXV MNP FEET B EEBELET,

I $ aws cloudformation describe-stacks --stack-name <name>
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5. V3R =R BT —A—I I UDNTRRBBICET D2ETTI—N—RY v I DIEFENKZ i
l./ia_o

BF

22D —H— IV EERT BZHENH DD, T D CloudFormation 7
VIL— b NAFERATZ2DOULEDRY Y VA ERT ZHENHY FT,

1.7.1411. 7—H—~< > > D CloudFormation 7>~ 7L — b

LAF @ CloudFormation 7~ 7L — M %M L. OpenShift Container Platform 7 5 X4 — LA ER
maximum of 27 characters.
Description: A short, unique cluster ID used to tag nodes for the kubelet cloud provider.
Type: String
RhcosAmi:
Description: Current Red Hat Enterprise Linux CoreOS AMI to use for bootstrap.
Type: AWS::EC2::Image::ld
Subnet:
Description: The master security group ID to associate with master nodes.
Type: AWS::EC2::SecurityGroup::ld
IgnitionLocation:
Default: https://api-int. 3CLUSTER_NAME.$DOMAIN:22623/config/worker
Description: Ignition config file location.
Type: String
CertificateAuthorities:

J—h—IVETFTO14TBIENTEET,
Description: The subnets, recommend private, to launch the master nodes into.
Default: data:text/plain;charset=utf-8;base64,ABC...xYz==

#i1.26 7 —h—< > > @ CloudFormation 7>~ 7L — k
AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Node Launch (EC2 worker instance)
Parameters:
InfrastructureName:

AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$

MaxLength: 27

MinLength: 1

Type: AWS::EC2::Subnet::ld

Description: Base64 encoded certificate authority string to use.

ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
WorkerSecurityGroupld:
Type: String

WorkerInstanceProfileName:
Description: IAM profile to associate with master nodes.
Type: String

WorkerInstanceType:
Default: m4.large
Type: String
AllowedValues:

- "m4.large"

- "m4.xlarge"
- "m4.2xlarge”
- "m4.4xlarge”

176



FBIEBEAWSADA VA =L

- "m4.8xlarge”
- "m4.10xlarge"
- "m4.16xlarge"
- "c4.large"

- "c4.xlarge"

- "c4.2xlarge"

- "c4.4xlarge"

- "c4.8xlarge"

- "r4.large"

- "r4.xlarge"

- "r4.2xlarge"

- "r4.4xlarge"

- "r4.8xlarge"

- "r4.16xlarge"

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Host Information”
Parameters:
- WorkerlnstanceType
- RhcosAmi
- IgnitionLocation
- CertificateAuthorities
- WorkerSecurityGroupld
- WorkerInstanceProfileName
- Label:
default: "Network Configuration”
Parameters:
- Subnet
ParameterlLabels:
Subnet:
default: "Subnet"
InfrastructureName:
default: "Infrastructure Name"
WorkerlnstanceType:
default: "Worker Instance Type"
WorkerlnstanceProfileName:
default: "Worker Instance Profile Name"
RhcosAmi:
default: "Red Hat Enterprise Linux CoreOS AMI ID"
IgnitionLocation:
default: "Worker Ignition Source"
CertificateAuthorities:
default: "Ignition CA String"
WorkerSecurityGroupld:
default: "Worker Security Group ID"

Resources:

WorkerO:
Type: AWS::EC2::Instance
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Devicelndex: "0"
GroupSet:
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":

OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb
- IRef "WorkerSecurityGroupld"
Subnetld: 'Ref "Subnet"
},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{

Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"

VolumeType: "gp2"
lamInstanceProfile: |Ref WorkerlnstanceProfileName
InstanceType: |Ref WorkerInstanceType
NetworklInterfaces:

UserData:
SOURCE: !Ref IgnitionLocation,

- AssociatePubliclpAddress: "false"
Fn::Base64: ISub
{
{
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:

- Key: Join [, ["kubernetes.io/cluster/", IRef InfrastructureName]]
Value: "shared"

Outputs:
PrivatelP:
Description: The compute node private IP address.
Value: |GetAtt Worker0.Privatelp

17Z5. 4 F)—DF>O—RICLBCLIOA VA M—JL

ARV R4 49— 4 R%FEMA L T OpenShift Container Platform & x$559 %7281 CLI (oc)
ZAVAM=ITBIENTEEXY, ocd Linux. Windows, F7zlE macOSICA VA M—JILTEZ
ER

BF

PRION—Y3vDoc A VA M—=ILLTWBIHEE., Ih%zFEAL T OpenShift
Container Platform 44 M3 R THDOAY Y REETT DI EIETIEHA, FFE/NN—V 3
YDocxEHovO—KL, 1VAM=ILLZET,

1.7.15.1. Linux ~N®D CLIDOAM A b—JL

LI TFOEIE% A LT, OpenShift CLI (oc) /81 7Y —% Linux 4 YA h—ILTX £,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—JICHBEIL £ T,
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F1E=mAWSADI VA M=

2. AVIZANSIF+—TONAF—%FIRL., BEETIHBEI I VA=Y A T%5ZER
L/i_a—o

3. Command-lineinterface £ > 3> T, ROy ¥ A= a2—0D Linux %8R
L. Download command-linetools*#%7 !) v 2 LE 9,

4. PT—hAT=RALF T,

I $ tar xvzf <file>

5. 0c /N F)—%, PATHICHB T4 L7 N —ICBBEL T,
PATH #5293 B ICId. LTFOOT Y REEITLET,

I $ echo $PATH
CLIOA VA MN—JLIEIZ, oc OV RAFRHLTHATEZET,
I $ oc <command>

1.7.15.2. Windows TD CLIDA > A h—IJL

UTOFIE%FER L T, OpenShift CLI (oc) /N4 F+ 1) —% Windows ICA4 Y A M—JILTE £ T,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,

2. AVISANTVF =AM S —%FEIRL., GZETIHEIE) 1 VA=Y A T%ER
Lia—o

3. Command-lineinterface /> 3>, KAOvY F4¥ > A= 21—0 Windows % :&iR
L. Download command-linetools#%7 !) v 2 LZ 9,

4. ZIP 7O SLTT7—HA THRBELET,

5. 0c /N F)—%, PATHICH B T4 LV N)—ICBELFT,
PATH 28529 % ICi1k, O~y R7ary 7 haEVWTUTOaOY Y REEFLET,

I C:\> path
CLIOA YA M—JLIEIZ, oc OV Y RAFRHLTHATEET,
I C:\> oc <command>
1.7.15.3. macOS~AD CLIDA4 VA —IL

LUTFOFIE% A LT, OpenShift CLI (0c) /N 1) —% macOS Icf YR h—ILTEE T,

FIR

1. Red Hat OpenShift Cluster Manager %4 k@ Infrastructure Provider R—ICHBEIL £,
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2. AV ZANTZIFY—TJHNA Y —%2ZERL, (ZAT0%BEWE) 1 VY AM—IbT 17 2EIR
LEY,

3. Command-lineinterface £ > 3>, ROy ¥ A =21 —0D MacOS % ;&R
L. Download command-linetools =42 !) v 7 LZ ¥,

4. T—hA4T7=ZRBREL. BELIT,

5.oc/NMFY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER 9 2ICIE. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH
CLIOA YA NMN—IL{EIZ, oc ATV REFALTHETEET,

I $ oc <command>

1716. 7V S R —~0OTA >V
9224 — kubeconfig 7 7 1 IVET YV RAR—KML, TIAIN NI RATLI—HF—E LTI FTRI—IC
074> TEZFY, kubeconfig 7 7 1 JLICIE, V54TV MNZELWI SR —BLTAPI H—/R—

ICERTAOICCLITERING VSR —ICDVTOBRIEENET, TOT77MIIEISR
H—ICEBDT 74 ILTHY. OpenShift Container Platform @1 > 2 k—JLBFICERINE T,

BIRSMH
® OpenShift Container Platform 2 S 24 —% 704 L9,
e ocCLIZAYRM=ILZET,

Fig
1. kubeadmin FREIIEHRA TV AR—KLZE T,

I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ

Q <installation_directory> (CIZ. 1 YA M= 7 7MWV ERELEZTAL I KN —~DN
AEEELET,

2. IVRAR—PMINAEEEZFAL T, oc IV NEEHICEITTESLIE52HRALET,

system:admin

I $ oc whoami

1.717. 72 Y DEIFAEZE R E R D KGR
IOVEYSRAI—ITEINT BEIC. BIMLZZRETROII VICDWT 2 DDORBIREDIIAEZEESL
EXR (CSRIDMERINE T, CNOEDCSRAEBINTWVWE I EAERT D, FLEIVERBEIL

ETNLZEEBLTLEIW, RIVNCT AT Y PERZEFE L, RICYH—N—FBRZEKRTI2LEDDH
l’) i’a—o

AR
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o YU UNI TR —ILEBMINTVWET,

FIE
LI9SR —NIVVERHLTVDIEERELET,

# oc get nodes

NAME STATUS ROLES AGE VERSION
master-01.example.com Ready master 40d v1.17.1
master-02.example.com Ready master 40d v1.17.1
master-03.example.com Ready master 40d v1.17.1
worker-01.example.com Ready worker 40d v1.17.1
worker-02.example.com Ready worker 40d v1.17.1

HAIKIER LT RTOT Y UA—EBRRIINE T,

2. 1% I:FO)DIEEHi%%g—_k (CSR) %ﬁﬁﬂlb\l/ ’771’9—‘;L7]DLt%n%ﬂ@'?//@’77’fJ
v B LY —/R—FEKIZ Pending F7zi& Approved 2 7 —4% ANRRINT WS Z & &R

L/i-a—o

$ oc get csr

NAME AGE REQUESTOR CONDITION
csr-8b2br 15m  system:serviceaccount:openshift-machine-config-operator:node-

bootstrapper Pending
csr-8vnps 15m  system:serviceaccount:openshift-machine-config-operator:node-

bootstrapper Pending

CDFITIE, 2DDRVUDISRI—IZBMLTWEY, CO—EBITIFILHICEZLDERE
N7 CSRARTRINZHAEMELHY £T,

3. S_DDL/T; 9/@1% I:F'@ CSR T/\—Ct)\ Pendlng XT &X‘\.i}x?f\.f&‘\_ CSRbg(DIb\h TU'&
MZEICIE. VTR —TVUDCSREERBLET,

pa 3

CSROO—F7—Y a3 VIFEEMICEITINS O, V7RI —ICTT U %EM
BIBFBLIRIC CSRAEE L T I W, 1EBURICERE L AWEAICIE, i
BEDO—F—YaryhiThh, &/ —RIC3DULOIERAENEET S LI
BYET, INODAAEIRNTZERRTHIHENHY T, H&HD CSR DK
;BB D/ — K2 S4 7> b CSRIEY 5 24 —D Kube-controller-manger
WKL > TEBNICEKRINE T, kubelet RHUIIFAEZEDER % BEIMICHEERT 5
FEERETIDLENHY T,

o ZTNLZMERICKFET BT, TRETNOAMAECSRICODVWTLUTOIAYY REETLE
_a—o

I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names 1, IR1TD CSRD—EM 5D CSR DELEITT,
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o INTDREBHPDCSRZERT BICIF. ULTFOIYY FEERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve

4., 77’( 7 I\g—kb\ E?li nﬁ_b\ 772&_‘5 7.][]L/T\_%V\//@-U__l\_g—k%ﬁﬁmuj—é
WENHY XY,

I $ oc get csr

6
NAME AGE REQUESTOR CONDITION
csr-bfd72 5m26s system:node:ip-10-0-50-126.us-east-2.compute.internal
Pending
csr-c57lv. 5bm26s system:node:ip-10-0-95-157.us-east-2.compute.internal
Pending

5 KYDCSRAERBINT, ThHH Pending R7T—F RICHDHBE. VT7RI—TIUD

Aty &

CSRZEELET,

o ZTNLZMERICKTET BT, TRENOAMECSRICOVWTLUTOIAYTY RZETLE
-a—o

I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names 1, IRITD CSRD—EM 5D CSR DELBITT,

o INTDREBHRDCSR ZERT BICIF. ULTFOIYY FERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve

L IRTDISAT YN LVY—/IN—D CSRHBFEBINEIC, IVVDRAT—H AN
Ready ICAY Fd, UTFDOTY RERITLT, ThEEELET,

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 73m v1.20.0
master-1 Ready master 73m v1.20.0
master-2 Ready master 74m v1.20.0
worker-0 Ready worker 11m v1.20.0
worker-1 Ready worker 11m v1.20.0

ya 3!
-U__/{_ CSR @ﬂu:uf&‘u ‘/ s/73\‘ Ready 17___9 Z‘:*szi"g_é i'@‘:iﬁﬁ@ﬁ%
BN BBZENHY X7,
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ESPEALES

e CSR ME¥fMIX. Certificate Signing Requests BB L TL X W,

1.7.18. Operator DFNHARE

Oy hAO—=ILTL—rOHMEREEIC, —EBD Operator ZFIBAREICT 2DICTNOET CICKRET
ZRENHYZET,

AR

o OV hO—ILTL—UhrPHEIhhTWET,

FIE
L VSR —AVIKR=—RV M F VIS4 VIRBIEERABLET,

$ watch -n5 oc get clusteroperators

NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE

authentication 440 True False False  69s
cloud-credential 440 True False False 12m
cluster-autoscaler 440 True False False 11m

console 440 True False False  46s

dns 440 True False False 11m
image-registry 440 True False False = 5m26s
ingress 4.4.0 True False False  5m36s
kube-apiserver 4.4.0 True False False  8mb53s
kube-controller-manager 440 True False False  7m24s
kube-scheduler 440 True False False 12m
machine-api 440 True False False 12m
machine-config 4.4.0 True False False = 7m36s
marketplace 44.0 True False False  7m54m
monitoring 4.4.0 True False False  7h54s
network 440 True False False  5m9s
node-tuning 440 True False False 11m
openshift-apiserver 44.0 True False False 11m
openshift-controller-manager 440 True False False = 5m943s
openshift-samples 440 True False False = 3mb55s
operator-lifecycle-manager 440 True False False 11m
operator-lifecycle-manager-catalog 4.4.0 True False False 11m
service-ca 440 True False False 11m
service-catalog-apiserver 440 True False False = 5m26s
service-catalog-controller-manager 4.4.0 True False False @ 5m25s
storage 440 True False False = 5m30s

2. MEARATD Operator ZRXEL X T,

17181 AAXA—JLIJAM)—RAMNL—V DR

Amazon Web Services (E7 7 2L MDA ML =P &R L F T, DF Y. Image Registry Operator (&
A VA M=)VRICHBATEEICRY F9, 220, LY XA MY — Operator B S3 /87y N E/ERT X
T AMNL—VEEHEMICKRET 2BEE. LYAN) =AML=V FHTRETIHENHY X
ER
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KRBTSRI —ICRBEQKRA) 1 —LDRETEE., REEBATEAVWI SR —ICOHERTE
BEDTALI M) =AML=V DIGRELTRET DHENRTIINET,

171811 21— —IC&>TFOEY a =V IINBAVISAKNS IV Fv—%FHLIZAWS DL VR
N)—ZRNL—YDEE

AVRARN—IVEFIC, SNy MEERT 2IC1E0 57 REREEBEHRAFERTE,. LY X M) — Operator
DAML—YZ2BENICERELXT,

LY X M) — Operator 8 S3 /N7y NEERKTET, ANL—YVEBEIMICRET 2155, LTOF
IBIC&Y S3Nry REFERL., AMNL—U%BRETDIENTEET,

AR

¢ I—H—|{lL>TTFAEY 3=V IENBAVIZSAMNIIFv—TCDAWS LDV S RE—

e AWSRKML—UDS3IDHEA. Y—7 LY MIUILTOF—HIEZTNBZIENFEX

0N O n i j_o
o REGISTRY_STORAGE_S3 ACCESSKEY
o REGISTRY_STORAGE_S3 SECRETKEY
FIE
LY ZX M) — Operator 8S3 /N7y NEERKTEY, ANL—YZBEMICERET 25%EIE. LLTOD
FIEZFRALTLEIW,

L ATy RSATHAIIINR) Y — %ZFREL, THUERBLTWERETDOTILF/IN—KT Y
jD_F\%qJJJ:biTo

2. configs.imageregistry.operator.openshift.io/cluster [CX L —VEZANLFE T,

$ oc edit configs.imageregistry.operator.openshift.io/cluster

storage:
s3:
bucket: <bucket-name>
region: <region-name>

gk

H
=
AWSTLIYZAN)—AA=YDEFa2)T1 %R

ETBICIE. S3NNT Y MIx
LTNRTYw o F7o220DTOvY #E2FLET,

171812 EHBUND I ZRA I —TDA A=V LI AN —DRA L —IDERE

AX=YLYRKN)—Operator DAML—V%RETHVELNHY T, ERERAUANDI S XS —
DHFE. AA—TLIAMN)—BEDTALIMN)—ICRET DI ENTEIT., INERTT D5
A, LYAMN)—ZBREETZEIRTDMNX—IDRDNIT,

FIR
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https://docs.aws.amazon.com/AmazonS3/latest/dev/mpuoverview.html#mpu-abort-incomplete-mpu-lifecycle-config
https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/aws-properties-s3-bucket-publicaccessblockconfiguration.html

F1E=mAWSADI VA M=

¢ A A=YLIARN)=RAML—VZZEDTALIMN)—ICRETBICE, UTZ2ETLETS,

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'

DIk

==
[=]

EBRBEBRALUAND I SRAI—ICOHFIDA T avaERBELET,

AAXA=Y LI —Operator N EDIAVR—FY b 2T ZRNICIOIATY RERTY
%356, ocpatch Y Y NFUTOIS—%ZHLTKRBRLET,

I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found

HOEHLEZIC, 2OaAXY REBUTETLET,

1.719. 7— A KNS Y T Y —2DHIK

S 248 —DFHE Operator 52 ED5E T #IC. Amazon Web Services (AWS) S5 T — KX S v 7Y
Y—R%ZHIBRLET,

B s
o U529 —DHHA Operator RENTTEH T,

FIR

. 7—hMRANSY Y)Y —%HIBRLZET, CloudFormation 7> 7L — K &FEALZEIE.
TDRY Y U %EHIBR LET,

I $ aws cloudformation delete-stack --stack-name <name> ﬂ

ﬂ <names I, 7—MA KNS Y TRY Y IVDERITY,

1.7.20.Ingress DNS L O — K DYERK
DNS V— VR EAEHIBR LB EICIE. Ingress O— RN\ U H—% 88892 DNS L O— K& FEITHF

BLET, 74 RA—RNLI—NELEFEDOLI—ROVWThLEZEKTEET, UTOFIETIE
ALO—REFERALEFIHN CNAMEXIA Y P RABEORERMEOL I— RS 1 TEFERATEET,

AR

e MBILTOEY I =V I LAY I TANTIF v —%FERT % OpenShift Container
Platform ¥ 5 X 4 —% Amazon Web Services (AWS) IZF 704 LTWE T,

e OpenShiftCLI(oc) %4 Y2 h—ILLET,
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https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/cfn-console-delete-stack.html
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FIR
1L EET 2 —hZRELET,

186

o jq/Syr—YEAVAM—LLET,

e AWSCLIAZ¥wrO—KL, ThuaIVE21—49—ICA VA =L LZT, Install the AWS
CLI Using the Bundled Installer (Linux, macOS, or Unix) &8 L T 72X W,

o JAJ)RA—RLIO—KREEKT BITIE. *.apps.<cluster_name>.<domain_name> % {§

FALZd, I T. <cluster name> (&7 5 2% —& T, <domain_name> (& OpenShift
Container Platform 2 5 A% —® Route 53 RXR—A KX A VT,

o BEMDLI—RAEEHRTZICIE. UTOOATY ROBHICHBEDIC. 75AY—HER

THENN—MILI—-REFERTZIREN DY T,

$ oc get --all-namespaces -o jsonpath="'{range .items[*]}{range .status.ingress[*]}{.host}
{"\n"{end}{end}' routes

oauth-openshift.apps.<cluster_name>.<domain_name>
console-openshift-console.apps.<cluster_name>.<domain_name>
downloads-openshift-console.apps.<cluster_name>.<domain_name>
alertmanager-main-openshift-monitoring.apps.<cluster_name>.<domain_name>
grafana-openshift-monitoring.apps.<cluster_name>.<domain_name>
prometheus-k8s-openshift-monitoring.apps.<cluster_name>.<domain_name>

2. Ingress Operator O— RN\S U H—DRATF—9 R %ZEEL. FHRTIHAMIPT7 KL ZADE%R X
ELXY., INiT EXTERNAL-IPAJICRRINZE T,

$ oc -n openshift-ingress get service router-default

NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S)
AGE

router-default LoadBalancer 172.30.62.215 ab3...28.us-east-2.elb.amazonaws.com
80:31499/TCP,443:30693/TCP 5m

3. A—RNSUYH—DEKRAMN—=VIDERDITET,

$ aws elb describe-load-balancers | jq -r '.LoadBalancerDescriptions[] | select(.DNSName ==
"<external_ip>").CanonicalHostedZoneNamelD'

Z3AADJGX6KTTL2

<external_ip> ICDWTIE, EXfE L 7z Ingress Operator A— RNS U H—DHAERIP 7 KL
ADEZEELE Y,

Zoax v RoHEAE, O—RKRRXZSUH—DFKRAMNY =V ID T,

4. JSRA9—DRAAVDINTY) Yy ORAN =V IDERBLET,

$ aws route53 list-hosted-zones-by-name \

--dns-name "<domain_name>" \ﬂ

--query 'HostedZones[? Config.PrivateZone != "true” && Name ==
“<domain_name>.’].Id'


https://docs.aws.amazon.com/cli/latest/userguide/install-bundle.html

F1E=mAWSADI VA M=

--output text

/hostedzone/Z3URY6TWQ91KVV

wdomain_name> IZDWTI&, OpenShift Container Platform 2 5 X 4 —® Route53
R=ZANAAVERELFT,

RAAYDIRTY O RAMNY =2 IDAATY REAICKREZINET, ZOFITIK. Zhix
Z3URY6TWQ91KVV IC/2 Y £ 3,

5. T2AR—=—N/=VIZTA)T7RALO—FZEMLET,

$ aws route53 change-resource-record-sets --hosted-zone-id "<private_hosted_zone_id>" --
change-batch '{ ﬂ
"Changes": |
{
"Action": "CREATE",
"ResourceRecordSet": {
"Name": "\052.apps.<cluster_domain>", g
"Type": "A",
"AliasTarget":{
"HostedZoneld": "<hosted zone_id>",
"DNSName": "<external_ip>.",
"EvaluateTargetHealth": false

V VVVVV YV V VYV YV VVVYV

<private_hosted_zone_id> ICD W Tk, DNS & & VB ELD CloudFormation 7~ 7
L—bOHEADSEEEELET,

<cluster_domain> ICD W Tl&, OpenShift Container Platform ¥ 5 24 —TEH$ % K
A VERIEYTRAAVERELE T,

<hosted_zone id> ICDW Tk, BMBELAA—RNSYH—DNRTY vV RA N —=2 1D
ZEELXT,

<external_ip> IC DWW TIE, Ingress Operator A— RN\ U H—DHAEIP 7 KL ZDE%A
BELET. CORSA—I—DEICKROEY A K () AEEATNEZ EARRALE
ER

O ® & o

6. XKTYwoJy—viZLd—REEMLEY,

$ aws route53 change-resource-record-sets --hosted-zone-id "<public_hosted_zone_id>"" --
change-batch { ﬂ
"Changes": [
{
"Action": "CREATE",
"ResourceRecordSet": {
"Name": "\052.apps.<cluster_domain>", g
"Type": "A",

V V.V V V V

187



OpenShift Container Platform 4.4 AWS ADA VX h—JL

"AliasTarget":{

"HostedZoneld": "<hosted zone_id>",
"DNSName": "<external_ip>.", ﬂ
"EvaluateTargetHealth": false

V VVVVV YV VYV

<public_hosted_zone_id> ICDWTIE, RAAYDRTY) v IRAN—VEBELE
ER

<cluster_domain> IZD W TlE, OpenShift Container Platform ¥ 5 X4 —CR$ 2% K
AAVERIIYTRAAVEZBELET,

<hosted_zone id> ICDW Tk, BMELAA—RKRNSYH—DNRTY v VRA N —=2 1D
ZHRELET,

O ® ® o

<external_ip> IC DWW TIE, Ingress Operator A— RN\ U H—DHAEIP 7 KL ADE%.
BELET, CORSA—I—DEICKROEY A R () AEEATNEZ EARRALE
ER

1721 32— —l&>TTOEY a =V IINBAVISANTIF¥—TDAWS 1
VARN=ILDET
Amazon Web Service (AWS) D1—H#—IC&>TFAEY 3 =V JINB(A VTSRSV Fv—T

OpenShift Container Platform @4 Y 2 h—JLABIIA L/RIC. T7OAM XV MNEaRTTHETE=
&_Lji-a—c

AR

® OpenShift Container Platform ¥ S X4 —DT— KA NSy T/ —RK%&E, 12— —IC&>TT
AEYazZVJINCAWS A VT SANZ 9 Fv—THIBRLTWE T,

e ocCLIZA YA M—=JLL, OTA Y LZET,
FI&
o VSRA9—DAVAM—IERTLET,
$ ./openshift-install --dir=<installation_directory> wait-for install-complete ﬂ
INFO Waiting up to 30m0s for the cluster to initialize...

Q <installation_directory> ICId. 1 VA M—IL 7 7 A LERFELET ALY MY —~D/S
AEEELET,
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F1E=mAWSADI VA M=

BF

AVRAN=ITOTZLHERT S Ignition FRE T 7 1 LICIE. 24 BEEHA B
T5EHRUNICARY, TORICEFINZIABAENEETNE T, AIHZE2FH
TRRICYV TR —MMEILEL, 24 BERBLAERICI SR —%=BEET S

E. VTR —FHARYINDIIBAE = BEMICEETT L £ 9. FlA & LT,
kubelet sSEBAZ % [E18 9 % 7= D IR BB IREED node-bootstrapper FEEEE E L EK
(CSR) = F)THERT 2MENHY T, FFMiE. 2> bO—ILTFL—VEAE
NOEDEE ICODVWTDRFaXAY MZSRBLTLEIV,

17.22.RDRAFT vy S

o VSRH—HHAITAXLET,

o NERBEIEX., VE—PDBEELR— 22X TRT7ONTBIENTEET,
18. 35—V IINAVRAN=—NAVT VY EFRTZIIZAI—D
AWS ~ANDA VA ~M—=)b
OpenShift Container Platform /N\—> 3> 44 Tld, B TFOEY 3=V 7§24V 75 A8S Y
Fry—BLVCA VAN Y —RAVTVYVDORMIZT—%2FEALT. V5 RXY¥—% Amazon Web
Services (AWS) Icf YA h—ILTX T
BT
TNV ITEINEA VAN =YY =2D AT VY % ER L T OpenShift Container

Platform 7 SR 9—% A4 VA N—ILT B EIFFRETTH. 75RF—1 AWSAPI A{F
BT3ICIEA Y9 —32y AMADT I AN REICRY £T,

CDAVIZANZVFv—%ERT B 1D0AHEE LT, BRI N5 CloudFormation 7> 7L — b
HERATEES, TV TL—RE2ZEBLTAVIFRAMNSVFv—%5HRITA ALY, ThHILE
FN2BEHRE2FEAL. BT Z2RHDORY P—ICEDVWTAWS ATV MEEHR LY TEET,
1.8.1. BIiR &R
e XI5 —RANTIZ—LIYAMY—%{ER L. OpenShift Container Platform MR L TW3
/N—< 3~ F® imageContentSources 7 — ¥ B3 L £ 9,

BF

A VAN =N ATATIEIS—HKAMIDZ=H, TOAVE1—F—AFHL
TIRTDAVAM—ILFIBEBERTLET,

® OpenShift Container Platform @4 Y 2 h—ILB L VEH TORAICOVWTOFHMAHER L £
ER

o MAWST7HUVNARZRE LTYVSRY—%BEKAMNLET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#customizations
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/support/#opting-out-remote-health-reporting_opting-out-remote-health-reporting
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-restricted-networks-preparations
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/architecture/#architecture-installation
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#installing-aws-account
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BE

AWS 7O7 7 A UMD ZTHEADIAVE1—F—ITREINTVRIHA, JILF

777&—M£Tﬂ42%ﬁﬁ¢h$ﬁbt—ﬁm&t//3/h Vv afEA
3—6 ZElETE iﬁ'/u 7 72&_L1%|7_|=%’T:E’J“_£E?i'o) AWS &% SaEIE | iﬁ%{ﬁﬁﬁ L

T, V529 —DEMHELEICHIZ>TAWS VY —R&ERT 275, F—
ENR—RE LEAWHBORWERILIERZEAT20ENHY F9, BRF—
HEMT BICIE. AWS KF a2 X > MDD Managing Access Keys for IAM Users %
SRLTEIV, F—F 1 YAM—LTOTZLOETRICIEETEET,

o AWSCLIZ¥w>O—RKL, ZhaIVE1—9—ICAYAM=)LLET, AWS RFa XY
M @D Install the AWS CLI Using the Bundled Installer (Linux, macOS, or Unix) Z&BRL T X
(A

o J7AT A I EFEAL, Telemetry AT 2 FENH2HBEIE. VFRI—DT7IER
?6%%@%6#4#%&7?6&7k TAT 04— IVEHRE TRIUEIHYET,

pa )

COs TOXFP—%H[BETDHEEF. O P—BEHALTILEIW,

¢ JRATALNIAMTZATYTATA—BLVT7IVERER) Z2EEBTEIRWVGEES. /7R9—F
BET IAMREEESRAEFETER L., #iF TXFd, FEE—NIZX. 2757 FIAMAPI ICEIE
TERVWREBCTHHERTEET,

1.82. X2y N7 =IO QHIRINIZEBETOSA VA MN—=ILIZIDWT

OpenShift Container Platform 4.4 Tl&, Y7 kD xz7AVHR—X Y M ERBT2LHIIMI VI —F Y
NADT I T 4 TREFGEVEELLBAVWA VRAN=ILERITTEET, 1 VA M=TOTSALTTO
B3V IINdMVISAMNS9Fv—TlER<, 2—H—Il&>TFOEYa=Zv I3 hdv Y
T752AMNS9Fv—LTDAHXRY NT—IDFIRINAERETDSI VAN —ILERTLET, TDEL
O, TS5y N7 —LDBRIZEBRINZE T,

V59O RTSY NI A—LETRY NI—IDFHIRINAA VA RN—ILORTERBIRLLIFETE.,
DY ZI RKAPIANDT V2 ANBEIZRY £F, Amazon Web Service D IAM Y4 —EX R ED—ED
S RBEEEIXA VY —RY RTIO R EVRBET BH, AV —Fy N7 IEIAMRRE L TREIC
RBBEDNHYET, 2y MT—2ICL>TE, RT7 X ZI)L/N— R 7 F7l& VMware vSphere A®D
AVAN=IITE, A V=Y NT O EADBEICRZBEDHYXT,

2y M= FRINIZA VR M—ILETT T 5ICIE. OpenShift Container Platform LY X Y —
DAVT UV EIZ=Y VIl AVAMN—IATATEEUL YA N) —%ERT 2RENHY £
To TDIFT—IE, A1 VF—FYy FEFIRINAERY NT—VDOBEAICT IV EATESEIZS—KA M
T, FEEHIRICHBT 2MDFE%=FEHAL TERTE XY,

BF

2y MNIT=OBFIRINIA VA M= A—F—CL>TFAEY 3=V I h3dA
VISANSOFy—ABILFERALET, I —H—Il&oTFOEY IV IINBA
VARN—IDEREIFEMTHDO., Xy NT—IHFIRINIA VA MN—=ILEHTT
DS, BEMARI—F—ICL>TTOEY a2V I INBMI VY ISANSVFv—%
ETTEEEZRFTFLTLEIVN, TOTAMTETTZE, *Y NT—UDFIRIN
TeA VA M—VBSICRET 2R EMOH ZBBEOYIY DI NS TV a—FT4 VD
SYUBRGILRYET,
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https://docs.aws.amazon.com/IAM/latest/UserGuide/id_credentials_access-keys.html
https://docs.aws.amazon.com/cli/latest/userguide/install-bundle.html
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#configuring-firewall
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.4/html-single/installing/#manually-creating-iam-aws

F1E=mAWSADI VA M=

1.8.2.1. T D DHIFR
Y RT—=OHWEIRINCZBED I S XY —ICIE. UTOBIMOFIRSE L OHEMNHY £,
e ClusterVersion 2 7—# X (Z|d Unable to retrieve available updates T —h»'&EZNn 7,

o FIUAFIINT, MEEHIOQTOIAVFT UV, BBEINBAX—JRANY—LZTICTY
TERATERWVEDIFERATEEEA,

1.8.3. OpenShift Container Platform DA > ¥ —x v N7 VA E L U Telemetry 7
72

OpenShift Container Platform 4.4 Tl&, 75 A9—%A VA M=V BHLODICAVI—x v N7 I E
ZANRBEICRYET, VA —DEEESLVERBICETINALEFRICOVTOAN) I R ZRET
27DICT 74 N TERITEINDS Telemetry Y —ERICEA VI —FYy RT7IVEIADNBETYT, VTR
H—=DNA U=y MIERINTWBIHEE, Telemetry IFEBFMICETIN, 7T A% —IE Red Hat
OpenShift Cluster Manager (OCM) ICE&HINZ T,

Red Hat OpenShift Cluster Manager 4 XY ~ 1) —H Telemetry IC& > TEBIMICHFEIN 2D, F
7l OCM = FEITHEEAL TLWEHIDWVWTNICE > TIEETH S 2 & %=MEER L7&IC, subscription
watch ZA LT, 7HhO Y bELIETILF IS RH—L X)L T OpenShift Container Platform H 7 2
)T avEBIFLET,

A=Y MADT I ERAIUTZERITITHLDICBHETT,

e Red Hat OpenShift Cluster Manager R—=JICF7 I AL, A1 VA M= TOTSLET IV
A—KL. Y729 U T2 aVvEBERITLES, VSRI—ICAVI—XY NTIEADSH
Y, Telemetry Z#EMICLARWGE., TOY—ERIEBEMRYTRI) T2 arvTISRY—
ZHEICERLET,

o USRI —DAVARN—IIIRHERNYyT—U%BET 572012 Quayio il 7 72ALET,

o VISR —DEHMEERTITBLDICHERNNy T—IUZRIELET,

BF

ISR —TAVH—Fy MIEET7IVEATEAWNGE, JOEY 3=V I35 —8
DIATDAVIZANSVF v —Txy NIT—IDFRINAA VA MN—=ILERITT
X9, COTOCAT, REROVFYYESYDYO—KRL, ThEaFRLTIS—
LYZARNY—=ICOSRAIY—DA VAN —=IELCA VRN TATS LDERICHE
BNy lr—IV%BELET, I VAN =YL TICE>2TEK, VF5RY—DA VA M—
WBRIEBETA VY=Y NIV ERADPRBERDIGENDHYET, VSRAY—%5EHTS
BIIC, SS—LYAN)—QaAVFUYERHRLET,

1.8.4. UERAWS A VY ISANS I Fv—aVR—%V k

OpenShift Container Platform % Amazon Web Services (AWS) D 1—H#'—(l k> TFAEY a =V J&
NBZAVIZRAMNSIFv—ICA VRN =T RILE, IV VEYR—NTBAVITISANTVFv—
Dl A %Z=FENTERT D2RENHY LT,

BETSY M7+ —LDHEET A MDFEMICDOWTIE, OpenShift Container Platform 4.x M7 A b iF
AT L—2ay OR=IEBRBLTLEIN,

RBMHEIN B CloudFormation T FL—h&2FRALTCIDA VISAKNS IV F¥y—%ERTE, TV

R—ZX YV NEFETHERT D, FLIFISRI—DEHAF LTEHEDA VY ISANSIFv—4%B
FMETEFET, JVR—Y NOBEEBFZRICDOWTOEMIZ. Cloud Formation 7> 7L — &S L
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https://cloud.redhat.com/openshift
https://access.redhat.com/documentation/ja-jp/subscription_central/2020-04/html/getting_started_with_subscription_watch/con-how-to-select-datacollection-tool_assembly-requirements-and-your-responsibilities-ctxt#red_hat_openshift
https://cloud.redhat.com/openshift
http://quay.io
https://access.redhat.com/articles/4128421
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TLIEEW,

1.841. 9 AN —<T Y
LLTFDOY > vIiCid AWS::EC2::Instance # 7> =7 DWW EICARY F T,

o J—hAMIYTIIY, DRI VA VA N—IREIIRETTA, V3R —07704
RICHRETHIENTETETY,

e 3DV IMAO—ITL—ryvivavhO—ITL—yIIvidwo vty ML > THIME
INEHA,

o IVEa—bMIYY, A VAM—IBEIZ2DU L0V Ea—b oY (T—h—TPvEL
THEHMONZ) ZERTILENHYET., choDIIVIEETI vy ML THIEIINZE
T A,

RBMHEIN B CloudFormation 7Y FL—hA2FAHAL T, V5RY—TVVDUTDA VR VRIATS
HEETEET,

BF

md AR VAN eu-west-3 2D — a3 Y THIAFRETIXAWES. mby A T%
RbUWYICFEBRLET,

KTV VYDA VARYIVARIAT

AVRYIVRYA4T T— RSy T avka—nFr—v
i3.large X

md.large F 7zl X
mb5.large

m4.xlarge 713 X X
mb5.xlarge

m4.2xlarge X X
m4.4xlarge X X
m4.8xlarge X X
m4.10xlarge X X
m4.16xlarge X X
cd.large X
cd.xlarge X
c4.2xlarge X X
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AVRYVRYA4T T—hR ST avka—nFr—v

c4.4xlarge X X
c4.8xlarge X X
r4.large X
r4.xlarge X X
r4.2xlarge X X
r4.4xlarge X X
r4.8xlarge X X
r4.16xlarge X X

INEDAVRYVRIA TOERICHIET 201 VY RAY VR4 TAFRATEZHBEEHY FT,

1.8.4.2. GSIAEERERDER
A—HF—2TOEYa =V ITBAVIZANIVF v —%2FERTZHE. V7RI —DEEBTIVE
BADT7 I EZRARGHRINDZD, 41 VAM—IVEICISRAY—DIAEZELER (CSR)YDAH=ZX A
EFIRETIHLELHY F9 ., kube-controller-manager |4 kubelet 751 7> b CSROA%=EFBL E
9. machine-approver (&, kubelet ZREEIEHRZEA L TERIN B IRMUIAETOEIMLZRETE X
A, BURIIYUDNIDERERTLAENE I DN AR TERWVWLHTY, kubelet IRIEFAEDE
KOBWHEEZRIEL., ThoZEKBT2HEE2HRL, RETIHLELIHYFT,
1.843. DA VIS A NSV Fy¥—aAVR—RV b

e 1DMVPC

e DNSITV MY —

o MO— R/NNF U — (classic F7zId network) BL YUY X F—

o NTYvIBLUVTF4~R—KRoute53 Y —>

o Xxal)F14—IN—7

e |AMO—)L

e S3INFTvY b
FEMBRETHEELTVWEIBEE, EQBLVEBIVRRI Y DARTY v I IPT7RLRICEET S
ZEIFTEFEFRA, INEMRTZITE. VPCIY RRA Y MEEHR L. ThEVSRY—DERTS
TRy MIBEIYHTEZRELNHYET, TV RRA Y PORZFNEIUTOLD ICIEET 2HENHY F
_a_o

® ec2.<region>.amazonaws.com
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e clasticloadbalancing.<region>.amazonaws.com

® s3.<region>.amazonaws.com

MEQLVPCAVR—FRV b
BEVOTYVEDBEETRICT DENRVPCBLUVY TRy MEBETI2HRENDHY T,

dAViR—x
AN

VPC

NRNTYwy
PIPE AN

15—
*y MNF—
koxA

*xw hD—
970X
HlED

194

AWS %414

AWS::EC2::
AWS::EC2::

AWS::EC2::

AWS::EC2::
ociation

AWS::EC2::

AWS::EC2::
nt

AWS::EC2::
AWS::EC2::

AWS::EC2::
ociation

AWS::EC2::
AWS::EC2::

AWS::EC2::
AWS::EC2::

VPC

VPCEndpoint

Subnet

SubnetNetworkAclAss

InternetGateway

VPCGatewayAttachme

RouteTable
Route

SubnetRouteTableAss

NatGateway
EIP

NetworkAcl

NetworkAclEntry

FRTZISRY—D/INTY v o VPC %
BETIHENHY ET, VPCIE, &Y
TxY NOI—hT—TIV%EBRTZT
VRRA Y MEFERLT, S3THRRAME
NTWBLIYRMN)—EDBEERIEL
9,

VPCIZIE 1AL 3DTRAZEY T4 —
V=V DRT)y 94 TRy NBBET
HY. TS %EYA Ingress L—IVICE
B 2BENDHY FT,

VPCICEIY HTO ATy Z)L—k
EREONTYy o489 —Fy NF—K
DVIADNRBETY, REIhDZTVT
L—bhTlE. ERXTY v o9 Ty ML
EP7RLRENATH—bhozADHY
F9, INSDONATH—hoxzA1F, 7
SAR—=KYTRY NV RIVRIRE
DYVZAYG—=N)Y =P —Fv K
ICEETESLDICTHEDT, —ED
Ty NT—=OMEIRINZREZIETS
OF>—OYFYATRIBREHLHY FH
Ao

VPC BMATFDR—MITIERATES &
LT BRENHYFT,

R—Fk B

80 EZAVNAN
HTTP hS 74 v
2

443 ZAVIAS
HTTPS b5 71 v
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AWS 414
22 A4 >IN Y R SSH
N>Z74v79
1024 - 65535 ANy R—BF
(ephemeral) b5
da4vY
0-65535 TR R—
B (ephemeral)
274979
TSAR— VPCICIETSAR— (ST xRy N&{EH
e * AWS:EC2::Subnet Tx%7, 2SN CloudFormation 7
b e AWS::EC2::RouteTable YT RRIDEITRASEY T4 —

V=V DTZAR—= STy MEERK
e AWS::EC2::SubnetRouteTableAss TXZ3., 754 R—r Y TRy MNafE
ociation ATX 3881, Tho0@ENRIL— ~
BLUVT—TIERETIHENHY £

ER

WERDNS BLUAHRIHAVYR—RV b

DNSBLUVA—RNZUH—BETIE. NTV Y I RAN—VEFERTZLENHY., VTRF—
DAVIZANSZVF Y —%2TOEYa VI RGBICA VANV TOTSLNERTZ2EDEHE
BROTZAR—RNRZAN/—VEFERATEES, O—RNSUH—IIRRTZDNS TV MY —%ERK
TEIMRENHY F9., api.<cluster_names.<domain> DTV b ) —[FHZEMO— KNS U H—% B8R
L. api-int.<cluster_name>.<domain> DT> b ) —(FREBO— KNSV —%2SRBITIBENHY X
ER

F72V 5 RH—ITIE. Kubernetes APl & Z DHLRICIHEBIRIR— b 6443, BLUVHFHRT > ~ D Ignition
BRETZ7AINNIIHERR—N 22623 DAO— KNS UH—BLVUP) R FT—DPRETYE, §—4 v MET

A=) —RIKRYFET, R—F6443 IV ZRI—NDIVZA TV NEVSRI—AD /) — KD B H
TOCATEBUENHYET, R— 226231 E V95X —AD/ —RKDOSLT7IERATEZI2RENH

Y ET,

AVvKR—%xY  AWSHA TS

S

DNS AWS::Route RAEDNSDKR Y —2,
53::HostedZ
one

eted LO—NK AWS::Route I hO—ILTL—UTT VD etcdDESHKLI— R,
v bk 53::RecordS
et
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AWS::Elasti
cLoadBalan
cingV2::Loa
dBalancer

AWS::Route
53::RecordS
etGroup

AWS::Elasti
cLoadBalan
cingV2::List
ener

AWS::Elasti
cLoadBalan
cingV2::Tar
getGroup

AWS::Elasti
cLoadBalan
cingV2::Loa
dBalancer

AWS::Route
53::RecordS
etGroup

AWS::Elasti
cLoadBalan
cingV2::List
ener

AWS::Elasti
cLoadBalan
cingV2::Tar
getGroup

AWS::Elasti
cLoadBalan
cingV2::List
ener
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NTYy o9 Txy hoO—RNSUH—,

HERAPI Y —/N—DI A Y F7ALO—R,

AEO—RNSUH—HDKR— N 6443 DY) R+ —,

AEO—RNSYHY—DF—45 v NTIL—T,

TZ3AR=—NF TRy hOO— RS UH—,

REAPIH—/R—DITA ) 7ALI—K,

REO— RSV —HDKR— k22623 DY X+ —,

REPO— RSB —Dy—45y NTIL—TF,

REO— RNSUH—DR— KN 6443 D) RF+—,
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aAvkR—x> AWS %414

S

RNEBY — 47 v AWS::Elasti REO— KNS —DS5 =45y NTIL—T,
NTW—T cLoadBalan

cingV2::Tar

getGroup

txaVF1—IN—7F
A hNO—ILTL—rBLUVT—H—<IVIliE. UTOR—MADT IV EZANBETT,

gn—7 547 IPZobkan R— MGE
MasterSecurityGrou AWS::EC2::Security icmp 0
p Group
tcp 22
tcp 6443
tcp 22623
WorkerSecurityGrou  AWS::EC2::Security icmp 0
p Group
tcp 22
BootstrapSecurityGr ~ AWS::EC2::Security tcp 22
oup Group
tcp 19531

O hO—IL 7L —>2® Ingress

A bO—ILTFL—rI o VIliE. LUFD Ingress JIL—FHBETY, ZTNETNOD Ingress 7 IL—F
I& AWS::EC2::SecurityGrouplingress ')V — X IZ72Y £7,

Ingress JIL—7 & IPZOoban

Masteringress  etcd tcp 2379- 2380
Etcd

Masteringress  Vxlan /87w b udp 4789
Vxlan

Masteringress  Vxlan /347 v b udp 4789

WorkerVxlan

Masteringress W&V 5 R4 —@E S & U Kubernetes 7H ¥ tcp 9000 - 9999
Internal —=XKNYTR
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Ingress JIV—7  &iBA IPFOobkan R—

Masteringress K&V SR 9 —&E tcp 9000 - 9999
Workerinterna
|

Masteringress  Kubernetes kubelet, A7 Y1 —5—8LU3 tcp 10250 - 10259
Kube yhO—F—T%R—Yv—

Masteringress  Kubernetes kubelet, R Y1 —5—8LU3 tcp 10250 - 10259
WorkerKube yhO—F—T%R—Yv—

Masteringress  Kubernetes Ingress —E X tcp 30000 - 32767
IngressServic

es

Masteringress  Kubernetes Ingress —E X tcp 30000 - 32767
Workerlngress

Services

7 —Hh—® Ingress

T—H— T UICIE. LLF®D Ingress ZIL—THBETY, THETND Ingress 7 IL— 71
AWS::EC2::SecurityGroupingress ') V — X IZ72Y £,

Ingress 7IL—7 & IPZ7aokan R— M
Workeringress  Vxlan /847w b udp 4789
Vxlan

Workeringress  Vxlan /847w b udp 4789

WorkerVxlan

Workeringress H#- > X4 —&fE tcp 9000 - 9999
Internal
Workeringress K& 5 X4 —@&fE tcp 9000 - 9999

Workerinterna
|

Workeringress  Kubernetes kubelet, 247 Y1 —5—84& U3 tcp 10250

Kube yhO—3—vx—Yv—

Workeringress  Kubernetes kubelet, 247 Y1 —5—8& U3 tcp 10250
WorkerKube yhO—3—vx—Yv—

Workerlngress  Kubernetes Ingress +—E X tcp 30000 - 32767
IngressServic

es
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Ingress FIL—7 A IPOokan R— MHEiH
Workeringress  Kubernetes Ingress —E X tcp 30000 - 32767
Workerlngress

Services

O—IWBLTCAVRYVZ2TAT 714

IIUVICIE, AWS TDNR—=I v ¥ a Va5 T20ENHY £, RHEINS CloudFormation 7 7
L—hMNEeovicsL, LFO AWS::IAM::Role # 7Y =7 MMZDWTODONR—3I v avaft5L., #
nZzhoo—)Lty I AWS:IAM::InstanceProfile #1EEL £ d. TV L — hE2FALAWEA.
RYUVIEUTOLRERDNN—I vy a VvELIFEANDNR—Iv a3V a5 ENTEET,

YARY— Allow ec2:* *
Allow elasticloadbalancing *
Allow iam:PassRole *
Allow s3:GetObject *
7—h— Allow ec2:Describe* *
T—hRNSY T Allow ec2:Describe* *
Allow ec2:AttachVolume *
Allow ec2:DetachVolume *

1.8.4.4. B AWS/N—I v 3V

AdministratorAccess R ') & —7% ., Amazon Web Services (AWS) THERK T % IAM 1 —H—(ZE|Y H T
36, TOA—HY—ICEREBERN—Iv2arvINTaZH5LFT, OpenShift Container Platform
PSR —DITRTOIAVEA—RY N eF7TO4T2HDIT. IAMA—HF—IIUTFTO/NR—=I v a o
WMEITRY T,

BN27 1 VA M—IVICREREC2/8A—X v a3y
e tag:TagResources
e tag:UntagResources
e ec2:AllocateAddress
® ec2:AssociateAddress

e ec2:AuthorizeSecurityGroupEgress
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ec2:AuthorizeSecurityGrouplngress
e ec2:Copylmage

® ec2:CreateNetworkinterface

e ec2:AttachNetworkinterface

® ec2:CreateSecurityGroup

® ec2:CreateTags

® ec2:CreateVolume

® ec2:DeleteSecurityGroup

® ec2:DeleteSnapshot

® ec2:Deregisterlmage

® ec2:DescribeAccountAttributes
® ec2:DescribeAddresses

® ec2:DescribeAvailabilityZones
® ec2:DescribeDhcpOptions

® ec2:Describelmages

e ec2:DescribelnstanceAttribute
e ec2:DescribelnstanceCreditSpecifications
® ec2:Describelnstances

e ec2:DescribelnternetGateways
® ec2:DescribeKeyPairs

® ec2:DescribeNatGateways

® ec2:DescribeNetworkAcls

® ec2:DescribeNetworkinterfaces
® ec2:DescribePrefixLists

® ec2:DescribeRegions

® ec2:DescribeRouteTables

® ec2:DescribeSecurityGroups
® ec2:DescribeSubnets

® ec2:DescribeTags
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® ec2:DescribeVolumes

e ec2:DescribeVpcAttribute

® ec2:DescribeVpcClassicLink

e ec2:DescribeVpcClassicLinkDnsSupport
® ec2:DescribeVpcEndpoints

® ec2:DescribeVpcs

e ec2:ModifylnstanceAttribute

e ec2:ModifyNetworkinterfaceAttribute
® ec2:ReleaseAddress

® ec2:RevokeSecurityGroupEgress

® ec2:RevokeSecurityGrouplngress
® ec2:Runinstances

o ec2:Terminatelnstances

PN28 4 YA R=IUEEDRY FT—=0 )Y —ADERICBHERNN—IvaY
® ec2:AssociateDhcpOptions
® ec2:AssociateRouteTable
e ec2:AttachinternetGateway
® ec2:CreateDhcpOptions
® ec2:CreatelnternetGateway
® ec2:CreateNatGateway
® ec2:CreateRoute
® ec2:CreateRouteTable
e ec2:CreateSubnet
® ec2:CreateVpc
® ec2:CreateVpcEndpoint
o ec2:ModifySubnetAttribute

o ec2:ModifyVpcAttribute
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EE
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BEDOVPCAEHETZHBE. 7HIYMNTIERY NT—02 )Y —ADEKICZ

DIN—IvoavarpBEELEFHA.

129 14 ¥ 2 M —JLIZHE R Elastic Load Balancing D/X\—3X v ¥ 3V

elasticloadbalancing:AddTags
elasticloadbalancing:ApplySecurityGroupsToLoadBalancer
elasticloadbalancing:AttachLoadBalancerToSubnets
elasticloadbalancing:ConfigureHealthCheck
elasticloadbalancing:CreateListener
elasticloadbalancing:CreateLoadBalancer
elasticloadbalancing:CreateLoadBalancerListeners
elasticloadbalancing:CreateTargetGroup
elasticloadbalancing:DeleteLoadBalancer
elasticloadbalancing:DeregisterinstancesFromLoadBalancer
elasticloadbalancing:DeregisterTargets
elasticloadbalancing:DescribelnstanceHealth
elasticloadbalancing:DescribeListeners
elasticloadbalancing:DescribeLoadBalancerAttributes
elasticloadbalancing:DescribeLoadBalancers
elasticloadbalancing:DescribeTags
elasticloadbalancing:DescribeTargetGroupAttributes
elasticloadbalancing:DescribeTargetHealth
elasticloadbalancing:ModifyLoadBalancerAttributes
elasticloadbalancing:ModifyTargetGroup
elasticloadbalancing:ModifyTargetGroupAttributes
elasticloadbalancing:RegisterinstancesWithLoadBalancer
elasticloadbalancing:RegisterTargets

elasticloadbalancing:SetLoadBalancerPoliciesOfListener



B304 YA M=ILICKHEBERIAM/INA—Zv 3V

iam:AddRoleTolnstanceProfile
iam:CreatelnstanceProfile
iam:CreateRole
iam:DeletelnstanceProfile
iam:DeleteRole
iam:DeleteRolePolicy
iam:GetlnstanceProfile
iam:GetRole

iam:GetRolePolicy

iam:GetUser
iam:ListInstanceProfilesForRole
iam:ListRoles

iam:ListUsers

iam:PassRole
iam:PutRolePolicy
iam:RemoveRoleFrominstanceProfile
iam:SimulatePrincipalPolicy

iam:TagRole

BN1.314 Y A M—=JLIZHEL Route 53 /83— v o3V

route53:ChangeResourceRecordSets
route53:ChangeTagsForResource
route53:CreateHostedZone
route53:DeleteHostedZone
route53:GetChange
route53:GetHostedZone
route53:ListHostedZones

route53:ListHostedZonesByName

F1E=mAWSADI VA M=
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e route53:ListResourceRecordSets
e route53:ListTagsForResource

e route53:UpdateHostedZoneComment

BN324 VA M=IVICHERSI/N—Iv 3V

o s3:CreateBucket

s3:DeleteBucket

e s3:GetAccelerateConfiguration
e s3:GetBucketCors

e s3:GetBucketLocation

e s3:GetBucketLogging

e s3:GetBucketObjectLockConfiguration
e s3:GetBucketReplication

e s3:GetBucketRequestPayment
e s3:GetBucketTagging

e s3:GetBucketVersioning

e s3:GetBucketWebsite

e s3:GetEncryptionConfiguration
e s3:GetLifecycleConfiguration
e s3:GetReplicationConfiguration
e s3:ListBucket

e s3:PutBucketAcl

e s3:PutBucketTagging

e s3:PutEncryptionConfiguration

f51.33 U 5 24 — Operator "L EE$TES3/N\—I v 3V
e s3:DeleteObject
o s3:GetObject
o s3:GetObjectAcl

® s3:GetObjectTagging
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® s3:GetObjectVersion
e s3:PutObject
e s3:PutObjectAcl

e s3:PutObjectTagging

B34 R—RISZAH—1) Y —ZADHIRICHER/IN—I v a3y

autoscaling:DescribeAutoScalingGroups

e ec2:DeleteNetworkinterface

® ec2:DeleteVolume

e elasticloadbalancing:DeleteTargetGroup

e elasticloadbalancing:DescribeTargetGroups
e jam:ListinstanceProfiles

e jam:ListRolePolicies

e jam:ListUserPolicies

e s3:DeleteObject

tag:GetResources

B35 Ry hT—0 )Y —RDHIRICHEBR/NA—Z v 3V
® ec2:DeleteDhcpOptions
® ec2:DeleteinternetGateway
® ec2:DeleteNatGateway
® ec2:DeleteRoute
® ec2:DeleteRouteTable
® ec2:DeleteSubnet
® ec2:DeleteVpc
® ec2:DeleteVpcEndpoints
e ec2:DetachinternetGateway
® ec2:DisassociateRouteTable

e ec2:ReplaceRouteTableAssociation

205



OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb

BEDOVPC 2RI 2BE8. PHO Y MNTRRY NTI—2 )Y —XDHIKRICT
DIN—ZIvoavapEELEIHA,

36 =T T A NDERICHLELREMDIAMB LUVSI/NN—Iv 3V

e jam:CreateAccessKey

e jam:CreateUser

e jam:DeleteAccessKey

e jam:DeleteUser

e jam:DeleteUserPolicy

o jam:GetUserPolicy

e jam:ListAccessKeys

e jam:PutUserPolicy

e jam:TagUser

e jam:GetUserPolicy

e jam:ListAccessKeys

e s3:PutBucketPublicAccessBlock
e s3:GetBucketPublicAccessBlock
e s3:PutLifecycleConfiguration

e s3:HeadBucket

e s3:ListBucketMultipartUploads

e s3:AbortMultipartUpload

1.85.SSH 75 A R— X —DERB LTI —Y TV MADIEM

VZRAI—TAVAMN=—IDT Ny JFIIEEEIBEZETT 2HENH SBE. ssh-agent &1 VR

=705 LDEAHICSSH F—%BETI2HENHYETS, ZOF—%FRLTNRNTYY IS
A9 —DT—=PMAMNSYTIIIVIITIEAL, AVARN=ILOBEE NS TILYa—FT4 VI TEE
-3—0

pa )
; ERFHRETE, BEEBRBSLOCTNNY ITHPBETT,
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ZOF—%FALT, 21— —core& LTYRY—/—RIIWLTSSHZETTEET, V5 RY—
7704 FBEIC. F—IL core 11— —D ~/.ssh/authorized keys —EITBIMINE T,

pa )

AWS F—RT7 BED TSy NI A—LICEBEDAETHRE LLF—TIEaL<, O—Ahl
F—AFHTINELHYEET,

FIR

L. RRATD—RARLDRIAICEEINTVWSESSHEF—HNOA V21— —EIZRWESIF. ThiaE
BLET, &EZIE Linux AR —F 4 VIV RFALAAFERTDZIVELI—49—TLULTOO
YV RERGFTLET,

$ ssh-keygen -t ed25519 -N "\
-f <path>/<file_name> 0

'DA%$M¢ﬁa@£@\%H#—@NZB$U774w%%%EL§TOﬁﬁ@%ﬁ*—
FEEEIINEH. BELBWTLCEIL,

ZOARY RER[TT &, BELEBAICART—REBREE LRV SSH F—4ERINE
-a—o
2. ssh-agent 7O R& Ny I 75OV RS ELTHEBLET,
$ eval "$(ssh-agent -s)"

Agent pid 31874
3. SSH 754 RX— h*—% ssh-agent IZENL £7,
$ ssh-add <path>/<file_name> ﬂ
Identity added: /home/<you>/<path>/<file_name> (<computer_name>)

'DA%ﬁMQﬁa@E®\%H754&—F#—@N18$U774w%%%EL§TO

RDRTY

® OpenShift Container Platform %4 Y A h—JL§ BFEIC, SSHRTY v o F—%A4 VA M=)l
TATSAICEELEYT, V5RAY—ARBEICTAOEY a Vv IT23(4MVITISANS O Fv—
ICAVAMN=ITBHEIF. CDF—%IFRAY—DIIVIBETDIVELHYET,

1.8.6. AWS D4 ¥ R h—JLERE T 7 1 L DYERK

A—H—Il&o>TFOEY 3=V JEINBZ4 VTSR NV F v— %R L T OpenShift Container
Platform % Amazon Web Services (AWS) IC4 Y A =)L 2ITIE, 41 YA M= TOTZLHIFR
S—%T7TOATBLEDIMERT FANEER L. VTR —DERATEYI VDA EERT DLD

ICENLDT7 7AWV EERTZHENHY £9, install-config.yaml 7 7 1 JL, Kubernetes ¥ =7
Z b, BLWIgnitionEETZ7 7 ANV EER L. hRITAXLET,

1.861L A VAM—IEET 71 IIDVERK

207


https://docs.aws.amazon.com/AWSEC2/latest/UserGuide/ec2-key-pairs.html

OpenShift Container Platform 4.4 AWS ADA VX h—JL

AVAN=ITATSLADISAY—5TTOATBLODITMERA VA MN—ILERET 71 ILEERK
L. hRI9TAXLET,

AR

e OpenShift Container Platform 41 Y X k=)L 7O TS L, BLVIZRI—D TV =0 L vy
FEERBELET, Ry NT—ODFHIRINEZA VA M—ILTIE, ITNEDT7AILHNIT—iK
ANEICEDINFET,

FIE
1. install-config.yaml 7 7 1 L ZEZE L £ 9,

a. UTFoav Y RaxETLET,
I $ ./openshift-install create install-config --dir=<installation_directory> ﬂ

" <installation_directory> D&, 41 YA M=V 7OTSLDMERT B 7 71 L& 1R7F
TREDICTALIN)—REEBELET,

8%

ZOTF4ALIN)—%BELET, T—MAMZ Y T X509 SFBAZER ED—
BOA VA M=ILTEYy N\OBYHRIIESLREINTWVWE LD, 1 VR
N—=IT4 LI N)—%BRETZIENTEIERA, BIOISRY—1 Y
AM=IDERDT7 74N EBINABT2RENHZHFEIE. ThoETa L
JM)—ICOE—TBIENTEZXY, LEL. A VA= TEY MD
77A4INRAERY ) —RABETEEINZTREEIHYET, 1 VA N—ILT 7
4 7% LEID/N— 3 > D OpenShift Container Platform 25 A E—9 %35
BIBEFRLTAE—%21ToTLEI W,

b. 7OY 7 RMEFIC, 759 ROBEDHFMEHRAIEELE T,

L AT AV OSARY I UILTIOERTEEOICERTSSSHEXF—A2ERLET,
pz o151
AVAN=IDTNRNY JTELIIEEEIREERITT2ULEDH 3 EHREH

@ OpenShift Container Platform 7 5 24 —Tld. ssh-agent 7Ot X
et HEMATZSSHF—%/ELET,

B

i. 99— v MIBRETE TSy MNI4A—LELTaws 2 EBRLET,

i. AWS 7O 774 )L EQVE2—9—IlRELTVWARWGE, 1 YA M= TOVS5 A
HEITTDLEIICERELZZI—F—DAWS 7o/ ERF—IDELVY—I LYy NTY
TRAXF—%HANLET,

iv. 7SR —DFTAM%EETBANS ) =T avaRIRLET,

V. 95R9—ICRE L= Route 53 H—ERADR—ARX A VAERBIRLE T,

Vii. 7SR —DEREEANLIEY,
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vii. Red Hat OpenShift Cluster Manager 1 b ® Pull Secret R—IHNSEELETILY —
Ly MBRYRITET,

2. install-config.yaml 7 7 1 )L = #E&E L. LLF®D compute 2% VHIZRINhdLHICaY
Ea—k L7V A(T—h—LTVAELTEHNOND)DEEOICKRELZET,

compute:

- hyperthreading: Enabled
name: worker
platform: {}
replicas: 0

3. install-config.yaml 7 7 1 L& #RE L. *v N7 —UHDFHIRINAZRETDS VX M—ILITih
ZREMOBHREZRHELET,

a. pullSecret DEZ=FH L CT. LY A MY —DFRIEHBEHREEML T,

pullSecret: {"auths":{"<local_registry>": {"auth": "<credentials>","email":
"you@example.com"}}}'

<local_registry> ICDW T, LYRAKMNY—RAAVEE, I5—LIYZRRNY—AOVT
VY ERBT DEOIERTZR— AT a Vv TIHRELET, fi:
registry.example.com ¥ 7z | registry.example.com:5000<credentials> ICDW T, X
S—LYRAKY—Dbase6d TTYA—RFINI—YF—EBILIUVNNRAT-RZEELX
ER

b. additionalTrustBundle /XS X —4% —B L ™MEZEBMLE T, CDEIK. T 5—LI AR
)—ICERLABETI 7M1 IILVOARABTHIRELrHYFET, ThIFIS—LIRANY—
FRICERLEZEED., EREINZIIETAICECELIIPAETCHLARELHY T,

additionalTrustBundle: |

c. AX=UaAVFUyY)VY—R%EBMLET,

imageContentSources:
- mirrors:
- <local_registry>/<local_repository_name>/release
source: quay.io/openshift-release-dev/ocp-release
- mirrors:
- <local_registry>/<local_repository_name>/release
source: registry.svc.ci.openshift.org/ocp/release

a7 Y ROEAD imageContentSources 7> a V&AL T, VRY M) — Fkid

XY RT—=ODHERINIERY NT—VICMYRARATATHALDAV TV I F—
VYT BBRICEALALEZIS - YT LEY,

d 73 :R"TYy 2R MNS5FY—% Internal ICEREL T,

I publish: Internal

- o~ 1L =0 L N T B S| —— —_- . — - Al L s =0 — s . 1


https://cloud.redhat.com/openshift/install/pull-secret
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CWT /A VZXEREI ©E, WabIngress 4/ PH—T7—HBFOC /71N DPH—DN/NT

vH—%ERLET,

4. # 7> 3 v:install-config.yaml 7 7 1 LNy 97y TLET,

BF

install-config.yaml 7 7 1 JLiZ4 Y A M=)V 7O ABICERAINET, 0D
774NV EBNATILEN HIHER. COBRBETIhENY 7y FLTL
X0,

186241 VA M—IEDYISAY —2koTOx>—0D%

EREIRFETIE. 1 V9 —FY MADEET I ERAEEEL. KDYICHTTP £/ HTTPS 7O+
V—%FHETRZIENTEET, TOFP—RE% install-config.yaml 7 7 1 JLTITO T &ICEL Y., #
#2®M OpenShift Container Platform 7 S 24 — % 7OFX L —%FHAT LD ICERETE T,

AR

FIR
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o BEE D install-config.yaml 7 7 { LAV ETT,

o VSRY—DTIVERTIZVLEDOHZDYA MafRL., 7OFY—ENA NS I2UENH D
NEIDZEHRLET, TI74ILNT, TRTDYVSRY—egress N 71V I (VFRY—
ERANTZIS5TRIODVTDI ST R7ANAF—APIHICHTA2RUCHELAEET) &7 0O
FO—INFT, Proxy # 72 ¥ D spec.noProxy 7 1 —JL RIZH A M&BIIL. BEIC
BT rFOoFo—anN1RRALET,

A

R

Proxy # 72 = 4 h® status.noProxy 7 41 —JL KiZId, 41 Y A M—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. &
& U networking.serviceNetwork[] 7 1+ —JL RDENBZREINZE T,

Amazon Web Services (AWS). Google Cloud Platform (GCP). Microsoft
Azure. & &£ U Red Hat OpenStack Platform (RHOSP) AD A ¥ X k— )L D15
A. Proxy # 72 x4/ kD status.noProxy 7 1 —JL RIZIE, 1 VROV R AH
T—HDIY RKRA b (169.254.169.254) LEREINE T,

1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLE T, UTICHERLET,

apiVersion: v1i
baseDomain: my.domain.com

proxy:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: http://<username>:<pswd>@<ip>:<port> 9
noProxy: example.com 9

additionalTrustBundle: | ﬂ
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DSR2 —HNDHTTP A ER T 27=OICERAT2 0% — URL, URL ¥ —LAlE
http THZLELIHY E T, BNMOTOFY—REIPVETIEAL, BIMD CAEREE

@ /A9 —HATHTTPS EMEERT 570ICEATSHTOFY—URL, TD7 1 —ILK
PIEEINTVLAWESGE, HTTP 8L HTTPS ##HKED @A IC httpProxy iMERAI N
T, BMOTOF Y —JRENMMBETIEARL, BIND CAEMBELT S MTM OEBHHRT
AF>Y—3Ry NO—0%FEAT 25EICIE. httpsProxy {EXIEET 2 &IETEEH
Ao

g TOXFS—5BATEEDDB/ERAA V&, RALAY, PP RLR, oz y b
77—  CIDROOAVIEFPYD—E, KA VDITRTDOY T RAXA VEHEMADTD
IS RAASAVDRIC.ZAALET, *2FEHEL, IRTOBEDTOF—%/NN(/8R
L/i-a_o

@ EEINTLBHAE A VAL TOYSARFHTTPS O T OF S —ICUER1D
L EDEBMD CASEBRENE £ 5 user-ca-bundle &\ ZRIDRET Y T%
openshift-config namespace ICH M L £9, JRIC Cluster Network Operator (&, Zh 5
MDY 7F ) % Red Hat Enterprise Linux CoreOS (RHCOS) {§38/Y> KILICY—T§ %
trusted-ca-bundle S E~Y Y 7EZ/EHR L. TDFREN Y Fld Proxy 7 799 bD
trustedCA 7 1 —JL RTEBIRIN ¥, additionalTrustBundle 7 1 —JL Ki&, 7OF
—DTATVT 4T 14 —:EBAED RHCOS EF/\Y RILHOLDFRFEIB/ICL > TERI N
BRWRYMREBICRYET, BMOTOF Y —RENBETIEAL, BIMD CAEZBEET
% MITM OFEBHZ7OF > —3y N7 =0 % FERAT 2HBEICIE. MITM CA SEERE % 15
ETEIHEIHYZET,

pa )

A YA M=)TOT 3 ALIE FOF 2 —0D readinessEndpoints 7 1 —JL K& 4
/_.ﬁ’_ I\ L/iﬁ/bo

2. 7714V %EZEEL. OpenShift Container Platform @4 Y A h—JLEFICCNESRLE T,
A VRAN=ITOTZLIE. FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHET % cluster
EWIERIDY ZRY—2F0TOF>—% X LET, TOFY—REMBEINTVAWEG
A. cluster Proxy 7 79 = 7 M PMRARE LTI N FE T4 Zhilld spec 'Y FH A,
p= T

cluster & WD &ZEID Proxy £ 7 7 DAY R— KNI h, BO7OF>—%4F
I3 EETEEEA,

1.8.6.3. Kubernetes ¥ =7 = X b 8 L T Ignition FRE 7 7 1 ILDIERK
— DYV SR —FHEITT7ANEEBL, VIR VEFHTRETILEN M DHBH., VR

=DV EERT B72OICHER Kubernetes Y= 7 T X M & Ignition BRE 7 7 1 LA LM T % b
ENHYET,

21



OpenShift Container Platform 4.4 AWS ADA VX h—JL

BE

AVRARN=ITOTZLHBERT S Ignition FRET 7 1 LICIE, 24 BFEEI BT 2 &
REINICRY., ZORICEFINDABAENSETNE T, FIAZEEHTHRIICI TR
Y—MMEILEL, 24BERBLAERICI SR —ZHBEEBT D&, 77 R9—I3HRTIN
DIAZEEBEEFNICETLE T, FISE LT, kubelet SEBAE A LR % 72D IR EBIREE
@ node-bootstrapper SIEAZEE L EK (CSR) = FETERTZ2MELNHY £9, FiM
. A b=V T L —VEIBREDHRTNDOREN S DY AN — (ZDVWTOD RF 2
AV MNESRLTLEIWN,

® OpenShift Container Platform 4 Y 2 b= 7O S LEZBRBLET, xv 7= FIRX
NEAVAM—LTIE INSDT7AIDNIZ—HRAMEICENINETS,

e install-config.yaml 1 Y XA h—ILEEET7 7 1 IV EER L F T,

FIE
. 75249 —®Kubernetes V=7 T A MEEKLET,
$ ./openshift-install create manifests --dir=<installation_directory> ﬂ
INFO Consuming Install Config from target directory

WARNING Making control-plane schedulable by setting MastersSchedulable to true for
Scheduler cluster settings

Q <installation_directory> ([CD W\ Tid. {EAK L /= install-config.yaml 7 7 1 L& EN 3
AVAM=ILTaLIMN)—ZEBELET,

AVAMN=ITOLZADEOEASTHEDIVEL— MYV EERT 2D, CODEEEE
RLUTEBEEN’ DY A

2. Ay hAO—LTL—rII VU EEET D Kubernetes¥TZ 7T AN 774 ILEHIRLZF T,
I $ rm -f <installation_directory>/openshift/99_openshift-cluster-api_master-machines-*.yaml

INLDT77AIEHRTEIET, V75R49—ar hA—IL 7L —rI I v aBEMICE
BT BDEHSZEDNTETET,

3. D—H— T UEEET D Kubernetes YZ 7T A M7 74 LEHIBRLE T,
I $ rm -f <installation_directory>/openshift/99_openshift-cluster-api_worker-machineset-*.yami

D—H—< I VIEHBICERL. BETELD, oDy vt dT2nEBEIIHY FH
/‘JO

4. <installation_directory>/manifests/cluster-scheduler-02-config.yml Kubernetes ¥ =7 £ X

R77ANEZEL, PodAaAY bO—ILT L=V VIR a—I)LINBVWEDICLE
ERR

a. <installation_directory>/manifests/cluster-scheduler-02-config.yml 7 7 1 L ZFA Z &
ER

b. mastersSchedulable /X5 X —4%—% R DI, ZD{E% False ICFZREL X7,
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c. 774NV EREL, TLET,

pa

W= Tl Kubernetes DFIR ICL Y, I hO—ILTL—UI YV TEITI
N3I—4F—PodilIngress A— RNSUH—DBT7 IV ERTEIENTEEYE
ho ZDF|EIX, OpenShift Container Platform DS#HND<Y A +—/N\—I 3 T
REIRDAREELHY T,

5 # 7> 3 V:iIngress Operator # DNS L O — RZERT 2 L DBRET Z2HEHINRWNGE
l&. <installation_directory>/manifests/cluster-dns-02-config.ymI DNS &7 7 1 LD 5
privateZone # & U publicZone 7> 3 V& HIBR L £ 7,

apiVersion: config.openshift.io/v1
kind: DNS
metadata:
creationTimestamp: null
name: cluster
spec:
baseDomain: example.openshift.com
privateZone:
id: mycluster-100419-private-zone
publicZone: g
id: example.openshift.com
status: {}

w:n»}@tav aVERSICHIBRLETD,

INERTTBHE. BORATY FTingressDNS L O— R EFHTEMT Z2HEIHY F
-a—o

6. Ignition FREZ7 74 IV EEEL X7,
I $ ./openshift-install create ignition-configs --dir=<installation_directory> ﬂ

Q <installation_directory> (CDW T, LA YA M—=IT1 LV M) —%IBELZT,

UFD7 74174 L0 M) —ICERINET,

|—— auth

—— kubeadmin-password
—— kubeconfig

—— bootstrap.ign

—— master.ign

—— metadata.json

—— worker.ign

187. 41 V7S ANZ IV F v —LDHHE
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Ignition BRE ICIX. Amazon Web Services (AWS) TY 2R Y —%—RICEN T D CHICTFEHTET S —=F
DYZRA9—IDHIHEEFNFT, BEIN S CloudFormation T FL—RMIIEXZIDAI VIS ANS Y
Fr—ROSRINEIFNZD,. ThzahET20E2L’HY T,

AR

® OpenShift Container Platform 4 Y X b= 7O S L, BLVIZRI—DTIV—o L vy
NEERIGLE T,

e VS RH—DIgnitionFREZ 7M1 IV=EMLFT,

o QXY —YEAVAM—LLET,

FIR

® IgNitioNFEETZ 7ANAIT—IDNOA VI ZANZVFrv—REHMEL, TRT2ICE. UTF
mavx v F’é%' LEd.

$ jg -r .infralD /<installation_directory>/metadata.json ﬂ
openshift-vw9j6 g

Q <installation_directory> (C(Z. 1 YA M= 7 7MWV ERELEZTAL I KN —~DN
AEEELET,

Qg CDIATY ROHARYI SR —ZES VY LRIFIINCRY FT,

1.8.8. AWS T®D VPC D{ERX

OpenShift Container Platform 2 5 X4 — T3 % VPC % Amazon Web Services (AWS) TERR T %
MHEFHYET, VPNBLUVIL— b T—TILE2ED, SBEHEZBALTLIOIICVPCEHRYITAXT
XFET, VPCAHERT 2-0ODRE[ELAEE LT, RBIEEIN 3 CloudFormation 7~ FL— N2 &
B ENTEET,

p= =)

BRI NS CloudFormation 7Y FL— "2 FERALTAWS A V7SR MNSVFv—%1fF
ALAEWGE, REINDBEREERAL. 1V ISANSIFvy—5FHTERT 20
ENXHYET, VR —NEUIHEHEINAWEGESE. 1 VA M=—)LOJVERELT
Red Hat 7 R— MIEWEDLE T 2RENH 2 AREMELHY £T,

BIRS
e AWS7HUVMAERBRELET,

e USRH—DIgnitionFRETZ 7M1 IV=EMLFT,

Fig
L TV TL— DB EBEETZNSA—F—ENEENSD ISON 774 ILEFERL FT,

"ParameterKey": "VpcCidr", ﬂ
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"ParameterValue": "10.0.0.0/16" 9

|3
{
"ParameterKey": "AvailabilityZoneCount", e

"ParameterValue": "1" ﬂ

},
{

"ParameterKey": "SubnetBits",
"ParameterValue": "12" G
}

VPC @ CIDR 7O v 7,

XXX.X/16-24 FXTCIDR 7Oy V2 ELZE T,

VPCAETTOA4G2TRATE) T4 —V—V D,

105 3OBDEHEIRELE T,

BPRASEYF4—V—VRDEY T3y hOYA X,

505 13DBOBHAIEELET, I T, 5 R7TTHY. 131E/19TT,

2. ZDKEY JDVPC D CloudFormation 7 L —bheo > avnsrryJL—haaE—
L. ZhEJIYEa—4%9—LEICYAML 7 74 LELTRELES, 2OTYFL—bME 75
2 —ITHERVPCIZDWTEHR L TWET,

3 TFVvIL—bhEEELET,

BE
B—TIlav Yy REAALTLEIL,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml g
--parameters file://<parameters>.json

TBHHGAEIC. TDRY Y IDEAMDBEICRY T,

<template> . #£%F L 7%z CloudFormation 7~ 7L — b YAML 7 7 1 LADHER /X2 £
TIEZEDRBITT,

<parameters> (. CloudFormation /X5 X —4 — JSON 7 7 1 LADEF /AR £/ 1384

Q <names> | cluster-vpc 7% & @ CloudFormation 249 v J DEZBITYE, 77 R Y —%&HIkk
AT,

4. FUTL—MDAVR—RV MDEFEETDHIIEEHRALET,

I $ aws cloudformation describe-stacks --stack-name <name>

- - - - 1S e e m e m—ms ——— L b — PRV, S e e e — [ . —_
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StackStatus 7 CREATE_COMPLETE Z3R7x L7c1RIC, HTIICIELL PDINT A —F —DIED
RERINFET, CNOEDINSTA—F—DIEERD TR —EVEKRT D7-DICEITT 4D
CloudFormation 7Y 7L — MCIBET 2RENHY 7,

Vpcld VPC @ ID,

PublicSub #3E/X7TU v o5 TxRy bDID,
netlds

PrivateSu HIBTSAR— TRy bDID,
bnetlds

1.8.8.1. VPC @ CloudFormation ¥~ 7L — b

Description: CIDR block for VPC.
Type: String
AvailabilityZoneCount:
Description: "How many AZs to create VPC subnets for. (Min: 1, Max: 3)"
Type: Number
SubnetBits:

LUR® CloudFormation 7~ 7L — M & L. OpenShift Container Platform 7 5 X4 —ICIhE 74
VPCET7OA4 4B ENTEET,

ConstraintDescription: "The number of availability zones. (Min: 1, Max: 3)"

MinValue: 1

ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/19-27.
MinValue: 5

#11.37 VPC @ CloudFormation 7> 7L —
AWSTemplateFormatVersion: 2010-09-09
Description: Template for Best Practice VPC with 1-3 AZs
Parameters:
VpcCidr:
AllowedPattern: A(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-9]|[1-9][0-9]| 1[0-9]{2}| 2[O-
4][0-9]|25[0-5])(V(1[6-9]|2[0-4]))$
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/16-24.
MaxValue: 3
MaxValue: 13

Default: 10.0.0.0/16
Default: 1
Default: 12

Description: "Size of each subnet to create within the availability zones. (Min: 5 = /27, Max: 13 =
/19)"

Type: Number

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Network Configuration”
Parameters:
- VpcCidr
- SubnetBits
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- Label:
default: "Availability Zones"
Parameters:
- AvailabilityZoneCount
ParameterLabels:
AvailabilityZoneCount:
default: "Availability Zone Count"
VpcCidr:
default: "VPC CIDR"
SubnetBits:
default: "Bits Per Subnet"

Conditions:
DoAz3: |IEquals [3, IRef AvailabilityZoneCount]
DoAz2: IOr [!Equals [2, |Ref AvailabilityZoneCount], Condition: DoAz3]

Resources:
VPC:
Type: "AWS::EC2::VPC"
Properties:
EnableDnsSupport: "true"
EnableDnsHostnames: "true"
CidrBlock: |Ref VpcCidr
PublicSubnet:
Type: "AWS::EC2::Subnet"
Properties:
Vpcld: IRef VPC
CidrBlock: !Select [0, !Cidr ['Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-0
- Fn::GetAZs: IRef "AWS::Region"
PublicSubnet2:
Type: "AWS::EC2::Subnet"
Condition: DoAz2
Properties:
Vpcld: IRef VPC
CidrBlock: !Select [1, !Cidr ['Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-1
- Fn::GetAZs: IRef "AWS::Region"
PublicSubnet3:
Type: "AWS::EC2::Subnet"
Condition: DoAz3
Properties:
Vpcld: IRef VPC
CidrBlock: !Select [2, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-2
- Fn::GetAZs: IRef "AWS::Region"
InternetGateway:
Type: "AWS::EC2::InternetGateway"
GatewayTolnternet:
Type: "AWS::EC2::VPCGatewayAttachment"
Properties:
Vpcld: IRef VPC
InternetGatewayld: |Ref InternetGateway
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PublicRouteTable:
Type: "AWS::EC2::RouteTable"
Properties:
Vpcld: |Ref VPC
PublicRoute:
Type: "AWS::EC2::Route"
DependsOn: GatewayTolnternet
Properties:
RouteTableld: |Ref PublicRouteTable
DestinationCidrBlock: 0.0.0.0/0
Gatewayld: IRef InternetGateway
PublicSubnetRouteTableAssociation:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Properties:
Subnetld: 'Ref PublicSubnet
RouteTableld: |Ref PublicRouteTable
PublicSubnetRouteTableAssociation2:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Condition: DoAz2
Properties:
Subnetld: |Ref PublicSubnet2
RouteTableld: |Ref PublicRouteTable
PublicSubnetRouteTableAssociation3:
Condition: DoAz3
Type: "AWS::EC2::SubnetRouteTableAssociation”
Properties:
Subnetld: 'Ref PublicSubnet3
RouteTableld: |Ref PublicRouteTable
PrivateSubnet:
Type: "AWS::EC2::Subnet"
Properties:
Vpcld: |Ref VPC
CidrBlock: !Select [3, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-0
- Fn::GetAZs: IRef "AWS::Region"
PrivateRouteTable:
Type: "AWS::EC2::RouteTable"
Properties:
Vpcld: |Ref VPC
PrivateSubnetRouteTableAssociation:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Properties:
Subnetld: |Ref PrivateSubnet
RouteTableld: |Ref PrivateRouteTable
NAT:
DependsOn:
- GatewayTolnternet
Type: "AWS::EC2::NatGateway"
Properties:
Allocationld:
"Fn::GetAtt":
- EIP
- Allocationld

Subnetld: |Ref PublicSubnet
EIP:
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Type: "AWS::EC2::EIP"
Properties:
Domain: vpc
Route:
Type: "AWS::EC2::Route"
Properties:
RouteTableld:

Ref: PrivateRouteTable
DestinationCidrBlock: 0.0.0.0/0
NatGatewayld:

Ref: NAT

PrivateSubnet2:
Type: "AWS::EC2::Subnet"
Condition: DoAz2
Properties:
Vpcld: |Ref VPC
CidrBlock: !Select [4, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]
AvailabilityZone: ISelect
-1
- Fn::GetAZs: Ref "AWS::Region"
PrivateRouteTable2:
Type: "AWS::EC2::RouteTable"
Condition: DoAz2
Properties:
Vpcld: |Ref VPC
PrivateSubnetRouteTableAssociation2:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Condition: DoAz2
Properties:
Subnetld: |Ref PrivateSubnet2
RouteTableld: Ref PrivateRouteTable2
NAT2:
DependsOn:
- GatewayTolnternet
Type: "AWS::EC2::NatGateway"
Condition: DoAz2
Properties:
Allocationld:

"Fn::GetAtt":

- EIP2

- Allocationld
Subnetld: |Ref PublicSubnet2

EIP2:
Type: "AWS::EC2::EIP"
Condition: DoAz2
Properties:
Domain: vpc
Route2:
Type: "AWS::EC2::Route"
Condition: DoAz2
Properties:
RouteTableld:

Ref: PrivateRouteTable2
DestinationCidrBlock: 0.0.0.0/0
NatGatewayld:

Ref: NAT2
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CidrBlock: !Select [5, !Cidr [!Ref VpcCidr, 6, |Ref SubnetBits]]

AvailabilityZone: ISelect
-2
- Fn::GetAZs: Ref "AWS::Region"
PrivateRouteTable3:
Type: "AWS::EC2::RouteTable"
Condition: DoAz3
Properties:
Vpcld: |Ref VPC
PrivateSubnetRouteTableAssociation3:
Type: "AWS::EC2::SubnetRouteTableAssociation”
Condition: DoAz3
Properties:
Subnetld: 'Ref PrivateSubnet3
RouteTableld: Ref PrivateRouteTable3
NAT3:
DependsOn:
- GatewayTolnternet
Type: "AWS::EC2::NatGateway"
Condition: DoAz3
Properties:
Allocationld:

"Fn::GetAtt":

- EIP3

- Allocationld
Subnetld: 'Ref PublicSubnet3

EIP3:
Type: "AWS::EC2::EIP"
Condition: DoAz3
Properties:
Domain: vpc
Route3:
Type: "AWS::EC2::Route"
Condition: DoAz3
Properties:
RouteTableld:

Ref: PrivateRouteTable3
DestinationCidrBlock: 0.0.0.0/0
NatGatewayld:

Ref: NAT3

S3Endpoint:
Type: AWS::EC2::VPCEndpoint
Properties:
PolicyDocument:

Version: 2012-10-17

Statement:

- Effect: Allow

Principal: ™'
Action:

%1

PrivateSubnet3:
Type: "AWS::EC2::Subnet"
Condition: DoAz3
Properties:
Vpcld: |Ref VPC
Resource:
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Outputs:
Vpcld:

RouteTablelds:
- IRef PublicRouteTable
- IRef PrivateRouteTable
- lIf [DoAz2, |Ref PrivateRouteTable2, 'Ref "AWS::NoValue"]
- lIf [DoAz3, |Ref PrivateRouteTable3, 'Ref "AWS::NoValue"]
SerwceName lJoin
- - com.amazonaws.

Description: ID of the new VPC.

Value: Ref VPC

- IRef '"AWS::Region'
-.83
Vpcld: IRef VPC
PublicSubnetlds:
Description: Subnet IDs of the public subnets.
Value:

IJoin [
['Ref PublicSubnet, !If [DoAz2, |Ref PublicSubnet2, IRef "AWS::NoValue"], !lf [DoAz3, |Ref
PubllcSubnetS IRef "AWS::NoValue"]]

PrlvateSubnetIds
Description: Subnet IDs of the private subnets.
Value:
IJoin [
[|Ref PrivateSubnet, !If [DoAz2, |Ref PrivateSubnet2, |Ref "AWS::NoValue"], !If [DoAz3, |Ref
PrlvateSubnetS IRef "AWS::NoValue"]

1.89.AWS TO XY N7 —0 B LVAEFRABMIVER—3RY NDEK

OpenShift Container Platform 2 524 —THEAT 2 * v hT7—0 B L VERDE (classic Tz ld
network) % Amazon Web Services (AWS) TERET 2MEIHYE T, INHDIAVR—RY M E/ERK
TEODRE[ELAFRE LT, BHEIN S CloudFormation 7 FL—NAZLETZIENTEZE
T, INICEY, RAMN—VUBLUVHTRY KOS TEHEERINET,

B—VPCHTTYTL— M EEHEIRTITEIENTEET,

R

BRI NS CloudFormation 7Y L — "2 FERALTCTAWS A V7SR NSV F v —%1fF
RALAEWGE, RBEINDBEREERAL. 1V ISANSIFvy—5FHTERT 20
ENHYET, VTR —DEUCHMBIEINAWES, 1 VA N—OVEZHEELT
Red Hat 7 R— MIEWEDLE T 2RENHZAREELHY £T,

BIRS M
e AWS7HOU VAR ELET,
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e USRH—DIgnitionFRETZ 7 A IV=EMLFT,

o AWSTVPCHLUVEETEIH TRy MaERRL., RELFT,

FIR

1. V5 ZX% —0 install-config.yaml 7 7 1 JLIC$EE L 7= Route 53 YV — Y DK R Y/ —> ID % EX
BLEYT, ZOIDIE, AWSOAVY—IbDL, FEEFUTOOTY REETLTERETEX

-a_o
BE
B—TIlav Yy REAALTLEIW,

$ aws route53 list-hosted-zones-by-name |
jq --arg name "<route53_domain>." \ ﬂ
-r .HostedZones | .[] | select(.Name=="\($name)") | .Id'

Q <route53_domain> (CD W T, ¥ 5 24— install-config.yaml 7 7 1 JL% 4§ L 7=B%
ICER L 7= Route 53 R—ZA R XA v E=IBELE T,

2. TVTUL—MDBEETENIA—S—ENEFND JSON 7 7 AL &ML FT,

[
{

"ParameterKey": "ClusterName",
"ParameterValue": "mycluster”

|3

{

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" °
2

{
"ParameterKey": "HostedZoneld", 6

"ParameterValue": "<random_string>" G
2
{

"ParameterKey": "HostedZoneName",
"ParameterValue": "example.com”

1

{

"ParameterKey": "PublicSubnets”,
"ParameterValue": "subnet-<random_string>" @
2
{

"ParameterKey": "PrivateSubnets",
"ParameterValue": "subnet-<random_string>" @
2

{
"ParameterKey": "Vpcld", @
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"ParameterValue": "vpc-<random_string>" @

[—
——

RARNBREBERTEZIIRAI—%2RITREWVNI T X5 —DARL

9 5 X4 —O install-config.yaml 7 7 1 L =K L7ZBFICER LIV SR —ZEIBEL
ia—o

PSR —DIngitionFREZ7 74 IV TITYA—RINBISRI—AVITZAMNTY
%V_o)%ﬁﬁo

R B <cluster-name>-<random-string> ® Ignition BXE7 7 1 LD SHHE LA V75
ANZOFvy—RBZBELET,

Y=y NOBFKICERT S Route 53 /87 ) v ¥ N/ =2 1D,

Z21IXYZABCZ2A4 |ZFH 9 2D Route 53 /X T v o/ —V D 2 8ELE T, ZDfE
WEAWS VY =D LESETEET,

& —45y NOFESRKICHERT 5 Route 53 V— 2,

9 2 24— install-config.yaml 7 7 4 JLZ %5 L 7BFICEA L 72 Route 53 R— 2 K X
AVEBELET, AWSOA VY —ILICRRINZREDE ) K () FEDBNWTLES
W,

VPC RICER L=/ T Y w o5 TRy K,

VPC @ CloudFormation 7> 7L — k D 735" 5 PublicSubnetlds fEZ#EE L 7,
VPC BRI LIeTSA4R— Y TRy K,

VPC @ CloudFormation 7~ 7L — kD /355 PrivateSubnetlds {E%1EE L £ 9

7524 —HBIC{ER L 7= VPC,

VPC @ CloudFormation 7~ 7L — hDHEAMN S Vpeld EEIEEL £,

9090000 09 96 6 4 990 —

3. ZOMEYIDRY NT7—0E5L0'O— RK/NF Y H—0 CloudFormation 7> 7L — bz ¥
vavpbrFyvSL—hE2aEF—L, ThiaIYE1—49—EICYAML 7 74L& LTREL
F9., CDTVTL—NME VS RI—IIBERRY NT—VBLVCEBRDMA TP TV MC
DWTEIR L TWET,

4. T TL—bERBELET,

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json
--capabilities CAPABILITY_NAMED_IAM
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ﬂ <name> | cluster-dns 72 & @ CloudFormation 24 vV DEZBITS, 75 R Y —4% YR
TBHBEIC. CDRY Y VDERDREICRY T,

9 <template> (&, {£%F L 7z CloudFormation 7~ 7L — b YAML 7 7 1 LADER /X2 &
I EZFDRAITTY,

9 <parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LADEF /N R £/ 13 &
AICY,

5 V7L —KNDAVER—FXV MDEET R EAERALET,
I $ aws cloudformation describe-stacks --stack-name <name>

StackStatus #* CREATE_COMPLETE 23Xk~ L72%IC. HAIIKIEUTDNS XA —45 —DEH
RAINFET, INODNNFTA—F—DEEISAY—%FERT 7DICEITT 4D
CloudFormation 7Y 7L — MCIBET Z2HENHY £ 7,

PrivateHo TS54RXR—KDNSDKRR MY —2ID,
stedZonel
d
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DnsName
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IblpTarget
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roupArn
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iTargetGr
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LUF® CloudFormation 7~ 7L — M &{# [ L. OpenShift Container Platform 7 5 X 4 —IJihE
XY NI—=0F TP MBIV O— KNS U —%TTOMTEIENTEET,

#i1.38 *v kD —U B LO— K/XF V4 —O CloudFormation 7~ 7L — k
AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Network Elements (Route53 & LBs)
Parameters:
ClusterName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Cluster name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, representative cluster name to use for host names and other identifying
names.
Type: String
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag cloud resources and identify items owned or
used by the cluster.
Type: String
HostedZoneld:
Description: The Route53 public zone ID to register the targets with, such as
Z21IXYZABCZ2A4.
Type: String
HostedZoneName:
Description: The Route53 zone to register the targets with, such as example.com. Omit the
trailing period.
Type: String
Default: "example.com"
PublicSubnets:
Description: The internet-facing subnets.
Type: List<AWS::EC2::Subnet::ld>
PrivateSubnets:
Description: The internal subnets.
Type: List<AWS::EC2::Subnet::ld>
Vpcld:
Description: The VPC-scoped resources will belong to this VPC.
Type: AWS::EC2::VPC::Ild

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- ClusterName
- InfrastructureName
- Label:
default: "Network Configuration”
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InfrastructureName:
default: "Infrastructure Name"
Vpcld:

default: "VPC ID"
PublicSubnets:

default: "Public Subnets"
PrivateSubnets:

default: "Private Subnets”
HostedZoneName:

default: "Public Hosted Zone Name"
HostedZoneld:

default: "Public Hosted Zone ID"

OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb
Resources:
ExtApiElb:

Parameters:

- Vpcld

- PublicSubnets

- PrivateSubnets
- Label:

default: "DNS"

Parameters:

- HostedZoneName

- HostedZoneld
ParameterLabels:

ClusterName:
Type: AWS::ElasticLoadBalancingV2::LoadBalancer

default: "Cluster Name"
Properties:

Name: lJoin ["-", [IRef InfrastructureName, "ext"]]
IpAddressType: ipv4

Subnets: IRef PublicSubnets

Type: network

IntApiElb:
Type: AWS::ElasticLoadBalancingV2::LoadBalancer
Properties:
Name: Join ["-", [!Ref InfrastructureName, "int"]]
Scheme: internal
IpAddressType: ipv4
Subnets: |Ref PrivateSubnets
Type: network

IntDns:
Type: "AWS::Route53::HostedZone"
Properties:
HostedZoneConfig:
Comment: "Managed by CloudFormation”
Name: Join [".", [!Ref ClusterName, 'Ref HostedZoneName]]
HostedZoneTags:
- Key: Name
Value: Join ["-", [IRef InfrastructureName, "int"]]
- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]
Value: "owned"
VPCs:
- VPCId: IRef Vpcld
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VPCRegion: IRef "AWS::Region"

ExternalApiServerRecord:
Type: AWS::Route53::RecordSetGroup
Properties:
Comment: Alias record for the API server
HostedZoneld: Ref HostedZoneld
RecordSets:
- Name:
IJoin [
["api", IRef ClusterName, Join [, ['Ref HostedZoneName, "."]]],
]
Type: A
AliasTarget:
HostedZoneld: |GetAtt ExtApiElb.CanonicalHostedZonelD
DNSName: |GetAtt ExtApiEIb.DNSName

InternalApiServerRecord:
Type: AWS::Route53::RecordSetGroup
Properties:
Comment: Alias record for the API server
HostedZoneld: Ref IntDns
RecordSets:
- Name:
IJoin |

non
’

["api", IRef ClusterName, Join [, [!Ref HostedZoneName, "."]]],
]
Type: A
AliasTarget:
HostedZoneld: |GetAtt IntApiElb.CanonicalHostedZonelD
DNSName: |GetAtt IntApiElb.DNSName
- Name:
IJoin [

non
’

["api-int", IRef ClusterName, !Join ["", [!Ref HostedZoneName, "."]],
]

Type: A

AliasTarget:
HostedZoneld: |GetAtt IntApiElb.CanonicalHostedZonelD
DNSName: !GetAtt IntApiElb.DNSName

ExternalApilListener:
Type: AWS::ElasticLoadBalancingV2::Listener
Properties:
DefaultActions:
- Type: forward
TargetGroupArn:
Ref: ExternalApiTargetGroup
LoadBalancerArn:
Ref: ExtApiElb
Port: 6443
Protocol: TCP

ExternalApiTargetGroup:

227



OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb

Properties:

Port: 6443

Protocol: TCP

TargetType: ip

Vpcld:
Ref: Vpcld

TargetGroupAttributes:

- Key: deregistration_delay.timeout_seconds
Value: 60

InternalApiListener:
Type: AWS::ElasticLoadBalancingV2::Listener
Properties:
DefaultActions:
- Type: forward
TargetGroupArn:
Ref: InternalApiTargetGroup
LoadBalancerArn:
Ref: IntApiElb
Port: 6443
Protocol: TCP

InternalApiTargetGroup:
Type: AWS::ElasticLoadBalancingV2::TargetGroup
Properties:
Port: 6443
Protocol: TCP
TargetType: ip
Vpcld:
Ref: Vpcld
TargetGroupAttributes:
- Key: deregistration_delay.timeout_seconds
Value: 60

InternalServicelnternalListener:
Type: AWS::ElasticLoadBalancingV2::Listener
Properties:
DefaultActions:
- Type: forward
TargetGroupArn:
Ref: InternalServiceTargetGroup
LoadBalancerArn:
Ref: IntApiElb
Port: 22623
Protocol: TCP

InternalServiceTargetGroup:
Type: AWS::ElasticLoadBalancingV2::TargetGroup
Properties:
Port: 22623
Protocol: TCP
TargetType: ip
Vpcld:
Ref: Vpcld

Type: AWS::ElasticLoadBalancingV2::TargetGroup
TargetGroupAttributes:
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- Key: deregistration_delay.timeout_seconds
Value: 60

RegisterTargetLambdalamRole:
Type: AWS::IAM::Role
Properties:
RoleName: lJoin ["-", [IRef InfrastructureName, "nlb", "lambda", "role"]]
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "lambda.amazonaws.com"”
Action:
- "sts:AssumeRole"
Path: "/
Policies:
- PolicyName: lJoin ["-", [IRef InfrastructureName, "master”, "policy"]]
PolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Action:
[
"elasticloadbalancing:RegisterTargets”,
"elasticloadbalancing:DeregisterTargets”,
]
Resource: IRef InternalApiTargetGroup
- Effect: "Allow"
Action:
[
"elasticloadbalancing:RegisterTargets”,
"elasticloadbalancing:DeregisterTargets”,
]
Resource: IRef InternalServiceTargetGroup
- Effect: "Allow"
Action:
[
"elasticloadbalancing:RegisterTargets”,
"elasticloadbalancing:DeregisterTargets”,

]

Resource: |Ref ExternalApiTargetGroup

RegisterNIblpTargets:
Type: "AWS::Lambda::Function"
Properties:
Handler: "index.handler"
Role:
Fn::GetAtt:
- "RegisterTargetLambdalamRole"
- "Arn"
Code:
ZipFile: |
import json
import boto3
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import cfnresponse
def handler(event, context):
elb = boto3.client('elbv2")
if event['RequestType'] == 'Delete":
elb.deregister_targets(TargetGroupArn=event['ResourceProperties’]
[TargetArn'], Targets=[{'ld": event['ResourceProperties'][ Targetlp']}])
elif event['RequestType'] == 'Create":
elb.register_targets(TargetGroupArn=event['ResourceProperties'][ TargetArn'],Targets=

[{'ld": event['ResourceProperties’|[' Targetlp}])
responseData = {}
cfnresponse.send(event, context, cfnresponse.SUCCESS, responseData,
event['ResourceProperties’|[ TargetArn']+event['ResourceProperties’]|[ Targetlp')
Runtime: "python3.7"
Timeout: 120

RegisterSubnetTagsLambdalamRole:
Type: AWS::IAM::Role
Properties:
RoleName: lJoin ["-", [IRef InfrastructureName, "subnet-tags-lambda-role"]]
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "lambda.amazonaws.com"”
Action:
- "sts:AssumeRole"
Path: "/
Policies:
- PolicyName: Join ["-", [IRef InfrastructureName, "subnet-tagging-policy"]
PolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Actlon

"ec2:DeIeteTags",
"ecz:CreateTags"

Resource "arn:aws:ec2:*:*:subnet/*"
- Effect: "Allow"
Actlon

"ecZ:DescribeSubnets",
"ecZ:DescribeTags"

Resource e

RegisterSubnetTags:
Type: "AWS::Lambda::Function"
Properties:
Handler: "index.handler"
Role:
Fn::GetAtt:
- "RegisterSubnetTagsLambdalamRole"

230



F1ETAWSADSI VA ML

- "Arn"
Code:
ZipFile: |
import json
import boto3
import cfnresponse
def handler(event, context):
ec2_client = boto3.client('ec2’)
if event['RequestType'] == 'Delete":
for subnet_id in event['ResourceProperties']['Subnets']:
ec2_client.delete_tags(Resources=[subnet_id], Tags=[{'Key": 'kubernetes.io/cluster/' +
event['ResourceProperties’|['InfrastructureName']}]);
elif event['RequestType'] == 'Create":
for subnet_id in event['ResourceProperties']['Subnets']:
ec2_client.create_tags(Resources=[subnet_id], Tags=[{'Key': 'kubernetes.io/cluster/' +
event['ResourceProperties'|['InfrastructureName'], 'Value'": 'shared'}]);
responseData = {}
cfnresponse.send(event, context, cfnresponse.SUCCESS, responseData,
event['ResourceProperties’|['InfrastructureName']+event['ResourceProperties’]['Subnets'][0])
Runtime: "python3.7"
Timeout: 120

RegisterPublicSubnetTags:
Type: Custom::SubnetRegister
Properties:
ServiceToken: |GetAtt RegisterSubnetTags.Arn
InfrastructureName: IRef InfrastructureName
Subnets: IRef PublicSubnets

RegisterPrivateSubnetTags:
Type: Custom::SubnetRegister
Properties:
ServiceToken: |GetAtt RegisterSubnetTags.Arn
InfrastructureName: IRef InfrastructureName
Subnets: IRef PrivateSubnets

Outputs:
PrivateHostedZoneld:
Description: Hosted zone ID for the private DNS, which is required for private records.
Value: IRef IntDns
ExternalApiLoadBalancerName:
Description: Full name of the external API load balancer.
Value: |GetAtt ExtApiElb.LoadBalancerFullName
InternalApiLoadBalancerName:
Description: Full name of the internal API load balancer.
Value: |GetAtt IntApiElb.LoadBalancerFullName
ApiServerDnsName:
Description: Full hostname of the API server, which is required for the Ignition config files.
Value: Join [".", ["api-int", IRef ClusterName, 'Ref HostedZoneName]]
RegisterNIblpTargetsLambda:
Description: Lambda ARN useful to help register or deregister IP targets for these load
balancers.
Value: |GetAtt RegisterNIblpTargets.Arn
ExternalApiTargetGroupArn:
Description: ARN of the external API target group.
Value: |Ref ExternalApiTargetGroup
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InternalApiTargetGroupArn:
Description: ARN of the internal API target group.

Value: |Ref InternalApiTargetGroup
InternalServiceTargetGroupArn:

Description: ARN of the internal service target group.

Value: IRef InternalServiceTargetGroup
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|3

{
"ParameterKey": "VpcCidr", e
"ParameterValue": "10.0.0.0/16" ﬂ

},
{

"ParameterKey": "PrivateSubnets",
"ParameterValue": "subnet-<random_string>" G

|3
{
"ParameterKey": "Vpcld", ﬂ

"ParameterValue": vpc-<random_string>"6

7__

{

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" 9
}

232



PTIBEAWSADA VA =)L
PSR —DIngitionFREZ7 7 A IV TITYA—RINBISRI—AVITZAMNTY
9:‘\7_0)%%0

R A <cluster-name>-<random-string> O Ignition BXE7 7 1 LD SHHE LA V75
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VPC BICEER L= TSAR— MG TRy K,
VPC @ CloudFormation &~ 7L — kD 3D 5 PrivateSubnetlds &% f8E L £ 9,
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$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json
--capabilities CAPABILITY_NAMED_IAM

<name> | cluster-secs 7 & M CloudFormation 29 v 7 DERITY ., 75 AY —&HIR
TBGBEIC. DAY Y VDERDREICKRY T,

<template> (&, #£%F L 7%z CloudFormation 7~ 7L — k YAML 7 7 1 LADHER /X2 &
T EZFDRBITT,

<parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LANDEF/NR £/ 13 84
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4. TUTL—KMDAVER—IXV "D EET R EEEALET,
I $ aws cloudformation describe-stacks --stack-name <name>
StackStatus #* CREATE_COMPLETE 23Xk~ L7221, HAIKIEUTDNS XA —45 —DEH

RERINFET, CNOEDNNSA—F—DIEERD TR —EVEKRT D7-DICEITT 4D
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AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Security Elements (Security Groups & I1AM)

Parameters:
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag cloud resources and identify items owned or
used by the cluster.
Type: String
VpcCidr:
AllowedPattern: A(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-9]|[1-9][0-9]|1[0-9]{2}| 2[0-
4][0-9]|25[0-5])(V(1[6-9]|2[0-4]))$
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/16-24.
Default: 10.0.0.0/16
Description: CIDR block for VPC.
Type: String
Vpcld:
Description: The VPC-scoped resources will belong to this VPC.
Type: AWS::EC2::VPC::Id
PrivateSubnets:
Description: The internal subnets.
Type: List<AWS::EC2::Subnet::Id>

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
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- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Network Configuration”
Parameters:
- Vpcld
- VpcCidr
- PrivateSubnets
ParameterLabels:
InfrastructureName:
default: "Infrastructure Name"
Vpcld:
default: "VPC ID"
VpcCidr:
default: "VPC CIDR"
PrivateSubnets:
default: "Private Subnets”

Resources:
MasterSecurityGroup:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Cluster Master Security Group
SecurityGrouplngress:
- IpProtocol: icmp
FromPort: 0
ToPort: 0
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
FromPort: 22
ToPort: 22
Cidrlp: |Ref VpcCidr
- IpProtocol: tcp
ToPort: 6443
FromPort: 6443
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
FromPort: 22623
ToPort: 22623
Cidrlp: 'Ref VpcCidr
Vpcld: |Ref Vpcld

WorkerSecurityGroup:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Cluster Worker Security Group
SecurityGrouplngress:
- IpProtocol: icmp
FromPort: 0
ToPort: 0
Cidrlp: 'Ref VpcCidr
- IpProtocol: tcp
FromPort: 22
ToPort: 22
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Cidrlp: 'Ref VpcCidr
Vpcld: |Ref Vpcld
MasterlngressEtcd:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: etcd
FromPort: 2379
ToPort: 2380
IpProtocol: tcp
MasterlngressVxlan:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Vxlan packets
FromPort: 4789
ToPort: 4789
IpProtocol: udp
MasterlngressWorkerVxlan:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Vxlan packets
FromPort: 4789
ToPort: 4789
IpProtocol: udp
MasterlngressGeneve:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld

SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Geneve packets

FromPort: 6081

ToPort: 6081

IpProtocol: udp

MasterlngressWorkerGeneve:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

Masterlngressinternal:

Type: AWS::EC2::SecurityGrouplngress
Properties:
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Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication

FromPort: 9000

ToPort: 9999

IpProtocol: tcp

MasteringressWorkerInternal:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

MasterlngressinternalUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp

MasteringressWorkerInternalUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp

MasterlngressKube:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes kubelet, scheduler and controller manager
FromPort: 10250
ToPort: 10259
IpProtocol: tcp

MasterlngressWorkerKube:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes kubelet, scheduler and controller manager
FromPort: 10250
ToPort: 10259
IpProtocol: tcp
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MasterlngressingressServices:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp
MasterlngressWorkeringressServices:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp
MasterlngressingressServicesUDP:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: udp
MasterlngressWorkeringressServicesUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt MasterSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: udp

WorkerlngressVxlan:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Vxlan packets
FromPort: 4789
ToPort: 4789
IpProtocol: udp

WorkerIngressMasterVxlan:
Type: AWS::EC2::SecurityGrouplngress
Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
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Description: Vxlan packets
FromPort: 4789

ToPort: 4789

IpProtocol: udp

WorkeringressGeneve:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

WorkerIngressMasterGeneve:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Geneve packets
FromPort: 6081
ToPort: 6081
IpProtocol: udp

WorkerlIngressinternal:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

WorkerIngressMasterInternal:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: tcp

WorkerIngressinternalUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp

WorkerIngressMasterInternalUDP:
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Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal cluster communication
FromPort: 9000
ToPort: 9999
IpProtocol: udp

WorkerIngressKube:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes secure kubelet port
FromPort: 10250
ToPort: 10250
IpProtocol: tcp

WorkerIngressWorkerKube:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Internal Kubernetes communication
FromPort: 10250
ToPort: 10250
IpProtocol: tcp

WorkerIngressingressServices:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp

WorkerIngressMasterIngressServices:
Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: tcp

WorkerIngressingressServicesUDP:
Type: AWS::EC2::SecurityGrouplngress
Properties:

Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt WorkerSecurityGroup.Groupld
Description: Kubernetes ingress services

FromPort: 30000



ToPort: 32767
IpProtocol: udp

WorkerIngressMasteringressServicesUDP:

Type: AWS::EC2::SecurityGrouplngress

Properties:
Groupld: |GetAtt WorkerSecurityGroup.Groupld
SourceSecurityGroupld: |GetAtt MasterSecurityGroup.Groupld
Description: Kubernetes ingress services
FromPort: 30000
ToPort: 32767
IpProtocol: udp

MasterlamRole:
Type: AWS::IAM::Role
Properties:
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "ec2.amazonaws.com"
Action:
- "sts:AssumeRole"
Policies:

- PolicyName: lJoin ["-", [IRef InfrastructureName, "master”, "policy"]]

PolicyDocument:
Version: "2012-10-17"
Statement:

- Effect: "Allow"
Action: "ec2:*"
Resource: ™"

- Effect: "Allow"
Action: "elasticloadbalancing:*"
Resource: "*"

- Effect: "Allow"
Action: "iam:PassRole"
Resource: ™"

- Effect: "Allow"
Action: "s3:GetObject"
Resource: "*"

MasterlnstanceProfile:
Type: "AWS::IAM::InstanceProfile"
Properties:
Roles:
- Ref: "MasterlamRole"

WorkerlamRole:
Type: AWS::IAM::Role
Properties:
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"

FBIEBEAWSADA VA =L
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Principal:
Service:
- "ec2.amazonaws.com"
Action:
- "sts:AssumeRole"
Policies:
- PolicyName: lJoin ["-", [IRef InfrastructureName, "worker", "policy"]]

PolicyDocument:
Version: "2012-10-17"
Statement:

- Effect: "Allow"
Action: "ec2:Describe*"
Resource: ™"

WorkerlnstanceProfile:
Type: "AWS::IAM::InstanceProfile"
Properties:
Roles:
- Ref: "WorkerlamRole"

Outputs:
MasterSecurityGroupld:
Description: Master Security Group 1D
Value: |GetAtt MasterSecurityGroup.Groupld

WorkerSecurityGroupld:
Description: Worker Security Group 1D
Value: |GetAtt WorkerSecurityGroup.Groupld

MasterInstanceProfile:
Description: Master IAM Instance Profile
Value: |Ref MasterInstanceProfile

WorkerlnstanceProfile:

Description: Worker 1AM Instance Profile
Value: |Ref WorkerlnstanceProfile

18N AWS 1 V75X KNS Y F ¥ —DRHCOS AMI

OpenShift Container Platform / — KIZTDWT, Amazon Web Services (AWS) V' — > DBER R Red Hat
Enterprise Linux CoreOS (RHCOS) AMI 29 2 EAHY £T,

#<1.17 RHCOS AMI

AWS V—> AWS AMI

ap-northeast-1 ami-05f59cf6db1d591fe
ap-northeast-2 ami-06a06d31eefbb25c4
ap-south-1 ami-0247a9f4511917aaa
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AWS YV —> AWS AMI

ap-southeast-1 ami-0b628e07d986a6¢36
ap-southeast-2 ami-Obdd5c426d91caf8e
ca-central-1 ami-0c6c7ce738fe5112b
eu-central-1 ami-0a8b58b4be8846e83
eu-north-1 ami-04e659bd9575cea3d
eu-west-1 ami-0d2e5d86e80ef2bd4
eu-west-2 ami-0a27424b3eb592b4d
eu-west-3 ami-0a8cb038a6e583bfa
me-south-1 ami-0c9d86eb9d0acee5d
sa-east-1 ami-0d020f4ea19dbc7fa

us-east-1 ami-0543fbfb4749f3c3b

us-east-2 ami-070c6257b10036038
us-west-1 ami-02b6556210798d665
us-west-2 ami-0409b2cebfc3ac3d0

1.812.AWS TDT— MR NS Y T/ — RDFERK
OpenShift Container Platform 2 5 24 —D##A{L THER T 27— MR M5 v 7/ — K% Amazon Web

Services (AWS) TER T 2ELNHYE T, D/ —REERT 27-DDHRE[ERAEE LT, 24
XN 3 CloudFormation 7 7L — hNELTETBHIENTETET,

= o-1o)
BRI N B CloudFormation 7Y L — A FERALTT—MNRA NSy T/ —REERL
BRWEES, BEINZIERAHDRAL. AV ISAMNSIVFv—52FETERT ZHED

HYET, VR —DEDICHBHEINRWNMGEE, A VA M—)ILOJZRAELTRed
Hat ¥ R— MCREAWEDLE T I2LENH 2 TN HY X,

BIRS
o N\WS7HUYVKERZRELET,

e USRH—DIgnitionFREZ 7M1 IV=EMLFT,
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o AWSTVPCHLUVEETEZH TRy MaERL., RELFT,

e AWSTDNS, O—RKNSUH— BLTYRFT—%FEKL, ZELFT,

e OvhO—ILTL—rvELvavEa—bO—ILAEEHRLET,

FIR

1. bootstrap.ign Ignition BRE7 7 1 IV &V TR Y —ICEBDDBRAEEELET, DT 74
WIEAVZAMN=ILTA LI M) —ICBMNET, ThERTTDLHODIDOAEELT, ¥
SAH—DY—=IavIZS3NTy &M L. Ignition SR 7ML EZhICT7y 7O—KL
7,

BF

BRI N S CloudFormation 7~ FL— KN Tl&, 75X % —OD Ignition FRE 7 7
AIESINT Y DL ELNDBIEZFARELTVWEY, ZOT77AILZRD
B OED I EERIRTZHEIE. TV T L—N2EBITI2RELNHY T,

pa 3

T—MZA NS v Flgnition FREZ 7 1 ILICIE, X509 F—D&LH>%RP—IL v b
NEFhFEHA. UTOFIETIE. S3N\Ty NOEXHNLREF1) 714 —%1R
HLET, BMOEF2Y) T4 —%ZRHT 3ITI1E. OpenShift IAM 1 —H—7t &
DFEDI—F—DHIDNNTY MIEEFNZA TV IV MITIEATESR LD
ICS3NTy RIRY O —BWMITEEY, S34a2TLICEEL. 7— MR b
SYTIVUNEETEDZTRLANS TR NSy Flignition 5REZ 7 1 )L
HEDBIENTEET,

a. Ny NEFEHRLET,

I $ aws s3 mb s3://<cluster-name>-infra ﬂ

Q <cluster-name>-infra (/X7 v N & T,

b. bootstrap.ign Ignition 5RE 7 7 A L& Ny M7y 7O—KLE T,

I $ aws s3 cp bootstrap.ign s3://<cluster-name>-infra/bootstrap.ign

c. 774D Ty TO—RINhTWBIEEHALET,

2. TV
[
{
}

244

$ aws s3 Is s3://<cluster-name>-infra/

2019-04-03 16:15:16 314878 bootstrap.ign

TU—MDBBEETZNRIA—S—ENEEND ISON 77 AL EERR L ET,

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" 9
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{
"ParameterKey": "RhcosAmi", 6

"ParameterValue": "ami-<random_string>" 6
b
{
"ParameterKey": "AllowedBootstrapSshCidr", 6
"ParameterValue": "0.0.0.0/0" G
b
{
"ParameterKey": "PublicSubnet”,
"ParameterValue": "subnet-<random_string>" 6
b
{
"ParameterKey": "MasterSecurityGroupld", Q
"ParameterValue": "sg-<random_string>"
b
{
"ParameterKey": "Vpcld", m
"ParameterValue": "vpc-<random_string>" @
b
{
"ParameterKey": "BootstraplgnitionLocation", @
"ParameterValue": "s3://<bucket_namex>/bootstrap.ign” @
b
{
"ParameterKey": "AutoRegisterELB", @
"ParameterValue": "yes" @
b

{
"ParameterKey": "RegisterNIblpTargetsLambdaArn", m

"ParameterValue": "arn:aws:lambda:<region>:<account_number>:function:
<dns_stack_namex>-RegisterNIblpTargets-<random_string>" @
2

{
"ParameterKey": "External ApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack_namex>-Exter-<random_string>" @
2

{
"ParameterKey": "InternalApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @
2

{
"ParameterKey": "InternalServiceTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @

}
]

PSR —DIngitionFREZ7 74 IV TIYA—RINBISRI—AVITZANTY
9:‘\7_0)%-%!‘1]0
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Q R A <cluster-name>-<random-string> ® Ignition BXE7 7 1 LD SHHE LA V75
ANZOFvy—EB2BELET,

T—RRAMS v T/ —RILEAT 2 RHFD Red Hat Enterprise Linux CoreOS (RHCOS)
AMl,

B AWS::EC2::Image:ld {EX ¥ EE L £ 7

T—hMNAKNS YT /) —RADSSHT7VER%2FA$TSCIDRTOY 7V,
X.X.X.X/16-24 XX TCCIDR 7Oy V 2¥EL £ 7,

T—hAKNSy THEEBINT Z72DICVPCICEERIFTONZNRTY v IH TRy K,
VPC ® CloudFormation 7~ 7L — k D715 5 PublicSubnetlds fEZ$#E L £ 7,
TRAI—EF21UF1—FI—7ID(—BEIL—ILOBER).

X271 —JI—FBLVO—ILD CloudFormation 7~ FL— k5
MasterSecurityGroupld {E%# 5 L £ 7,

ERINhi) VY —ZAHET S VPC,
VPC @ CloudFormation 7~ 7L — hDHEAMNS Vpeld EEIEEL £,
T—hRMZY TDIgnition BREZ 71 I &7 v FT 35/,

s3://<bucket_names/bootstrap.ign DX TSI NIy hELUV T 71 ILEEZEBEL X
ER

Xy hT—40— KNS VH— (NLB) BT 20 E S b,

yes £/lE no ZEEEL £9., yes ZIEET 5355, Lambda Amazon Resource Name
(ARN) DIE%=IEET D MENHY F T,

NLBIP # —%4" v k&% lambda 7' /)L—7® ARN,

DNS & L VBRI ®D CloudFormation 7~ 7L — kDHEAL S
RegisterNIblpTargetsLambda {E%=5E L £ 7,

HNEAPIO— RNSUH—DY—4y NTIL—TD ARN,

DNS & & VBRF2E®D CloudFormation 7~ 7L — KDHAIH S
ExternalApiTargetGroupArn {E%#EE L X7,

REAPIO— RNSUH—Dy—4y NJTIL—TD ARN,

DNS & & UBRF2E®D CloudFormation 7~ 7L — KDHEAIH S
InternalApiTargetGroupArn {E%3EE L £ 7,

REH—EZRANRNSVH—DF -4y NTIL—TD ARN,

DNS & & UBRF2E D CloudFormation 7~ 7L — kDHAH S
InternalServiceTargetGroupArn {E%35E L £ 9,

30 99 90 90 90 909090 9009006006 O
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3. DrEYTDT—MADMZYINYY 2O CloudFormation 7> L —bEzo>varnbrr
TL—hEIJE—L., ThEIVE2—49—LEICYAML 7 714 JLE LTIRELES, TDFTV
TL—hNiE, VSRI—IIREBERT— RISy T VICDODWTERLTWET,

4. FoTL—brEEEILET,

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json
--capabilities CAPABILITY_NAMED_IAM

<names> |4 cluster-bootstrap 7 & D CloudFormation 24 v 7V OD&ZFITYT., YV 5 AY —
HHIMRT 2I5EIC. ORI Y IDERDIBEICRYET,

<template> (&, {£%F L 7%z CloudFormation 7~ 7L — b YAML 7 7 1 LADHER /X2 &
TIEZEDRAITTY,

O & o

<parameters> (. CloudFormation /85 X —4 — JSON 7 7 1 LADEF /N R £ 71384
EIRSERS

5, V7L —KDAVER—FXV MDEET R EAERALET,
I $ aws cloudformation describe-stacks --stack-name <name>
StackStatus 7 CREATE_COMPLETE Z 3R L 71&IC. HAIKIELUTONI A =5 —DED

RERINFET, CNOEDNNSTA—F—DIEERD TAY—EEKRT D7-DHDICEITT 4D
CloudFormation 7Y 7L — MCIBET Z2HENHY 7,

Bootstrap 77— XSV T4V RHVZRID,
Instanceld

Bootstrap 7—hX NSV T/ —RONRT)YYIIPF7RLZ,
Publiclp

Bootstrap 7—h XSV T/ —RODTSAR—FMIP7KRLZ,
Privatelp

1.8121. 7— MR NS Y T 2D CloudFormation 7> 7L — b

LAF @ CloudFormation 7~ 7L — M %M L. OpenShift Container Platform 7 5 X4 — LA ER
T—hAKNSYy IRV ETFTTOATEET,

51.40 7— KR kS v F< 2 D CloudFormation 7~ 7L — b
Description: Template for OpenShift Cluster Bootstrap (EC2 Instance, Security Groups and |IAM)

‘ AWSTemplateFormatVersion: 2010-09-09
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248

Parameters:
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag cloud resources and identify items owned or
used by the cluster.
Type: String
RhcosAmi:
Description: Current Red Hat Enterprise Linux CoreOS AMI to use for bootstrap.
Type: AWS::EC2::Image::ld
AllowedBootstrapSshCidr:
AllowedPattern: A(([0-9]|[1-9][0-9]|1[0-9]{2}|2[0-4][0-9]|25[0-5])\.){3}([0-9]|[1-9][0-9]|1[0-9]{2}| 2[0-
4][0-9]|25[0-5])(V([0-9]| 1[0-9]|2[0-9]|3[0-2]))$
ConstraintDescription: CIDR block parameter must be in the form x.x.x.x/0-32.
Default: 0.0.0.0/0
Description: CIDR block to allow SSH access to the bootstrap node.
Type: String
PublicSubnet:
Description: The public subnet to launch the bootstrap node into.
Type: AWS::EC2::Subnet::Id
MasterSecurityGroupld:
Description: The master security group ID for registering temporary rules.
Type: AWS::EC2::SecurityGroup::ld
Vpcld:
Description: The VPC-scoped resources will belong to this VPC.
Type: AWS::EC2::VPC::Ild
BootstraplgnitionLocation:
Default: s3://my-s3-bucket/bootstrap.ign
Description: Ignition config file location.
Type: String
AutoRegisterELB:
Default: "yes"
AllowedValues:
- "yes"
- "no"
Description: Do you want to invoke NLB registration, which requires a Lambda ARN parameter?
Type: String
RegisterNIblpTargetsLambdaArn:
Description: ARN for NLB IP target registration lambda.
Type: String
ExternalApiTargetGroupArn:
Description: ARN for external AP load balancer target group.
Type: String
InternalApiTargetGroupArn:
Description: ARN for internal APl load balancer target group.
Type: String
InternalServiceTargetGroupArn:
Description: ARN for internal service load balancer target group.
Type: String

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:



- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Host Information”
Parameters:
- RhcosAmi
- BootstraplgnitionLocation
- MasterSecurityGroupld
- Label:
default: "Network Configuration”
Parameters:
- Vpcld
- AllowedBootstrapSshCidr
- PublicSubnet
- Label:
default: "Load Balancer Automation”
Parameters:
- AutoReqgisterELB
- RegisterNIblpTargetsLambdaArn
- ExternalApiTargetGroupArn
- InternalApiTargetGroupArn
- InternalServiceTargetGroupArn
ParameterLabels:

InfrastructureName:
default: "Infrastructure Name"
Vpcld:

default: "VPC ID"
AllowedBootstrapSshCidr:

default: "Allowed SSH Source"
PublicSubnet:

default: "Public Subnet"
RhcosAmi:

default: "Red Hat Enterprise Linux CoreOS AMI ID"
BootstraplgnitionLocation:

default: "Bootstrap Ignition Source"
MasterSecurityGroupld:

default: "Master Security Group ID"
AutoRegisterELB:

default: "Use Provided ELB Automation”

Conditions:
DoRegistration: |Equals ["yes", |Ref AutoRegisterELB]

Resources:
BootstraplamRole:
Type: AWS::IAM::Role
Properties:
AssumeRolePolicyDocument:
Version: "2012-10-17"
Statement:
- Effect: "Allow"
Principal:
Service:
- "ec2.amazonaws.com"

FBIEBEAWSADA VA =L
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Action:
- "sts:AssumeRole"
Path: "/"
Policies:
- PolicyName: lJoin ["-", [IRef InfrastructureName, "bootstrap”, "policy"]]
PolicyDocument:
Version: "2012-10-17"

Statement:

- Effect: "Allow"
Action: "ec2:Describe*"
Resource: "*"

- Effect: "Allow"
Action: "ec2:AttachVolume"
Resource: ™"

- Effect: "Allow"
Action: "ec2:DetachVolume"
Resource: ™"

- Effect: "Allow"
Action: "s3:GetObject"
Resource: ™"

BootstraplnstanceProfile:
Type: "AWS::IAM::InstanceProfile”
Properties:
Path: "/"
Roles:
- Ref: "BootstraplamRole"

BootstrapSecurityGroup:
Type: AWS::EC2::SecurityGroup
Properties:
GroupDescription: Cluster Bootstrap Security Group
SecurityGrouplngress:
- IpProtocol: tcp
FromPort: 22
ToPort: 22
Cidrlp: |Ref AllowedBootstrapSshCidr
- IpProtocol: tcp
ToPort: 19531
FromPort: 19531
Cidrlp: 0.0.0.0/0
Vpcld: |Ref Vpcld

Bootstraplnstance:
Type: AWS::EC2::Instance
Properties:
Imageld: 'Ref RhcosAmi
lamInstanceProfile: |Ref BootstraplnstanceProfile
InstanceType: "i3.large"
NetworkInterfaces:
- AssociatePubliclpAddress: "true"
Devicelndex: "0"
GroupSet:
- IRef "BootstrapSecurityGroup"
- IRef "MasterSecurityGroupld"
Subnetld: 'Ref "PublicSubnet”
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UserData:
Fn::Base64: ISub
- '{"ignition":{"config":{"replace":{"source":"${S3Loc}","verification":{}}},"timeouts":
{},"version":"2.1.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
S3Loc: |Ref BootstraplgnitionLocation
}
RegisterBootstrapApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Bootstraplnstance.Privatelp
RegisterBootstrapinternalApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Bootstraplnstance.Privatelp
RegisterBootstraplnternalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn

Targetlp: |GetAtt Bootstraplnstance.Privatelp

Outputs:
Bootstraplnstanceld:
Description: Bootstrap Instance ID.
Value: |Ref Bootstraplnstance

BootstrapPubliclp:

Description: The bootstrap node public IP address.
Value: |GetAtt Bootstraplnstance.Publiclp

BootstrapPrivatelp:

Description: The bootstrap node private IP address.
Value: |GetAtt Bootstraplnstance.Privatelp

1.813. AWS TV hO—ILTL—Y DK

PSR —THEEATZIY bO—ILTL—2T % Amazon Web Services (AWS) TER T 2 L ED

HYFEFF, oD/ —REERTZ-OORE[BERAEE LT, BHEEIN S CloudFormation 7>
TL— NEEETZIENTEET,
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pa )

RFEIN S CloudFormation 7~ FL— M &2FHELTCIY bO—ILTL—V /) —REE
B LARWEE, REINZIEHREERE L. AV ISANSIVFv—%2FHTERT 50
ENHYET, VR —DEUCHMBIEINAWES, 1 VA N—OJEZHEELT
Red Hat 7 R— MIBEWEDLE T 2RENH L AREELHY £T,

e AWST7HVUYMNERERELZEY,

o VSR —DIgnitionFREZ 7M1V EKL X T,

e AWSTVPCHEIUREEYTSZHTxy hetEl L. BRELXT,

e AWSTDNS, O—RNRSUH— BLVYRF—%FERL. ZELET,
o OvhO—ILTL—rBLUaVE2a—bO—LEERKLET,

o JT—RNANSYTIIIVEERLET,

FIR

1.

1,
"ParameterKey": "PrivateHostedZoneld", ﬂ

{
"ParameterValue": "<random_string>" 6

VIL—IMDRBBEETBNRTA—Y—ENEENS JSON 771 ILEERHR L £T,
"ParameterKey": "AutoRegisterDNS", 6
"ParameterValue": "yes" G
2
{

7__
{
"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" e
2
{
"ParameterKey": "RhcosAmi", 6
2
"ParameterKey": "PrivateHostedZoneName", g

"ParameterValue": "ami-<random_string>" °
{

"ParameterValue": "mycluster.example.com” @
2
{

"ParameterKey": "MasterOSubnet",
"ParameterValue": "subnet-<random_string>" @

}
{

"ParameterKey": "Master1Subnet",
"ParameterValue": "subnet-<random_string>" @

b
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{

"ParameterKey": "Master2Subnet",
"ParameterValue": "subnet-<random_string>" @
b
{
"ParameterKey": "MasterSecurityGroupld", m
"ParameterValue": "sg-<random_string>"
b

{
"ParameterKey": "IgnitionLocation", @

"ParameterValue": "https://api-int.<cluster_name>.<domain_name>:22623/config/master"

2
{
"ParameterKey": "Certificate Authorities",
"ParameterValue": "data:text/plain;charset=utf-8;base64,ABC...xYz==" @
b
{
"ParameterKey": "MasterlnstanceProfileName",
"ParameterValue": "<roles_stack>-MasterInstanceProfile-<random_string>" @
2
{
"ParameterKey": "MasterlnstanceType", @
"ParameterValue": "m4.xlarge"
2
{
"ParameterKey": "AutoRegisterELB", @
"ParameterValue": "yes"
2

{
"ParameterKey": "RegisterNIblpTargetsLambdaArn", @

"ParameterValue": "arn:aws:lambda:<region>:<account_number>:function:
<dns_stack_namex>-RegisterNIblpTargets-<random_string>" @
2

{
"ParameterKey": "External ApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack_namex>-Exter-<random_string>" @
2

{
"ParameterKey": "InternalApiTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @
2

{
"ParameterKey": "InternalServiceTargetGroupArn", @

"ParameterValue": "arn:aws:elasticloadbalancing:<region>:
<account_number>:targetgroup/<dns_stack _name>-Inter-<random_string>" @

}
]

@ /525 DingitonRET 7 AL TIVA—RINBISRI—AVTSAISY
9:-\7_0)%%0
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254

2]

90 99 9066 o

DD 90 99 90 09

R D <cluster-name>-<random-string> O Ignition BXE7 7 1 LD SHHE LA V75
ANZIOFvy—RBZEBELET,

AV A= T L—r 7Y VIERT % & D Red Hat Enterprise Linux CoreOS
(RHCOS) AMI,

AWS::EC2::Image:ld {E%¥EE L £ 7,
DNS etcd B8R %XRTT 20 E D D%

yesF/ld no ZEEL XY, yes ZIBET 2HBAE. RANY—VOBEREIEET 2HE
BHYET,

etcd ¥ =4y NDOEFICERY % Route 53 'S4 R— Y=V D,

DNS 8 L VBT LHELD CloudFormation &7~ 7L — kD H 5 PrivateHostedZoneld
BEBEEELET,

& —45y NOFSKICHERT 5 Route 53 V— 2,

<cluster_name>.<domain_name> Z#E L ¥#29, Z I T. <domain_names (£ 5 X
4 —® install-config.yaml 7 7 1 JL DA RKEFICHER L7z Route 53 R—XA R X AV TY,
AWS OV Y —JLIZKRTIINDZKEDEY K () IFEDRVWTLLEIWN,

I hO=—LTL—U I VDRBBIERT 27Xy N(TZA4R—MPEFL
(AN

NS & L VBRI ELD CloudFormation &~ 7L — M D H D 5 PrivateSubnets &
DY Txy NEEELET,

TARAY—/)—RICEAEMTEZYRY—tFX2)F4—IL—T1ID,

X2l 74— —FBLVO—ILD CloudFormation 7~ FL— k5
MasterSecurityGroupld {E%# &€ L £ 7,

AV MA—ILFL—VDIgnition REZ7 71 IV %&E 7 v F9 BI5R,

I NS Ignition ERE 7 7 1 ILDFFTZEE L £ 9 (https://api-int.<cluster_names.
<domain_name>:22623/config/master),

Y % base64 TIT Y I— RINERIFBOXFS,

AVARN=IT4LY N)—IlH? masterign 771 LD LEEBELE T, ZDE
I&. data:text/plain;charset=utf-8;base64,ABC...xYz== XX DRV XFFTT,

TAY—O—JLICBEERITZ IAM 7O7 714 L,

X)) F4—TI—TELO—ILD CloudFormation 7> 7L — hDOEAD S
MasterinstanceProfile /X5 X —4% —D{EAIEEL T,

I MA—=LT L=V VIFERTEAWNS A VRAYVADY A T,
FEI XN B1E:
e m4.xlarge

e m4.2xlarge


https://:22623/config/master

2.

O 90 99 90 09

Z
>

F1E=mAWSADI VA M=

o m4.4xlarge
e m4.8xlarge
e m4.10xlarge
® m4.16xlarge
® c4.2xlarge

® c4.4xlarge

e c4.8xlarge

e r4.xlarge

® r4.2xlarge

® r4.4xlarge

e r4.8xlarge

® r4.16xlarge

BF

midAVRYIVAYA TH eu-west-3 2 ED) —2 3V THEFBETIE
BWEE, mbxlarge R ED L DI mE YA TERDYICHERLET,

Xy hT—40— KNS VH— (NLB) BT 20 E S b,

yes £/lE no ZEEEL £9., yes ZIEET 5355, Lambda Amazon Resource Name
(ARN) DEEIEET 2HENHY £7,

NLBIP # —%4" v k&% lambda 7' /)L—7® ARN,

DNS & L VBRI E®D CloudFormation 7> 7L — kDHEAL S
RegisterNIblpTargetsLambda {E%=5E L £ 7,

HNEAPIO— RNSUH—DY—4y NTIL—TD ARN,

DNS & & UBRF2E®D CloudFormation 7~ 7L — KDHEAIH S
ExternalApiTargetGroupArn {E%#EE L X7,

REAPIO— RNSUH—DF—4v NTIL—TD ARN,

DNS & & VB2 E®D CloudFormation 7~ 7L — KDHEAIH S
InternalApiTargetGroupArn {E%35E L £ 7

REY—EZANRNSUH—DF -4y N IL—TD ARN,

DNS & & VB98I ® CloudFormation 7~ 7L — KDHEAIH S
InternalServiceTargetGroupArn {E%35E L £ 9,

Oy OOy MNO—ILTL—<T2 VD CloudFormation 7> FL— ko> avhn b

vFlL—hEOE—L, ThEIVE21—49—LEICYAML 7 74 JLELTIRELET., 2D
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FUTL—NME, VSRI—ICREARA MO—ILTL—rDOIIVICDODWTEHRRLTWE
ERR

3. m5 4 Y RHY >V RHY A % MasterinstanceType DiEE L THEEL TWBIHE, TDA Y RY
>~ 248 4 7% CloudFormation 7~ 7L — k @ MasterinstanceType.AllowedValues /X5 X —
H—IEMLET,

4. T TL—bMEBELET,

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml 9
--parameters file://<parameters>.json

Y —%HIIRY BHBBIC. TDORY Y I DERMDREICHEY XT,

<template> . #£%F L 7%z CloudFormation 7~ 7L — b YAML 7 7 1 LADER /X2
I EZDRAITT,

<parameters> (. CloudFormation /X5 X —4 — JSON 7 7 1 LADEF /N R £/ 1384

Q <name> (& cluster-control-plane 7 & @ CloudFormation 24 v 7 DEZFITY, 7SR
CINSER

5, 7Y L= MDAVKR—RVIMDEFEETDIIEEHALET,

I $ aws cloudformation describe-stacks --stack-name <name>

1.813.1. A kOa—NFL—>r< D CloudFormation =~ 7L — b

LUF® CloudFormation 7~ 7L — K % L. OpenShift Container Platform 7 5 24 —IZhER T
YhO—IWFL—UR oV ETTOATRIENTEET,

Parameters:
InfrastructureName:
AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$
MaxLength: 27
MinLength: 1
ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
maximum of 27 characters.
Description: A short, unique cluster ID used to tag nodes for the kubelet cloud provider.
Type: String
RhcosAmi:
Description: Current Red Hat Enterprise Linux CoreOS AMI to use for bootstrap.
Type: AWS::EC2::Image::ld

flla1ay hO—IL 7L —2r< YYD CloudFormation 7> 7L — k
AutoRegisterDNS:

AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Node Launch (EC2 master instances)
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Default: "yes"
AllowedValues:
- "yes"
- "no"
Description: Do you want to invoke DNS etcd registration, which requires Hosted Zone
information?
Type: String
PrivateHostedZoneld:
Description: The Route53 private zone ID to register the etcd targets with, such as
Z211XYZABCZ2A4.
Type: String
PrivateHostedZoneName:
Description: The Route53 zone to register the targets with, such as cluster.example.com. Omit
the trailing period.
Type: String
MasterOSubnet:
Description: The subnets, recommend private, to launch the master nodes into.
Type: AWS::EC2::Subnet::Id
Master1Subnet:
Description: The subnets, recommend private, to launch the master nodes into.
Type: AWS::EC2::Subnet::Id
Master2Subnet:
Description: The subnets, recommend private, to launch the master nodes into.
Type: AWS::EC2::Subnet::Id
MasterSecurityGroupld:
Description: The master security group ID to associate with master nodes.
Type: AWS::EC2::SecurityGroup::ld
IgnitionLocation:
Default: https://api-int. 3CLUSTER_NAME.$DOMAIN:22623/config/master
Description: Ignition config file location.
Type: String
CertificateAuthorities:
Default: data:text/plain;charset=utf-8;base64,ABC...xYz==
Description: Base64 encoded certificate authority string to use.
Type: String
MasterlnstanceProfileName:
Description: IAM profile to associate with master nodes.
Type: String
MasterlnstanceType:
Default: m4.xlarge
Type: String
AllowedValues:
- "m4.xlarge"
- "m4.2xlarge”
- "m4.4xlarge”
- "m4.8xlarge”
- "m4.10xlarge
- "m4.16xlarge
- "c4.2xlarge"
- "c4.4xlarge
- "c4.8xlarge
- "r4.xlarge"
- "r4.2xlarge"
- "r4.4xlarge"
- "r4.8xlarge"
- "r4.16xlarge"
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AutoRegisterELB:
Default: "yes"
AllowedValues:
- "yes"
- "no"
Description: Do you want to invoke NLB registration, which requires a Lambda ARN parameter?
Type: String
RegisterNIblpTargetsLambdaArn:
Description: ARN for NLB IP target registration lambda. Supply the value from the cluster
infrastructure or select "no" for AutoRegisterELB.
Type: String
ExternalApiTargetGroupArn:
Description: ARN for external APl load balancer target group. Supply the value from the cluster
infrastructure or select "no" for AutoRegisterELB.
Type: String
InternalApiTargetGroupArn:
Description: ARN for internal API load balancer target group. Supply the value from the cluster
infrastructure or select "no" for AutoRegisterELB.
Type: String
InternalServiceTargetGroupArn:
Description: ARN for internal service load balancer target group. Supply the value from the
cluster infrastructure or select "no" for AutoRegisterELB.
Type: String

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Host Information”
Parameters:
- MasterlnstanceType
- RhcosAmi
- IgnitionLocation
- CertificateAuthorities
- MasterSecurityGroupld
- MasterlnstanceProfileName
- Label:
default: "Network Configuration”
Parameters:
- Vpcld
- AllowedBootstrapSshCidr
- MasterOSubnet
- Master1Subnet
- Master2Subnet
- Label:
default: "DNS"
Parameters:
- AutoRegisterDNS
- PrivateHostedZoneName
- PrivateHostedZoneld
- Label:
default: "Load Balancer Automation”



Parameters:
- AutoReqgisterELB
- RegisterNIblpTargetsLambdaArn
- ExternalApiTargetGroupArn
- InternalApiTargetGroupArn
- InternalService TargetGroupArn
ParameterLabels:

InfrastructureName:

default: "Infrastructure Name"
Vpcld:

default: "VPC ID"
MasterOSubnet:

default: "Master-0 Subnet"
Master1Subnet:

default: "Master-1 Subnet"
Master2Subnet:

default: "Master-2 Subnet"
MasterlnstanceType:

default: "Master Instance Type"
MasterinstanceProfileName:

default: "Master Instance Profile Name"
RhcosAmi:

default: "Red Hat Enterprise Linux CoreOS AMI ID"
BootstraplgnitionLocation:

default: "Master Ignition Source"
CertificateAuthorities:

default: "Ignition CA String"
MasterSecurityGroupld:

default: "Master Security Group ID"
AutoRegisterDNS:

default: "Use Provided DNS Automation”
AutoRegisterELB:

default: "Use Provided ELB Automation”
PrivateHostedZoneName:

default: "Private Hosted Zone Name"
PrivateHostedZoneld:

default: "Private Hosted Zone ID"

Conditions:
DoRegistration: |Equals ["yes", |Ref AutoRegisterELB]
DoDns: |[Equals ["yes", |IRef AutoRegisterDNS]

Resources:
MasterO:
Type: AWS::EC2::Instance
Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"

VolumeType: "gp2"
lamInstanceProfile: |Ref MasterinstanceProfileName
InstanceType: |Ref MasterIinstanceType
NetworklInterfaces:
- AssociatePubliclpAddress: "false"

F1ETAWSADSI VA ML
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RegisterMaster0:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Master0.Privatelp

OpenShift Container Platform 4.4 AWS ADA4 VX h—Jb
RegisterMasterOlnternalApiTarget:
Condition: DoRegistration

Devicelndex: "0"
GroupSet:
- IRef "MasterSecurityGroupld"
Subnetld: |Ref "MasterOSubnet"
UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
SOURCE: !Ref IgnitionLocation,
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:
Type: Custom::NLBRegister

- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]
Properties:

Value: "shared"
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Master0.Privatelp

RegisterMasterOInternalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn
Targetlp: |GetAtt Master0.Privatelp

Master1:
Type: AWS::EC2::Instance
Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"

VolumeType: "gp2"
lamInstanceProfile: |Ref MasterinstanceProfileName
InstanceType: |Ref MasterIinstanceType
NetworkInterfaces:

- AssociatePubliclpAddress: "false"
Devicelndex: "0"
GroupSet:

260



F1ETAWSADSI VA ML

- IRef "MasterSecurityGroupld"
Subnetld: |Ref "Master1Subnet"
UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
SOURCE: !Ref IgnitionLocation,
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:
- Key: Join [, ["kubernetes.io/cluster/", IRef InfrastructureName]]
Value: "shared"

RegisterMaster1:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Master1.Privatelp

RegisterMasteriInternalApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Master1.Privatelp

RegisterMaster1InternalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn
Targetlp: |GetAtt Master1.Privatelp

Master2:
Type: AWS::EC2::Instance
Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"
VolumeType: "gp2"
lamInstanceProfile: |Ref MasterinstanceProfileName
InstanceType: |Ref MasterIinstanceType
NetworklInterfaces:
- AssociatePubliclpAddress: "false"
Devicelndex: "0"
GroupSet:
- IRef "MasterSecurityGroupld"
Subnetld: |Ref "Master2Subnet”
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UserData:
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage"{},"systemd":{}}'

-{
SOURCE: !Ref IgnitionLocation,
CA _BUNDLE: IRef CertificateAuthorities,
}
Tags:
- Key: Join [, ['"kubernetes.io/cluster/", IRef InfrastructureName]]
Value: "shared"

RegisterMaster2:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref ExternalApiTargetGroupArn
Targetlp: |GetAtt Master2.Privatelp

RegisterMaster2internal ApiTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalApiTargetGroupArn
Targetlp: |GetAtt Master2.Privatelp

RegisterMaster2internalServiceTarget:
Condition: DoRegistration
Type: Custom::NLBRegister
Properties:
ServiceToken: |Ref RegisterNIblpTargetsLambdaArn
TargetArn: |Ref InternalServiceTargetGroupArn
Targetlp: |GetAtt Master2.Privatelp

EtcdSrvRecords:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["_etcd-server-ssl._tcp", |Ref PrivateHostedZoneName]]
ResourceRecords:
- lJoin [

['0 10 2380", IJoin [".", ["etcd-0", IRef PrivateHostedZoneNamel]],
]

- lJoin [

['0 10 2380", Join [".", ["etcd-1", IRef PrivateHostedZoneNamel]],
]

- lJoin [

['0 10 2380", Join [".", ["etcd-2", IRef PrivateHostedZoneNamel]],
]

262



TTL: 60
Type: SRV

EtcdORecord:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["etcd-0", Ref PrivateHostedZoneName]]
ResourceRecords:
- IGetAtt Master0.Privatelp
TTL: 60
Type: A

Etcd1Record:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["etcd-1", IRef PrivateHostedZoneName]]
ResourceRecords:
- IGetAtt Master1.Privatelp
TTL: 60
Type: A

Etcd2Record:

Condition: DoDns

Type: AWS::Route53::RecordSet

Properties:
HostedZoneld: |Ref PrivateHostedZoneld
Name: lJoin [".", ["etcd-2", IRef PrivateHostedZoneName]]
ResourceRecords:
- IGetAtt Master2.Privatelp
TTL: 60
Type: A

Outputs:
PrivatelPs:
Description: The control-plane node private IP addresses.
Value:
IJoin [

non
L]

F1E=EAWSADI VA M=

['GetAtt Master0Q.Privatelp, |GetAtt Master1.Privatelp, |GetAtt Master2.Privatelp]

]

1.814. 1 —H— (&> TFAOEY 3=V IEINBAVISAMNSIVF v —TDAWS T
DT—KrRANSY T/ — ROMPHL

Amazon Web Services (AWS) TETRTDRERA VI ZARNST I F v —% R LRI, V53R —
HEAVAMN—=ITEET,

AR

e AWS7HO VAR ELET,
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FIR

PSR —DIgnition FRE 7 71 IV 2EMLF T,

AWS TVPC 8L UVEET B H TRy haER L. RELXT,

AWS TDNS, O— RS vH— BLTYRF—%ERL. ZRELET,
aAvbO—LFL—rvELavEa—bO—LEERLET,
T—RANSY TRV HERLET,

A bO—=—LTL—rIo VU EERLET,

T—H—< Y VEFBHTERTZFEDBAICIE. 7T—H—I YV EERLET,

AVAN=NTATSLDNEFEFNZTALI M) —ICPYEZL, UTOIYY REERTLE
_a—o

$ ./openshift-install wait-for bootstrap-complete --dir=<installation_directory> \ ﬂ
--log-level=info 9

Q <installation_directory> (CI&., 1 YA M= 7 7M1V ERELEZTAL I KN —~DN
AEEELET,

@ =EBB1UAPLOFMEREFTT I info T, wam, debug. F7ld
error z1IEEL XY,

OV RO FATALZE 2 HISICKR T 5548, EREAOI Y FO—IL 7L —2I3#H¢E
INTWET,

1.8.14.1. AWS TD7—h— /) — RDYERK

PSR —THEET S 7 —H—/— K% Amazon Web Services (AWS) TEXTEZEd, ThodD/ —
REFETERT 27-ODRELBERAEE LT, RB#FEIN S CloudFormation 7Y 7L — N &2 ZEE G
LlENTEET,

BF

CloudFormation Y 7L —hE,. 12D —H—<TVARTRAYIVIAEERLET,
TNTNDT—H—TIVICRYY VAR T 2HELHYET,

pa

BRI NS CloudFormation 7Y FL— M2 FRH L TT7—H—/ — REER LRWEG
B, RHINDBEREBIEL, 1V ISZAMNSIVFr—5FHTERTIHLELHY F
o VIR —HEUNICHHEINhAWEGE., 41 VA M—)LOJ%ZHAEL TRedHat #
R—MNIBEWEDLET E2RENHDAEMELHY £,

AR
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F1E=EAWSADI VA M=

e AWSTVPCHELUVEET I H TRy batER L., RELZET,

e AWSTDNS, O— RN UH— BLVYRF—%FERL. ZRELET,
o IvhO—)LTL—rvELtaryEa—bO—ILEFERLET,

o T NRAKNSYTIIIVEERLET,

o OvhO—ILTL—URIVUEERLET,

FIR

. CloudFormation 7Y 7L — M BB E T Z/INSA—F —ENEFENS JSON 7 7 1 L EERK
L/i-g_o

[
{

"ParameterKey": "InfrastructureName",
"ParameterValue": "mycluster-<random_string>" 9
2

{
"ParameterKey": "RhcosAmi", e

"ParameterValue": "ami-<random_string>" ﬂ
2
{

"ParameterKey": "Subnet",
"ParameterValue": "subnet-<random_string>" G
|3

{
"ParameterKey": "WorkerSecurityGroupld", a

"ParameterValue": "sg-<random_string>"
2

{
"ParameterKey": "IgnitionLocation", g

"ParameterValue": "https://api-int.<cluster_name>.<domain_namex>:22623/config/worker"
|3
{
"ParameterKey": "Certificate Authorities",
"ParameterValue": " @
|3
{

"ParameterKey": "WorkerInstanceProfileName",
"ParameterValue": " @
1

{
"ParameterKey": "WorkerlnstanceType", @

"ParameterValue": "m4.large"

}
]

PR —DIngitionFEET7 7AIWNTIVIA—RINBIFZRI—AVITZANTY
9:‘\7_0)%-%!‘1]0
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2]

00 90 99 990 09 90600

)

R A <cluster-name>-<random-string> ® Ignition BXE7 7 1 LD SHH LA V75
ANZOFvy—BZEBELET,

7 —Hh—/— RIZERT 2®%FD Red Hat Enterprise Linux CoreOS(RHCOS)AMI,
AWS::EC2::Image:Id {E%¥EE L £ 7,
D—h—/—REEHTZ2T TRy M(TTAR=—IHPEXLL),

DNS & L VBT LHELD CloudFormation &~ 7L — kD 735 5 PrivateSubnets &M
Txy hNEBELET,

D—h—/—RICEESIFZ79—h—tFXx2)FT4—IL—TID,

X2l 71— —FBLVO—ILD CloudFormation 7~ FL— KDOHAN S
WorkerSecurityGroupld {E%# 8 E L £ 7,

T—RhAKZY TDIgnition BEZ7 71 IV %&E 7 = v F9 D5,

£ I N3 Ignition EREDHBTAZIEEL 9, hitps:/api-int.<cluster_names.
<domain_name>:22623/config/worker

Y % base64 TIT Y I— RINERIFBOXFS,

AVARN=ILT4 LY N)—IZH P worker.ign 7 7 1 LD LEEBELE T, ZDIE
I&. data:text/plain;charset=utf-8;base64,ABC...xYz== XX DRV XFFITT,

D—h—O—JVICEEEMIFRIAM Z7a7 74 )b,

X)) F4—TI—TELO—ILD CloudFormation 7> 7L — hDOEAD S
WokerlInstanceProfile /X5 X —4% —D{EAIEEL 7,

AV MA—LT L= VICERTEAWNS A Y RIVADI A T,
FAINB(E:
® mé.large
e m4.xlarge
o m4.2xlarge
e m4.4xlarge
e m4.8xlarge
e m4.10xlarge
® m4.16xlarge
e cd.large
e c4.xlarge
® c4.2xlarge

® c4.4xlarge


https://:22623/config/worker

F1E=mAWSADI VA M=

e c4.8xlarge
® r4.large

e r4.xlarge
® r4.2xlarge
® r4.4xlarge
e r4.8xlarge

® r4.16xlarge

BF

méd A VRAY VAN eu-west-3 2 ED ) —2 3 THIARBETIEAR WG
B msy¥ATERDYICERLET,

2. ZOKREYYIDIT—H—< D CloudFormation 7> 7L —hEV v arvhsFyFL— b
IAF—L, 2haJdYvEa1—49—FEICYAML 7 74 ILELTRELEYT, 2OFY L —h
lE. 95 RY—ICEBRRYNT—OF Tz bBLUVCA—RNANSUH—IZDWTEER LT
WEd,

3. m5 4 Y RHY >V RY A T% WorkerinstanceType DfEE L THEEL TWBIHE., TDA Y RH
v 248 4 7% CloudFormation 7~ 7L — k @ WorkerlnstanceType.AllowedValues /X5 X —
H—IEMLET,

4. T—HA—RI v 7%= LZET,
a. 7__y7°|/_ I\%Eéjjbi-a—o

BE
B—TIlav Yy REAALTLEIW,

$ aws cloudformation create-stack --stack-name <name> ﬂ
--template-body file://<template>.yaml \ 9
--parameters file://<parameters>.json

<names> & cluster-workers 7 & ® CloudFormation X4 v 7 DZRITYT, TR
Y —5HIBRT BIBEIC. TORY Y IVDERMDIBEICRY FT,

<template> (&, f&7F L 7z CloudFormation 7> 7L — b YAML 7 7 1 JLAD#ER /X
AFLIFEDELZEITY,

o ¢ 9 —

<parameters> (&, CloudFormation /X5 X —#4 — JSON 7 7 1 JLANDEXF /N F 1
IXZFITY,

b. V7 L—hMDOAVR—ZXV MNP FEET B EEBELET,

I $ aws cloudformation describe-stacks --stack-name <name>
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5. V3R =I5 7 — A= I RRBBICEST D2ETTI—N—RY v I DIEFENZ i
l./ia_o

BF

2DOUEDT—H—T I VEERT BZHELNH B8, D CloudFormation 7
VIL— b NAFERATZ2DOULEDRY Y VA ERT ZHENHY FT,

1.8.14.1.1. 7—H—< > >~ ® CloudFormation ¥~ 7L — b

LAF @ CloudFormation 7~ 7L — M %M L. OpenShift Container Platform 7 5 X4 — LA ER
maximum of 27 characters.
Description: A short, unique cluster ID used to tag nodes for the kubelet cloud provider.
Type: String
RhcosAmi:
Description: Current Red Hat Enterprise Linux CoreOS AMI to use for bootstrap.
Type: AWS::EC2::Image::ld
Subnet:
Description: The master security group ID to associate with master nodes.
Type: AWS::EC2::SecurityGroup::ld
IgnitionLocation:
Default: https://api-int. 3CLUSTER_NAME.$DOMAIN:22623/config/worker
Description: Ignition config file location.
Type: String
CertificateAuthorities:

J—h—IVETFTO14TBIENTEET,
Description: The subnets, recommend private, to launch the master nodes into.
Default: data:text/plain;charset=utf-8;base64,ABC...xYz==

f51.42 7 —H—< > > ® CloudFormation 7~ 7L — k
AWSTemplateFormatVersion: 2010-09-09
Description: Template for OpenShift Cluster Node Launch (EC2 worker instance)
Parameters:
InfrastructureName:

AllowedPattern: *([a-zA-Z][a-zA-Z0-9\-]{0,26})$

MaxLength: 27

MinLength: 1

Type: AWS::EC2::Subnet::ld

Description: Base64 encoded certificate authority string to use.

ConstraintDescription: Infrastructure name must be alphanumeric, start with a letter, and have a
WorkerSecurityGroupld:
Type: String

WorkerInstanceProfileName:
Description: IAM profile to associate with master nodes.
Type: String

WorkerInstanceType:
Default: m4.large
Type: String
AllowedValues:

- "m4.large"

- "m4.xlarge"
- "m4.2xlarge”
- "m4.4xlarge”
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- "m4.8xlarge”
- "m4.10xlarge"
- "m4.16xlarge"
- "c4.large"

- "c4.xlarge"

- "c4.2xlarge"

- "c4.4xlarge"

- "c4.8xlarge"

- "r4.large"

- "r4.xlarge"

- "r4.2xlarge"

- "r4.4xlarge"

- "r4.8xlarge"

- "r4.16xlarge"

Metadata:
AWS::CloudFormation::Interface:
ParameterGroups:
- Label:
default: "Cluster Information”
Parameters:
- InfrastructureName
- Label:
default: "Host Information”
Parameters:
- WorkerlnstanceType
- RhcosAmi
- IgnitionLocation
- CertificateAuthorities
- WorkerSecurityGroupld
- WorkerInstanceProfileName
- Label:
default: "Network Configuration”
Parameters:
- Subnet
ParameterlLabels:
Subnet:
default: "Subnet"
InfrastructureName:
default: "Infrastructure Name"
WorkerlnstanceType:
default: "Worker Instance Type"
WorkerlnstanceProfileName:
default: "Worker Instance Profile Name"
RhcosAmi:
default: "Red Hat Enterprise Linux CoreOS AMI ID"
IgnitionLocation:
default: "Worker Ignition Source"
CertificateAuthorities:
default: "Ignition CA String"
WorkerSecurityGroupld:
default: "Worker Security Group ID"

Resources:

WorkerO:
Type: AWS::EC2::Instance
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Properties:
Imageld: |Ref RhcosAmi
BlockDeviceMappings:
- DeviceName: /dev/xvda
Ebs:

VolumeSize: "120"

VolumeType: "gp2"
lamInstanceProfile: IRef WorkerInstanceProfileName
InstanceType: |Ref WorkerInstanceType
NetworkInterfaces:

- AssociatePubliclpAddress: "false"
Devicelndex: "0"
GroupSet:
- IRef "WorkerSecurityGroupld"
UserData:

Subnetld: |Ref "Subnet"
Fn::Base64: ISub
- {"ignition":{"config":{"append":[{"source":"${SOURCE}","verification":{}}1},"security":{"tls":
{"certificateAuthorities":[{"source":"${CA_BUNDLE}","verification":{}}]}},"timeouts":
{},"version":"2.2.0"},"networkd":{},"passwd":{},"storage":{},"systemd":{}}'
-{
SOURCE: !Ref IgnitionLocation,

CA_BUNDLE: IRef CertificateAuthorities,

}

Tags:

- Key: Join [, ["kubernetes.io/cluster/", IRef InfrastructureName]]
Value: "shared"

Outputs:
PrivatelP:
Description: The compute node private IP address.
Value: |GetAtt Worker0.Privatelp

1.815. VS R4 —~DOTA >V
9224 — kubeconfig 7 7 A IVET YV AR—KML, TIAIN NIRRT LI—HF—-ELTIFTRI—IC
074> TEFY, kubeconfig 7 7 1 JLICIE, V547V MNZELWI SR —BLTAPI H—/R—

IR T 27OICCLITHERAINZ VSR —IIDVWTDERIEEFNET, TOT77M4ILIEI TR
H—ICEBDT 74 ILTHY. OpenShift Container Platform @1 > 2 k—JLBFICERINZE T,

AR M
® OpenShift Container Platform ¥ S 24 —% 57704 L9,

e ocCLIZAYVAMN—ILZT,

FIR

1. kubeadmin FBEEIEHRA TV RAR— KL ZE T,

I $ export KUBECONFIG=<installation_directory>/auth/kubeconfig ﬂ
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F1E=mAWSADI VA M=

<installation_directory> (CIZ. 1 YA M= 7 7MWV ERELEZTAL I M) —~DN
AEEELEY,

2. IVRAR—PMINAEEEZFAL T, oc IV VY REEHICEITTESLIE52HRALET,

$ oc whoami
system:admin

1.8.16. ¥ > V DEIBAZEE L E R DEER
TUVEISAY—ICBMT RIS, BIILAETAZTRADIY VICDWT 2 DOREBIREDIIFAZES
E3RK (CSR) PERINET, TNODCSRAEKBINTWEZ EAHRT 2. EHEMEAESE
FNOAEEBRLTLEIV, BIIKISATY NEREERL, RICH—N—BEREERTILELH
L) i’a—o

AR

o IIUUNITRIY—IZEMINTWVWET,

Fg
L V95RY—DIIVERHBLTWSE I E%=HELET,

# oc get nodes

NAME STATUS ROLES AGE VERSION
master-01.example.com Ready master 40d v1.17.1
master-02.example.com Ready master 40d v1.17.1
master-03.example.com Ready master 40d v1.17.1
worker-01.example.com Ready worker 40d v1.17.1
worker-02.example.com Ready worker 40d v1.17.1

HAIKIER LT RTOIT Y UR—BRTRIINE T,

2. REBHBPOIPAEELEK (CSR) 2R L. V5 RA9—ILEBMLEENETNDOIS VDI SAT
v B LY —/N—FERIZ Pending F 7z & Approved R 7 —49 ANKRRIINTWS Z & %R
L/i_a—o

$ oc get csr

NAME AGE REQUESTOR CONDITION
csr-8b2br 15m  system:serviceaccount:openshift-machine-config-operator:node-

bootstrapper Pending
csr-8vnps 15m  system:serviceaccount:openshift-machine-config-operator:node-

bootstrapper Pending

CDFITIE, 2DDRVUDI SR —IZBMLTWVWEY, CO—EBITIFTILICEZLDERX
N7 CSRARTRINZHAEMELHY £T,

3. BMLAETY YOREFD CSR §ATH Pending R 7 —4 RIC7R > 7212IC CSR AAER I A
WIBEICIE. V7RI —TI VD CSRZERLET,
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272

pa )

CSROO—7—> avIEFBEMICEITINS 20, 757\9—527>/75:L7JD
B IBFELUAIC CSR Z &R L T IV, 1REMWICER L RWEEICIE, B
BHEOO—FT—YavhiThh, &/ —RIC3DULOHBAENEFEET DL DI
720) F9, INSDFRAEITRTEERT I2VLENHY £, RID CSR DA
Bk, BROD/—KU 547~ CSRIEY 5 A4 —D kube-controller-manger
ICE > TEIMICERINE T, kubelet IREIIBAEZDE R HEIMICKERT %
FEERETIZVENHY T,

o ZTNLZMERICETET BT, TRETNOAMECSRICOVWTLUTOIAYY RZETLE
-a—o

I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names 1, IRITD CSRD—EHN 5D CSR DELEITT,

o INTDREBHPDCSR ZERT BICIF. ULTFOIYY FERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve

4. V54TV NERKDERBINLDS, V53R —ICEMLIEZTY VDY —N—FKZMHET 5
REDHY FT,

I $ oc get csr

5
NAME AGE REQUESTOR CONDITION
csr-bfd72 5m26s system:node:ip-10-0-50-126.us-east-2.compute.internal
Pending
csr-c57lv. 5m26s system:node:ip-10-0-95-157.us-east-2.compute.internal
Pending

5. BY®DCSRHAERINT., Thdh Pending A7 —9 RCHBBE, V5R9—<I VD
CSRZERLZT,

o ZTNLZMERICETET BT, TRENOAMECSRICDVWTLUTOIAYY REETLE
-g—o

I $ oc adm certificate approve <csr_name> ﬂ

Q <csr_names 1. IR1TD CSRD—EM 5D CSR DELEITT,

o INTDREBHRDCSR ZERT BICIF. LTFOIYY FERITLET,

$ oc get csr -0 go-template="{{range .items}}{{if not .status}}{{.metadata.name}}{{"\n"}}
{{end}}{{end}}' | xargs oc adm certificate approve



F1E=mAWSADI VA M=

6. TRTDIVSATYMNEBLIUVY—NN—D CSRIERBINLEIC, TV VDRTFT—H AN
Ready IC2Y E ¥, UTFDOATY RERITLT, ThEHIALET,

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION
master-0 Ready master 73m v1.20.0
master-1 Ready master 73m v1.20.0
master-2 Ready master 74m v1.20.0
worker-0 Ready worker 11m v1.20.0
worker-1 Ready worker 11m v1.20.0

pa )
H—/N— CSR DEERREICT Y v H  Ready R T — 4 RICHITT % £ TICHD DB
BN BHZEDDHY ET,

BEE R
o CSR D&k, Certificate Signing Requests &5 L T 72X\,

1.8.17. Operator DFNHAERE

Ay hAO—=ILTL—rOHMEREEIC, —EBD Operator ZFIAAREICT 24DICTNSET CICKRET
DRENHYZET,

AR

o OV hO—ILTL—UhrPHEIhTWET,

FIE
L VSR —AVIKR=—RV M F VIS4 VIRBIEEZRABLET,

$ watch -n5 oc get clusteroperators

NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE

authentication 44.0 True False False  69s
cloud-credential 440 True False False 12m
cluster-autoscaler 440 True False False 11m
console 440 True False False  46s

dns 440 True False False 11m
image-registry 440 True False False = 5m26s
ingress 4.4.0 True False False  5m36s
kube-apiserver 4.4.0 True False False  8mb53s
kube-controller-manager 44.0 True False False  7m24s
kube-scheduler 440 True False False 12m
machine-api 440 True False False 12m
machine-config 4.4.0 True False False  7m36s
marketplace 4.4.0 True False False  7m54m
monitoring 4.4.0 True False False  7h54s
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network 440 True False False = 5m9s
node-tuning 440 True False False 11m
openshift-apiserver 44.0 True False False 11m
openshift-controller-manager 440 True False False @ 5m943s
openshift-samples 440 True False False = 3mb55s
operator-lifecycle-manager 440 True False False 11m
operator-lifecycle-manager-catalog 4.4.0 True False False 11m
service-ca 440 True False False 11m
service-catalog-apiserver 440 True False False = 5m26s
service-catalog-controller-manager 4.4.0 True False False = 5m25s
storage 440 True False False = 5m30s

2. MEARATD Operator R EL X T,

18171 AAXA—IJLIRAMN) =R ML =TI D&

Amazon Web Services (E7 7 # )L MDRA ML =P &R L F T, DE Y. Image Registry Operator (&
A VA M=)V RICHATREICRY £9, 2L, LY XM — Operator BS3 /N7y N E/ERRT X

P AMNL—VEBEPMICKRET 258, LYRARN)—AMNL—VAFETRETZILEN HY F
ER

EWE I SR —ICRBELKGERY) 2 —LDREAEE., EREBATIIRWVWI SR —ICOHMERATE
2EDTALIMN)—%ERMNL—YDIFAME LTHRET D2AHENKRTIINET,

181711 1—H—(Il&>TFAEY a =V IINBAIVISANSI I Fv—%FEALZAWSDL YR
NY—ZMNL—YDERE

A VAPM=IVBEFIC, S3NNTw NEERT BICIEY 57 REREEBHRAFEHRATE, LY X M) — Operator
NAML—U%ZBHEMICRELE T,

LY R K — Operator B8S3 N7y REERTET., ANL—JZBEMICERET 25%BE. UTOF
BIckY S35y hEFEKRKL., ARNL—VARBRETHIENTEET,

AR
o 1—H—(lk>TFOEYI=ZVIINZAVISANSIF¥Y—TCOAWS LDV SRE—
e AWSRhL—YDS3IDHE, =Ly MIIUTOF—DNEFNDZIENFRINET,
o REGISTRY_STORAGE_S3_ACCESSKEY

o REGISTRY_STORAGE_S3_SECRETKEY

FI7

LY R K — Operator B8NS3y REERTET., AMNL—V5ZBENICEKRET 25BE1E. LLTOD
FIEAEFERLTLLEIWL,

LNy NSATHA IR >— %FBEL, THUERBLTWARETDOIILF/IN—KT Y
TD_F%E':&L&TO

2. configs.imageregistry.operator.openshift.io/cluster I(CZ L —YREZ AN LE T,

$ oc edit configs.imageregistry.operator.openshift.io/cluster

storage:
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F1E=EAWSADI VA M=

s3:

bucket: <bucket-name>
region: <region-name>

Digk

==
[=]

AWS TLYARNY =AM A=V DEFa2) T4 —%RETBITIE, S3NNT Y MIx
LTRTYwoF7oZAODTAOY Y #E2TLET,

1.81712. ZEHBLUAD I SR —TDA A=Y LI AMN)—DA ML=V DEERE

AX—=YLYRKN)—Operator DA ML —V%RETBIVELNHY T, ERERAUANDI S XS —
DFE AA—TLIZAMN)—BEDT 1LY M) —ITE&
AN

CRETDHIENTELYT, IhZERITT 55
[= RN |/°/o7\|\U_%EE@JTZD&T&—C@’(X_ybfibni-g_o
FI&

¢ A A=YLIARN)=RAML—VZZEDTALIN)—I

)

;ﬁxiE-g_ %) ‘: Li\ J;L-F%gg?i' L/ i -g_o

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"storage":{"emptyDir":{}}}}'

DIk

==
[=]

EBREBRALUAND I SRAI—ICOHIDA T avaEBELET,

A A=Y LY RN — Operator N ZDAVR—RY N#HET 2F1ICIDIAT Y REETY
%i35H. ocpatch Y Y NFUTOIS—%ZHLTKRBRLET,

I Error from server (NotFound): configs.imageregistry.operator.openshift.io "cluster" not found

oS L%IC. 20O Y REBUEITLET,

1.818. 7— KR NS v 7)Y —XDHIR

9 2 24 —DHHA Operator 5% E

D5 T %I, Amazon Web Services (AWS) ST — kX bS5y 71)
Y—2%&EHIBRLET,
AR

o U524 —D#HA Operator REMNTTHFATT,

FIR
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. 7—RZAMSYTYY—RBEHIKRLZF T, CloudFormation 7 7L — MNAa{FEA LB E .
TDRY Y U %EHIBR LET,

I $ aws cloudformation delete-stack --stack-name <name> ﬂ

ﬂ <names . 7—MA KNS Y TFRY Y IVDERITY,

1.8.19. Ingress DNS L O — K DERK

DNS V— VR EEHIBR LB EICIE. Ingress O— RN\ U H—% 88892 DNS L O— K& FEITHF
BLET, 74 RA—RLOA—RFFLEFBEEDODLI—ROWITNHIZERTEET, UTOFIETIE
ALI—REFERALETHA. CNAMERIA Y TFRAREDRELRMOL I— KA TEFRTEET,

AR

e MBILTOEY I =V I LAY T TANTIF v —%FERT % OpenShift Container
Platform ¥ 5 X 4 —% Amazon Web Services (AWS) IZF 704 LTWE T,

e OpenShift CLI (oc) 4 Y &2 h—JLL £ T,
o jqXy I —VEAVRM—ILLET,

e AWSCLIZ¥o>vO—KL, ZhuaIYE2—9—IC4 YA M=JLLET, Install the AWS
CLI Using the Bundled Installer (Linux, macOS, or Unix) Z8MR L T XL,

FIR
1L EET2I—hZRELET,

o JA)JRKA—RLIO—KREEKT BITIE. *.apps.<cluster_name>.<domain_name> % {§
FALZEXY, ZIT. <cluster_name> (7 5 X9 —%%T. <domain_name> (& OpenShift
Container Platform 7 5 24 —®M Route 53 XR—ZA KX A v TT,

o BEMDLI—RAEEHRTZICIE. UTOOATY ROBHICHBEDIC. 75AY—HER
TEHEIL—MILOA—REERTDIVLEIHYET,

$ oc get --all-namespaces -o jsonpath="'{range .items[*]}{range .status.ingress[*]}{.host}
{"\n"{end}{end}' routes

oauth-openshift.apps.<cluster_name>.<domain_name>
console-openshift-console.apps.<cluster_name>.<domain_name>
downloads-openshift-console.apps.<cluster_name>.<domain_name>
alertmanager-main-openshift-monitoring.apps.<cluster_name>.<domain_name>
grafana-openshift-monitoring.apps.<cluster_name>.<domain_name>
prometheus-k8s-openshift-monitoring.apps.<cluster_name>.<domain_name>

2. Ingress Operator O— RN\S U H—DRATF—9 R %ZEEL. FHRTIHAMIPT7 KL ZADER X
ELEY., INIT EXTERNAL-IPAJICRRINZE T,

$ oc -n openshift-ingress get service router-default

NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S)
AGE

router-default LoadBalancer 172.30.62.215 ab3...28.us-east-2.elb.amazonaws.com
80:31499/TCP,443:30693/TCP 5m

276


https://docs.aws.amazon.com/AWSCloudFormation/latest/UserGuide/cfn-console-delete-stack.html
https://docs.aws.amazon.com/cli/latest/userguide/install-bundle.html

F1E=mAWSADI VA M=

3. A—RNSUYH—DKRAMN =V IDERDITET,

$ aws elb describe-load-balancers | jq -r '.LoadBalancerDescriptions[] | select(.DNSName ==
"<external_ip>").CanonicalHostedZoneNamelD'

Z3AADJGX6KTTL2

<external_ip> ICDWTIE, EXfE L 7z Ingress Operator A— RNS U H—DHAERIP 7 KL
ADEZEELE Y,

DAYV FOBARK, B—RKRRSUH—DKRA N/ —VIDTY,

4. V2R —DRAAVDNTY v O9RAMN/ =V IDERBLET,

$ aws route53 list-hosted-zones-by-name \

--dns-name "<domain_name>" \ﬂ

--query 'HostedZones[? Config.PrivateZone != "true” && Name ==
“<domain_name>.’].Id'

--output text

/hostedzone/Z3URY6TWQ91KVV

wdomain_name> IZDWTIE. OpenShift Container Platform 7 5 X 4 —® Route53
R—ZRNAAVEBELET,

RAAYDNT) Yy VRAMN = DAY RHAIKKRINE T, ZOHITIE. Thi
Z3URY6TWQ91KVV [C72Y £ T,

5 F7ZAR—=—NY—=VIZIAYT7ALI—FEEMLEY,

$ aws route53 change-resource-record-sets --hosted-zone-id "<private_hosted_zone_id>" --
change-batch '{ ﬂ
"Changes": [
{
"Action": "CREATE",
"ResourceRecordSet": {
"Name": "\052.apps.<cluster_domain>", 9
"Type": "A",
"AliasTarget":{
"HostedZoneld": "<hosted zone_id>",
"DNSName": "<external_ip>.",
"EvaluateTargetHealth": false

VVVVVV YV V VYV YV VVVYV

<private_hosted_zone_id> ICD W Tk, DNS & & UERELD CloudFormation 7~ 7
L—bhOHEADSEEEELET,

<cluster_domain> IZD W TlE, OpenShift Container Platform ¥ 5 X4 —CR$ % K
AAVERIIYTRAAMVEZBELET,

o
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9 <hosted_zone id> ICDW Tk, BMELAA—RNSYH—DNRTY v IV RA N —=2 1D
ZHRELET,

Q <external_ip> ICDWTIE, Ingress Operator O— R/XS U H—DHAERIP 7 KL ZDIE%
BELET, CONRSA—I—DEICKEDEY A R () DREENTVWD I E2RALE
ERP

6. RTYwoy—viZLd—REEMLET,

$ aws route53 change-resource-record-sets --hosted-zone-id "<public_hosted_zone_id>"" --
change-batch '{ ﬂ
"Changes": [
{
"Action": "CREATE",
"ResourceRecordSet": {
"Name": "\052.apps.<cluster_domain>", 9
"Type": "A",
"AliasTarget":{
"HostedZoneld": "<hosted zone_id>",
"DNSName": "<external_ip>.",
"EvaluateTargetHealth": false

vV VVVVV YV V VYV YV YVVVYV

<public_hosted_zone_id> ICDWTIE, RXAYDNRTY v IRAMN/—VEIFBELZE
ER

<cluster_domain> (2D W TlE, OpenShift Container Platform ¥ 5 X4 —CR$ % K
AAVERIIYTRAAVEBELET,

<hosted_zone id> ICDWTIE, BMBELAAO—RNSYH—DNRTY v IV RA N —=2 1D
ZEELXT,

<external_ip> ICDWTIE, Ingress Operator O— KNSV H—DHEIP 7 KL ZDE%E
BELET, CORTA—F—DEICKROE A K () ABEATWNE I aRALE
ER

O ® & o

1.8.20. 1—H—Il&>TFOEY 3 =V JINBA VI SAMNS I F v+ —TDAWS 1
VARN—=ILDET
Amazon Web Service (AWS) D1—H#—IC&>TFAEY 3 =V JEINBA VY ITSRANSIVFv—T

OpenShift Container Platform @4 Y Z h—JLABIIA L/RIC. T7OAM XY NEaRTTHETE=
&_L/i_a—o

AR

® OpenShift Container Platform 7 S 249 —D7—rA NSy T/ —R%&, 12— —IlL>TT
AOEY 3=V JINEZAWS A VISRV F v —THBRLTWET,

e ocCLIZAYVAM—JLL, OFTA Y LZET,
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Fig
o VSRAH—DAVARN—ILERTLET,

$ ./openshift-install --dir=<installation_directory> wait-for install-complete ﬂ

INFO Waiting up to 30m0s for the cluster to initialize...

Q <installation_directory> (CIZ. 1 YA M= 7 7M1V ERELEZTAL I KN —~DN
AEEELET,

BE

AVRAN=ITOTZLHBERT S Ignition FRE T 7 1 LICIE. 24 BEEHA B
T5EHRUNICARY, TORICEFINZIABEENEENE T, AIHZE2FH
TRRICYV ZRAY—MMEIEL, 24 BERBELAERICI SR —%=BEET S
E. VTR —FHARYINDIIBAE = BEMICEETT L £, FlAE LT,
kubelet sSEBAZ % [E18 9 % 7= D IR BB IREED node-bootstrapper FEEEE E L EK
(CSR) = FE)THERT 2MENHY T, FFMiE. 2> bO—ILTFL—VERE
DERTINDKRENSD Y AN — IZDVWTDRF2 XAV M ESRLTLCES
W

1. Cluster registration R—Y TO S RY—%=&8ZKLZF T,

1.8.21L.RDAT v 7
* USAY—BENRAITAXLET,

o UELHZAWEF, VE—PDOBEMELR—F2FTRT7IO N TBHIENTEET,

19.AWS TD IV S RY—DT7 A4 VA M=)

Amazon Web Services (AWS) ICT 704 LV SR —IFHIBRT DI ENTEET,

1914 YVAN—5S—TTOEYa =V IINBZAVISRANS OV Fv—45FRHTBY
524 —DHI&

AVAMN—=5—TTAEY 3=V JINZAVIZRANSVFv—%2ERATZIZR9—d. V59K
MOHEIBRTEXT,

BIRS
o VSR — BT TOAATDEHIFERALIEZA VYA N—=ILT7O7SL,DIE—DHY X7,

o VSR —ERBFICA VA RN—=ILTATSLDPERLIEZT7A4ILDHY FT,

FIR

. V95R9—%A VA=) BEHDICER LIy E2—9—m6, UTFTOaYY REETL
i‘a—o
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$ ./openshift-install destroy cluster \
--dir=<installation_directory> --log-level=info ﬂ 9

Q <installation_directory> (C(Z., 1 YA M= 7 7MWV ERELEZTAL I KN —~DN

AEEELET,
Q BERZFHMBERERTT 2ICIE. info TIE7Z <. warn, debug. F7id error #15E L
i -a_o
pa 23]
VSAI—DISRI—FEEI7ANMDEENETALIN)—%BETIHE
BRHYET, VIR —%HIRT 2ICIE, A VA= TOTSLTIDT AL
A 2 MU —IZ%H % metadata.json 7 7 1 LR EIZRY £,

2. 7> 3 v:<installation_directory> 5 1 L ¥ k) —& & U OpenShift Container Platform
YAN—TOTS LEHIBRLET,
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