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B42.2 CatalogSource DEE

[] Channel Package

Community Operators (CatalogSource)

etcd couchbase

alpha beta preview stable

12
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#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

CatalogSource G, Operator (Z Ny F— & FYRIV EWVWDIBEFHORA MY —LITRKRINE T,
IhiE. Web 7505 —D& S aflkiiean ) 1) — %41 7 )LD OpenShift Container Platform fthd v
JhY 7 TCHEAINZEHRNNYI—VTY,

B42.3 CatalogSource DNy 5y —I B L TF v R

[] channel Package ClusterServiceVersion —» replaces previous version
eted
alpha beta
etcdoperator.v0.9.2 etcdoperator.v0.9.2

!

etcdoperator.v0.9.0

|

etcdoperator.v0.6.1 etcdoperator.v0.6.1

11— —I3 Subscription D4FED CatalogSource DFED /Ny F—IBLUVF v RIVEIBETEET
(Bl:eted /3y r—T B LUVZ D alpha F + RJL), Subscription ¥ namespace IC1 Y X h—JLINT
WAWRY r—I (I L THERIND & DXy & —Y OfFH Operator i1 Y A M—ILINFE T,

R

OLM Tld, N"—=Y 3 VORI ERNICEITONET, TDRH. FIED catalog -
channel - package /X2 H 5 F FHATBEZAR latest & 72 1d newest Operator B9 L E &R E
BWNA—=—U 3 VBESTHIMDEEHYEFHA, TGt YRY N —DIHFE &R
IK. FY®RIVDHead Y 77 LV RELTRATINET,

B CSVITIE, INHBEXHZ B Operator Z "B T % replaces /NT A —F—DHYFT, Thilk
Y, OLM TY T —HERCSV DT Z T7BMERI N, BFIAF v XIBETHEINE T, Fr xR
& BF IS T7DIVN)—RAVMNERBRTIENTEET,

13
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E42.4 FIARRERF ¥ RILVEHICDOWTDO OLM IS 7

[1 Channel Package ClusterServiceVersion —» replaces previous version
eted
alpha beta
etcdoperator.v0.9.2 etcdoperator.v0.9.2

|

etcdoperator.v0.9.0

vy

etcdoperator.v0.6.1

DFICHERLET,
Ny T—IDF v R

packageName: example
channels:
- name: alpha

currentCSV: example.v0.1.2
- name: beta

currentCSV: example.v0.1.3
defaultChannel: alpha

CatalogSource, Xy — FrRILBLVCSV L' HZRET., OLMAEHDOI L) —AETTE
5EIICFBITIE. A OTHNAAIN CSVDEZH#Z (replaces) =179 28— CSV % BFREIC
DOMEMIRT ZENTEZIRENDY T,

21317y T T L — KR Z2DHI

Ty TITL—=RIFVADH Y TILICDWT, CSYVNR=Ta V011 ILRIET D14 VA M=ILIhi
Operator ICDWTRTHZE L &£ 9, OLM (& CatalogSource #2 T 1) — L. R CSV/A—Y 3> 0.1.3
IKDWTCDY TR A TINEFyRILOT7 Yy TTL—RERHELET, Chid, WA= 30T
AVAPM=IINTVWARVWCSY N—=2a3 YV 0124BEMAET, TORER, ISICHWSA VA M—ILX
N=CSVNR—Sa v 011 2B ET,

OLM I, F+¥ RILAY K5 CSV TIREI N7 replaces 7 1 —JL RTLREID/N—Y 3 VIZRY,
7y TTL—RIRR013-01.2-011%2¥5LEY, REDOARRAIENREEZBIMADI L%
TLEFT, OLM K, Fr RILAY RIZEBET B FE T Operator 2 1/3—2 3 VD7 v FJL—RKLE
ER

ZDYF YA TIE, OLM I Operator /X"— 3> 01.2% 14 VA h—JL L. BEFED Operator /X\—¥' 3
V011 A5BXHMAIFET., TDE, Operator /A—Y 3> 013 %4 VA M—JLL, BRI VA =L
IN/z Operator N\—2a vV 012 2BE#|AE T, TORFRT. 1 VA M—JLEI N7 Operator D/N—
Uav013iEFEFrrIAYy RIC—BL, 7y 7L —RERETLET,

14



#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

2132. 7y 7L — RFD&EK
OLM D7y 7L —ROERRRIIUTOEEY TTY,
® CatalogSource |& Operator ND 1 DU LEDEHICH L TEFINE T,

e OLM (&, CatalogSource ICEENDHEHM/N—T a3 VICEHEY 5 X T, Operator DFANTD
N=2avaEmLEY,

L. COBREOEFTRIERETRWEENHY £T, KEINTWS/N—2 3 D Operator B 5
A —=ICA VA M=ILINTWVWARWEE, TON—=I 3 VILL > TRARIEIEINEA I N B ETEEMED
HBREDEHETED Operator ANV SR —ICA VA M=V TERVWZ EDHY FET,

ZDHBA. OLMIBLUTD 220 SR —DREZEZERBICANT, TNOOEAICHET 28H IS
TERBTIDENDYET,

o BREMDH BHfE Operator N7 T A Y —ICL > THRREIN, MDOI YA KM—=ILINhTW5,
o RIBDH BH[E Operator NV T AY —ICEEA VA =L INTULAL,

OLM i, A0 T %Y, EBBINEL) ) —R%ZEBMTEIET. V7RI —DRECEBEDH
DEHDFERINEHEINMNIDDIDLLT, E—DEEDEHMEEICRETZIENTEIET,

UFIEBICaY £,

BRXhi))—ZdDCSV

apiVersion: operators.coreos.com/vialphai
kind: ClusterServiceVersion
metadata:
name: etcdoperator.v0.9.2
namespace: placeholder
annotations:
spec:
displayName: etcd
description: Etcd Operator
replaces: etcdoperator.v0.9.0
skips:
- etcdoperator.v0.9.1

T CatalogSource & #7#R CatalogSource ICDWTOLUT ORI ZRTHFEL & D,

15
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Bl25 EHDORA ¥y 7S

[ Channel Package ClusterServiceVersion — replaces previous version

Old CatalogSource New CatalogSource

etcd etcd

alpha

v

etcdoperator.v0.9.2

etcdoperator.v0.9.0

'

etcdoperator.v0.6.1

alpha

v

etcdoperator.v0.9.2

etcdoperator.v0.9.0

'

etcdoperator.v0.6.1

ZDTZ7 UTFERLTVWETY,
e ™\ CatalogSource @ Operator IZI&, #T#i CatalogSource DE—DE XX
e 3 CatalogSource M Operator IC1&. #1# CatalogSource DE—DE XA A H 5,

o BHEEDMHIEHAA VA RMN—ILINTULWEWES., TRDNAMIYAM—=ILINBZ &R,

2.1.3.3. ¥ Operator DEX#1 %

uiﬁﬁﬂ“‘ NTWVW5B & D ICHTHR CatalogSource = ER T 5155, 1 DD Operator Z & X#.Z % (replace)
. BEN—U 3 V%A (skip) TE S CSV =R 2RENHY £, Ihid. skipRange 7 /
?—93)%@@bf¥ﬁ?3iTo

I olm.skipRange: <semver_range>

Z T T <semver_range> [CIE. semver 74 75 ) — THR—KMIhZN\—Y a3 VEBEORHAIER S
nEd,

AYOTTEFHERET 25/, FrRILDAY KT skipRange 7/ 7—> avhdhy, WEA VR
F—JLEI N T W3 Operator ICEDELHERD/N—23 > T 1 =)L KDBH BHE. OLM Li?"ﬂ"?\)lxlj\]@r
FTUM)—ICHLTEFRINZT,
LITIZEMENRITINBIERICARY £7,
1. Subscription @ sourceName TIREINDZY —ZADF v R~y N (BT 2thDFEHIHE
INTWBHE
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https://github.com/blang/semver#ranges

#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

2. sourceName THEEIN 2 YV —RDWIT/N—Y a3 U ZBEE#Z 5RD Operator,

3. Subscription ICRIINZENDY —ZDF ¥ RILAY K (BT 2MOFENHLEINTVWSIE

B)o
4. Subscription ICRIIND Y —ZADWIT/N—T 3 V=B EHZ 5 RD Operator,
UFIEFICRY £7,

skipRange ®#% % CSV

apiVersion: operators.coreos.com/vialphai
kind: ClusterServiceVersion
metadata:
name: elasticsearch-operator.v4.1.2
namespace: <namespace>
annotations:
olm.skipRange: '>=4.1.0 <4.1.2'

2.1.3.4. z-stream Y 7R— b

z-streamZE IE/NNyF Y1) —RE, ABCXAFT— "= a3 VOLURIOTARTD z-stream ) ) — A& E
IMIDIMEBELFHYET, OLMIE, XV v —, XA FT—FHE@E NNy FNA=U a3V ERXBHEY, A4 0O
JHTEBRIT S 7E5ERT Z2HEIHY T,

DFY, OLM TIEH L CatalogSource DT Z 7%= ERA L. LD & D ICHR CatalogSource DT 5 7
TEMTIRENDHY FT,
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B12.6 23 Operator DIEX# %

[] Channel Package

Old CatalogSource

etcd

ClusterServiceVersion

alpha

etcdoperator.v0.9.2

etcdoperator.v0.9.0

|

etcdoperator.v0.6.1

ZDTZ7F UFERLTWET,

e ™\ CatalogSource @ Operator ICI&. #T#R CatalogSource DE—DE X
e #73f CatalogSource @ Operator ICI&. ##R CatalogSource DE—DE X #2

e H\Y CatalogSource @ z-stream ') ') — R (&, ## CatalogSource M &#T z-stream ') 1) — R

BEHFIND,

o FARADY Y -—RIREISZ7/—RFERBIND, ThOHQAVTVYIREET IHED
B LYRAN)—RBITSITINTRTEIICRETEIEDHANBEICHYITT,

— replaces previous version

New CatalogSource

etcd

alpha

etcdoperator.v0.9.3

etcdoperator.v0.9.0

|

etcdoperator.v0.6.1

2.1.4. Operator Lifecycle Manager 7 —F% 7577 F v —

Operator Lifecycle Manager (&, OLM Operator & & U Catalog Operator M 2 DM Operator T E I

nNTWEd,

NSO Operator FENEFNOLM 7L —LT—IDR—RERDBHRAY LYY —RXESEH (Custom

Resource Definition, CRD) ZEEL 7,

F210LM & UHh# 0% Operator CEE XN % CRD

18




#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

ClusterService €SV OLM TNV r—2avDAYTF—4:ZF1, N—=Yay, 7A4av, »AEY
Version V=2, A VA M=V E,

InstallPlan ip h4 CSVEBEMICA VA N=ILTZD, L@ TYTITL—RTBLDHIC
0y  {ERINBYY—ROFEINL—E,

CatalogSourc cats 5% CSV. CRD, LUV 7Y Tr—vavaEERTZ/NNvT—YDYRY b
e rc mE7) =,

Subscription sub h¥% Ny Fr—IDF v R EBHFL T CSV ARHDREICEDLHICHERX
0y hE9d,

OperatorGrou  0g OLM  #&¥D namespace &= 7 IL—F{L L, N 5% Operator THERTEX 3 &
b S ICEET B ERSNET,

N 5D Operator DENEFNIEY Y —RDEREITVET,

F220LM LU A# 0% Operator ICL > THEHRIN B )V —R

)y—2 A9 % Operator

Deployment OLM
ServiceAccount

(Cluster)Role

(Cluster)RoleBinding

Custom Resource Definition (CRD) R A=k

ClusterServiceVersion (CSV)

2.1.4.1. OLM Operator

OLM Operator |, CSV THREINMNEAN Y —ADN I TR —RILH B I EHERINEICCSV
VY —RTEZEIND 7TV r—2ava7704 LFET,

OLM Operator [FWHZEY) VYV —ZDERICIEESE T, 21— —DNCL ZFALTIhLD) Y —R%&F
TR LY., A4 0% Operator AL TINSD) Y —REFERTBIEERIRTEIENT
XET, COYRIVDODBEICEY., 7FYT—23VICOM 7L —LD—0 52 EDREEFERT 2
BELTI—Y—ICL 2 BMEEEDBAZRREICLE T,

OLM Operator (&9 R T®D namespace BT DL DICREIND I ENEWVW—FT. TNHITART
A5l & D namespace A EIET HRY. fthdD OLM Operator AT L TRIEFT B ENTEET,
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OLM Operator D7 —% 70—

® namespace T ClusterServiceVersion (CSV) DEEZHEZR L. EHZiEL L TWS I & =R
L/ i’a—o %o)i%é\ CSV 0)’( VX |\_)I/X |\ 57__9_%£?i— l/ i-a_o

Pz
CSVid. 1 YAM—=IWANSTY—DEITEAEEICT 5ITI1E. OperatorGroup
Vs DT VT ATRAYN—THIUENHYET,

2.1.4.2. A% 0% Operator
#1407 Operator (F CSVBLVENOMEETHIHA) Y —REBAL, A VAM—ILLET, &
7. CatalogSource TF ¥ RIVAD/NNy F—INOEFTOBEREZHER L. TN O & FIAABEAR/NN—
Tavik(#AFavTEEMIO) 7Yy FIL—RLET,
Fr RIVRDNRY r—2%BHT2REBEOHZI—F—d. BELGRAYT—Y Fry b, BLUEH
DT IVICER T % CatalogSource %% E 9 % Subscription )V —ZX&EK L EF T, BEFHNROMN D &,
d—H—II b > TELIA InstallPlan M namespace NDE X AAMNITHONE T,
Fl, I — Y —EMERCSVBLIVERBRA NS TV —DEFI A S InstallPlan )V — XA &= BEIEK T
X, 7407 Operator g RXRTOHKAY Y —ADERDETEBEEFERLFT, INHAERBIND

&, A% 07 Operator (T RTDY Y —R% InstallPlan ICER L T, TDE. THHEMT OLM
Operator DEHAmZT &, CSVDA VA M —=ILIZRBITLE T,

A4 0% Operator D7 —% 70—
o ZRITAVTYIRMEINBCRDBLUVCSVDF v v anhdI xR LET,
o I—H—(l& > TERINIKRARD InstallPlan DBEEZHEFEL 7,
o BRINDEHENC—HT S CSVEMREL, ThZz@RFEH)YV—RELTEMLET,

o BIEWRF/IEIHNEAEDCRDDEFNFNICDOWT, ChAEREFEAYY—2ELTEMLE
-a—o

o WMWACRDDZENETNICDOWVWT, ChaBEITSHCSVERRELET,

o fRFHAD InstallPlan DEEEEIL. ZTNICDVWTOREINIZIRTOY Y —IBEEKL
FT(A—HY—IlL > T, FLEXEFNICEREINDHSE).

® CatalogSource & & U Subscription DEHEZMHFR L. TN HICEDWT InstallPlan Z/ER L &
ER

21.43. A% LI AN —

HAOTLYVRMN)—IE, V5 RAI—ARATOEMRBICCSY BLVCRD Z2FEFEL. Nvi5—IB4LT
FrRIVIZDWTDAYT—Y5REEFZLET,

N G—II=TJxAME NV T—VT7ATVT4T714—%CSVDEY MIEERMITZA4OTL

VAMN)—AHADIV M) =TT, Ny T—YRNT, FrRIVIFHEDCSYV 2SR LET, CSVIFEX

BZTRD CSV #BARMICERT 570, Ny s—II =7z X MEAHOY Operator IZxF L. CSV
EFvRIVHADRF/N—VaVICEFHTHDICBBELRINTOBERZRERBELEFT (BFEAN—-2a Yy

52Ty TAL—),
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#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

215. RHATNDAN) VR

Operator Lifecycle Manager (OLM) (&, Prometheus NX— 2 M OpenShift Container Platform 7 5 X
=SV VTR I THEAINDIFHEDOLMERTD) V- RFEALET,

FR23OLMICL > TRAREINBA MY IR

E:0] B4

catalog_source  CatalogSource DL,

_count

csv_abnormal ClusterServiceVersion (CSV) Z T RIS, (4 Y A M —ILINTWRWZEAR
EYCSV "= 3 v ht Succeeded UADREICHD ZEERLE
¥, name. namespace. phase. reason. &k Uversion SRILHAEZENFE
Fo Prometheus 75— &, TDX MY I RADNEET BHEITERINE T,

csv_count ERICEHFINTL CSV D,

csv_succeeded CSV #FEE Y BRI, CSV/N— 3 v H' Succeeded JREE (fE1) ICH B H. FidZ
S TRWHA ({EO0) KL £9, name. namespace. & LU version SRILHAEFE
nFEd,

csv_upgrade_c CSV 7 v FJL— RDEZE (monotonic) hD V k,
ount

install_plan_co InstallPlan D%,
unt

subscription_co  Subscription D%,
unt

subscription_sy  Subscription EIH#iD &3E (monotonic) 17 >~ k, channel. installed CSV, & & U
nc_total Subscriptionname ZNIAEFENE T,

2.2. OPERATOR LIFECYCLE MANAGER D& 1ZR8{% DR

AZTlL, OpenShift Container Platform @ Operator Lifecycle Manager (OLM) N DK 7ZRE{R D iER &
SUNRILYY—REZ (CRD) Py T T L— RS54 THA 2D WTHELE T,

221 (K FRERDER

OLM (&, EfTH D Operator DIKFEAROBAE L VT Y FIL—RKSA 74 VIV E2EBLEYT., %
< DiFE. OLM BEET 2 BB yum X rpm R EDMD AR —FT 1« VIS RTF LRy r—I %
?‘_t/“‘\"_tlﬁlﬁr\‘j—o

72720, OLM ICIXBERRD Y A7 LIZIF 1 DOFEIMAH Y £9, Fhid. Opearator (FFEICEITHT
HBH, OLM [FHEBEICHEABE L 72\ Operator DY NOHEEBHTHI ETEIRTT,

2FY. ChIFOLMAUTZERGFTLABWVWI EZ2BHKLET,

o IRETEAWAPI ZMEET S Operator DY kDA VX =)l
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® Operator EIKFREARDH 2 EDICEEEFRE I 545 TD Operator DFEHT

2.2.2. h A4 L)Y —REF (Custom Resource Definition. CRD)D7 v 7/ L — K

OLM (&, B— Cluster Service Version (CSV) ICE > TRRIEINTWBBEICIEHRY LY YV —RE
Z((CRD) Iy TIL—RKLEY, CRDHBEHD CSVICL>TRHREINTWSHE. CRD
& UTFORAEBREOREOITRTCER/LITHZBEICT Yy TV L—RKRIhEd,

o IRITCRD MEEFEDOAMICINAZN—I3 VI RTHEFHHE CRD ICFEET 5.

o IREEAHTH CRD DIRELR F—< I L TiThNh %5, CRD DBMIIINANN—2a vIlE
ERTONDEEAVRIVRELIEHRY LYY —R (CR) TRTABHTH 2,

222183 CRD /N— 3 VDIEM

FIE
CRD OFRN—2a v AEBINT 5ICIE. UTEERITLET,

1. versions 22> avVICCRD YUY —ROHFRT M) —%BMLET,
fe& z2 & BIED CRD IC1D2D/N—Y 3 >~ vialphal A*%H Y., $#R/N— 3 ¥ vibetal %3ENN
L. SNEFRDAMNL—IUNRN=IUa e LTY—0%F25BEIC. LTERITLET,

versions:

- name: vialphat
served: true
storage: false

- name: vibetal ﬂ
served: true
storage: true

Q vibetal DFIRIT >V M) —%EBMLE T,

2. CSVTHBN—Va v FRINE CENERINEIFEIE. CSVDowned 27> 3D
CRD OZBN—Y a VABEBHINTWS I E2EELET,

customresourcedefinitions:
owned:
- name: cluster.example.com
version: vibetal ﬂ
kind: cluster
displayName: Cluster

ﬂ version #EH L XY,

3 BHINAZCRDBELVPCSV ANV RILIZT Yy aLET,

2.2.2.2.CRD /N\—< 3 v DIEHER £ /- (3 HIFR

OLM IE., CRD DAEMICININ=U 3 BT CICHIBRINS ZEA2HFTLEHA, TORDYIC,
CRD DIE#EE/N— 3 0% CRD D served 7 1 —JU K% false ICEREL TEMICT IHELHY F
T, FDRIC, BYICINAEN—U3 Yy TRREWNN—Sa VA RIBOCRD 7y 74 L— RTHIRRT=
F9,
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#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

FIE
WEN—Y 3 VO CRD #IEHEEICL, HIRTDICIK. UTFEERITLET,

1. JEHEBE/N—2 3 V% non-serving (BMICINAN—Ua3v)Ex—I LT, ZON=Yaun
FRINRCAY, BEOT7Y 7L — NTHIBRINZAEE?HD a2 RLET, UTIC
BlarLET,

versions:
- name: vialphat
served: false ﬂ
storage: true

Q false ICREL X7

2. FEHER E 4B /N—T 3 VAR storage /N — 3 VDA, storage N\—TY a v AEFMIIIN
TenX—=oavilgiYBAEY, UTICHAlERLET,

versions:

- name: vialphat
served: false
storage: false ﬂ

- name: vibetat
served: true
storage: true g

wstorage J4—ILREBEEEFLET.

p=
CRD 15 storage /N\— 3 Y THBIN. TDN—=I 3V THOIBFED/N\—
TavEBIBRYTBHIC. FON—V3 DN CRDDRAT—FAD

storedVersion D SEIRINZMEIHY FF, OLM X, REIN/NN—U 3
VHEFHFILWCRD ICFEELABWI EE#RALAZGEIC. COETEAITLET,

3. FRROETERNBSTCCRDAET7ZY T L—RLZET,

4, BIEDT v TIL—RYA I TlE, EHCINEN—23 2% CRDADERICHIRTEE
9, UTEHICARY 9,

versions:
- name: vibetal

served: tfrue
storage: true

5. FU/N—Y 3 VN CRD M SHIRINZIHBE, CSVDowned £7 Y 3 ~ICH 35 CRD DBR
N—=—I 3 VEBEHRINTWEIEA2HRALET,

223 IRTFREAREBRD Y 1) Z I
UToFIT, 7O/ 4 — & CRD 7% APIService #FiH 9 % Operator T9,
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fl: #k#7 AP| % IEHERRICT B
AB LV BIZAPI T#H S (fl: CRD):

o ADTONAF—EBIEKET 5,

e B M7 O/\A ¥ —|TIE Subscription B'd %,

e BOTONAF—IFCHERBITDLIICEHT SH, B AIEHIRICT 5,
COFBRIEUTOL D ICRY £,

o BLIETONA YD AB,

o AlFHEREL A< 122,
INIEOMA Ty TV L—RARNSTY—CHBTZ25—RXTY,

Bl:X—avorFry kOovy
ABLVBIEZAPI TH %

o ADTONA YT —ITIEBHIRE,
e BOZO/NA S —ITIE ADBE,
o ADTANAT—F (A2 %2RML, B2EZMEELTDLDI0) BFHIN. AZFFEHEILT 2,
e BO/ONA Y —IE (B2 %RHL. A2A2MEELTEZLIID) BEHIN., BAIEHEICT B,

OLM M B ZEFICEHMEBETICAZERL LD ET2HEP. TOHDIFE, OLM (&, #H L WEHME
DHBEY NBRDOD o7& LTE Operator DFRN—Ia VICEL I ENTETEHA,

ZNIFOLMB 7Yy 7Y L —RRANSTFI—TCHEETZEI 12O —RATY,

2.3. OPERATORGROUP

LUF T, OpenShift Container Platform (C & 1F % Operator Lifecycle Manager (OLM) M
OperatorGroup DERICDWTEHRBAL XY,

2.3.1. OperatorGroup

OperatorGroup I&. YILFTF > ME&RE% OLM TA ~ R h—JL I N7 Operator ICIRET 2 OLM 1)
Y —2RT9, OperatorGroup &, F®D X ¥ /X— Operator ICHWEAR RBAC 7V A EEMT 57DICfFE
FH9%4%—%Y N namespace Z:#IRL £,

& —4 v N namespace Mtz v b IE, ClusterServiceVersion (CSV) @ olm.targetNamespaces 7 / 7 —

aAVIREINZIVIRPYDXFINCEL >TEEINE T, 2OT7/T—Yavid, Avn—
Operator D CSV A4 Y RH Y AICHEAI N, ThodT7F 704 v XY MIBREINET,

2.3.2. OperatorGroup X V/\—2 vy
Operator &, LLFDEED true DIFEIT OperatorGroup D AV /IR— ERBRINET,
® Operator M CSV A* OperatorGroup & [ U namespace (& %,
® Operator M CSV @ InstallMode & OperatorGroup 54 —4" v N IZERE Y % namespace D
ty heHR—-bT 5,
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#52% OPERATOR LIFECYCLE MANAGER (OLM) IZD\W T

InstallMode & InstallModeType 7 1 —JL KB L T —JL{ED Supported 7 1 —J)L RTEREIN S,
CSV DEHRICIE. 4 DDEH D InstallModeTypes @ InstallMode Dt v M A EHZ I ENTEET,

2.4 InstallMode & & U'H/R— b ¥ % OperatorGroup

InstallMode ¥ 1 7 Bl

OwnNamespace Operator &, B D namespace % EIR Y % OperatorGroup D X > /N—
IKTBIENTEET,

SingleNamespace Operator & 1 DM namespace %3EIRY % OperatorGroup D X > /X—|T
TEHIENTEET,

MultiNamespace Operator (8D namespace %3&IRY % OperatorGroup M A > /X—|(C
TEHIENTEET,

AlINamespaces Operator (&9 R T D namespace % EIR Y % OperatorGroup D X > /N—
ICTBIENTEET BREINDY—4 Y b namespace (FEZDXFF
wwe T‘\j—)o

Pz

CSV Dft#kA InstallModeType DT> N ) —%EHIE T 2BE. TDY A TIFREEMICT
hWEYR—MNFIHEEIY M) —ICEL > THR=—IMATRBINABWVWEREY, Y R—bXh
BRWEDEHRINET,

2.3.3. 4 —4v b namespace MER

spec.targetNamespaces /X5 X —4% —% ([ L T OperatorGroup % —%4 v k namespace I[C&ZHI &
BATRHIICIEE T 22 &N TEET,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: my-group
namespace: my-namespace
spec:
targetNamespaces:
- my-namespace

F7-1%. spec.selector /X XA —4—TIR)LEL V4% —%FHL Tnamespace 21 EET 5 &EHTE
7,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: my-group

namespace: my-namespace

spec:

selector:
cool.io/prod: "true"
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BF

spec.targetNamespaces THEH D namespace #—EXRL72Y. spec.selector T3
NIELIS—%FRALEY T2 EFHEREINIZEA, OperatorGroup DEHD S —
7'y N namespace DY R— MISED ) ) —XATRYKRIGNZAREELIHY T,

spec.targetNamespaces & spec.selector DE AN EZINT W S15E. spec.selector (FEH I
£9, F/IE. spec.selector & spec.targetNamespaces Dili 5% A& L. global OperatorGroup %
EETEEY, ThiZLY, §XTD namespace NMBIRINFE T,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: my-group

namespace: my-namespace

BIRI N7 namespace DIERFH Dtz v b & OperatorGroup @ status.namespaces 7 1 —JL KIZFK

R~INFET, ' O—/3N)L OperatorGroup @ status.namespace IZIEZZDXFF (" AEENFT, &
ik, SHE 9 % Operator ICXF L. T_TD namespace #EHRTELIICREBLET,

2.3.4. OperatorGroupCSV 7/ 7—> 3~

OperatorGroup M X Y /N— CSVIZIFATFDOT7 /7= a v hHp YU xd,

olm.operatorGroup=<group_name> OperatorGroup DZBNEZENE T,
olm.operatorGroupNamespace= OperatorGroup M namespace 'S Fh F 7,

<group_namespace>

olm.targetNamespaces= OperatorGroup @ % —%" v k namespace #iR% —&
<target_namespaces> RARTZIAVIRXYPY ODXFINEFENET,
)z )

olm.targetNamespaces LA DI RTDT7 /77— 3N IE—INCSV EHIZEF
N Z 9., olm.targetNamespaces 7/ 7—>a v dE—3I N/ CSV TEBIT 2 &, 7
F Y MEDH—4 v b namespace DEENERINFE T,

235. RIEINBAPI 7/ T— 3V

OperatorGroup IZ & > TR# X 115 GroupVersionKinds (GVK) ICD W T D1E#HR A olm.providedAPls
T)TF—avIilRRINET, 7/57—avOfElid. 3V TS5 N7 <kinds.<versions.
<group> CREINDZXFFITY, OperatorGroup DI RTDT VT 14 T AV IN—D CSV ICL > TR
XN 3 CRD B & U APIService D GVK B"EFEN £ T,

PackageManifest J YV — R &M T Z2E—DT7 V7 4 T X /X— CSV 2 &L OperatorGroup DLLTD
Bl amER L T /EI L,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
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metadata:
annotations:
olm.providedAPIs: PackageManifest.vialphai.packages.apps.redhat.com
name: olm-operators
namespace: local

spec:
selector: {}
serviceAccount:
metadata:
creationTimestamp: null
targetNamespaces:
- local
status:
lastUpdated: 2019-02-19T16:18:28Z
namespaces:
- local

2.3.6.0—JLR—ZAD T Yt &

OperatorGroup DYERBFIC, 3 DD ClusterRole MEMINE T, ThETNICTIE. LTFORT LD I
ClusterRoleSelector B8 Z NILIC—HT 5 & D ICFRE I /B —D AggregationRule B’ EF N X 7,

ClusterRole - 5 2 |V

<operatorgroup_name>-admin olm.opgroup.permissions/aggregate-to-
admin: <operatorgroup_name>

<operatorgroup_name>-edit olm.opgroup.permissions/aggregate-to-edit:
<operatorgroup_name>

<operatorgroup_name>-view olm.opgroup.permissions/aggregate-to-view:

<operatorgroup_name>

BUF®D RBAC 1) YV —RI&, CSV A° AlINamespaces InstallMode D # % § R T®D namespace & B547 L
THY ., EAHAS InterOperatorGroupOwnerConflict D RBUIREEICAR VLR Y . CSV A* OperatorGroup
DT VT ATAYN—|IRBBEICERINE T,

e CRDMH®MD& APl )Y —Z®D ClusterRole

® APIService 5 D& APl 1) Y — XD ClusterRole

o BMOAO—ILBLTA—INIVYTaVY

FK25CRD 5D API Y YV —RAICERKR X /= ClusterRole

ClusterRole %E
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ClusterRole %E

<kind>.<group>-<version>-admin <kind> D&

*
[ ]

E5toNIL:

e rbac.authorization.k8s.io/aggregate-
to-admin: true

e olm.opgroup.permissions/aggregate-
to-admin: <operatorgroup_name>

<kind>.<group>-<version>-edit <kind> D&
e create
e update
e patch
o delete
K5t~

e rbac.authorization.k8s.io/aggregate-
to-edit: true

e olm.opgroup.permissions/aggregate-
to-edit: <operatorgroup_name>

<kind>.<group>-<version>-view <kind> D&
e get
o list

e watch
K5t~

e rbac.authorization.k8s.io/aggregate-
to-view: true

e olm.opgroup.permissions/aggregate-
to-view: <operatorgroup_name>
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ClusterRole %E

<kind>.<group>-<version>-view-crdview Verbs on apiextensions.k8s.io
customresourcedefinitions <crd-name>:

e get
5o NI

e rbac.authorization.k8s.io/aggregate-
to-view: true

e olm.opgroup.permissions/aggregate-
to-view: <operatorgroup_name>

2.6 APIService 5D API V) YV —ZHICER X 7= ClusterRole

ClusterRole %E

<kind>.<group>-<version>-admin <kind> D&

*
[ ]

E5toNIL:

e rbac.authorization.k8s.io/aggregate-
to-admin: true

e olm.opgroup.permissions/aggregate-
to-admin: <operatorgroup_name>

<kind>.<group>-<version>-edit <kind> D&
e create
e update
e patch
o delete
K5t~

e rbac.authorization.k8s.io/aggregate-
to-edit: true

e olm.opgroup.permissions/aggregate-
to-edit: <operatorgroup_name>
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ClusterRole %E

<kind>.<group>-<version>-view <kind> D&
e (get
o list

e watch
K5t~

e rbac.authorization.k8s.io/aggregate-
to-view: true

e olm.opgroup.permissions/aggregate-
to-view: <operatorgroup_name>

emoo—isLva—NUNRLrTavYT

o CSVHA*HNEENZ1DDH¥—4 v b namespace X EF T 5B A, ClusterRole EFIHT %
ClusterRoleBinding & CSV D/X—3X w3V 74 =)L RICEZEINZNN—Iv > a v T EICE
BMINET, EXINLZTRTDY Y —2RITIE olmowner: <csv_name> H & U
olm.owner.namespace: <csv_namespace> 7 N/LAMFS5INE T,

o CSYMN*NEENE1DDH—4 v b namespace #EZE LA\ HFE. olm.owner:
<csv_name> & & U' olm.owner.namespace: <csv_namespace> = ~N)L DfF\L /= Operator
namespace ICH B IR TDO—ILBLIPOA—INSL VT4 VTN —%v b namespace IC1O
E—3XhZxd,

23.7.JE—&Nn3% CSV

OLM &, ZhEN D OperatorGroup D% —4" v b namespace M OperatorGroup DT RTDT VT 1
TJRCSVOIAE—%FERLEYT, IE—IND CSVDOEMNIE, 21— —IIRL T, HED Operator
PMMERIND )Y —REBERTDLIIEREIN/LZY—4 Y b namespace ICDWTRHMTZ I EILH
YEYT, JAE—IN B CSVICIERT—4 ADIEH Copied B’H Y., TNHDY—XACSVDRT—H R
IC—BTBLDICEHFINZT I, olm.targetNamespaces 7/ 7—>a vk, V5 RA4—LTaE—X
N3 CSVMERINDRIICEONET, ¥—4 v N namespace BIRAZEKT &, 7+ MNEDY —
7w N namespace DEBANEEMINE T, IE—INBCSVIFETNLDY —R CSVHAFELRLR
M, FEENH5DY—R CSVHET % OperatorGroup B E—X 17z CSV D namespace & ¥ —
Ty MIBBRELGL RS EHIBRINET,

2.3.8. #M OperatorGroup

OperatorGroup &% ? spec.staticProvidedAPls 7 1 —)L KA' true ICEREI NS & BRI 1T/ £
T, TDFER. OLM (& OperatorGroup @ olm.providedAPIs 7 / 7—> a vV EZEEBLEFHA, O F
Y, INEBFICKETDIENTEET, Ihid. 2—H—5 OperatorGroup =R L T
namespace DY R TY Y —ADHEFEHSHENHBHBET. TAHD) Y —ZADAPI #1275
TOTATRAVIN=D CSV I RWEHICRIEET,

LUF I, something.cool.io/cluster-monitoring: "true" 7/ 75— 3 VD #% % 3 X T D namespace D
Prometheus ') ¥V — X % {Rr#& ¥ % OperatorGroup DI TY,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
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metadata:
name: cluster-monitoring
namespace: cluster-monitoring
annotations:
olm.providedAPIs:
Alertmanager.vi.monitoring.coreos.com,Prometheus.vi.monitoring.coreos.com,PrometheusRule.v1.mo
nitoring.coreos.com,ServiceMonitor.v1.monitoring.coreos.com
spec:
staticProvidedAPIs: true
selector:
matchLabels:
something.cool.io/cluster-monitoring: "true"

2.3.9. OperatorGroup DX EER4
2 DM OperatorGroup I&. TN 5D —4 v b namespace v NDXEHHHNED Y N TIEAR
<. olm.providedAPIls 7 / 7—> 3V TCEHINDITNLDIBEEAPI Y NORERAINEDOE Y b
TIERWEHRIC, REBDOHBIEEAPINHZERBRINFT,
CNICE>TELBIBEEL LT, REFDDH BIETE APl ZFDHEED OperatorGroup (. —&ED
REEDDEH B namespace TRAIL Y V—RICEAL THAEEMRKRICARZAREMELHY £ 7,

Pz

. REIL—IVEFESRT D &, OperatorGroup M namespace IEFICRIRI N2y —4 v b
. namespace D—& & L THAAFNE T,

REDI—I

TOT4TAVN=DCSVHEET BEIEVNDTE, OLMIEY 5 R4 —T, CSV @ OperatorGroup
EEFNLADITRTOBTORETDDHBIEBEAPIDEY MIODWTH/ITYY—LFT, TDI&.
OLM IZZFDEY M EDEY NTHEINEI N EHRLET,

e true TH'Y. CSV DIETE API B* OperatorGroup DY 7Tt v M TH 254!
o BiTeMiLEI,
e true THY. CSV DIETE API H* Operator Group DY 7t v b TlEREW FE:
o OperatorGroup N'&#HTH 255!
B CSVILBTRINTDTTAA AV N =Ty TLET,

m 27 —4% AN K CannotModifyStaticOperatorGroupProvidedAPls D % % KUK RE
ICCSV Z=H%IiTLE T,

o OperatorGroup &8 TG\ 75

m  OperatorGroup @ olm.providedAPIs 7 / 7—> 3 V%, THhBEIKE CSV DIETE AP
DEBICBEH]AET,

o false THY. CSV DIERE API A* OperatorGroupt DY 7t v b TlERRW HE:
o CSVIKBYIBIRTDTIOM AV NV )=V T v TLET,

o 27 —% ZMNIEH InterOperatorGroupOwnerConflict D% % KBUKAEIC CSV ##1TL £
ER

31



OpenShift Container Platform 4.4 Operator

o false THY. CSV DIERE API A OperatorGroup DTty N TH 35S
o OperatorGroup & TH 555
B CSVIKBYIRIRTDTIOM AV N ) =Ty TLET,

m 27 —4% AN H CannotModifyStaticOperatorGroupProvidedAPls M % % KUK RE
ICCSV Z2#%ITLE T,

o OperatorGroup A% TIER\W 355

m  OperatorGroup @ olm.providedAPls 7 / 7—> 3 V%, ThBEKE CSV DIETE AP
BOEERNICBIHRAIZFT,

# =)
OperatorGroup IC& > TH L 2 KRBREIZIFR TIRETY,

LTFD7 Y>3 vk, OperatorGroup AR T 2 NICERITINE T,

o TUOTATAVYN—DCSVDI/EAPIOtEY NI, V7SRV —DLEEINET, JE—IH
7oCSVIFERIND Z EIERLTLIEI L,

o V524 —+tv hid olm.providedAPIs & LEE X 11, olm.providedAPls IZEHND APl AV & &
namalk. ThoDAPIRTIL—=v T3 hET,

. '3"\"(0) namespace CE U APl 1T 2T RTD CSV IFBUVFa—ICAhSbhET, Ch
L&Y, REBDDOHZ7IL—TEDHEAT S CSVICH LT, ZhEDOBEEDHEET 5 CSV
0)"#4Z""Eittiéﬂﬂ%@b\?hb‘kio’Cﬁ*J&‘W’L’CL\%T EENH D ENBRINE
_a—o

2.3.10. OperatorGroup D NS TV a—FT4 VT
AVNR—=2y S

o D OperatorGroup HB—®D namespace IZH %IHFE. €D namespace TEHRINE TN
T®D CSV & TooManyOperatorGroups DIEH TRBUREICTIVEDLY £9, TOEATER
RREICA D CSV &, F1 5D namespace M OperatorGroup BA' 112725 S RBREICTY E
HYFET,

® CSV O InstallMode A*% M namespace T OperatorGroup D% —#4 v b namespace #iR % H
R— b LARWEE, CSV I& UnsupportedOperatorGroup DIEH THRBUREEICEIUE DY £
¥, CDEATKRK LTJﬁﬁE IC#%H % CSV I, OperatorGroup @M% —%4 v b namespace D&
RO R—BNINBHREICEEIND D, F7/2lE CSV D InstallMode ¥ OperatorGroup M
target namespace BIRZHR— M T2 LD ICEBINIHZEICERBREBICTVEDY 7,
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3% OPERATORHUB DWW T

AR TIE. OperatorHub D7 —F 70 F v+ —ICDWTERBAL £ 97,

3.1. OPERATORHUB DO#E

OperatorHub (& OpenShift Container Platform Web > Y — )L CHIETE, 754 —EEEN
Operator Z#&H L. A YA M= T BDICFERTEZA I —T 4 XTY, 1@DY ) v I T,
Operator &7 S A9 —HDY —ZANSTINTE, VSR —LETAVRM=—IIN, YTRIVS4 7
Ih, TV =7 Y TF—Lb Operator Lifecycle Manager (OLM) 2FER L TF 704 X~ MNREE
THREZEIIY—ERXATEEINIREICTZIENTEIET,

PSR —EEEIF, UTOATIY) —IZ7I—T{EI i OperatorSource NN 5EIRT 5 I EATE
i-a_c

AFrdY— B

Red Hat Operator RedHat IC& > TRy —2{bI N, HIWIN 5 Red Hat &, RedHat IC& > TH
R—bINFT,

FR7E Operator RKFMIRY 7 MDD T7RYE—(ISV) DEF, RedHat XISV ED/IR—hF—> v
L&Y, Ry r—JBLVCHFETVWET, ISVICL>THR—FINET,

dIa=74— operator-framework/community-operators GitHub Y RY M) —CEEYT 2TV 7 «
Operator TA—IWKE>2TAYTF—VRAINE, ATV a3V TCRRABICRDY IV T,
EXRYR—KMEIHY FHA.

A R4H L Operator BTV T AY—IEBINY % Operator, 1A% L Operator Z3BH1 L7RWEE, AR
K LHATITY) —IE Web IV —)L®D OperatorHub EIZCKRRIINFEH A,

Pz
OperatorHub AV T YV 60 DT & ICHEIMICEHF INE T,

OperatorHub @ Operator & OLM TEITINBZ LD Iy 5F—IINFE T, IniliE. Operator D
AVAN—BLPEF 2 TREFTICLDERTNTODCRD, RBACIL—Ib, T7OA AV M BLT
AV TF+H—4 X—=IUDNEFEN S ClusterServiceVersion (CSV) EWD YAML 7 7ML EENF T, £
To. HEBEDEEMINYYR— M I N B Kubernetes A=Y a VR EDI—HF—ICRTFIINZEREESEINZE
E

Operator SDK (£, BAF&E D OLM & & U OperatorHub TEHET %7 IZ Operator D/Xy r—I{b g
ZIEETETHODIFERATEEY, BERICLZ TV AN TRAEBRT SV r—>arvdhdin

A. RedHat @ ISV /X— K +—7R—4# JL (connectredhat.com) CIREFEINZBET7T—7 70—%FHL
TINEREFHFADEDIICTLTLEI Y,

EMYY—2
® Operator SDK DFA%FBT 3
® ClusterServiceVersion (CSV) D&

e OLM T® Operator DA YA M—=IVBELV 7Yy T L—KD7—o 70—
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® Red Hat Partner Connect

® Red Hat Marketplace

3.2. OPERATORHUB 7 —* 7 ¥ F v —

OperatorHub Ul AV R—3 > M&, 77 # )L b T OpenShift Container Platform D openshift-
marketplace namespace T Marketplace Operator IC& > TEITINF T,

Marketplace Operator (& OperatorHub & & U OperatorSource AR % 1Y)V — X EF (CRD) ZEIE L
9,

Pz
. —EBD OperatorSource 1&#k I OperatorHub 21— —4A V4 —27 x4 A TRAINE T
" B TNIEME D Operator 2 EX T 21— —IlL > TOAHERFERAINE T,
Pz

OperatorHub (& CatalogSourceConfig Y V —RZ A LR RY X LED, ENbHIE
OpenShift Container Platform T E X HR—hIN X7,

3.2.1. OperatorHub CRD

OperatorHub CRD %A L T, ¥ 5 24 —_LT OperatorHub TIRHEINTWET 7 4L b
OperatorSource MDIRAE% enabled & disabled EITEIWE A B I &N TEE T, T OHEBEIL.
OpenShift Container Platform & v N7 — O A HIR I NAIRIETHRET 2BICKIBE T,

OperatorHub AR % L) VYV —ZADHl

apiVersion: config.openshift.io/v1
kind: OperatorHub
metadata:
name: cluster
spec:
disableAllDefaultSources: true )
sources: [ g
{

name: "community-operators",
disabled: false

}
]

Q disableAllDefaultSources (&. OpenShift Container Platform D4 ~ XA b —JUBFICT 7 # )L N TE&
EINBDTRTDT 7 4J)L bD OperatorSource DEAMAFIHT 524 —/N—F4 KT,

Y —2RZ&IT disabled /35 X —4 —fEAZE LT, 77 4L b® OperatorSource % & 75! (2 &3
IKLEY,

3.2.2. OperatorSource CRD

FTNEFND Operator ICDWT, OperatorSource CRD I Operator /N> RV ERET 27DILFERI N
DHET—HYANTEERT DDIERINZET,
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OperatorSource H R ¥ LY Y —ZDH

apiVersion: operators.coreos.com/v1

kind: OperatorSource

metadata:
name: community-operators
namespace: marketplace

spec:
type: appregistry ﬂ
endpoint: https://quay.io/cnr g
registryNamespace: community-operators 6
displayName: "Community Operators"
publisher: "Red Hat"

T—HARNTHET TV r—>a v L IZRMNY—& LTHEBIT B72DIC, type I& appregistry (Z5%
EINZET,

IRBFR T, Quay I OperatorHub IC& > THEAINZAEBT —I AN T TH 27D, TV KRS
> N & Quay.io appregistry (DT https:/quay.io/cnr ICEREINF T,

Ea—]

JX a1=7 1 — Operator D¥FH. registryNamespace (& community-operator |ZF&8E I N £
E

#4 7> 3> T, displayName %. OperatorHub Ul @ Operator DRI N B ZENICEREL £7,

®0 o ® °

Z4 7> 3> T, publisher %, OperatorHub Ul ICRRI N % Operator /A9 5 A F 7 (& MEREIC
BRELEFY,

35



OpenShift Container Platform 4.4 Operator

43 OPERATOR DYV S R —A~DE

LUTFTlk, 7529 —BEEEXTRIC. Operator D OpenShift Container Platform 7 5 249 —A®d 4
Y A2 b =)L & & TV Operator % namespace ICH TRV 54 7B AEICOVWTEHRMBALET,

4.1. OPERATORHUB H* 5 ® OPERATOR M1 Y X b —Jb

95 249 —EEEIL, OpenShift Container Platform Web 3> Y —JLE/&IE CLI 2R L T
OperatorHub 75 Operator #4 Y A h—J)LTEZ 9, TDE. Operator & 1 D /2 IFEEHD
namespace ICH 7RI SA4 T L, V53R —LTHREENMEATESRLDICTEET,

A4 VR N—JUBFIC, Operator DL T OWEAREEZHIRT 2HELHY XT,

A2VAM=ILE—FK
All namespaces on the cluster (default) %R L T Operator Z 3 X T®D namespace i1 Y X b —
IWE B, TrhiZ FATRERIGEIL) [E5)D namespace %#IR L. BRI 17 namespace D& IC

Operator 24 YA M—JLLZE T, ZDHITIE. Allnamespaces... #:EIR L. Operator 9 RTD
I—H—-sL0T7OV I NTHHAETEICLET.

BHF vy R

Operator 75“?5%5{@7’“17*)1/?%UFH_J ERIGE. YTRIVSATI2F v RIVEERTEEY, &
ZIE (FIATREARIZEIC) stable F vy XIS TTOA4 T 2ITIE, IhE—BHNLRIRLET,

EKRAMZTI—
B&) (Automatic) 7= IEFE) (Manual) DWIThHDEHZBRL I T, 1 VA b= Ihi
Operator ICDWTCEHE#H % BIRT 5158, Operator ODFFR/NN— 3 VAR ARBEICKR D &
Operator Lifecycle Manager (OLM) (Z ADN AR LIC, Operator DETHD A V24 > X% BEIH
TyTITL—RKLET, FHEHFAEREIRT 5354, Operator DFIR/NN—2 3 VAR AEAEEICA S
t OLM IEEH-EREZEKRLEF T, V5 RAY—EBEIL. Operator BNFIR/NN—2 3 VICEH I N
Z2EIICEMEREFETERRTZ2LELIHYFT,
411.Web OV —)L %A L 7= OperatorHub ™ 5D A ~ X b—JL
Z DF|ETIE. Couchbase Operator 4> FJL & L TEA L. OpenShift Container Platform Web 3
VY —I)L%&EEAL T, OperatorHub A5 Operator 24 Y A h—JL L., THIZHTRIS4TLET,
(1} =355
e cluster-admin /X\—3 v > 3V EFEDT7HV >V M %EFEAL T OpenShift Container Platform 2
FZRARI—ICT UV ERATES,
¥

1. Web O~ Y —JL T, Operators = OperatorHub XR— (LB L £ T,

2. 27 0—=)LgBh, F£7/lEF—7— K% Filter by keyword Ry 7 ZICAHL (ZDFEIE
Couchbase). W Z7%: Operator = RDIFT &7,
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BJ41¥—7— KIZ & % Operator D7 1 LY —

Project: openshift-operators « © aAdd v

OperatorHub

Discover Dperators from the Kubernetes community and Red Hat partners, curated by Red Hat. Operators can be Iinstalled on
your clusters to provide optional add-ons and shared services to your developers. Once installed, the capabilities provided by

the Operator appear in the E E | ], providing a self-service experience.

| f i All ltems

1items

Database O

Couchbase Operator

An operator {o create and

manadge 4 Couthbase Clusler

OpenShift Optiona

. Operator ZERL F9, 03I 2 =7 1 — Operator DIFH. RedHat H*Z N 5D Operator % 52
ELTWRAWIEIDVWTDESMHEINIT T, Frzitind r0IC. COEBESZMHRAL TS
72X\, Operator IKDWTDBEBRIRFIINE T,

. Operator ICDWTDERZHRLTHH, Install 20 ) v I LET,
. Create Operator Subscription R—Y TUT%#EITLZE T,
a. LFOWThHIEBRLET,

e All namespaces on the cluster (default)i&. 7 7 # JL b @ openshift-operators
namespace T Operator 24 YA h—JL L. 75 AF—DFXTD namespace % E1]
L. Operator & 2 5®D namespace ICR L CHIAAEEICLE T, DA TP avidE
ICEIRATRET Y,

® A specific namespace on the clusterTl&, Operator #4 Y X h—JL T 245 EDHE—
namespace % ERTEX 9, Operator [FEERDAAEITL. T DE— namespace T
FAINZ LD ICHARTREICARY T,

b. Update Channel &R L £ 9 (B Z:BIRTX 258).

37



OpenShift Container Platform 4.4 Operator

C. BID K D lc. HE) (Automatic) X7tk FB) (Manual) DEERA b 77 Y —ZERKL X
ER

6. Subscribe 7 1) v 7 L. Operator & Z M OpenShift Container Platform 7 5 X4 —®Mi#ER L
7= namespace THIFAAREICL T,

a. FHOERRA NS TIV—%ERL TWBIHEAE. Subscripton D7y 77 L—RKZX7—4% R
&, ZO Install Plan =52 L. &Z 9 % £ TUpgrading DF IR Y XY,

B44.2 Install Plan R— I H 5 DFHE)IC & %R

Project: openshift-operators O Add ~
@ install-bgbms Actions ~
YAML Components

Review Manual Install Plan

Inspect the requirements for the components specitied in this Install plan before approving

Preview Install Plan

Install Plan Overview

® P e O
&.3.
Q-n !

Install Plan R— Y TDEEREIC. Subscription D7 v 74 L — KX F—4 X Up to date
IKBITLET,

b. BEIEARA NS TV —AFRLTWBBAE, 7Yy TIL—RKXTF—9 &, NARLICUp
to date IR B IL9 TY,
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B14.3 Subscription D7 v ¥ L— KX F7—4 X Up to date

Project: openshift-operators ~

@B couchbase-enterprise-certified

7. Subscription D7 v 747 L — KX F—4% X H Up to date ICA > 7214 IC, Operators = Installed
Operators Z#3ZIR L T. Couchbase ClusterServiceVersion (CSV) A&RT=~I N, £D AT7—%
A D RIEMICEEE T % namespace T InstallSucceeded (LR T B 2 & AR L £ T,

pa 3]
All namespaces... 1 ¥ 2 h—JLE— KDIFE, R T—4% R openshift-

. operators namespace T InstallSucceeded (Z73Y £ 9 A, D namespace T
. FIv I 93%BAa. AT—49 X Copied IC72Y T,

L@V ICR 5 RWEE:
a. IBIEMNS TN a—FT4 V75T 5=DICREERSE L T3 Workloads » Pods R —

Y. openshift-operators 7O = ¥ b (F7I& Aspecificnamespace... 1 ¥ X b—JL
E— RMBBIRIN TV B IHFEIEMODESED namespace) D Pod DOV %R L X7,

41.2.CLI =f#f L 7= OperatorHub ™5 D4 >~ X b —)L
OpenShift Container Platform Web 2>V —JLZ AT b Y IC, CLI Z{EF L T OperatorHub H

5 Operator &4 VA M=)V TEXY, oc AV R&EEAL T, Subscriptiond 7Y ¥ MaERE
WEHRLET,

AR

e cluster-admin /X—3X v > a3V &FDT7 AUV b %&FEMA L T OpenShift Container Platform
FZARAI—ICT UV ERATES,

¢ ocAY YV RZO—ANIVYATLICA VA M—ILT B,
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FIR

40

1. OperatorHub ™59 5 X4 —THFATXE % Operator D—EZFxRLZF T,

$ oc get packagemanifests -n openshift-marketplace

NAME CATALOG AGE
3scale-operator Red Hat Operators  91m
amg-online Red Hat Operators  91m
amg-streams Red Hat Operators  91m

couchbase-enterprise-certified  Certified Operators 91m

mariadb Certified Operators 91m
mongodb-enterprise Certified Operators 91m
etcd Community Operators 91m
jaeger Community Operators 91m
kubefed Community Operators 91m

WE 7R Operator @D CatalogSource # X EL 9,

. WET Operator ZHE L T, HR— MIN 3 InstallMode & & UFIBRBERF v RIL AL

i’a—o

I $ oc describe packagemanifests <operator_name> -n openshift-marketplace

. OperatorGroup (&, OperatorGroup & [@ U&RIZEEARD $ T D Operator ICHER RBAC 77

VERAZEKT B9 -7 v MPERMIERAZRRI D OLM )V —RTY,

Operator 1 7 X497 54 79 % namespace IZId, Operator @ InstallMode IC—%d %
OperatorGroup B"AE TR Y £ ¢ ( AlINamespaces Z 7z & SingleNamespace E— KD W g
nH). 1A M—JLF % Operator H* AlINamespaces % {FH ¥ %355, openshift-operators
namespace ICI&i# )% OperatorGroup "¢ CTICEEBEINZ 7,

7272 L. Operator #* SingleNamespace €— K% {#f L. &EtI7% OperatorGroup A7\ 5
B, TNOEERTILEIHYFET,

pa )

ZDFIED Web I Y —JL/X— 3~ Tld, SingleNamespace £— K % EiR
T BBRIC. OperatorGroup & & U Subscription # 7Y =7 N DIER %= HEX TH
EHICRELET,

a. OperatorGroup 4 73 ¥ b YAML 7 7 1 L& {ER L £ ¢ (f5l: operatorgroup.yaml),

OperatorGroup MOl

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: <operatorgroup_name>
namespace: <namespace>
spec:
targetNamespaces:
- <namespace>
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b. OperatorGroup #7737 MR L X T,
I $ oc apply -f operatorgroup.yaml

4. Subscription Z 7Y 9 MDD YAML 7 7 4 )L %A {ER L. namespace % Operator ICH TRV 5
4 7 L& (fl: sub.yaml),

Subscription DOl

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: <operator_name>
namespace: openshift-operators ﬂ
spec:
channel: alpha
name: <operator_name>
source: redhat-operators
sourceNamespace: openshift-marketplace ﬂ

AlINamespaces InstallMode DA IC DWW TIE. openshift-operators namespace % i§7E
LET. ThUADIFEIL. SingleNamespace InstallMode DFERICDWTEEYS 28—
M namespace ZIFEL £,

YT RS54 74 3 Operator DEHI,
Operator %129 % CatalogSource D& Hil,

CatalogSource M namespace, 7 7 #JL kM OperatorHub CatalogSource (&
openshift-marketplace #&H L £ 7,

oOo0d® o

5. Subscription # 7Yz M EER L E T,

I $ oc apply -f sub.yaml
ZDEFRT, OLM I&:EIR L /= Operator Z585 L £, Operator M ClusterServiceVersion

(CSV) 14 —%4"v k namespace ICRRI N, Operator TIHEI N5 AP IZERKRICFI AR BE
ICRY FY,

Bmyyv—=x

® About OperatorGroups
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255%Z OPERATOR LIFECYCLE MANAGER T 7 OF% ¥ —HiR—
h DERTE

7' 0—/\)L 70O % 2 —H OpenShift Container Platform 7 5 24 —TEREI N TW 354, Operator
Lifecycle Manager &9 5 249 —2&D 7OF > —CTEME T % Operator EHEMICKRELE T, L
L. 1 YA M=JLEINT Operator 5/ O0—/N\)L7OF —% EEXTDH, FhIETHAY L CASEH
EEWATDHLDICERETDIEELTEEY,
B EfE R

o VISR —2FEDOTOFT—DRE

e NRAH LPKI DEE (ARY L CAGERE)

5.. OPERATOR D 7Ox Y —{END LEX

PS5 A —2ED egress TOF L —HHREINTWSIHBA, Operator Lifecycle Manager (OLM) % &
FALTEITT S Operator i&,. TTAA XY NTYIZRY—2EKOTOF>—REEMBALET, 75
249 —EBEIZ, Operator DY TRV ) T avaEZRELTINLDTOF Y —REEZLEXT S
EHLTEXY,

BF

Operator I&, BEXNRARZY RO Pod TOTOF Y —REDRELERDRE X NIET
ZRENHYET,

AR

e cluster-admin /X—3X v > a3V &FDT7 ATV b %&FEMA L T OpenShift Container Platform
FZRARI—ICT UV ERATES,

Fa
1. Web O~ —JL T, Operators - OperatorHub RXR— (LB L £ T,

2. Operator #3&R L. Install &0 ) v IV LE T,

3. Create Operator Subscription R —< T, Subscription # 72 2 D YAML #Z&E L TUTF
DRELE#H A 1 DU LEspec /¥ aVICHARAAET,

e HTTP_PROXY

e HTTPS_PROXY

e NO_PROXY
UFIEBICaY £,

TOFS—FREDLEEXDH S SubscriptionA 7/ b

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:

name: etcd-config-test
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namespace: openshift-operators

spec:
config:
env:

- name: HTTP_PROXY
value: test_http
- name: HTTPS_PROXY
value: test_https
- name: NO_PROXY
value: test
channel: clusterwide-alpha
installPlanApproval: Automatic
name: etcd
source: community-operators
sourceNamespace: openshift-marketplace
startingCSV: etcdoperator.v0.9.4-clusterwide

OLM iFZh i

pa )
INSORBEBUICOVWTIE. UEIICREINL I R —2EKFTIEHRY A

TOFS—DREZHIRT D7DICEDEEFERLTETNODEREERRT 2T
EHETEET,

DEFEEHEEME LTRELIT., TNODERBEEHA 1 DUELREINLTL

3BE. TNOHEITARTLEEZINTVREDERRIN, V529 —2FE0DF 7 4L MBI
YT RY 54 T Iz Operator D Deployment ICIXFERAINFH A,

4. Subscribe %7 ') v 7 L. Operator ZZER I /= namespace THIAABEICL X7,

5. Operator M CSV H'BIE 9§ % namespace ICRRIND &, hRY LTOF L —DREZHD
Deployment ICEREINTWS I L AR TIET, L&zl CLIZFERALEY,

$ oc get deployment -n openshift-operators etcd-operator -o yaml | grep -i "PROXY" -A 2

- name: HTTP_PROXY
value: test_http

- name: HTTPS_PROXY
value: test_https

- name: NO_PROXY

value

image:

. test

quay.io/coreos/etcd-

operator@sha256:66a37fd61a06a43969854ee6d3e21088a980b93838e284a6086b13917f96b0

d9c

52. h A% L CA

SEBAZ DR A

9529 —EEBEN ConfigMap 2FHA L THRY L CASIAEA VS XY —IEBINT % &, Cluster

Network Operator (&1

—H—IlEoTTOEY a =V SN BAMAES LUV AT L CAGIRAZE R &

— NV RIIR—=YLET, TDOY—YINT/NY RIL% Operator Lifecycle Manager (OLM) T24T
INTW3 Operator ILIEATZZENTEEY, TN, man-in-the-middle HTTPS 7OF > —A'%H

BGAICIRIBETY,

AR
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e cluster-admin /X—3X v > a3V &FDT7 AUV b %&FEMA L T OpenShift Container Platform
FZARI—ICT IV EBRATESBZE,

e ConfigMap 2L TV X4 —ICEBIMIh/cH RS L CASEAE.

o WEL Operator NOLM IZA Y A h—J)LE N, TIN5,

FIR

1. Operator M Subscription A% % namespace IZZZM ConfigMap Z/ER L. LLTFD S RIL %= #H
AHET,

apiVersion: vi
kind: ConfigMap
metadata:
name: trusted-ca ﬂ
labels:
config.openshift.io/inject-trusted-cabundle: "true"

ﬂ ConfigMap D&,

9 Cluster Network Operator ICFR L TY—Y I NNV RILEBATELIICERLE T,

Z D ConfigMap DEME T < IS, ConfigMap ICIEY —Y I N7/ Y RILDEEBAZ D RAEHEE
EINZET,

2. Operator M Subscription 7 7Y =¥ M % &E# L. trusted-ca ConfigMap 271X ¥ L CA % it
ELTDHPodWOEZEIAVTFH—IZARY)2a—LELTYY Y NT % spec.configzy > 3> %iB
mLE,

kind: Subscription
metadata:
name: my-operator
spec:
package: etcd
channel: alpha
config:
- selector:
matchLabels:
<labels_for_pods> 9
volumes:
- name: trusted-ca
configMap:
name: trusted-ca
items:
- key: ca-bundle.crt ﬂ
path: tls-ca-bundle.pem 6
volumeMounts:
- name: trusted-ca
mountPath: /etc/pki/ca-trust/extracted/pem
readOnly: true

Q config £/ ¥ a3 VARWBAIL, ThEEmLET,
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Operator BFiE T % Pod IC—HT 5 SRILEBELE T,
trusted-ca R ) 2 —LEFRLET,

ca-bundle.crt |& ConfigMap ¥—& L TREIZRY T,
tls-ca-bundle.pem (& ConfigMap /X2 & L TRHAEICAKRY X T,

trusted-ca’RY) 2 —ALT IV NEERLE T,
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B6ZE 5 R4 —H 5D OPERATOR DHIkR
LUTFTIE, Web IV Y —ILELIFCLIOWTIhAZFEALTY T RXY —nH5 Operator ZHIFRT 5%
IKDWTERBAL £ 9,
6.1.WEB IV Y —ILDFEAICL SV T A4 —H 5D OPERATOR DHIR
VSR —EEEEIWeb AV —ILZEFEAL T, FEIRL % namespace oM Y A h—JLE N
Operator ZHIFRTE XY,
([} =355
e cluster-admin /X—3I v > 3V &EDT7HD > M %FRH L T OpenShift Container Platform %
SR —Web A VY —ILIZTIVERATEBZ &,
FIR

1. Operators - Installed Operators R—INH X7 O—I)LE B H. F7I& Filter by name I
F—T7—RZAANLTRBER Operator zBDIFFE T, RIZ. Thao Uy LET,

2. Operator Details *—Y DAHEIT, Actions KOY 74> X =2 —H 5 Uninstall Operator
EERLET,
Uninstall Operator? ¥ 4 7OV Ry J ANKRRIN, ULTFTORBEMEA 5N F T, Operator
ZHIBRLTEZDHRY LYY —RAEZFLEFIERY YV —RIHIBRIhIH A, Operator B4
SARY—IKFZT)r—rarvarraqMLTwadh, £FLEI75R9—4DY Y —R%HREL
TW3iga., Tho@BIERIERTIN. FEATIYV— U7y TI2UEBELHYIXT,
Operator, Operator 7 7OA4 AV bE LV Pod DTV 3V THIBRINE T, CRDB &
U'CR%EZBT Operator ICL > TEEBIND ) YV —RFHIBRINEEA, Web ¥V —JLid,
—ERD Operator DY L 2 R—RELVCFES—>2a v T7ATLEEMILET, Operator
DT VA VA=V BIZINS ZHIBRT 5I121E,. Operator CRD = FEITHIFRT 2 EHNH Y
7,

3. Uninstall #3ZR L £9, T D Operator [$ETEFILLL, BFEZIELRCARY ET,

6.2.CLIOFERICL DI 5 AY—H 5D OPERATOR D&

952 —EEEILCLI ZFHA L T, #BIKL % namespace B 541 ~ X b —JL X N7 Operator % Hilf&
TEEY,

AR

e cluster-admin /X—3I v >3V &EDT7 AV > M %FRH L T OpenShift Container Platform %
FZARAI—ICT UV ERATES,

¢ OCAVXVYVRIED—URFTF—I a3 VICAVAM—ILIRhTWSEZ &,

FIR

. YT RS 4 T XN’ Operator (ffl: jaeger) DIRIT/N— 3 > % currentCSV 7 1 —JL K THE
RLET,

$ oc get subscription jaeger -n openshift-operators -o yaml | grep currentCSV
currentCSV: jaeger-operator.v1.8.2
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2. Operator @ Subscription (f5l: jaeger) ZHIFR L £,

$ oc delete subscription jaeger -n openshift-operators
subscription.operators.coreos.com "jaeger" deleted

3. BRIDOFIET currentCSVEAFERA L. ¥ —% v b namespace M Operator M CSV % Kk L
i-a_c

$ oc delete clusterserviceversion jaeger-operator.v1.8.2 -n openshift-operators
clusterserviceversion.operators.coreos.com "jaeger-operator.v1.8.2" deleted
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F7E A VAN =IIN/=OPERATORISDT7 Y r—3>d
YR

LR Tk, BEIREBEZXRIC. OpenShift Container Platform Web I Y —J)LEFERAL T, 1 VXA b—Jb
INi Operator ST FUr—o 3 VEERT BHERLET,
7.1. OPERATOR %#{FH L7 ETCD 7 5 X ¥ —DERK

ZDF|ETIE. Operator Lifecycle Manager (OLM) TEIE X113 etcd Operator % {# [ L 7235 etcd
VR —DERICDOWTERBAL X T,

AR
® OpenShift Container Platform 4.4 7 2 X5 —~DTF7 7 X

o BWEILL>TIZRAI—ITTTICA VA M—=ILEINTW3 etcd Operator

FIR

. ZDFIE%EITT %728 IC OpenShift Container Platform Web I Y —ILTHR 7O = 7 b
EERLET, ZOHFITIE. my-eted WS OV MEFERALET,

2. Operators = Installed Operators R—J ILREILF T, VTR —BEEZEICLI>TITIRY—
ICA VA M—ILEh, FERAAEEICI L7z Operator 4 ClusterServiceVersion (CSV) D—& & L

TIZIKRRINE T, CSV Ik Operator ICL > TIREINBY I bz 745REEL. BET
BIDICERAINIEY,

Ev b
LFAE#ERLT, CLITZO—EB2BEBTEET,

I $ oc get csv

3. Installed Operators X*—< T, Copied =7 ) v 7 LTH 5. etcd Operator =42 ') v ¥ L TFF
HERS L CBRARERLRT IV aVveRRTLET,
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B47.1 etcd Operator DHIE

etcd :
Actions v

Overview  YAML Events  AllInstances  etcd Cluster  etcd Backup  etcd Restore
PROVIDER Provided APIs

CoreQs, Inc

CREATED AT @etcd Cluster @ etcd Backup

@ Feb 4,3:10 pm Represents the intent to backup an etcd
Represents a cluster of etcd nodes.
LINKS cluster.

Blog

https://coreos.com/etcd 2 @® Create New ® create New

Documentation
hittps://coreos.com/operator

@) etcd Restore
s/etcd/docs/latest/ &

Represents the intent to restore an etcd
etcd Operator Source Code cluster from a backup.
https://github.com/coreos/e
tcd-operator &f @ Create New
MAINTAINERS
Core05, Inc
support@coreos.com DeSCFiptiOn

eted is a distributed key value store that provides a reliable way to store data across a cluster of

machines. It's open-source and available on GitHub. etcd gracefully handles leader elections during

Provided APIs ICRRINTWS K DI, T D Operator (3 DDHFRY V—R 54 T&FIAH
BEICLET, ThillE, eted 7 7 A% — (EtedCluster )V —R) DY A4 THEEFNhFET, Th
5DA 7YY NI, Deployments ¥ 7z (% ReplicaSets 72 & DA A IR FHDRA T 1 7
Kubernetes # 72z V NERMRKICHKBEL T IA. Ihbilidetcd 2B T 2720 DEHFDO
Vv IohNEFEFNET,

4. il eted VAV —%ERRLE T,
a. etcd Cluster API /Ry 2 A G, CreateNew %7 1Jw 2 LZE T,
b. MDOBEETIE. V5AY—DH A X7& EtedCluster 7 7V 9 hDF VL — N & {EE)
TEIRNFUEADEREEMADIEDNTEEXT, TZTlE Create 27 vV LTHEELE
T, INITLY, Operator b H—X N, Pod. H—ER, BLUVFH etcd V5 RX 4 —
DDA VR—RY "DEEIL F T,

5. Resources ¥ 7% 2 1)y~ LT, 7AY ¥ MT Operator IC& > THEBICER I N, ]E
INBEZELD)Y—ZANEFNDIEEERLET,
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B47.2 etcd Operator V) V—2X

etcdoperator.v0.9.2 » EtcdCluster Details

example
(EC

Overview YAML Resources

2 Service 3 | Pod | Select All Filters

NAME T TYPE STATUS

e example Service Creafted
e example-client Service Created
G example-dccdn267hl Pod Running
@ example-g2shmdcz4l Pod Running
@ example-sgmz2hcktcn Pod Running

CREATED

@ 3 minutes ago
@ 3 minutes ago
@ 2 minutes ago
@ 2 minutes ago

@ 3 minutes ago

Actions v

5 ltems

Kubernetes t—EZXHNMER I, AV TV bDM®D Pod NSF—FR—RICTF IV ERATE

IR LET,

6. IEZOY Y hTedit O—ILEFEDITRTOI—HY—E, 77V RY—ERDLDIICEILT
H—EXARTTOY I MITTIERINTWS Operator ICLE > TEBINZ 7 ) r—
AaVDAVRI VR (ZDFITIE eted VTR —) ZERMR L. BEL., HIBRT B ENTE
F9, COMEEZRFOEBMOI—F—%2BWMITI2RENHZIHE. 70V NEEEITL

TOAYY RZFERALTIOAO—ILEZEMNTEET,

I $ oc policy add-role-to-user edit <user> -n <target_project>

INT., etcd VS5 RY—IEPod NEE TR AR2/]2Y, V5RF9—D/)— RBITHBITTRBDOEEIC
WEL, T—FDYNS UV RA%ITVWET, REEELRRELT, BULRT7I/ERE2{FH OISR —EE
HFEREBIMBOT TV F—2 a3 Vv TTTF—IR—AEBREIFERTETSLIICRYET,
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#$8% OPERATOR A5 —% ADERR

258%Z OPERATOR R 57 —4% ADXRR
Operator Lifecycle Manager (OLM) @Y 257 LADIREEAIBRT B 2 & 1d. 1 VA =L i
Operator ICDWTOBEICDWTEBREEZTTW. TN\vJ%fTD) LTEETY, OLM I,
Subscription BL VG ZNICEET 2 A4 07Y —R Y Y —ZADREBELVERTINALT VP a VICEAT
ZHMBZRELET, Ihid. ThETND Operator DIEFHZIBEBETZDICERIEE T,
81L&HDHAT
Subscription IZREEICDWVWTDUTDY A1 THRELE T,

K8IYTRI Y FavoREDy1 T

K& B4

CatalogSourcesUnhealthy RICEAINZ—BOXLEIRTOAYOTY —RRBEETIEHY
Tt A

InstallPlanMissing Subscription @ InstallPlan &% Y £ A,

InstallPlanPending Subscription @ InstallPlan D4 > 2 k —JLHHREBHTT,

InstallPlanFailed Subscription @ InstallPlan A4 L & L 7=,

8.2.CLI A#{#H L7= OPERATOR R 57 —4% A DR~

CLI %#ffM L T Operator A7 —% A AKRRTXET,

FIR

1. oc describe O~ > R%&fEMA L T, Subscripton DYV —X&RELZ,

I $ oc describe sub <subscription_name>

2. O¥ Y RHEJIT Conditions o> avaRDIFEd,

Conditions:
Last Transition Time: 2019-07-29T13:42:57Z
Message: all available catalogsources are healthy
Reason: AllCatalogSourcesHealthy
Status: False
Type: CatalogSourcesUnhealthy
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9% OPERATOR DA VA MN—=IELUV Ty T L —RIZDWT
DR > —DERR

Operator ORFTICIIRBIEWERDDEICIRZE[EEMEDAH Y . BRERMERIIN—2 3 VETERSDIGE
Y 9, Operator Lifecycle Manager (OLM) &, cluster-admin #f[R RT3 hFd., 774/ K
T. Operator DYERZE I ClusterServiceVersion (CSV) TERED/A—Iv > a vty MEBETE,
OLM I Z % Operator ICIT5 L E T,

9529 —EEBEIL, Operator Y S RY—RAA—TDHEREERITTEYT., 1—H—HOLM EFERHL
THERZIZAAL— R TERVWEIDIICTELIIONREZNZIMVEIHYET, INZFHIRT2HEEL
T. V5 R9—EEEIL Operator 57 T AY —ICEBMINZRICEET 2RENHY ET, £k, 7
SR —EEBEICIF, Y—ERT7 ATV MaERA LK Operator DA YA M—ILEWE Ty T L—K
BRICEFRISI NS 772 avzHRIL, FIRT 27DDREY —ILHRHINET,

OperatorGroup %, ZODERD Y MARFEINAY—ERT7TAHD Y by MCEAERMITZZEICE
Y, VSR8 —EEEII Operator ICRY P —%REL T, TRHDNRBAC I —ILZEA L TERIITR
EINBERATOHENET 2L DICTEEY, Operator l&. ZNSHDIL—)LIT & > TEHRMIZEFA
INTUVWARWIERFWTIhERITTEEEA,

P52 —BEBEEUADI—HY—ILL B IDEEFEED, RI—THHIRI N7 Operator DA ¥ R
F—ILIZ& 2T, &UEBLDIA—HF—DI 5IZ% < D Operator Framework Y —J)L =T X,
Operator IC&ZT7 TN r—2a>vDEIRDI I ARY TV ANBEINZE T,

9.1. OPERATOR A4 Y A h—JLIR) ¥ —IZDWT

OLM % FHT 2 &, 75 RAY—EEEIL OperatorGroup ICBEET 1T SN2 d RTD Operator B 7 7
A4 3N, Y—ERT7AHTY MIFEINZERICEODVTTIOM TN, BTIN3 LD
OperatorGroup DY —ERXT7HDU Y M EIEETEE T,

APIService £ & ' CustomResourceDefinition ') ¥ — X &, cluster-admin O—J/L%{EH L T OLM
ICE > THEICEMINE Y, OperatorGroup ICEEMIFONcF—ERT AT Y MIE, oD
Y—RA%EERT B7-ODEREFESETETEHA,

BELEY—ERTHIY MDAV RAMN=IVELIET Y 77 L — RKIN 3 Operator ICDWTDEL]AR
N=3y2avaFrawgs, BRIV TFFAMEBRIEATRDO) Y —RADRT—4 RIEMS
nNEJF, ThiCLY, BEEIEBEONS TV 1—FT 1 VIBLUVUBRIBZICARYET,

Z @ OperatorGroup ICEAEST 17 515 Operator &, BEINLY—ERT7AT Y MIFE5INE/—
Ty I vVILHRINE T, Operator M —ERT7HD Y NOEHEADIA—I v > 3V AEERT D5
B AVAMIRBBEYRIS—2HLTRERLIT,

QNLAVAN—ITF)F

Operator 2 S A9 —TA VA M=IVFELIITYTIL—RKTEZHNEIDERET BEIC. OLM I
LT+ )58 LET,

o U SRH—EBEFIIHFIH®D OperatorGroup ZE L. Y —EXT AUV M EEELET, 2D
OperatorGroup ICBEET 17 5N 25T RTD Operator M —ER 7 AT ¥ M5 I ZHER
IKEDWTA VYA M—ILTh, ETINFET,

o JSRH—EEEIIFIRD OperatorGroup K L. Y —ERXRT7HU Y M EIBELEFHA.

OpenShift Container Platform (& A E#MZ#FLE T, TDRHD. T7 2L NEHEIXED
FFEHKY. Operator DA VA M—=ILB LV Ty FIL—REFTINZE T,
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%95 OPERATORDA YA M—IBLUVT7 Y T L — RIZDWTDORY > —DYERK

o H—ERT7HU Y NI ELRVWEEED OperatorGroup DIFE. T 7 )L N DENMEILHEY .
Operator DA YA M—=ILB LTy 7L —RIEFFITINZET,

o VSN —EEEI|IEEEF®D OperatorGroup #F#H L. Y—EXT7HV Y b EERELET,
OLM IC& Y, BEfF®D Operator (FIREDHERTHEHE L TRITINF T, TD& D BHF
Operator 8’7 v 77 L — KX NBHE, ThIZEA VA M—=ILI N, #HIE Operator DL S IC
H—ERT7HTY MIUGEINBERICEDVWTRITINET,

® OperatorGroup THEINZ Y —ERT7AHTU Y ML, RN—=I v avoOBIMFIHIRICE -
TEEINED, FEEBEFOY—EXR7AV Y MEIFLWH—EX7AD Y MITIYEDY
9., BEED Operator B’ 7 v 77 L—RKINBHBE. ChIEEI VA M—ILIh, FiiR
Operator DL D ICEH INLY—ERT7 AT Y MIAESEINBERICEDVWTERITINET,
o VSRH—EBEIX, Y—ERT ATV % OperatorGroup MHHIRLET, 77 )L bDE)
EIZF% Y. Operator DA VA M—=ILB LV Ty FI L —RIEFFTINF T,
Q12 A VA M—=IVD7—Y 70—

OperatorGroup B’ —E X7 AU > MIEEMIF SN, Operator B YA M—ILELIEZ Ty 7T L —
RXhzd&, OLMBUTOT7—2 70—%2@FHLEY,

1. §E I N7z Subscription 7 7Y x4 MEOLMICL > TRIRI W E T,

2. OLM (& Z @ Subscription ICEAE Y % OperatorGroup Z7 v FL Y,

3. OLM (& OperatorGroup ICH—ERXRT7H VY AP EEINTVWSRZ & 2HIBILE T,

4 OLMRY—ERT7AHDY MIRA—THREINLIZA TV MaFR L, RO—-THKEIh
547 baERLTOperator 54 VA M—JLLEF, ZhilLY, Operator TERX
N3/ —3 v 3 VIEEIC OperatorGroup DEDHY—ERXT AU Y hD/IR—X v 3 VITHIIR
INdEDICRYET,

5. OLM I CSV THREIN/IN—Iv 2 avtey NaFRLTHRY—ERXT7H TV M EERK
L. N % Operator ICEIY HTEY, Operator (FEIVHTONY—ERT AV Y NTELT
IhExFd,

9.2. OPERATOR A Y X h—J)LD R I—TEE

Operator ® OLM TDA YA M—=)LB LV T Y 7L —RIZDVWTORI—THREI—ILERHET B I
&, H—EZXF7 ATV k% OperatorGroup ICBETIF £ T,

ZDHEITIE, VS5 R —BEEEIE—ED Operator Z35E I N7z namespace ICHIRTE XY,

¥R
1. IR D namespace Z/ER L £7 .

$ cat <<EOF | oc create -f -
apiVersion: v1
kind: Namespace
metadata:

name: scoped
EOF
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2. Operator %R Z2NEBEDHZ/NN—I v avEIYLTET, chilid, FIRY—ERTH
DUk BETZO-IL. BLCO—INRNAI YTV TDERDBEICRY £,

$ cat <<EOF | oc create -f -
apiVersion: v1
kind: ServiceAccount
metadata:
name: scoped
namespace: scoped
EOF

LTFOBITIE, BT B72HIc. Y—EXT7ADU Y MIFL, IEINS namespace TITANR
TDIEEETTEBZN—Ivrarvafd5LET, ERERIETIE. L YNREDHAL/—
Ivvaviey NEERT 2RENHY FT,

$ cat <<EOF | oc create -f -
apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:
name: scoped
namespace: scoped
rules:
- apiGroups: ["™"]
resources: ["*"]
verbs: ["™*"]
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:
name: scoped-bindings
namespace: scoped
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: scoped
subjects:
- kind: ServiceAccount
name: scoped
namespace: scoped
EOF

3. #EE I N7 namespace IC OperatorGroup Z/E L £9, I D OperatorGroup IFHEEI N7z
namespace 24 —4'w MIL., ZOTF V=D NICHIBRIND LIICLET., ISIT,
OperatorGroup &1 —H =AY —EXT7HV Y M EEETEDLIICLET., BRIDFIETHE
B L 7= ServiceAccount Z#18E L £ 9,

$ cat <<EOF | oc create -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:

name: scoped

namespace: scoped
spec:

serviceAccountName: scoped
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targetNamespaces:
- scoped
EOF

IEE I N7 namespace 14 ~ R b—JL XN B Operator I& Z D OperatorGroup ICEAE(T T 5
N, BEINZHY—ERT7AVY MIBEEMITONET,

4. §7E I N7z namespace T Subscription Z R L. Operator =4 X h—JLL £ 7,

$ cat <<EOF | oc create -f -
apiVersion: operators.coreos.com/vialphart
kind: Subscription
metadata:
name: etcd
namespace: scoped
spec:
channel: singlenamespace-alpha
name: etcd
source: <catalog_source_name> ﬂ
sourceNamespace: <catalog_source_namespace> 9
EOF

ﬂ BEINK namespace IC#% % CatalogSource, F721d 7' 0—/3)L A4 0% namespace IC
HEEDEERELF T,

9 CatalogSource B*ER X fv 7= CatalogSourceNamespace #38E L £,

Z @ OperatorGroup ICEAEST 17 515 Operator &, EEINLY—ERTHD Y MIFE5X
N3NR—3IvoavVIlHIRINEY, Operator " —ERT7 AV Y NDEEHAD/IR—I v 3
VEBERTBGE. A VAN LIEREITBII—ZHLTERRLET,

921 MEDHMANNN—I v 3y

OLM I& OperatorGroup THEEINLHY—ERT7HD Y MEFERL T, 41 VX h—JLE N 3 Operator
ICBEET ZUTOY Y —REERFLIEEHFLET,

® ClusterServiceVersion

® Subscription

® Secret

® ServiceAccount

® Service

® ClusterRole & & U ClusterRoleBinding
® Role & £ U RoleBinding

Operator Z3EE I N7z namespace ICHIRT 5728, VSR Y —BEBEFFIUTONR—Iv o avazt—
TAIDY MG LTEETEET,
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pa 3

UTFOO—ILIE—RB7RYy > FILTHY ., RED Operator ICEDWTEMDIL—IL DN
ZICRDAREMENDHY T,

kind: Role
rules:
- apiGroups: ["operators.coreos.com”]
resources: ["subscriptions"”, "clusterserviceversions"]
verbs: ["get", "create”, "update”, "patch"]
- apiGroups: [""]
resources: ["services", "serviceaccounts"]
verbs: ["get", "create”, "update”, "patch"]
- apiGroups: ["rbac.authorization.k8s.i0"]
resources: ["roles", "rolebindings"]
verbs: ["get", "create", "update”, "patch"]
- apiGroups: ["apps"] ﬂ
resources: ["deployments"]
verbs: ["list", "watch", "get", "create", "update", "patch", "delete"]
- apiGroups: [""]
resources: ["pods"]
verbs: ["list", "watch", "get", "create", "update", "patch", "delete"]

w'_ Z T, Deployment B&L U Pod REDHD Y Y —R AT B7cdD/X—3 v 3 v %&EBINL
i-a_c

I 51T, Operator N FIV>—o Ly NEIEET 2HBE. UTDNRA—I v avEBMT 2HELNHY
i_a_c

kind: ClusterRole ﬂ

rules:

- apiGroups: [""]
resources: ["secrets"]
verbs: ["get"]

kind: Role
rules:
- apiGroups: [""]
resources: ["secrets"]
verbs: ['create”, "update”, "patch"]

ﬂ =2 L v M%& OLM namespace NSBRGT 27-DICHETT,

903. N—3vwyavVICEATBIEKMONSZ TV a—FTa VT

R—I v arhRWzHIl Operator DM Y A M—ILHKK T 2HE1E. UTOFIEAFERALTT
S—ERELEY,

FIR
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1. Subscription # 7Yz NaMHERLET, TDRT—4 RITIE, Operator DIHER
ClusterRole, ClusterRoleBinding. Role. & & U RoleBinding DERX % 517 L 7= InstallPlan 7
Tz MNeRAVNT2F TP SR installPlanRef B’H Y £,

apiVersion: operators.coreos.com/v1
kind: Subscription
metadata:
name: etcd
namespace: scoped
status:
installPlanRef:
apiVersion: operators.coreos.com/v1
kind: InstallPlan
name: install-4plp8
namespace: scoped
resourceVersion: "117359"
uid: 2c1df80e-afea-11e9-bce3-5254009¢c9¢c23

2. InstallPlan 7 7Y 2 RODAT—H9 A TIS—DEEHELET,

apiVersion: operators.coreos.com/v1
kind: InstallPlan
status:
conditions:
- lastTransitionTime: "2019-07-26T21:13:10Z"
lastUpdateTime: "2019-07-26T21:13:10Z"
message: 'error creating clusterrole etcdoperator.v0.9.4-clusterwide-dsfx4:
clusterroles.rbac.authorization.k8s.io
is forbidden: User "system:serviceaccount:scoped:scoped" cannot create resource
"clusterroles" in API group "rbac.authorization.k8s.io" at the cluster scope'
reason: InstallComponentFailed
status: "False"
type: Installed
phase: Failed

Io—AvtE—YlF, UFERLTWET,

o YY—RDAPI JIL—T%HEL, FRICKBLEZY Y —RDY4 7, ZDHFE. Zhik
rbac.authorization.k8s.io 7' /). — 7 ® clusterroles T3,

o U\/_Zo)%ﬁﬁo

e TS5—MH¥A 7 isforbidden I&. 1 —H—ICREEETTE/ODT+HHRN—I v 3
KW &EAERLETD,

o Y —RDERFLIEEFHAERA-1I—H—DHKF, ZDHAE. I 1id OperatorGroup T
BEINLY—ERT7AT Y MNESRLET,

o RIEDEMD cluster scope HE D H,

A—H—E, FRLTWBNR—=—Iv o arvat—ERT7AT Y MEMLTHL, YR
TIENTEET,
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RE. OLM BHRADHATTIZ—DFMO—EZRHLIEADN, SED
) —RATEMINDHREI’HY XY,

58



F10=E Xy b7 — U HHIR X N /-1RE CD OPERATOR LIFECYCLE MANAGER D {&fl

F10Z v N7 — D HIR I N /-ERIETD OPERATOR
LIFECYCLE MANAGER D {#F

OpenShift Container Platform 2'r v h 7 — I A HIRI NZIRIR GEEIR I A9 —& LTHEHMLN D)
IC4 VA R=ILEINTWBIHA. Operator Lifecycle Manager (OLM) Tl&, 77 #J)L kD
OperatorHub YV —RXATIZELBA V¥ —Ry NMEGAVETH D7D, T 7 #J)L hD OperatorHub
V—REFATERLRYET, VFRI—BEZERIINSDT 74NNV —RAZEMCLT, O—A
WIEZ5—%ERL. OLM A O—HIY —ZM5 Operator &4 VA =)L L, BETELIICTEE
E

BF

OLM [FB—7AIY —ZD 5 Operator ZFETEX LT A, $EE I 1L/ Operator B R v
N7 —OWHIRINAZRIETERICETINSHE D HME Operator BRICIKTFL XY,
BARiE. Operator DERTY,

o FAETIZAA—Y, F/ld Operator BTN S DEEERITT DLDICHEER
ZAREMDH BMD I T F—41 X —T % ClusterServiceVersion (CSV) & 7
219 MD relatedimages /X5 A —49 —TC—ERRLZE T,

o BEINLEITRTDA A=V %, §UTIRBRKIAY AN (SHA) TERLZF
ER

JEEHRE— N TDERITEHYR— b T % Red Hat Operator OD—ZEIZDWTIX, LT D Red
Hat 7L v IN—RDEFZSRL TIEI L,

https://access.redhat.com/articles/4740011

Bmyyv—=x

o Xy NT—UMHIRRINAERIEIZDWTD Operator DAL

10.1. OPERATOR A4 O 74 A —IZDWT

Operator Lifecycle Manager (OLM) (&5 IC Operator 1% O 7 D &#H/A— 3 >~ H 5 Operator % 1
A M=JL L 9, OpenShift Container Platform 4.3 MB§= T, Red Hat 2129 % Operator
I&. quay.io 55 Quay App Registry 1% O RBETERHINE T,

#<10.1Red Hat #*124t 9 % App Registry A9 0O Y
hyng B

redhat-operators RedHat IC& > TRy —IbIh, HBEIN 3 Red Hat HED/XT 1) v
JHh¥07Y, RedHatICL > THR—bMINZET,

certified-operators RKFEBIRY IR TRYY—(ISV) DEGZD/IRTY) vy o A¥OY, Red
Hat 1 ISV &EDNR— b F =2y FIZE Y, Ry by—IbBELUHFETVE
T, ISVICE>THR—bINFT,

community-operators operator-framework/community-operators GitHub Y /R b 1) — CEAE S
BPIVTATA—IE2TAYTF—VRAEIND, £ T2 3V THRRARE
I3V 780z T7ONRTY vy ohs07, ERABYR—NEIHY FH
Ao
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hvnayg B

HYOTDEHFINSD &, Operator DRF/N—Ta VHAEBEIN, THLUBION— 3 VA HIBRFE 2
BEEINDARMI DY TT, TOEICKY., BIRARLGA VA M-IV ZHITFT 2 I EMR7ICH
LLRZAEEELHY FT, IBHICOLM ARy b7 —0 HHIR I N /<ERED OpenShift Container
Platform 7 S X4 —TERITINBIHFE. quayio hSAYOJTILEEZET7 VAT EIEETEEHA,

oc adm catalog build I~ > FZFEAL T, 75 X9 —EEEIL Operator h¥ O T4 A—I % {ERT
XFE 9, LUTFIL Operator A9 O 4 A —Y DEREATY,

® AppRegistry ¥4 A4 07 DAVTF VY DEEDERDI I AR—K,

® AppRegistry ¥ OV AV TF—AX—=I94Th5yOTICERLIER,

o (Za—HFTIWRT—T14T7U K,
Operator AY AT A4 A=V %ERT 2 A%, AIROMELZSISRIITICIOAVT VY AHEAT
XBBELRAETT,
10.2.OPERATOR A% O 74 X—Y DEI R
95 A4 —EEHIE. Operator Lifecycle Manager (OLM) IC& > TERIN % H R4 L Operator 1%
OJAAXA—=Y%EIRL., Dockerv2-2 ZHR—NT2AVTF—AAXA—ILIZARN)—IZFDA A —
VETYy aATEET, XY RNT—IUMFIRINABREBEDISZAY—DIFE. TOLIY AR —ITIE,
XY RT—=OHWERINZA VA M=V TERINEZIST—LIRN)—RE, IFRF—ICxY b
D=V TF I EADHBLIAN)—%EFRATEET,
HE
OpenShift Container Platform 7 2 24 —OREBL VA M) —F5 =Ty ALY A MY —

ELTHEATEFEREA, CThid. S5V VI TOCRATREELRZY JTEFEDLRWV
Ty amHYR—PMLAWEDTY,

UTOHITIE, BEVORY NT—0&A V5 —Ry NOBEABICTIEATESZIZ—LIYRAN)—%
FRTZIEZAIRELTVWET,

=S5
o Xy NT—UT I EANEHIBD Linux 7—7 27— a vl
® oc version 4.3.5+
® podman version 1.4.4+

® Dockerv2-2 Y R—K T BIS—LIRAN)—~"DT7IVER
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o FTAR—KLIYRMNY—EFHLTWHE, BEOFIETHERT 5751 REG_CREDS
BIBEEHAEL VAN —SBEEHERD 7 7 A W/RRICRELE T, 72& 21X podman CLI D4
. LFDELDICRY FT,

I $ REG_CREDS=${XDG_RUNTIME_DIR}/containers/auth.json

® quayio 7ADY NBT7VERTESTS4X— N namespace 2 L TW3IHA. Quay iR
DIE I\ 9 /%DXZE.TéM\gb\y) U ij—o quay.lo le\D.I-.El iﬁ%ﬁﬁﬁ lJT O 7 ’f > API ‘!\-ﬁ L—Cg*
HITH 2 &IC& Y, --auth-token 7 5V CEATX % AUTH TOKENRRIZEZEHZHZELE T,

$ AUTH_TOKEN=$(curl -sH "Content-Type: application/json" \
-XPOST https://quay.io/cnr/api/v1/users/login -d '
{
"user": {
"username":
"password": ""<quay_password>

}
}'1iq -r ".token")

<quay_username>

FIR

L. RYNTD—=O T VAN EHBRDOT—VAFT—>a VT Y=Yy NIS—LIYRAN)—%(F
FH L/TDIL\DIE% \/\i-a—o

I $ podman login <registry _host_name>

Fo. EILRBIIR—RA A=Y % TILTE B LT, registry.redhat.io TEREEL £ 9
I $ podman login registry.redhat.io

2. quay.io i 5 redhat-operators A9 O ZR—CAZOATA A —=J%EIRL, TDA A—
IV TEMIF, ST—LIYVRAN) =Ty alLET,

$ oc adm catalog build \
--appregistry-org redhat-operators \ﬂ
--from=regqistry.redhat.io/openshift4/ose-operator-registry:v4.4 \g
--filter-by-os="linux/amd64" \6
--to=<registry_host_name>:<port>/olm/redhat-operators:vi \ﬂ
[-a ${REG_CREDS}] \@
[--insecure] \
[--auth-token "${AUTH_TOKEN}'] @)

INFO[0013] loading Bundles
dir=/var/folders/st/9cskxqs53lI13wdn434vw4cd80000gn/T/300666084/manifests-829192605

Pushed sha256:f73d42950021f9240389f99ddc5b0c7f1b533c054ba344654ff1edaf6bf827e3
to example_registry:5000/0lm/redhat-operators:v1

App Registry 1 Y 248 ¥ 2D 6D FIVICER T % ##k (namespace).

®9

% —7%" v b OpenShift Container Platform 7 S A9 —DA T v == 3 v BLUTA
FT—NR=IaVIl—HT 397 %FEHL T, -from % ose-operator-registry X— X 1
X_Dtcaﬁﬂibij—o
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9 -filter-by-os %=, % —4% v b ® OpenShift Container Platform ¥ 2 24 —& —H 9 2 HE
DHB. R—ZAAA=TVIFRTZARNL T A VIVRTLABLUVT—FTIFv—IC

HAOTAA=VICERIEMT. VIREDY THEEBMLET,
T avhEBELRGEIF. LYAN)—FREIER7 7M1 IIVOGBAAEIEELE T,

FTFav 4=y RLIZAMN)—DEFEERELRBRWVGEIL, --insecure 75 7 %38
mLEd,

SO 9006

T av: ARAIh TRV 7 ) =23V LY AN —A4 O RMERINT
L\éiﬁ (= Quay:ubuIEl\ 7/7&* L/i-a_o

BYRTZT A M RedHat DA FAOTICER> TEAINSAEMDHY TT, INHER
ICELEHBICIE, UTOLIRBRIS—NRFIINSHREMENHY FT,

INFO[0014] directory
dir=/var/folders/st/9cskxqs53113wdn434vw4cd80000gn/T/300666084/manifests-829192605
file=4.2 load=package

W1114 19:42:37.876180 34665 builder.go:141] error building database: error loading
package into db: fuse-camel-k-operator.v7.5.0 specifies replacement that couldn't be found
Uploading ... 244.9kB/s

BE, INLDIZ—REHPMATS—TIER<, &ET S Operator /Ny F—IILA VXA b—
ILE B FED Operator P ZDIREFFZAZTENAWVIGE., ThOEEBRILIENTEET,

Bmyyv—=x
o EFTEZRYNTI—IUDHIRINAERETOS VAMN—ILEDIS—LIANY)—DFEK

10.3. 2 v N7 — A HIRR I N-BIEMA T D OPERATORHUB D% E
PSR —EEHEIF. ANRHY L Operator h¥ AT A A= %FERHL. OLM & LU OperatorHub %
XYy MND—=OBFRINZBETCO—ANLIAVYT VY AEFERTEZLDICEETEET, ZOFTIE. LA

BIICEIRIh, HR—FINTWBLIYRMNY—IZT Y > aENn/cH R ¥ L redhat-operators 714
AJA A=Y %FRALET,

=S5
o Xy NIT—U T EADEFIRD Linux 7—2 25— 3>l
o HR—PFINTWBLYRAMN)—IZTY > 2ENBHRHY L Operator AFATA A=Y
® oc version 4.3.5+
® podman version 1.4.4+
® Dockerv2-2 ZHR—hrFBI5—LIYRN)—~ADTIER
o TIAR—KLIZN)—EFALTVRHE. BEOFIRTHEAT 578 IC REG_CREDS

BIBEEHAEL VAN —SBEEHERD 7 7 A W/RRICKRELE T, 72& 21X podman CLI D4
. LWFOLSICRY FT,
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I $ REG_CREDS=${XDG_RUNTIME_DIR}/containers/auth.json

1. disableAllDefaultSources: true Z{£#&ICEHN L TF 7 #JL b @D OperatorSource % I L %
ER

$ oc patch OperatorHub cluster --type json \
-p '[{"op": "add", "path": "/spec/disableAllDefaultSources", "value": true}]'
ZhiZ &Y, OpenShift Container Platform M4 Y A N—JUBFICT 7 # )L N TREREINZ T
7 # )L b @D OperatorSource HAEMICARY £7,

2. oc adm catalog mirror I <> Ri&, 1A% L Operator A¥ OATA A= DAV T VY T
L. S5 VVJICREBERIY=ZJIAMNEZEHRLET.,. UTFTOVWThHEBERTEET,

o OV YVRDTIAIKENMET, YZ 7T RAPMDERBICTRTDAA—VAVT VYA
S—LIYAN)—=ICBFNICI ST TEDELOICLET, TR,

e --manifests-only 757 %EMLT. S5V VJICHEBERY_TIAMNDAZERL X
T, ZHICEY, A A=TJaAVFUIYRLIRAN)—ICEBNICIS—) VY IINBR
TlEHYFEA, ThiF, TV VITIRBTEHRATHIOICEIGET, F/2, AV
FUYDHTEY NOADPBERIGEIC, Sy EVITO—BILERAMA DI ENTEE
¥, RIS, DT 74 L% ocimage mirror XY RTHERAL., BDRT Y T TS X =T
DEEFHD—EAEIS—YVITEET,

XY NT—=O T VAN EHRERDODT—IVAT—>a v T UTFDaOYY REEITLET,

$ oc adm catalog mirror \
<registry_host_name>:<port>/olm/redhat-operators:v1 \ﬂ
<registry_host_name>:<port> \
[-a ${REG_CREDS}] \@
[--insecure] \6
[--filter-by-os="<0s>/<arch>"] \ﬂ
[--manifests-only]

Operator A% A7 A A=Y ZHBELET,
A7 av ERBEIF. LYRAN) BB R7 71 IIVOBFAEIRELE T,

FTFav 4=y RLIYZAMN)—DEFEERELRLRWVGEIL --insecure 75 7 %58
mLEd,

o 009

FFav: AYOTIEERO T —FT IV F v —BLVOFARL—FT 1 VIV RTLEY
R=—PNITBA A=V ESRBRIZUBEEIH DD, T—FTI9F v —BLARL—T 1
VIOVRTLTIANI—LT. —BETBAA—VDHEIZT—)V VI TEHLIICTER
¥, FHTE %X, linux/amd64. linux/ppc6dle. & & U linux/s390x T3,

@9 FToaV IS YV TIIUERTZTITIANDAEER L., EEICIEFA A=YV T
VYELIZARNY—ICIS—) T LERA,

H A B
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using database path mapping: /:Amp/190214037
wrote database to /tmp/190214037
using database at: /tmp/190214037/bundles.db ﬂ

@ 7V FTERINZ—BHAT—9R—2,

a< Y RDETEIC. <image_name>-manifests/ 71 L 7 M) —HIREDT 1 LY MY —IC
BRI N, UTFOT7 7M1 ILDBERINEFT,

e Zhil&klY, imageContentSourcePolicy.yaml 7 7 1 JLI& ImageContentSourcePolicy 7
Tz RNEEELET, TDATIVV NI, ZDATI Y ME /— K% Operator
RNZT7IARNBELUVIZ—N UV ITINELY AN —ILREINE A A—VSRETER
TEBLDICERELET,

o mapping.ixt 7 7 1 JLICIE, TRTDY—RA A=IBEFN, ThIEZTNLDA A=
HEY—TY RLYZARN)—HDOEZIIRY TT2H0%ERLET, TD7T 74 JIE ocimage
mirror A< REFBRMELHY, IS—YVIRELEIDICHRITA AT BLOICER
TEEY,

3. BRIDOFIET --manifests-only 7 5 V2 FHAL T, ATy YOH Ty hOAHEIZT—) ¥
79 5GEIF. UWTFEERITLET,

a. mappingixt 7 7 1 ILDA XA —JD—E%=HLKICEBLE T, IV IT2M A=
O Ty NOERIEN—=T 3 YHRERIZEIE. LTOFIETRALE T,

i. oc adm catalog mirror 1< > R TERINZ—BFFIART—4H R—Z (I L T sqlite3
Y—ILERTL, —BHARRITY —IL— BT 24 A—TJD—EZMFLET, HA
(&, 12IC mappingixt 7 7 M L ZiRET 2 A EZEMT 2DICHZILEE T,
=& Z £, clusterlogging.4.3 DX FHD L DA A=V D—EEZREFT 21T, LT
ERITLET,

$ echo "select * from related_image \
where operatorbundle_name like 'clusterlogging.4.3%";" \
| sqlite3 -line /tmp/190214037/bundles.db €))
oc adm catalog mirror A< > ROBERIOENEZSRL, T—9IX—XT 71
DNRNRA=ERBDITET,

H A B

image = registry.redhat.io/openshift4/ose-logging-
kibana5@sha256:aa4a8b2a00836d0e28aa6497ad90a3c116f135f382d8211e3c55f34f
b36dfe61

operatorbundle_name = clusterlogging.4.3.33-202008111029.p0

image = registry.redhat.io/openshift4/ose-oauth-
proxy@sha256:6b4db07f6e6c962fc96473d86c44532c93b146bbefe311d0c348117bf75
9c506

operatorbundle_name = clusterlogging.4.3.33-202008111029.p0
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i. BRIDFIETEE LHERA2FERL T mappingtxt 7 71 )L EREL, IS 5—) V7
TEIMEDHZAA—COY Ty hOHEBMLET,
&z & BIRDH ABID image fE% L T. mapping.txt 7 7 1 JLIZLLTFDO—
TR BEHETHIEEERTEET,

mapping.txt D—H YT 24 X —I<TvEV Y,

registry.redhat.io/openshift4/ose-logging-
kibana5@sha256:aa4a8b2a00836d0e28aa6497ad90a3c116f135f382d8211e3c55f34f
b36dfe61=<registry_host_name>:<port>/openshift4-ose-logging-kibana5:a767c8f0
registry.redhat.io/openshift4/ose-oauth-
proxy@sha256:6b4db07f6e6c962fc96473d86c44532c93b146bbefe311d0c348117bf75
9c506=<registry_host_name>:<port>/openshift4-ose-oauth-proxy:3754ea2b

ZDBITIE, INLDA A= DHZEIZ—") V7T BHFEIC. mapping.ixt 7 7 1 )L
DBDINTDOTY M) —ZHIFRL, LD 21TOH%HELE T,

b. X2y NT—0T7 V0 EANEFIRDOT—9 XA 7—2 3> ET, ZE L7 mapping.txt 7 7 1
WAL, ocimage mirror v Y RZRALTAX—YZL YRR —IZZI5—) Y
JLET,

$ oc image mirror \
[-a ${REG_CREDS}] \
-f ./redhat-operators-manifests/mapping.txt

4. ImageContentSourcePolicy ##MA L £ 7,

I $ oc apply -f ./redhat-operators-manifests/imageContentSourcePolicy.yaml

5 A¥OTA A=Y %BRT S CatalogSource # 7V 7 M EERLEF T,
a. THFELUTOLIICEEL, Ih% catalogsource.yaml 7 7 1 JLE LTHRELET,

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:
name: my-operator-catalog
namespace: openshift-marketplace
spec:
sourceType: grpc
image: <registry_host_namex>:<port>/olm/redhat-operators:v1 ﬂ
displayName: My Operator Catalog
publisher: grpc

Q Operator A9 A7 A X —J%IEELE T,

b. ZTD7 74 %{FEL T CatalogSource # 7 =¥ b &R L £,
I $ oc create -f catalogsource.yaml

6. UTDYY—ZADREBITERINTWEZ EAEELET,
a. Pod ##E2L 9,
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I $ oc get pods -n openshift-marketplace

Hh 6
NAME READY STATUS RESTARTS AGE
my-operator-catalog-6njx6 1/1 Running 0 28s

marketplace-operator-d9f549946-96sgr 1/1  Running 0 26h

b. CatalogSource ##E2L £ 7,

I $ oc get catalogsource -n openshift-marketplace

HhH
NAME DISPLAY TYPE PUBLISHER AGE
my-operator-catalog My Operator Catalog grpc 5s

c. PackageManifest #FE52 L £,

I $ oc get packagemanifest -n openshift-marketplace

ol
NAME CATALOG AGE
etcd My Operator Catalog 34s

v N7 =0 HHIR I N2 IRIED OpenShift Container Platform 7 5 24— Web 3>V —JL
T. OperatorHub R—IH 5 Operator #4 VA M—JILTEXT,

Bmyv—=x

® Operator D7 —F TV F v —BLUVARL—TFT 4 VIV AT LDYR—b

10.4.OPERATOR #4074 X —Y DEF

PSR —BEENNAHS L Operator A BT A A=Y %FEHAT S & D IC OperatorHub Z5&E L 7=
%, BIEE|L Red Hat @ App Registry 149 O ICEBIMI NAEHF A2+ v 7F+— L T. OpenShift
Container Platform ¥ 5 24 —% &# D Operator & HICKRFTDREIE DI ENTEE T, i,
#13i Operator A% OJ A A=Y %EIL KL, Ty >alThHb, BEFD CatalogSource D
spec.image /XS A =4 —BEFMAA—JH A VT AMIBERADIEICL>TETINZET,

ZDBITIE, A R% LD redhat-operators 14 07 4 X —I % OperatorHub EfFAT 5 & D ICERES
NTWBIEZRHRELTWVWET,

AR
o Xy NI—U T EANEHRD Linux 7—7 25— 3 v ]
® oc version 4.3.5+

® podman version 1.4.4+
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F10=E Xy b7 — U HHIR X N /-1RE CD OPERATOR LIFECYCLE MANAGER D {&fl

e Dockerv2-2 ZHR—FFTBIS—LIRN)—=~ADT7IER
¢ NRILAIOTA A= %FERT B LD ICEREINTLS OperatorHub

o FSAR—KNLIYZRMN)—%FERALTVWEHE., BHROFIETHERYT 575 REG_CREDS
REZHAL AN =B RO 7 71 VAR RIERELE T, =& 2 1E podman CLI DIFE
& AFO LD ICRY £,

I $ REG_CREDS=${XDG_RUNTIME_DIR}/containers/auth.json

® quayio 7ADY NBT7 VUV ERTESTS4X— N namespace 2 L TW3IHA. Quay iR
DIE N—2 /7& ET%M‘%#%U i-a—o quaylo DluxnIEl iﬁ%ﬁﬁﬁ L'CEI?’( >~ API ‘!\-ﬁ l/—cg—_k
1D 2 &Il& Y, --auth-token 7 5V CTEATX % AUTH_TOKEN IRIREH ZZEL X7,

$ AUTH_TOKEN=$(curl -sH "Content-Type: application/json" \
-XPOST https://quay.io/cnr/api/v1/users/login -d '
{
"user": {
"username": ""<quay_username>
"password": “"'<quay_password>""'

}
}1iq -r'.token")

FIR

L. RYNTD—=O T VAN EHBRDOT—VAFT—>a VT Y=y NITS—LIYRN)—%1(F
Fﬁ L/TDIL\DIE% \l\i_a—o

I $ podman login <registry _host_name>

F/o. EILRBIIR—ZRA A= % TILTE B LT, registry.redhat.io TEREEL £ 7
I $ podman login registry.redhat.io

2. quay.io 5 redhat-operators 19 OV ZR—RICFMAIYATA XA —T%ZEI KL, ZTDA
— VI TEMIF, IT—LIYVRNMN)—=IITy a2 LET,

$ oc adm catalog build \
--appregistry-org redhat-operators \ﬂ
--from=regqistry.redhat.io/openshift4/ose-operator-registry:v4.4 \g
--filter-by-os="linux/amd64" \6
--to=<registry_host_name>:<port>/olm/redhat-operators:v2 \ﬂ
[-a ${REG_CREDS}] \@
[--insecure] \
[--auth-token "${AUTH_TOKEN}'] @)

INFO[0013] loading Bundles
dir=/var/folders/st/9cskxqs53II13wdn434vw4cd80000gn/T/300666084/manifests-829192605

Pushed sha256:f73d42950021f9240389f99ddc5b0c7f1b533c054ba344654ff1edaf6bf827e3
to example_registry:5000/clm/redhat-operators:v2

ﬂ App Registry 1 Y 248 ¥ 2D 6D FIVICER T % ##k (namespace).
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9 % —% v k OpenShift Container Platform 7 2 X289 —D XY v —N—=Ua v EL VYA
FT—NR=U3aVIl—HT 59 T%FEML T, -from % ose-operator-registry N — 2 A

-filter-by-os %=, % —4% v b ® OpenShift Container Platform ¥ 2 24 —& —H 9 2 HE
DHB, R—AAA=VIFRTE2ARVL—TFTA VI RATLABELTT—FT IV F v—IC
BRELXT, FATESEIE. linux/amd64. linux/ppc6dle. & & U linux/s390x T,

AOTAA=DICKRZMT. §T7ZEBMLET (BFHEADASOTDFZEIE V20 E
DY)

T avhEBELRGEIF. LYRAMN)—FREIER7 7M1 IIVDGBAAEIEELE T,

T av 4=y rRLIYZAMN)—DEFEERELRLRWVGEIL --insecure 75 7 %38
mLEd,

@@6@

Q A7 ay: NEINTVWARWMEO T Y Sr—2a v L YR N —AHY O PERINT
L\éiﬁ (=Y Quay:ubuIEl\ 7/7&* L/i-a_o

3. A0 D0aAVFUVEY—SFYy NLIYARMN)—=IZHLTEIZ—V VI LET, LLTD oc
adm catalog mirror A< > K&, 771X % L Operator A9 AT A A= DAV T Y =it
L. 35—V JICREBERIYZ=ZTJTAMNEENRL, 1 XA—Y%EZLIRN)—IZZ5—-)VTL
i’a—o

$ oc adm catalog mirror \
<registry_host_name>:<port>/olm/redhat-operators:v2 \ﬂ
<registry_host_name>:<port> \
[-a ${REG_CREDS}] \@
[--insecure] \6
[--filter-by-0s="<0s>/<arch>"] ﬂ

mirroring ...

¥ D Operator A% OV A A= HIBELE T,
AT av: EBELRBEE. LYZAN) BB RT 71 IIVOBAERELE T,

T av 4=y RLIZAMN)—DEFEERELRLRWVGEIL --insecure 75 7 %58
mLEd,

FFav: AYOTIEERO T —FT IV F v —BLVOARL—FT A VIV RTL%EY
R—PNITB2AA—VESRBRIZUBEELNHZLD, T—FTI9F v —BLARL—T 1
VIVRTLATTANI—LT, —HTERANA—VDHEIZT—YVITTBEIICTEE
¥, FHTE %X, linux/amd64. linux/ppc6dle. & & U linux/s390x T3,

o 009

4. F-ICERINEEYZ A NEBEBLE T,

I $ oc apply -f ./redhat-operators-manifests

BF

imageContentSourcePolicy.yaml ¥ =7 = X N = #HE T 2 HRENRVIGENH
YEI, 7714 0LDdiff 2587 LT, ZEENMBENEIDZFIMILE T,
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5 AYOTA A=Y %BRT S CatalogSource # 7V 7 NEBH LT,
a. Z M CatalogSource Mt catalogsource.yaml 7 7 1 LD B I55H:

i. catalogsource.yaml 7 7 1 /L Zim&E L. spec.image 7 1 —/L RTHHEHIO T A
A=V HESBTEDZLIICLET,

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:
name: my-operator-catalog
namespace: openshift-marketplace
spec:
sourceType: grpc
image: <registry_host_namex>:<port>/olm/redhat-operators:v2 ﬂ
displayName: My Operator Catalog
publisher: grpc

Q #1350 Operator 19 O T4 X —JaEELET,

i. BIINAT7 74 &ERAL T CatalogSource # 7V V7 NEBEH|MA T,

I $ oc replace -f catalogsource.yaml

b. F¥7zl&. LT~ > K%FH L T CatalogSource % &% L. spec.image /X5 X —4 —
THRAIOTA A=V BRLET,

I $ oc edit catalogsource <catalog_source_name> -n openshift-marketplace

BE# I N /= Operator (&, OpenShift Container Platform 7 5 X 4 —® OperatorHub XR— I M S FIAT
FHLDICRYE L,

BIER R

® Operator D7 —F TV F v —BLUVARL—T 4 VIV AT LDYR—

10.5.OPERATOR A% AT A X =T DT A K
Operator A AT A X—2DAVTVYIE, IhadIVvT7F—&LTETL. gRPCAPIZo T —L
THRIETEET, 1 A—VAEILICTAMNT BITIE. CatalogSource TA A —Y SR LTOLM YT

R9) T avERATEEY, ZOFITIE. URIICELRIh, YR—FIhTWBLIYR M) —(C
Ty aXNiH R4 L redhat-operators Y O A A —V % FHALET,

=55
o HR—PFINTWBLYRAMN)—IZTY > 2ENBHRHY L Operator A ATA A=Y
® podman version 1.4.4+
® oc version 4.3.5+
® Dockerv2-2 ZHR—hrFBI5—LIYRAN)—~ADTIER

e grpcurl
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FIR

70

. Operator h¥OJA X—=C&TILLET,

I $ podman pull <registry_host_name>:<port>/olm/redhat-operators:v1

2. AXA=YERFTLET,

$ podman run -p 50051:50051 \
-it <registry_host_name>:<port>/olm/redhat-operators:v1

3. grpeurl AEM L CHIATER/ Y F— S DEFHOA X—I &I T)—LET,

$ grpcurl -plaintext localhost:50051 api.Registry/ListPackages
{

"name": "3scale-operator”
}
{
"name": "amq-broker"
}
{

"name": "amqg-online"

}

4. Fv R D®RFD Operator /N KLEREBLET,

$ grpcurl -plaintext -d '{"pkgName":"kiali-ossm","channelName":"stable"}' localhost:50051
api.Registry/GetBundleForChannel
{

"csvName": "kiali-operator.v1.0.7",

"packageName": "kiali-ossm",

"channelName": "stable",

5 AX—YDIAPTANERIBLET,

$ podman inspect \
--format="{{index .RepoDigests 0}}'\
<registry_host_name>:<port>/olm/redhat-operators:v1

example_registry:5000/0lm/redhat-
operators@sha256:f73d42950021f9240389f99ddc5b0c7f1b533c054ba344654ff1edaf6bf827e3

. OperatorGroup #* Operator & € DKFRAFR%E H/R— N T % namespacemy-ns ICH 2 T &%

AiRE L. 1 X—24 4 YA M%FEAL T CatalogSource 7 7V =7 M&EERLE T, LT
EHICRY £,

apiVersion: operators.coreos.com/vialphai
kind: CatalogSource
metadata:
name: custom-redhat-operators
namespace: my-ns
spec:
sourceType: grpc



F10=E Xy b7 — U HHIR X N /-1RE CD OPERATOR LIFECYCLE MANAGER D {&fl

image: example_reqistry:5000/olm/redhat-
operators@sha256:f73d42950021f9240389f99ddc5b0c7f1b533c054bal344654ff1edaf6bf827e3

displayName: Red Hat Operators

7. AYOTA A =TI b, FIFARBEARIHTD servicemeshoperator 5 & U DIKEFREHR A RS
29 T2R9)FavEERLET,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: servicemeshoperator
namespace: my-ns
spec:
source: custom-redhat-operators
sourceNamespace: my-ns
name: servicemeshoperator
channel: "1.0"

[1joc adm catalog I~ > K&, B Linux TOHYR—FINWTWEY, (BZ#1771329)

71


https://bugzilla.redhat.com/show_bug.cgi?id=1771329

OpenShift Container Platform 4.4 Operator
AP PE=S
s11E CRD

N1LARY LYY —REFHICE D KUBERNETES API D3R

LT, RS LYY —REE (CRD) M L. BETZIET. V529 —BEEH OpenShift
Container Platform 7 SR 9 —% ED L S ICHRTE B2 MCDWTERAL 9,

NILARYLYY —AES

Kubernetes API Tld, Y Y —RIIEEDEEBEBOAPI AT/ OaL VY aVAERETSHIVRR
AVIMNTT, LEZE, EILM YEINEPod )Y —RICEPodA 7V hDaAL I avhHEFE
nEd,

HARIL)Y—RAEZ(CRD) ATV I M, V3 R9—HNILHFROBEEA 7V 7 b Kind 2 EFH
L. Kubernetes API H—/NN—ICZDZ4A 7 A4 VI EEELEBIEET,

ARILNY—R (CRYA TV ME, V5RI—BEREILEI>TIFRY—ITEMI N CRD B 5
ERI N, SRTDIZRY—2—H—DHFHR) V-4 7270V MIEBIMTESELDICLEF
-a—o

VSR —BEENFHCRD 27 T XY —ITEBMT BFRIC. Kubernetes API H—/N—lF, V5 R5—
SERFLIEE—TOY Y b (namespace) ICL > TT7 IV EZATEZHRD RESTIul ) YV —R/RRA&E
MEBIEICE>TREL, BESNLCRZEHELIBDET,

CRDADT7 VR EMDI—HY—IIH5T2HEBEOHZ VTR —BEBEIZ, 75R9—0O0—-)ILD&E
tEFEAL T admin, edit. F/AE viewDT 74 I NIV SRAY—O—IEH DI I—H—IIT7I/ER%E
HETEFEY, g, V77RA9—O0—ILOEEHILY, DRI LRY D —=IL—IEINLDY FTAY—
O—JLICEHEATHIENTEET, ZOEERK. FHRY Y —REBHAAABDA V)Y —IATHBHD
DIV TAY—DRBAC R V—ITHELET,

Operator (& & Y CRD ZER RBAC R O—B LMY 7 bz 7PEEDAY Y V TNy r—
JIkTBIETCRDZRALEY, £V 7RI —EEEIL. Operator DZA T7HA V7ILHICHB D
ZRXY—ICCRD ZFETEMTE, IhbaITRTODI—Y—ICFIAAREICTEIENTEET,

R
HS2YH—EBEDHN CRD AERTE2—HT. BHEEILCRD ADEHIY 5 &L
EXAHNR—I v avhHIBEEICIE. BEDCRDIS CRAERT DI ENTEE
_a—o

N12. HRZ LYY —REZDVERK

HAZ L)Y =R (CRYA TV MEERT BICIE. V5 RY—BEBERZEFTHRAIL) Y —IAESE
(CRD) #{Ef{§ 2 ELHY T,

AR

e cluster-admin 1 —# —#&[R % {# [ L /= OpenShift Container Platform 2 S X4 —~AD 7 V&
A

FIR
CRD Z{FX Y B ICld, UTFZ2RTLIET,

L UTFOBIDL S T74—ILRKY A THEELYAML 7 71 L EER LT,
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CRD ® YAML 7 7 4 )Ll

apiVersion: apiextensions.k8s.io/vibetal ﬂ
kind: CustomResourceDefinition
metadata:

name: crontabs.stable.example.com 9
spec:
group: stable.example.com 6
version: v1
scope: Namespaced 9
names:
plural: crontabs G
singular: crontab ﬂ
kind: CronTab @)
shortNames:

-t @

apiextensions.k8s.io/vibetal API 2R L £ 7

®9

EEDERZELEF T, INhid group LU plural 7 1+ —IL RDEAEFERT % <plural-
name>.<group> XX THZNLELHY 7,

APIDTIV—TEZEIBELE T, API JIL—TIE, REMICEERTONZA TV I b
DAL I 3avTY, lc&ziE, Job F7ziE ScheduledJob 72 ED T RTD /Ny F4 7
T ME/NYF APl J)L— T (batch.api.example.com 72 &) THZ A REMENH Y £ T,
HBORLEM N A VEZFERATHIIENEMINET,

o

URL THERINZN—=Va VvEAEEELEFT., TNTIhDAPI JIL—TIXEBN—T 3>
THEEIEZZENTEET, & 21E, vialpha, vibeta., vi R EAFRINE T,

AR LA TSI MDY SR — (Cluster) D1 DD 7O x4 b (Namespaced) 7=
BRIRTOTAY ) NCHATRETHZIDEI D EBELET,

URL CEAIN2EHFOLAIZIEEL £, plural 7 1 —JL RIZAPIURL DY) YV —2R
ERLICRY T,

CLIBLURTRICIAYT7AE L THAINSBEHFOZRIZHEELT T,

ERRTEZA TV NOEEAIEELE T, Y4 Fld CamelCase ICT BT &N TIE
-a—o

O 99 9 ® 9

CLIT)Y—RIIT—IT2EVWXFIAIBELET,

R

FI7AIMT, CRDORA—TIFVSRAY—THREIN, IRTOSOY Y
NTHIAATEETY,

2.CRDATY VU baERLEFT,

I $ oc create -f <file_name>.yaml

IO RESTIUIAPI TV RARA Y MIUTD LI ICERINE T,
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I /apis/<spec:group>/<spec:version>/<scope>/*/<names-plural>/...
EZWE YU TN T 74V EERT 2 E. UTOIY KRS Y MDPMERINE T,
I /apis/stable.example.com/v1/namespaces/*/crontabs/...

DIV RRAVMURLZFEALTCRAZEHRL, BETEXY, £ 7V 7 bD Kind &,
ERL7<CRD A7 Y b®D spec.kind 7 1 —JL KIZEDWTWET,

NI ARV LYY —RAEEDY ZAY—O—I)LDYERK

VS A —EEBEIE BEDISRY—RA—TDHRY L)Y —RAEZ(CRD) IL/NN—Iv¥avk
H5TEXZ9, admin, edit. BL P view DT I3 NI SR —O—ILEFRTIHE. hbdD
IW—ILICO SR —O0—IILDESAFIALE T,

BF

Ins5oO—ILOWTFNMNINR—I vy 3 v aETERIE. BBRNICHET Z2RED
HYUFT, JYUEZBLDODNRN—ZIviavaFEoO-—I)LiELYdbLaunwi—3IvoavaeiEo
O—IHhSIL—ILEMELEEA, L—IEHZO—-ILICEIYHTEIFE, LYUEZLD
NR=Iy2avaFoO—LICEZTOHEALEY L THIHNEEHY FT, 7z&xIE, get
crontabs /X\—3I v > 3 VARRO—NICHET 31548, Iz edit LU admin O—
WICERETZRENHY £, admin T3 edit B—ILIZEE., 7Oz TV T
L—hT7OYzy MR LI —IlEIYHTOSNET,

=55
o CRD ZfFLE Y,

FIR

. CRDDVZRY—O—IEHZ 7 7AIVEERLET, V77RF—O—ILEHRIF. &IV FTREF—
O—VICERINZIL—ILAEENS YAML 7 7 4 JLTY, OpenShift Container Platform
Controller &7 7 2L NI SR —O—ILICIEET BIL—ILEEBMLE T,

ARV LO—ILEEZEDYAML 72 74 IVY >V T

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/v1 ﬂ
metadata:
name: aggregate-cron-tabs-admin-edit 9
labels:
rbac.authorization.k8s.io/aggregate-to-admin: "true"
rbac.authorization.k8s.io/aggregate-to-edit: "true"
rules:
- apiGroups: ["stable.example.com"] 9
resources: ["crontabs"] G
verbs: ["get", "list", "watch", "create", "update", "patch", "delete", "deletecollection"] ﬂ

kind: ClusterRole
apiVersion: rbac.authorization.k8s.io/v1
metadata:

name: aggregate-cron-tabs-view 6
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labels:
# Add these permissions to the "view" default role.
rbac.authorization.k8s.io/aggregate-to-view: "true"
rbac.authorization.k8s.io/aggregate-to-cluster-reader: "true"
rules:
- apiGroups: ["stable.example.com"] m
resources: ["crontabs"] @
verbs: ["get", "list", "watch"] @

@ rbac.authorization.k8s.io/v1 APl A L £ 7

%E%%@%ﬁﬁ%?‘éi LETF.

© (IYYaIVEEEOTIANMO—LEASTREDICIOINLEEELET.

@ IV YaIVEREOTIANMO—LIEHETREDICIDOINLEEELET.

OQcro 0/ —TEEEELET

OO ho50L— I HBERINZ CRD ORBFOLRZIEELET.

OO~V ifEIhB -3y aVERTBARBELE T, LA FIRUBLT
EXAHN—IvaviradminBL P edit O—JLITERAL., HARYERNN—I Y
vaviview O—)LICERALET,

‘; IDIRIVEBELT, X"—IvyaviaviewT 74 hO—ILIRHSLET,

@ ZDSR)IVEEELT, /A= v >3 V% cluster-reader 7 7 )L hO—)LICF S5 L &

ER

2. OEZQ_D_)bZ‘%'ﬂEﬁEbiTQ

I $ oc create -f <file_name>.yaml

N1LA. 77AIUDSDHRY LYY —ZADERK

HAY L)Y —REE (CRD) 'Y S RY—ICBIMINEIC. V5A9—1)Y—2Z (CR) & CR t##%
FHTZ774ILA2F>TCLITERTIET,

AR

o CRDAYSARY—BEHEICL>TISRY—IIEBNMINTWS,

FIR

. CROYAML 7 74 LR LE T, UTDEZEAFITIL. cronSpec & image DHR Y L
7 4 —JL KA Kind: CronTab @ CRICEREINEF T, D Kindld, CRDA 7YV hD
spec.kind 7 1 —JL RHASEEBLET,

CROYAML 7 74 Y > FIL

apiVersion: "stable.example.com/v1" ﬂ
kind: CronTab
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metadata:
name: my-new-cron-object 6
finalizers:
- finalizer.stable.example.com
spec: 6
cronSpec: " * * * /5"
image: my-awesome-cron-image

AR L)Y —RABENSTI—TEZEELCAPIN=T a3y (ZR//N—TYa V) EZBEL
7,

CRDICH#A THIEELET,
7V NDOERIEIRELE T,
FTOTIOMND 77454 —BBELET (HBBE). 774 T 54— IV

NA—S—AATVTH NOBBRIIKET T 2 BEDHHRMERETESLIICLE
_a—o

o000 9O

@; ATV NDYA FICEBDOEZREAEELET,

2. 7274AINDEREIC. 77V MEERLET,

I $ oc create -f <file_name>.yaml

N15. ARY LYY —ADRE
CLIZER LTI ZRY—ILBEETDHARIL)Y—RA(CRYF TV NeRETEET,

AR

o CRATIVIY MDT7 YU EZATES namespace ILH 5 Z &,
FIR
1. CROFEDKINd ICDOWTDERZIIGT 5I1CI1F. LTFZ2ERITLET,
I $ oc get <kind>
UFICHZERLEYS,

$ oc get crontab

NAME KIND
my-new-cron-object CronTab.v1.stable.example.com

)Y —ZABTRANFENIFENIEFINT, CRD TEEINDBEHF T IIEHRFOVTH
N BLUVERDOEMREZEETETT., UTIKHAZRLES,

$ oc get crontabs
$ oc get crontab
$ oc get ct
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&11Z= CRD

2. CRORIMIDYAML T—4 %3R5 EETEET,

I $ oc get <kind> -0 yaml

$ oc get ct -0 yaml

apiVersion: v1
items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: "
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
name: my-new-cron-object
namespace: default
resourceVersion: "285"
selfLink: /apis/stable.example.com/v1/namespaces/default/crontabs/my-new-cron-object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: ™ * * * /5’ 0
image: my-awesome-cron-image 9

Q07 7>/ FOERICERLE YAML A LD ARY LT — 9 BRRINET,

N2. ARI LYY —RAEENLD) Y —ADEHE

UTTE, BEARENHRAY L)Y —REE(CRD) ICHBHRAYLYY—R(CR)EEDL D ICEETE
ZMMCDOWTERBAL £ 9,

N21LARI L)Y —REE

Kubernetes API Tld, U Y —RIIEEDEEBEBOAPI AT/ OaL VY aVAERETSHIVRR
AVIMNTT, LEZE, EILM YEINEPod )Y —RICIEPodA TV hDaL I avhEFE
nEd,

HARIL)Y—RAEFZ(CRD) ATV I M, V7 R9—HILHFROBEEA 7V 7 b Kind 2 EH
L. Kubernetes API H—/INN—ICZDZ4 74 VI E2EELEBIEET,

ARILNY—R (CRYA TV ME, VSR —BEREILEI>TI IR —ITEMI N CRD B 5
ERI N, SRTDIZRY—2—H—DHFHR) VR4 7270V MIEBIMTESLDICLEF
_a—o

Operator (& Y CRD ZER RBAC R O—B LMY 7 bz 7PEBEDOAY Y V TNy r—

kT BIETCRDZRALEY, ¥V 7RI —EEEIL. Operator DZA T7HA VILHICHB D
XY —ICCRD ZFHTEMTE, INLZ2IANTOI—HY—ICHATRICTEIENTEEY,

P
U525 —EBEDHHN CRD ZERTEXZ—H T, BHREIL CRD ADHANMY HLV

EERAHN—Ivoa v H2BAICE. BEOCRDHS CREFRTZIENTEEX
ER
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N22. 774ILHDSDHREY LYY —ZDERK

HAY L)Y —REE (CRD) Y S RY—ICBIMINEIC. V5A9—1)Y—2R (CR) & CR t##%
FHTZ774ILA2F>TCLITERTEZT,

AR
o CRDAYSARY—BEHEICL>TISRY—IZEBNMINTWS,

FIR

. CROYAML 7 74 LEERLE T, UTDEEAFITIL. cronSpec & image DHR Y L
7 4 —JL KA Kind: CronTab @ CRICEREINEFT, D Kindid, CRDAT7V TV hD
spec.kind 7 1 —JL RHASEEBLET,

CROYAML 7 74 IWY > FIL

apiVersion: "stable.example.com/v1" 0
kind: CronTab @)
metadata:
name: my-new-cron-object 6
finalizers:
- finalizer.stable.example.com
spec: 9
cronSpec: " * * * /5"
image: my-awesome-cron-image

AR L)Y —RBENLTI—TEZEELCAPIN=T 3y (ZR//N—TYa V) EZBEL
7,

CRDICHA THIEELET,

TV FOBREIERELET.

O00® 9

ATIIOND 7714+ 54— 6BELET (HBBE). 771 +54F—d, v
NO—S—A4 TV o FNOBIRIIICET T2 BEDHERHAEETESLIICLE
-a—o

g ATV NDYA FICEBOEZREAEELET,

2. 774N DEREIC. 77V MEERLET,

I $ oc create -f <file_name>.yaml

N23. AR LYY —ZADRE
CLIZHERLTYI ZRY—ILBEETDHARIL)Y—RA(CRYF TV NeRETEET,

AR

o CRATIVY MDT7 VU EZATES namespace ILH 5 Z &,
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&11Z= CRD

FIR

1. CROFEDKINd ICDWTDIBHRZEIS T BICIE. LTFZEEITLET,
I $ oc get <kind>

UFICHZERLET,

$ oc get crontab

NAME KIND
my-new-cron-object CronTab.v1.stable.example.com

)Y —ZABTRANFENIFENIEFEINT, CRD TEEINDZBEHF I IIERFOVTH
N BLUVERDOEMREZEETETT., UTIKHAZRLES,

$ oc get crontabs
$ oc get crontab
$ oc get ct

2. CRORIMIDYAML T—4 %3R5 EETEET,

I $ oc get <kind> -0 yaml

$ oc get ct -0 yaml

apiVersion: v1
items:
- apiVersion: stable.example.com/v1
kind: CronTab
metadata:
clusterName: "
creationTimestamp: 2017-05-31T12:56:35Z
deletionGracePeriodSeconds: null
deletionTimestamp: null
name: my-new-cron-object
namespace: default
resourceVersion: "285"
selfLink: /apis/stable.example.com/v1/namespaces/default/crontabs/my-new-cron-object
uid: 9423255b-4600-11e7-af6a-28d2447dc82b
spec:
cronSpec: ™ * * * /5 ﬂ
image: my-awesome-cron-image 9

Q07 7>/ FOERICERLE YAML A LD ARY LT — 9 RRINET,
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2125 OPERATOR SDK

12.1. OPERATOR SDK Dff % FHIA 9 %

AR T, Operator SDK DERZFBIRICD W TDOHEZEHRAA L. B Go X—ZX D Memcached
Operator DEI KRB L UVA VA M= T Y TIL—RETDEDZA 74 VILEEDH%FE>
T. (OpenShift Container Platform 78 E D) 7 5 24 —EEE D Kubernetes X—ZA MDY T XY —~D
7R %D Operator DIEREA=ZHEL T,

Zhid, Operator SDK (operator-sdk CLI Y —JL & & T controller-runtime 54 73> !) — API) &

Operator Lifecycle Manager (OLM) &\ 2 DM Operator Framework DEE QR EERZHFEHA L TE
TINEY,

V SEaC
OpenShift Container Platform 4.4 & Operator SDK v0.15.0 LABEA HR— kL 9,

12.1.1. OperatorSDK D 7 —F 7V F v —

Operator Framework & Operator &\ Kubernetes %4 74 77 7)) r—< 3 vV aRMH D EENE
INFIRMEDH B AETEET ZLDDA—TVY—XAY—ILFv N TT, Operator i&, 7OE
vazZvyg, A=V Ry 9Ty TELCETREDI 57 RH—EXDBENMLDF =& 12 1#
L. BEBFIC Kubernetes ARITIN B WVWITNDBFATERITTEET,

Operator IZ& W, Kubernetes D LERICHBIE T, AT — NIRRT FYTr—>a v aERBT I ENE
ST Fd, 272 L. IREFRT Operator DIERKIE. &KL NILD API DfER. A7)V > d—RKD1E
B EV31—ILEDRIMICL Z2ERDOREBREDREBENIHD-HOICRE#ICRZIGENHY T,

Operator SDK (&, AT %12#t L T Operator Z L W B ZITER TE B LD ICREIINALTL—LT—7
SEP

o EFOYVYIAELIYERMICERT Z27-0DDFELNILD APl 8 L UHRE

o IOV NEREICT—MNANSY TTBODRTI MY A—ROFERE LI —R
£/ —IL

o BT B Operator T— R — R T B HLARIEHEE

12111.7—2 70—
Operator SDK (%, #7#3 Operator ZFAF T 27/-OICLTOT7 -7 70—%RHEL £ T,

1. OperatorSDKAY Y RS54 v 4 —7 x4 X (CLI) ZfEM L7=##R Operator 7AY = ¥ b
DYEKo

2. NRABZ LYY —RTES (CRD) ZEMT B EICLZHR) Y —X APl DES.
3. Operator SDK APl & f#F L 72BERHER Y YV — X DIEE,

4. BEINT/NY RS —TD Operator §HZE (reconciliation) AY v Y DEE. BLUP) YV —R &
XEET B 72D Operator SDK APl DEF,

5. Operator Deployment ¥ =7z XA &2 EJL KL, E£KT 5728 D Operator SDK CLI DfEFH,
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B412.1 Operator SDK 7—% 70—

Operator SDK Build, test, iterate

{
} Operator manifest

Foundation Publish Operator image

Test locally Test with live cluster

=/RITTlL. Operator SDK % {FF 9 % Operator I& Operator DERENEET %/\ K5 —TEEY
KDVY—RIIDVWTDARY NEUEBL, 7TV r—2a Vv OREEAEST 2-ODEFAETLE
ER

RUN2.IRx—Tvy—T 74N

Operator DER 7O S Ald. cmd/manager/main.go DY *—J v+ —27 74 I TY, YRx—I ¥ —
I%. pkg/apis/ TEZEINDTRTDHRY L)Y —R(CR) DAF—L%BEEHICES

L. pkg/controller/ TOFARTOAY hO—5—%5FTLET,

IEx—Iv—lE, IRTOAY MO—F—H) Y —2DERICHEET % namespace 2HIRTETE T,
I mgr, err := manager.New(cfg, manager.Options{Namespace: namespace})

T 74 M TlE, Zhid Operator NEITINTL S namespace TT ., I XTD namespace % FEZET
%IClE. namespace # S a v DA T a3V EEDFFILT BRI ENTEET,

I mgr, err := manager.New(cfg, manager.Options{Namespace: ""})

12.1.1.3. Prometheus Operator 4 R— b

Prometheus &4 —7FY YV —RDOY AT LE=ZF YV ITHELVTS—MY—I)LF Y NTY, Prometheus
Operator (&, OpenShift Container Platform 72 & ® Kubernetes X—X DY 3 X9 —TETIN 3
Prometheus 7 5 X% —%{E L. BEL. BELZXT,

NIV —FBEEUE. T 7 # )L b T Operator SDK IZ#21E L. Prometheus Operator A7 704 I TW3
PSR —THEEATEDLIICERINT Go R—ZAD Operator ICXA M) VR EHEHICEY b7 v
jbi_a—o

12.1.2. Operator SDKCLI D1 > X h—Jb

Operator SDK (I, BIREIC L 2%7138 Operator 7OV =V FDERK. EIL RS LT TOA =XHEE
TECLIY—IhrEFNET, 7T—IRAFT—2 3 VICSDKCLI A4 YA =)L LT, HED Operator
DA—HV VT ERIBTEIENTELT,
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R

AR TIE, B—AJ Kubernetes 2 5 A4 —& L T® minikube v0.25.0+ /8T Y w o L
VAN —O quay.io ZFEARALZET,

12.1.2.1. GitHub ) ') — XD D1 VXA b—Jb

GitHub @ 7O ¥ hH 5 SDKCLIDERIEI RY Y —ADNRNAF)—%&FooO—KL, 1 V2R
I\_)l/f\‘ﬁi-a—o

AR
® GovlI3+
e docker v17.03+, podman v12.0+, F7 (& buildah v1.7+
® OpenShift CLI (oc) 4.4+ (4 > 2 b —JLiEH)
e Kubernetesv112.0+ ICE DK VS RIY—~DT7 IR
o IVFF—LIAN)—ADT7IER
FIa
L V)=2ZN=2 a3 Vv EHEZRELET,
I RELEASE_VERSION=v0.15.0
2. V)=ZANRNA4F ) =% O0—RFNLZET,

e Linux DIFBHE

$ curl -OJL https://github.com/operator-framework/operator-

sdk/releases/download/${RELEASE_VERSION}/operator-sdk-${RELEASE_VERSION}-
x86_64-linux-gnu

® macOS DIFE

$ curl -OJL https://github.com/operator-framework/operator-

sdk/releases/download/${RELEASE_VERSION}/operator-sdk-${RELEASE_VERSION}-
x86_64-apple-darwin

3. 49 yO—RLEYVY—Z2DNRA+)—5FERLZET,
a. REINFZASC 771455 oO0—-—RLZET,

e Linux DIFH

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-
${RELEASE_VERSION}-x86_64-linux-gnu.asc

® MacOS DIFE:
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$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-
${RELEASE_VERSION}-x86_64-apple-darwin.asc

b. NAF ) —ERMBETBASC I 7MWV ERLTA LI MY —ICEEZ, LTFOATY NEET
LA F)—=WHEBLET,
e Linux DF&H
I $ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu.asc
® MacOS DiFHE:
I $ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin.asc

RIFEEFEORAEAF DT —IRT7—2aVIIRWHEEIE. UTFTOIZ—AHINET,

$ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin.asc
$ gpg: assuming signed data in 'operator-sdk-${RELEASE_VERSION}-x86_64-apple-

darwin'
$ gpg: Signature made Fri Apr 5 20:03:22 2019 CEST
$ gpg: using RSA key <key_id> @)

$ gpg: Can't check signature: No public key

Q RSA ¥ —X %71,

F—&SUA—RT2ICEFE UTFTOaATY REETL, <key id> ZERIOIY Y NOH
NCTREINZRSA F—XFIICEZIH]AFET,

I $ gpg [--keyserver keys.gnupg.net] --recv-key "<key_id>" ﬂ

Q F—H—N—PREINTLRWVEE, Th% --keyserver 7 7> a v THRELE
ER

4. V) —=ANAF1)—=%ZPATHICA VA =L LZET,

o Linux DIFH

$ chmod +x operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu

$ sudo cp operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu
/usr/local/bin/operator-sdk

$ rm operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu

® macOS DIFE

$ chmod +x operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin

$ sudo cp operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin
/usr/local/bin/operator-sdk

$ rm operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin

5 CLIYV=IHAELLKA VAN —ILEINTWEZ L ZHRLET,
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I $ operator-sdk version

12.1.2.2. Homebrew ™5 DA XA b—JL

Homebrew Z{#H L CTSDKCLI A4 YA N—JLTXZFT,

AR
® Homebrew
e docker v17.03+, podman v1.2.0+, F 7| buildah v1.7+
® OpenShift CLI (oc) 4.4+ (1 ¥ A M —ILiEH)
e Kubernetesv112.0+ IZE DK VS RIY—~DT7 IR
o IVFF—LIAN)—ADT7IER
FIR
1. brew v Y RZHERALTSDKCLIZ4 YA M—=ILLET,
I $ brew install operator-sdk
2. CLIV=IUDELLKA VYA M= ILINTWB I EZ2HRAELET,

I $ operator-sdk version

12123.V—REZFALEAVRILBELTA VA M=

OperatorSDK Y —XO—RKZEEL T, SDKCLIZaAY /XA J)LL., 1 VA= TEET,

AR
o Git
® GovlI3+
e docker v17.03+, podman v12.0+, F7 (& buildah v1.7+
e OpenShift CLI (0€) 4.4+ (4 ¥ & h—JLiEH)
e Kubernetesv112.0+ IZE DK VS RI—~DT7 IR
o IVFF—LIANY)—ADT7IER
FIa

84

. operator-sdk ) RY M) —D o/ O—VAEERLET,

$ mkdir -p $GOPATH/src/github.com/operator-framework

$ cd $GOPATH/src/github.com/operator-framework

$ git clone https://github.com/operator-framework/operator-sdk
$ cd operator-sdk


https://brew.sh/
https://git-scm.com/downloads
https://golang.org/dl/
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2. WEBR)YY—RTSVFEFzvIT7I7MLET,
I $ git checkout master
3. SDKCLIY—JI&Eav/4)bLL, 1 VA M—=ILLZET,

$ make dep
$ make install

ZhiIZ& Y, $GOPATH/bin IC CLI /N1 F!) — operator-sdk B* 1 Y X h—I)ILI N FE T,
4. CLIYV—=IHDELLA YA M—ILINTWBR I LR LET,

I $ operator-sdk version

12.1.3. Operator SDK % {8 L 7= Go X— X D Operator D EJL K

Operator SDK I&, i 7 7V or—>a vEEOER LOMFEVEL T HABEEDHZ OEZRT
H%. Kubernetes RA T4 77TV —avDEIRERZICLET, SDKIZZDEEAEL T3
RIFTRS, X=8 )V VTS VT REDHE K D—RNLEEREICKHERI T b O—R
DEZRSLET,
COFIETIE, SDKICL > TREINZY—ILBELVTTM4 TS Y —%FEH L THEHMA Memcached
Operator # EJL R 205 R L £,
([} =355

o FHAERI—VRT—>3VIZA VA M—=)LE NS Operator SDK CLI

e OpenShift Container Platform 4.4 72 £ M. Kubernetes XN—ZX MDY 5 X4 — (V1.8 LALD
apps/vibeta2 AP| V)L —T%HR— R T 2ED) ICA4 VR h—)L I N % Operator Lifecycle
Manager (OLM)

e cluster-admin X—3I v > avOHB3T7HO Y NEFRLILEIZRAI—ADT IR

e OpenShift CLI (0¢) v4.1+ (1 ¥ 2 h—JLiEH)

FIR

L HFRIOSc Iy b EERLET,
CLI % L T#H R memcached-operator 7O =V M /EHR L X7,

$ mkdir -p $GOPATH/src/github.com/example-inc/
$ cd $GOPATHY/src/github.com/example-inc/

$ operator-sdk new memcached-operator

$ cd memcached-operator

2. FMORY LYY —R5ESH (CRD) &EML £,

a. APIVersion % cache.example.com/viaphal (5% L. Kind % Memcached IZE&7E L 7=
JRRET. CLI %M L T Memcached & \\ 5 #7138 CRD APl 28I L ¥,
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86

$ operator-sdk add api \
--api-version=cache.example.com/vialphai \
--kind=Memcached

IniZ&L Y. pkg/apis/cache/vialphal/ @ T Memcached resource APl DA ¥ v 7 # —
WT 4V ITDREITINET,

b. pkg/apis/cache/vialphal/memcached_types.go 7 7 1 /L C. Memcached 7 X % L)
Y—R (CR) DB L VAT —9 REEBLET,

type MemcachedSpec struct {

// Size is the size of the memcached deployment
Size int32 “json:"size™

}

type MemcachedStatus struct {

// Nodes are the names of the memcached pods
Nodes []string “json:"nodes™

}

c. * types.go 7 7 {1 ILEAZEEZIZ. UTFDIATY REBICETL, ZYTHIVVY—2914 7
AICERINZZI—REEHFLET,

I $ operator-sdk generate k8s

3 AT arv:hRY LKGER CRDICEML F T,

OpenAPIv3.0 AF—<Id, ¥ =7 = X b DERKEFIC spec.validation 70 2 @D CRD ¥ =
TJTAMIEBIMINET., CORIETOY 7L Y., Kubernetes BMERR & 7= IS B HTHFIC
Memcached CRD 7O/ F 14 — AR TX T,

X 51Z. pkg/apis/<group>/<version>/zz_generated.openapi.go 7 7 1 LD EMI N T,
D774 IICIE, T 74 N THEET % +k8s:openapi-gen=true annotation »* Kind 22D &
EQLICEET2HZAIC. CORIETOY VD GoRBAEENET, COBBERI— NIE
Go D Kind B2 M OpenAPI €7V TY, Ih%{EAL TEL% OpenAPI {8k %= /MR L. 754
TUNEERTEET,

Operator DYERE I& Kubebuilder ¥ —H— (7 / 7—>3 V) Z R L TAPID AR Y LRI %
BRETEET, INSHDY—H—IZIE. +kubebuilder:validation EEFHEINEICHETT, &
ZIE, UTFOY—h—%BMLTenumBDEFEEBINTEET,

// +kubebuilder:validation:Enum=Lion;Wolf;Dragon
type Alias string

APl O— KDY —HA—DFERICDWTIE, Kubebuilder K¥F a2 X~ kD Generating CRDs $ &
U Markers for Config/Code Generation ZZ8R L T I W, OpenAPIV3 #REE~ — 71— DFEH
D—EIZDWTIE, Kubebuilder K& 2 X > b ® CRD Validation 28R L T LI,

ARY LREEZENY 2% G, UTFOOIYY RZ2ETL. CRDD

deploy/crds/cache.example.com_memcacheds_crd.yaml 7 7 4 JL D OpenAP| #REEt 7
YAVEBHLIT,

I $ operator-sdk generate crds

X3 YAML OFI


https://book.kubebuilder.io/reference/generating-crd.html
https://book.kubebuilder.io/reference/markers.html
https://book.kubebuilder.io/reference/markers/crd-validation.html
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spec:
validation:
openAPIV3Schema:
properties:
spec:
properties:

size:
format: int32
type: integer

4. WA hbOo—>—%EMLZE T,

a. IRy O—>—%27OY Y MEBIML., Memcached )V —X%&HEFEL. AL F
-a—o

$ operator-sdk add controller \
--api-version=cache.example.com/vialphai \
--kind=Memcached

Zhil& Y. pkg/controller/memcached/ D FCTHIE IV PO—F—REDRAF v 7+ —
WTF4 VITHRITINET,

b. ZOHITIK, ERINIY O—F—T 71l
pkg/controller/memcached/memcached controller.go = =& ICEE|MA T,
Y hO—=5—0OH% Y FILiE. ThZEhd Memcached CR ICD W T FDRE
(reconciliation) AOYy%EITLET,

® Memcached Deployment Z{Em L £ 9 (WM GE

e Deployment D441 XA, Memcached CRIKRTIEEINZDERMLTHD I &%
RLET,

e Memcached CR R 7—4% X% Memcached Pod D&RICEBE I A 7,

RD2DODYTRTy Tk, A bO—F—DYY—REERTIHES L VHEEIL—
TRV H—INZFEERELET, ChODOFIEEAK L. B Operator DEJIL RS
FUOERTICED CENTEET,

c. pkg/controller/memcached/memcached_controller.go 7 7 1 LT Y hO—5—DEEK
ZREL, A bO—F—0DY Y —RADERAEEZERLET,
BHDERIT, TS5A4<)—Y—RELTD Memcached ¥4 I LTEITLET, 7
nTho Add. Update\ F 72 1d Delete 1 R MIDWT, reconcile JL—FIC
Memcached & 72 = ¥ b @ reconcile Request ( <namespace>:<name> ¥ —) XS5 N F
E

err := c.Watch(
&source.Kind{Type: &cachev1alphal.Memcached{}},
&handler.EnqueueRequestForObject{})

ROEERIE, Deployment ISR L TEITINE TN, ARV IMNYRST—EFKAXY M,
Deployment M7+ —7+—® reconcile Request ICY Y 7L E 9, ZDIFHE. Ihik
Deployment BMER I /e Memcached # 7Yz 7 R TY, ZhiCLY, av hO—5—&
Deployment ZtA> %) —1)Y—R&E L TERTEET,

I err := c.Watch(&source.Kind{Type: &appsvi.Deployment{}},
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&handler.EnqueueRequestForOwner{
IsController: true,
OwnerType: &cachevialphail.Memcached{},
})

d. ¥RTOAY hA—5—IZIE, reconcile L—F % FE%EF % Reconcile() XV v KDH %
Reconciler # 7V x4V hHHY ET, TDreconcile L—TI2IE, FrvvahnhbrlSM4<
)—1)Y—RA T U D Memcached Z18FET 57D ICHEH I 5 <namespace>:
<name> ¥ —T% % Request 3| BMEINF T,

func (r *ReconcileMemcached) Reconcile(request reconcile.Request) (reconcile.Result,
error) {

/I Lookup the Memcached instance for this reconcile request
memcached := &cachevialphal.Memcached{}
err := r.client.Get(context. TODO(), request.NamespacedName, memcached)

}...

Reconcile() DR Y {&ICf& U T, reconcile Request IEBEF a1 —ICAN SN, IL—THE
CRN)H—INBAEEELNHY £T,

/I Reconcile successful - don't requeue
return reconcile.Result{}, nil

/I Reconcile failed due to error - requeue
return reconcile.Result{}, err

/I Requeue for any reason other than error
return reconcile.Result{Requeue: true}, nil

5. Operator#EJL KL, £fTLZFT,

a. Operator ®E{THIIC. CRD % Kubernetes API ' —/N\—|LBEEH T IHEIHYET,

I $ oc create \

-f deploy/crds/cache_vialphal_memcached_crd.yaml

b. CRD M&E#R%IC. Operator #R{T§27DD2DO0DA T avaREIRTEET,

e Kubernetes 7 5 24 —MA® Deployment % f& 3

o USRH9—ANDGo 7OV S LEER
UFOREOWTI O EZIRLET,

. AT aY A5 XY —KWOD Deployment & L TEITT %,

A. memcached-operator 1 X—J%EJ KL, ThELYAMNY =Ty alLE
E

I $ operator-sdk build quay.io/example/memcached-operator:v0.0.1

B. Deployment ¥ =7 = R k& deploy/operator.yaml ICEHRINE T, T 74 b
E T —RAFRIET—TLDARWH, LLTDE D IC Deployment 1 X —Y & EH L
x7,
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$ sed -i 's| REPLACE_IMAGE|quay.io/example/memcached-operator:v0.0.1|g'
deploy/operator.yaml

C. RORATY FIZDOVWTD quay.io ICT A Y "3 EAERT 20, FIEE
XLTWEAVYTF—LIYAN—TEESRAFET, LYZAMI-K
l&. memcached-operator EWD ZRID FRMNATV Y VA A= YR N —%
ERLEY,

D. A A=Y%LYRMN)—=IZTv>aLET,
I $ podman push quay.io/example/memcached-operator:v0.0.1

E. RBAC %t v b7 v 7 L. memcached-operator 27 701 L 7,

$ oc create -f deploy/role.yaml

$ oc create -f deploy/role_binding.yaml

$ oc create -f deploy/service_account.yaml|
$ oc create -f deploy/operator.yaml

F. memcached-operator "' ZEINTHY., BEIL TWB I EA2BERLET,

$ oc get deployment
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
memcached-operator 1 1 1 1 im

i. #F>avB ISR —HATA—HILICETT S,
ZDAHEEIF, RFEICTITOAAXAVINBELTCTANEERTTE-ODEEY A1 VIV TEX
INBAHETY,

$HOME/.kube/config IC#H %7 7 # )L b D Kubernetes BRE7 7 1 L AFERA L T
Operator aO0— A TEITLE T,

I $ operator-sdk run --local --namespace=default

7 < % --kubeconfig=<path/to/kubeconfig> % L THED kubeconfig %* FH T
XFE7,

6. Memcached CR %Z{ER L C. Operator & Memcached 7 Vs —>a v %57 O/ TX3%
CEMIBLIT,

a. deploy/crds/cache_vialphal_memcached_cr.yaml T4 X 1172 Memcached CR D
YIIWEERLET,

$ cat deploy/crds/cache_vialphal_memcached_cr.yaml
apiVersion: "cache.example.com/vialphai”
kind: "Memcached"
metadata:
name: "example-memcached"
spec:
size: 3

$ oc apply -f deploy/crds/cache_vialphal_memcached_cr.yaml

b. memcached-operator #* CR @ Deployment Z{Ff{i CEX 5 Z & =R L £ 7,
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$ oc get deployment

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
memcached-operator 1 1 1 1 2m
example-memcached 3 3 3 3 im

c. ATF—4% ZAh memcached Pod ETCEIFINTWBDB I EAHERTBLHIC, PodBLY
CRATFT—4%R%=Fzv I LXET,

$ oc get pods

NAME READY STATUS RESTARTS AGE

example-memcached-6fd7¢98d8-7dqdr  1/1 Running 0 im
example-memcached-6fd7c98d8-g5k7v ~ 1/1 Running 0 im
example-memcached-6fd7¢c98d8-m7vn7  1/1 Running 0 im
memcached-operator-7cc7cfdf86-vvjgk 1/1 Running 0 2m

$ oc get memcached/example-memcached -o yaml
apiVersion: cache.example.com/vialphai
kind: Memcached
metadata:

clusterName: "

creationTimestamp: 2018-03-31T22:51:08Z

generation: 0

name: example-memcached

namespace: default

resourceVersion: "245453"

selfLink:
/apis/cache.example.com/v1alphai/namespaces/default/memcacheds/example-
memcached

uid: 0026¢c97-3536-11e8-bd83-0800274106a1
spec:

size: 3
status:

nodes:

- example-memcached-6fd7c98d8-7dqdr

- example-memcached-6fd7c98d8-g5k7v

- example-memcached-6fd7¢c98d8-m7vn7

7. 7704 XY DY A4 X%EH L. Operator b7 704 FEHD Memcached 7 ) r— 3>
FEBCIXIEEHRALET .

a. memcached CR @ spec.size 7 1 —JL K& 305 4ICEBLZET,

$ cat deploy/crds/cache_vialphal_memcached_cr.yaml
apiVersion: "cache.example.com/vialphai”
kind: "Memcached"
metadata:
name: "example-memcached"
spec:
size: 4

b. ZEZBERLEY,

I $ oc apply -f deploy/crds/cache_vialphal_memcached_cr.yaml
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c. Operator #* Deployment %4 X4 ZHE§ 5 & &R LT,

$ oc get deployment
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
example-memcached 4 4 4 4 5m

8. WY—R%EHVY—VTF7yvTLEY,

$ oc delete -f deploy/crds/cache_vialphal_memcached_cr.yaml
$ oc delete -f deploy/crds/cache_v1alphal_memcached_crd.yaml
$ oc delete -f deploy/operator.yaml

$ oc delete -f deploy/role.yaml

$ oc delete -f deploy/role_binding.yaml

$ oc delete -f deploy/service_account.yaml

EmMY V-2
® CRD @ OpenAPIV3.0 #EER F —<ICDWTDFFMIE. Kubernetes RF¥Fa XA >Y kb Z5RL T
TV,
12.1.4. Operator Lifecycle Manager Z{£f L 7= Go X— X M Operator DEE
ERIDOEY S 3 Tl Operator e FETEITI B I EICDVWTHBMLELL, ROEIS 30T
&, EBRERETERITINDS Operator DL W ERELRTFTTO4A4 XV NETFTILETEEICT % Operator
Lifecycle Manager (OLM) DERAEICDWTEHRBALE T,

OLM I, Kubernetes 7 5 24 —T Operator (BLUZNLDOEEY—ER) A VA M—JLL, B
L. BEEFZENSTARTD Operator DA 7H A V) EEEBT ZDICKRIIBEET, i,
Kubernetes 3R & L TERITIN, BIIDY —ILRLICTRTDSA 7H4 7 ILEEEEEICDOWT oc &=
FRTEET,

=S5

e OLM 7" (apps/vibeta2 APl 7 )L — T %&HR— K9 % vi.8 LLED/X— 3 » D) Kubernetes
R=—ZADYVZAZ—ITA VA M=ILINTWVWB &, =& zlE. OpenShift Container
Platform 4.4 Preview OLM B"B#ICINhTWB Z &,

® Memcached Operator EJL RENTWB I &,

FIR

. Operator ¥ =Z7x A M&E4ERLET,
Operator RZ 7 x A ME, ZFUsr—>arvaRRL, ERL. BETIZAEICOVWTEHRBAL
9 (ZDIHEIE Memcached), 1 iE ClusterServiceVersion (CSV) 772 9 N TEEX
N, OLM D'#EES 272 DICKETT,

Memcached Operator M EJL RBFIZER X 7= memcached-operator/ 74 L 27 MU —H 5
CSVZEEMLET,

I $ operator-sdk generate csv --csv-version 0.0.1
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R

RZT7TZARN 774V DFEICL ZERICDOWVWTOFMIE. Buildinga CSV for
the Operator Framework 88 L T XL,

2. Operator B9 —%" v b &4 % namespace ZEE Y % OperatorGroup Z{EB L 9, LLTD

OperatorGroup %, CSV %Z/ER ¥ % namespace IZEE L £9, ZDHITIE. default
namespace MMERAINE T,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: memcached-operator-group
namespace: default
spec:
targetNamespaces:
- default

3. Operator &7 7OA4 LEd, Th5D7T 71L&, Memcached Operator D EJL RBEFIC

Operator SDK & > T deploy/ 74 L7 b —ICERI N7 7ML EERLEY,

a. Operator D CSVIY ZT7 T A M2V T RH —DIBEI N7 namespace IEAL XY,

$ oc apply -f deploy/olm-catalog/memcached-operator/0.0.1/memcached-
operator.v0.0.1.clusterserviceversion.yaml

DRIV ANEFERATZIEIC, V753R9—EV=Z 7z AMNTEEIN-EHGEFH-L
TWAWOHICT CICEFHFEETLIEEA,

b. )Y —R/N—=3X v 3% Operator (K5 270ICO—Ib, A=A VT4 VT, &
SO —ERT7HD Y NEER L. Operator "EIF % Memcached ¥ 1 T ERT % 7=
HICHRHY L)Y —RESZ (CRD. Custom Resource Definition) Z/ER L £,

$ oc create -f deploy/crds/cache.example.com_memcacheds_crd.yaml
$ oc create -f deploy/service_account.yaml|

$ oc create -f deploy/role.yaml

$ oc create -f deploy/role_binding.yaml

Y =7 xR NDBERARFIC OLM & Operator Z%FE D namespace ICER T 2728, TEE
l&. Operator x4 YA M= TEZ21—HY—%FIRT27HDDRAM T 14 7D Kubernetes
RBACR—3X v ¥ avETFIEFBATEET,

4 PTVr—oa AR AR LET .

Memcached Operator ' default namespace TEITIN B LD IRV ET, 21— —I&
CustomResources D1 > 24 > ZA#RH T Operator EREL X T, 2DFAE. Y —RITIE
Memcached DFEFENEREINE T, R4 T 14 7D Kubernetes RBAC I& CustomResources
IERAI N, BEEICIES Operater EXFFETE 21— —ADFHIEHI/REINE T,

Z M namespace T Memcached DA Y A9 VA %EMT 5T &ICL Y., Operator TEEIN
% memcached % —/N\—% 3179 % Pod =14 Y XA ¥ ~ 1§ % /= IZ Memcached Operator
N H—IhFd, CustomResources = &Y% < EKT 5 &, Memcached D&Y E LD
BERAVAY VAN D namespace TEITIN TS Memcached Operator IZ& > TEIE
INFEJ,

I $ cat <<EOF | oc apply -f -
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apiVersion: "cache.example.com/vialphai"
kind: "Memcached"
metadata:
name: "memcached-for-wordpress"
spec:
size: 1
EOF

$ cat <<EOF | oc apply -f -
apiVersion: "cache.example.com/vialphai"
kind: "Memcached"
metadata:
name: "memcached-for-drupal”
spec:
size: 1
EOF

$ oc get Memcached

NAME AGE
memcached-for-drupal  22s
memcached-for-wordpress 27s

$ oc get pods

NAME READY STATUS RESTARTS AGE
memcached-app-operator-66b5777b79-pnsfj  1/1 Running 0 14m
memcached-for-drupal-5476487c46-gbd66  1/1 Running 0 3s
memcached-for-wordpress-65b75fd8c9-7b9x7 1/1 Running 0 8s

5 PFAVr—avaEaEHLET,
#¥#R Operator ¥ =7 T A M %, B\ Operator Y =7 = X b %5889 3 replaces 7 1 —JL K
HESTER L. BEH% Operator ICFHTHEAL 9., OLM &, H L Operator TEEI 1
TWBTRTOY Y —RADFREEDN., WThDTOT S LEEILET ST &4 FHIR Operator IC
BITTEDLDICLET, #IR/N—Y 3 VD Operator FCETTBNY—RDT7 v TIL—RK
ICBRT—IBITERITTEHNE D HIE Operator ILL>TERYET,

UTFDa< Y RiE, #F#R/N—2 3 > D Operator ZfEA L TH Operator =7 T A M7 74
I & BAT2HE%ERL, Pod "ETRETHEZEAE2RLET,

$ curl -Lo memcachedoperator.0.0.2.csv.yaml https://raw.githubusercontent.com/operator-
framework/getting-started/master/memcachedoperator.0.0.2.csv.yaml

$ oc apply -f memcachedoperator.0.0.2.csv.yaml

$ oc get pods

NAME READY STATUS RESTARTS AGE
memcached-app-operator-66b5777b79-pnsfj  1/1 Running 0 3s
memcached-for-drupal-5476487c46-gbd66  1/1 Running 0 14m
memcached-for-wordpress-65b75fd8c9-7b9x7  1/1 Running 0 14m

12.1.5. BEAE B

® OperatorSDKICL > THERINZ 7OV I RTFa4 LI M) —EEICDWTDM
I&. Appendices ZBRRL T I,

® Operator Development Guide for Red Hat Partners
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12.2. ANSIBLE X— X OPERATOR D{ERX

LR TIE. Operator SDK IC$ 17 % Ansible 7 R— MIDWTDBEAERBA L. Operator DIERREIC,
Ansible Playbook & ' EY 2 — /LA FH 9 % operator-sdk CLI *Y —)L % {f > T Ansible XR— 2 D
Operator #EJL KL, ETT2H Y TIAERLET,

12.2.1. Operator SDK IC &+ % Ansible #7R— b

Operator Framework I& Operator &\ 9 Kubernetes X4 714 77 7 ) r—> a v HRMN D BHL
INHRMEDH 2 FETERT 2/DDF—T VY —AY—ILFY FTYT, TODTL—LT—JITF
Operator SDK A& 1. I 1id Kubernetes AP| DEHMMEZIBEL TLWARLC TE, TRETNOEMAH
ICEDWT Operator D7 — A NSy THELIUVEIN RERITTEDLDICHRELRELET,

Operator 7OV Y M &% T 57D Operator SDK DA F2 3 D 121Z, Go A— KREEHT %
Z &R UIT Kubernetes )V —R&#i—INATT) r—>a>v e LT 704§ 272DICBED
Ansible Playbook 8L P EV a—ILAFRATE 24 T avihyU 7,

121N ARY L)Y —RT 74

Operator & Kubernetes DIEARXA W ZXLTHZBHAY L)Y —RAEE (CRD) #FHT 574H. HR
Y L)Y —2Z (CR) &, HARAHEHDRAT 17 Kubernetes 7720 DL DICKRRIN, BEEE
7,

CR 7 7 4 WKL Kubernetes Y Y —R 774 TS, 7 MIlE. M BHLOATVay
T4 —ILRDBEFNFT,

KRAARYLNY—ZAT 14— K

Z4—J)EK B

apiVersion ERIN 25 CRON—=Y 3y,

kind ER XN 3 CR DFESR,

metadata ER T 1 % Kubernetes B ED X ¥ 7—4,

spec (#+ > av) Ansible ITEINBZZEHDF—EED—E, D71 —ILKIE. FT74) b
TRETT,

status A7) NOBREDOKREBOMEALERL EJ ., Ansible X— 2D Operator

DigaE., status 7)Y —2 T 74 N TCRD ICDWTEMICE
1. operator_sdk.util.k8s_status Ansible E¥ 2 —LICL > TEEI N
F9, Ihnilik. CR®D status (39 % condition BRI\ SENZE T,

annotations CR N % Kubernetess EED 7 / 5F— 3 >,

CR7/T—>avDUTFDO—EIL Operator DEMEAZEBRL £,

#12.2 Ansible X— 2 ® Operator 7 / 7—> 3~V
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ansible.operator- CROAEEMREZEELXT. IDEIIIRENL Golang /Ny 77— time
sdk/reconcile-period HERALTEIINEY, &<IC. ParseDuration (&, s D7 7+ )L ME

Bz ERAL. WBATEZEELEZY,

Ansible X— 2 ® Operator 7 / 7—< 3  Dfl

apiVersion: "foo.example.com/vialphai”
kind: "Foo"
metadata:
name: "example"
annotations:
ansible.operator-sdk/reconcile-period: "30s"

122128817710

BEtR 7 7 4 )LITIE. Group. Version, BL U Kind 2 EICE>TRHEIND, hRAH LYY —R(CR)
M5 Ansible O—JL £ 7= & Playbook ADY vy EV JD—EBEANEFENE T, Operator DTy EV Y
7 7 1 IIVHERNCEERZ I NZIGFTD /opt/ansible/watches.yaml ICHZ 2 &%= FELET,

RKRIER/ I 7M1 ILDYvEVY

Z4—J)EK B

group BEHITDZCROVIL—T,

version BT B CRON—=TY 3,

kind BEtR9 5 CR DFESR,

role(Z7#JL 1) VT —ITBINI N3 Ansible A—JILAD/RRTY, =& ZIE, roles

71 L2 K'Y —2'/opt/ansible/roles/ iC#%H Y. O—)LD£&F[H busybox
DFZE. ZDIEIL /opt/ansible/roles/busybox ICiY £9, D7 1 —
)L K& playbook 7 1+ —JU R S HEEICHHMBII T,

playbook AV T F—IBIMI NS Ansible Playbook ANDINRATT, D Playbook &
BHICO—I)LERUOHTAEICRYES, TDOT71—I)LKiZrole 7 1 —JL
REMEBICHHMEB T,

reconcilePeriod (#+ 7 3 O—JLF 7 1d Playbook NMEFE®D CRICDWTERITIN B AELE S L 48
) E.

manageStatus (+ 7> 3 >) true (774 M) ICEREIN S &, Operator lid CRORT—4 X & RLAK
ICEELET, false ICBREINZ &, BEINAO—IL, FLERHDOIY
hNO—5—® Playbook IC& Y, CRODRTF—4 RIIMDIFFATEERINZE
ER

BRI 714 L0H
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- version: vialphat ﬂ
group: foo.example.com
kind: Foo
role: /opt/ansible/roles/Foo

- version: vialphat e
group: bar.example.com
kind: Bar
playbook: /opt/ansible/playbook.yml

- version: vialphat 9
group: baz.example.com
kind: Baz
playbook: /opt/ansible/baz.ymi
reconcilePeriod: 0
manageStatus: false

909

TR TDEBZENICLES,

122121 8ELRA T>ay

Foo ® Foo O—JLAMESfA~< v EY T,

Bar @ Playbook ~D &R~ v E > 7,

Baz OFEEICDOWVWTD &L Y EHAHI, Playpbook TD CRARAT—Y RAEHBEF1—ICANDYRY

BELKEIX. ThO%E GUK(TIL—TF, N—=Ua vy, BLUEE) TEICER7 7/ ILIEBMLTE
MICTEXT, £ old group. version, kind & & U playbook 73 role 7 1 —JL RO TFICHEITT

TET,

—ERDHEEEIE., DAY L)Y —R(CRYDT7 /77— avaEFERALTYY—RATEILEEETEET,
F—N—=S4 RTEZA T avIliE, LTIBEINZ 7/ T—2a3VhEaFEhEd,

RRABERERARF I 7ANA T a Y

AEEHAE reconcilePer
iod

AT—8H ADEE manageStat
us

KEzT2Y Y —RDER watchDepen
dentResour
ces

96

BED CRICDWTDREETD
R,

Operator (&% CR O status =7
< 3 v ® conditions />3 v
HEEBTEET,

Operator & Ansible IZ & > TR
INdYY—REEMICEERTE
E

ansbile.ope 1m
rator-

sdk/reconcil
e-period

true

true
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V529 —23—TDVY watchCluste  Operator & Ansible IZ& > TYERR fals
Y —2DER rScopedRes Ih3/752R4—20—7DY e
ources V—RAEEBEHTEET,

A Runner 7—7 4 77 maxRunner  Ansible Runner A& VY — 2 IZD ansible.ope 20

72 Artifacts W Operator IV 5+ —IlREF rator-
$5T7—T14777bFT4L b sdk/max-
)— DEEEBLE, runner-
artifacts

- version: vialphai
group: app.example.com
kind: AppService
playbook: /opt/ansible/playbook.yml
maxRunnerArtifacts: 30
reconcilePeriod: 5s
manageStatus: False
watchDependentResources: False

12.2.1.3. Ansible ICZ2{5 X h 2 BINZEH

BINDOZE# % Ansible ICIEfE L. Operator TEETEX X YT, hRH<T—1 YV —X (CR) Dspec z¥
I VTIFEBMERHE LTHF—LEORTEELET, Ihid. ansible-playbook J< > RITEI
2EMEHERFTT,

¥ 7= Operator I, CR DEHIH £ U CR M namespace ICD2WTD meta 7 1 —)L KO TFITEBIMDZEE
HELET,

BUF & CR DBIICAY Y

apiVersion: "app.example.com/vialphai"
kind: "Database"
metadata:
name: "example"
spec:
message:"Hello world 2"
newParameter: "newParam"”

BINZE#H E LT Ansible ISEI N BBEIRUTOEEY TY,

{ "meta": {
"name": "<cr_name>",
"namespace"”: "<cr_namespace>",

b
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"message": "Hello world 2",
"new_parameter": "newParam”,
"_app_example_com_database": {
<full_crd>
2
}

message & & U newParameter 7 1 —JU RIZEMEE & L TLEEBICERE S . meta (& Operator IC7E
BINDLDICCROBEEXAI T -9 2R LT, meta 7 1 —JL FId, Ansible D Fv MREREZE
FRHLT7VE2RATEXY,

- debug:
msg: "name: {{ meta.name }}, {{ meta.namespace }}"

12.2.1.4. Ansible Runner ¥4 L 2 b 1) —

Ansible Runner (&3> 57 —IC Ansible £TICDOWTDIFERZ#IF L £ 9. 2 hid tmp/ansible-
operator/runner/<group>/<version>/<kind>/<namespace>/<name> [CEHNN X 7,

BTG IR
e runner 74 L7 M) —IZDWTDFMIX. Ansible Runner RFa XY b #8BLTLEE
Uy,

12.2.2. Operator SDKCLI DA ~ X k—Jb
Operator SDK (I, BIREIC L 2%7138 Operator 7OV =V FDERK. EIL RS LT TOA =XZHEE
TECLIY—=IhrEFNET, 7T—IRAF—2 3 VICTSDKCLI A4 YA =)L LT, HED Operator
DA—H )RR THIENTEET,

pa 3]

AR TIE, B—AJ Kubernetes 7 5 A4 —& L T® minikube v0.25.0+ /8T Y w o L
VAN —® quay.io ZFEARALZET,

12.2.2.1. GitHub Y ) —ZXAH6DA A M—JL

GitHub 7O ¥ hH 5 SDKCLIDERIEIRY Y —ADNRNAF1)—%FooO—KL, 1 V2R
I\_)l/f\‘ﬁi-a—o

AR E 4

® Govli3+

docker v17.03+, podman v1.2.0+, F 7| buildah v1.7+

OpenShift CLI (0¢) 4.4+ ({ ¥ 2 h— L)

Kubernetes v1.I2.0+ ICE DK VSR —~DT7 IR

AT F—LIYAN)—=~DT7IER

FIR
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L DY—ZRN=—a3VTHAEZRELET,
I RELEASE_VERSION=v0.15.0

22 Y—=2Z2NR4F )= ovO0—KRLET,
o Linux DHE

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-${RELEASE_VERSION}-
x86_64-linux-gnu

® macOS DiFE

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-${RELEASE_VERSION}-
x86_64-apple-darwin

3. 4 yO—RLEYVY—Z2DNRA+ ) —5=FERLZET,
a. REINFZASC 7 74L& oO0—-—RKLZET,

o Linux DIFBH

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-
${RELEASE_VERSION}-x86_64-linux-gnu.asc

® MacOS DIFE:

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-
${RELEASE_VERSION}-x86_64-apple-darwin.asc

b. XA FY—ERBTBASCT7ALZERLT ALY M —ICEE, UTFOIYY REET
LTRAF Y —%ZmHaBLET,

e Linux DF&H

I $ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu.asc
® MacOS DizE:

I $ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin.asc
RIFIEEEORAAF DT —VRAT—2avVIlRWGEEIE, LTFTOIZ—MHINET,

$ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin.asc
$ gpg: assuming signed data in 'operator-sdk-${RELEASE_VERSION}-x86_64-apple-

darwin'
$ gpg: Signature made Fri Apr 5 20:03:22 2019 CEST
$ gpg: using RSA key <key_id> @)

$ gpg: Can't check signature: No public key
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F—AHF T O0-—RTBICE. LTFTOOYY REETL, <key id> Z#ERIOIT Y ROH
NTIREINAZRSA F—XFIIESHTAZET,

I $ gpg [--keyserver keys.gnupg.net] --recv-key "<key_id>" ﬂ

Q F—H—N—PREINTLRWVNEE, Th% --keyserver 7 7> a v THRELE
ER

4. V) —=ANAF1)—=%ZPATHICA VA M—=ILLZET,

o Linux DIFBH

$ chmod +x operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu
$ sudo cp operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu
/usr/local/bin/operator-sdk

$ rm operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu

® macOS DIFE

$ chmod +x operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin
$ sudo cp operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin
/usr/local/bin/operator-sdk

$ rm operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin

5 CLIYV=IAELLKA VAN —ILEINTWE I ZHRLET,

I $ operator-sdk version

12.2.2.2. Homebrew ™" 65DA4 > X b—Jb

Homebrew %A L TSDKCLI#f4 YA KN—ILTEZ XY,
AR
® Homebrew
e docker v17.03+. podman v12.0+, F 7| buildah v1.7+
® OpenShift CLI (oc) 4.4+ (1 ¥ A M —ILiEH)
e KubernetesvII2O+ ICEDLK VT RAY—~DT7 IR
o OVFFT—LIARN)—ADTIER
¥
. brew YV RAFERLTSDKCLIZA VA M—=ILLET,

I $ brew install operator-sdk

100


https://brew.sh/

#5123 OPERATOR SDK

2. CLIV—ILDELLKA VAN —ILINTWBZEEERALZET,

I $ operator-sdk version

12223.V—2&FALEOAVYNMMILELTA VA ML

OperatorSDK Y —2XO— RKZBE L T, SDKCLIZV/SMJ)LL, 1 VA= TEZT,

AR
o Git
® GovlI3+
e docker v17.03+, podman v12.0+, F7 (& buildah v1.7+
e OpenShift CLI (0€) 4.4+ (1 ¥ & h—JLiEH)
e Kubernetesv112.0+ IZE DK VS RI—~DT7 IR
o OAVFF—LIYRMN)—ADT7IER
FIa
1. operator-sdk ) RY N —D/O—V&EKLET,

$ mkdir -p $GOPATH/src/github.com/operator-framework

$ cd $GOPATH/src/github.com/operator-framework

$ git clone https://github.com/operator-framework/operator-sdk
$ cd operator-sdk

2. WEBR)YY—RTSVFEFzvIT7I7MLET,
I $ git checkout master
3. SDKCLIY—JI&Eav/f)bLL, 1 VAR—=ILLZET,

$ make dep
$ make install

ZhiZ& Y, $GOPATH/bin IC CLI /N1 F ') — operator-sdk B* 1 Y X h—ILINFE T,
4. CLIYV—=IHDELLKA YA M—ILINTWBR I LR LET,
I $ operator-sdk version

12.2.3. Operator SDK % {1 L 7= Ansible X— X M Operator D EJL K

LLFDFIETIE, Operator SDK MRS 2 Y —ILB LT 4 T3 Y —%{FEMA L7z Ansible Playbook A*
HR— K9 % BffiZ Memcached Operator D EJL RDFIICDOWTERBAL XY,

AR
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o FHARI—VRT—>3VIZA VA M—=)LEN S Operator SDK CLI

e cluster-admin /X—3I v a3V ERFDIOT7HV Y MEA LK Kubernetes XR—2D Y S X8 —r
v1.11.3+ (OpenShift Container Platform 44 72 &) ADT7 7 £ R

® OpenShift CLI (oc) v4.1+ (1 ¥ A h—ILiEH)
® ansible v2.6.0+
e ansible-runner v1.1.0+

e ansible-runner-http v1.0.0+

FIR

1. R Operator 7O xV FE{ER L 9, namespace A J— 7D Operator (& —
namespace T V—XZEH L., BEL X9, namespace A 11— 7D Operator [ FHMEL H
2DICBELTERINET, INS5D Operator EHIVBES W27 v 7V L — K, BEXIG
BLTE=ZF ) VT DIDD namespace DEE. BFL U APIEZDERILZAREICLET,
HHIRD Ansible X— R, namespace X 31— 7 M memcached-operator 7O = 7 b % ER
L. ZOT4 LI M) —ICHIY#ZZICIE, UTFOOY Y REFERALET,

$ operator-sdk new memcached-operator \
--api-version=cache.example.com/vialphai \
--kind=Memcached \
--type=ansible

$ cd memcached-operator

ZhniZ& Y. APIVersion example.com/viaphal & & U Kind Memcached @ Memcached ')
Y — A% BT % 726D memcached-operator 7OV =7 hAERINZE T,

2. OperatorAY Yy V% hAITAXLET,
Z DI TlE. memcached-operator |&Z 1 Z1®dD Memcached 1 X% L)Y —2Z (CR) IZDW
TLLT DA (reconciliation) ALYy U #R{TL 9,

e memcached Deployment Z{ER L & 9" ("2 WM E),
® Deployment D% XA Memcached CR CIEEINZDERULUTHB I &R LET,

7 7 # ) b . memcached-operator (& watches.yaml 7 7 1 JLITTRI N B L DI
Memcached ') V — X4 XY N Z B L. Ansible O—JL Memcached #2317 L £ 7,

- version: vialphat
group: cache.example.com
kind: Memcached

7 arvT, WTFoOY v ¥ % watches.yaml 7 7 {1 L THRITA X TEET,

a. role 47 3 v %#EL T, ansible-runner % Ansible O—JL%&{f > TEET B RIC
Operator N DRFED/NNREFATELDICKELET, 774 MTIE FHFHRIATVK
TO—/ILABHINDIBAANDHET/XABAAINET,

- version: vialphat
group: cache.example.com
kind: Memcached
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I role: /opt/ansible/roles/memcached

b. playbook & 72 3 > % watches.yaml 7 7 1 JLIZ$§%E L T. ansible-runner % Ansible
Playbook TH#ZE 9 % FEIC Operator A DIBEINT/NN R EFHATELDIEKELE T,

- version: vialphat
group: cache.example.com
kind: Memcached
playbook: /opt/ansible/playbook.yaml

3. Memcached Ansible A—JLZEJI KL ZE T,
H R X N7z Ansible O—JL % roles/memcached/ ¥4 L2 ) —DFTLEELZET, 2D
Ansible O—JLIE, VY —RADEEBERICETINZOYV YV 5HIELE T,

a. Memcached ftE%=E&ZL X7,
Ansible X— 2 M Operator DEFH I Ansible I TETRTEITTE X T, Ansible Operator (&
CREKRTZ A —ILRDIARTODF—/BERT7TZ ZH & LT Ansible ITELE T, 71—
IWRDITRTOEBEDERAIIE, Ansible DEFTHIIC Operator IC& 2 TRAR—I 5 —R (/WX
F+ TPV —RAT)ICERINE T, &z L, B D serviceAccount (£ Ansible Tl
service_account IC/2Y 9,

B> b

Ansible TEHUICDWT DY A TOMRIEEERITL, 7TV 5r—>arvrFEINBIALES
ECEXBIELEWRTINELIHYET,

d—H%—n" spec 7 1 —JL RZ5&E LAWIEH. roles'memcached/defaults/main.yml
T77ANEEBLTCT 74 MNERELET,

I size: 1

b. Memcached 7 7014 XV b aERELE T,
Memcached AN EFEIN/RET, VY —RXDERICHTT % Ansible DEITHRE A EH
TEXEY, TNhiTAnsible A—=ILTH DB D, T 7 4L bDENMEI
roles/'memcached/tasks/mainyml 7 7 {1 L TH RV =#ETLE T,

Z ZTOHOHEMIL. Ansible T memcached:1.4.36-alpine 1 X — %3479 % Deployement
HERRT B2 EIZHY £9 (Deployment B2 WFE). Ansible 2.7+ 14 k8s Ansible £
Va—I)LEYR—MLET, ZOHITIE. TOEY21—ILEFERL. Deployment E&
wELEY,

roles/memcached/tasks/main.yml 2L FIC—HT B LI ICEEL T,

- name: start memcached
k8s:
definition:

kind: Deployment

apiVersion: apps/v1

metadata:
name: '{{ meta.name }}-memcached'
namespace: {{ meta.namespace }}'

spec:
replicas: "{{size}}"
selector:
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matchLabels:
app: memcached
template:
metadata:
labels:
app: memcached
spec:
containers:
- name: memcached
command:
- memcached
- -m=64
--0
- modern
- -V
image: "docker.io/memcached:1.4.36-alpine"
ports:
- containerPort: 11211

p= =)
ZDBITIE, size Z#EFEHA L. Memcached Deployment DL 71) h#i%

FELTWET, COBITIE. T74IME21ICRELETH. RO —
P—DNIDT 74N e LEETECREZFRTHIENTEET,

4. CRDE7F7O4LEY,
Operator MEFTRIIC. Kubernetes I& Operator B8 2R A XY L) VYV — R EZE (CRD)
IKDWTIBELTW2MENHY £9, Memcached CRD #7704 LE T,

I $ oc create -f deploy/crds/cache.example.com_memcacheds_crd.yaml

5. Operator&EJL KL, EfTLZFY,
Operator AEJL KL, RIT9T2AHEE LT 2DO0AEAFERATEEY,

® Kubernetes 7 5 24 —A® Pod % £
e operator-sdkup AY Y REFRALTISRAY—HATGo 70735 L% FER
UTOREOWTIAERBIRLE T,

a. Kubernetes 75 A9 —HTPod&ELTRITLET, CHIEEHRBRETOELEINS A
5%(“-3—0

i. memcached-operator 1 X—Y%EJRL, CThELYRMN)—IZTv a2 LET,

$ operator-sdk build quay.io/example/memcached-operator:v0.0.1
$ podman push quay.io/example/memcached-operator:v0.0.1

i. Deployment ¥ =7 = X MiZ deploy/operator.yaml 7 7 f JUIZERINFE T, D
7 714 )LD Deployment 4 X —J &, 7L —R7KJL4— REPLACE_IMAGE 75 &EHi
IKEIWRINIAX—VILEBINZDLENHYFET, TNERTTZICE. UTEE
TLET,
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$ sed -i 's| REPLACE_IMAGE|quay.io/example/memcached-operator:v0.0.1|g'
deploy/operator.yaml

ii. memcached-operator #5701 L 7,

$ oc create -f deploy/service_account.yaml|
$ oc create -f deploy/role.yaml

$ oc create -f deploy/role_binding.yaml

$ oc create -f deploy/operator.yaml

iv. memcached-operator D' L TW5 2 & =R L F T,

$ oc get deployment
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
memcached-operator 1 1 1 1 im

b. 75X —HATRITLEY, COHEIE. T7OMAVINBLUVTRAMNOERE % EIF S
DICAREY A VILEICBEINEHETY,
Ansible Runner & & T Ansible Runner HTTP 7S A U BNA VA R—ILEINTWB T &%
HEELET, 1 VAM—ILINTWRWEE. CR DIEMKRFIC Ansible Runner B 5 F18 L
BRWIS—DRELET,

X 5|2, watches.yaml 7 7 1 L TSRBINZO—IWNRAZANII VY EILHZRENHY F
¥, BE. AVFFT—ET4 R LOO—IILHAEINBBATHERAINS LD, O—ILiE
FRTEFEHD Ansible O—JL/X R (f§l: /etc/ansible/roles) ICFEF TIE—INEZMENHY X
ER

i. $HOME/.kube/config IC# %7 7 # )L b D Kubernetes 3%%E 7 7 1 JL % {8 > T Operator
HEO—RIICETTBICE. UTFERTLET,

I $ operator-sdk run --local

R I N7 Kubernetes 58E 7 7 1 L% {# > T Operator # A—HJLICEITT 5 ITIF,
UFEEITLET,

I $ operator-sdk run --local --kubeconfig=config

6. Memcached CR #{Ef L 9

a. LTFICRI N3 & 5 IZ deploy/crds/cache_vialphal_memcached_cr.yaml 7 7 1 )L %%
B L. Memcached CR L 7.

$ cat deploy/crds/cache_vialphal_memcached_cr.yaml
apiVersion: "cache.example.com/vialphai”
kind: "Memcached"
metadata:
name: "example-memcached"
spec:
size: 3

$ oc apply -f deploy/crds/cache_vialphal_memcached_cr.yaml

b. memcached-operator »* CR @ Deployment Z{FFlX CE 2 I & AR L £,
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$ oc get deployment

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
memcached-operator 1 1 1 1 2m
example-memcached 3 3 3 3 im

c. Pod T32DLTYADBERINTWB I EA#EERALET,

$ oc get pods

NAME READY STATUS RESTARTS AGE

example-memcached-6fd7¢98d8-7dqdr  1/1 Running 0 im
example-memcached-6fd7c98d8-g5k7v ~ 1/1 Running 0 im
example-memcached-6fd7¢c98d8-m7vn7  1/1 Running 0 im
memcached-operator-7cc7cfdf86-vvjgk 1/1 Running 0 2m

7. Y1 X=EHFLIT,

a. memcached CR @ spec.size 7 1 =)L NZ 305 4ICEEBL, EEZERALEY,

$ cat deploy/crds/cache_vialphal_memcached_cr.yaml
apiVersion: "cache.example.com/vialphai"
kind: "Memcached"
metadata:
name: "example-memcached"
spec:
size: 4

$ oc apply -f deploy/crds/cache_vialphal_memcached_cr.yaml

b. Operator &' Deployment 4 XA ZXEI 5 & &2HRAL T,

$ oc get deployment
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
example-memcached 4 4 4 4 5m

8. WY—R%&HVY—VTF7yvTLET,

$ oc delete -f deploy/crds/cache_vialphal_memcached_cr.yaml
$ oc delete -f deploy/operator.yaml

$ oc delete -f deploy/role_binding.yaml

$ oc delete -f deploy/role.yaml

$ oc delete -f deploy/service_account.yaml

$ oc delete -f deploy/crds/cache_v1alphal_memcached_crd.yaml

12.2.4.K8S Ansible EY 2 —JLDFRICLZ T V5 —>avySA 7294 7 IILDERE

Ansible Z{#F L T Kubernetes T7 U r—> 3> D54 794 7L EEY 3IC1E, k8s Ansible £
Vi) AFETEET, TDAnsible TV a—ILIZLY, BEREIIEED Kubernetes ) V—2 7 7
AV (YAML TERRINTW3) ZFIAT 2H. £LERAMT 17D Ansible TS 74 VI EBAER
RIBIENTEET,

Ansible ZBEF®D Kubernetes YV —X 7 74 IV EHEB T2 AKDFED 1 DI, Ansible DWW DhvE

THDHEFD) BHMAFTETCDO)Y—ZADHRITA XETREICT B JinjaT Y TL—MNaFATES
ROEHY T,
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DY a Tk, k8sAnsible EY a—I)LDFEREEZFMICRIALE I, FHEBEKBT I,
Playbook Z#fBHE L TA—ANT—V RT—3 VILEYVa—IlEA VA M =LL, ThETFTRAMLT
M5, Operator ATOFEREZRABLET,

12.2.4.1. k8s Ansible EZ a2 —ILDA VA b—JL

k8s Ansible EVa—JILEO—AINT—ORATF—2aVICA VA M—ILTBICIE. UTEEIFTLET,

FIE
1. Ansible26+ %14 YA M—=ILLZET,

I $ sudo yum install ansible
2. pip Z=f£F L T OpenShift python 7547 b RN 57—V %A VA M—=JLLET,

I $ pip install openshift

12.2.4.2.k8s Ansible T2 2 —J)LOO—AILTCDFT R b

BIRENEE Operator #E1TL. BEI KT BDTIEARL, Ansible I—RKEO—HILTI VD SET
TEADFEALHZBENHY T,

FIg
1. #7138 Ansible R— 2 @ Operator 7OV V7 b &E#HEL F T,

$ operator-sdk new --type ansible --kind Foo --api-version foo.example.com/vialphai foo-
operator

Create foo-operator/tmp/init/galaxy-init.sh

Create foo-operator/tmp/build/Dockerfile

Create foo-operator/tmp/build/test-framework/Dockerfile

Create foo-operator/tmp/build/go-test.sh

Rendering Ansible Galaxy role [foo-operator/roles/Foo]...

Cleaning up foo-operator/tmp/init

Create foo-operator/watches.yaml

Create foo-operator/deploy/rbac.yaml

Create foo-operator/deploy/crd.yaml

Create foo-operator/deploy/cr.yaml

Create foo-operator/deploy/operator.yam|

Run git init ...

Initialized empty Git repository in /home/dymurray/go/src/github.com/dymurray/opsdk/foo-
operator/.git/

Run git init done

I $ cd foo-operator

2. WER Ansible Y v U % L T roles/foo/tasks/mainyml 7 7 { LZZEBEL XT, DA
Tld, ZEDIY E A & HIZ namespace ZER L. HIBRL T,

- name: set test namespace to {{ state }}
k8s:
api_version: v1
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kind: Namespace
state: "{{ state }}"
name: test

ignore_errors: true ﬂ

Q ignore_errors: true 233 €352 &L Y. FELAVWTOY TV MEBIBRLTERKL
Tt A

3. roles/foo/defaults/main.yml 7 7 1 JL%, 77 # )L h T state % present [CFRET D & D ICE
BLEY,

I state: present

4. BT 4 L7 M) —IZ. Foo O—JL% EE Ansible Playbook playbook.yml % {ER L £ 7,

- hosts: localhost
roles:
- Foo

5. Playbook #%21T L £ 9,

$ ansible-playbook playbook.yml
[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit
localhost does not match 'all’

KKK A A KA KA KA KA R IA KR I A I A I A A A A A AR AR IR I Ak hhhhkhkhkhhkhhkhkhkhkhhkhkhkhkhkhkhkhkhkhkhhkhhhhhhhhd
PLAY [localhost]

PROCEDURE [Gathering Facts]

hhkkkhkhkkkkkhkhkhhhkkkhkhkhhhhkkhkkhkhhhhkkhhhhhhhhkhkhhkhhhhhhhhhhhhhkhkhhdhhhkhkrrhhik

ok: [localhost]

Task [Foo : set test namespace to present]
changed: [localhost]

PLAY RECAP khkkkkhkkkkkkhkhhhhkkhkhkhkhhhhkhhhhhhhhhhhhhhhhkhhhdhhhhhhhhhhhhhdddhhhhdhhhhhhhkhrrdhhrdx

localhost :0k=2 changed=1 unreachable=0 failed=0

6. namespace MERRINTWB I E %R LE T,

$ oc get namespace

NAME STATUS AGE
default Active 28d
kube-public Active 28d
kube-system Active 28d
test Active 3s

7. state % absent |Z5%E L T Playbook Z#BZETL X7,

$ ansible-playbook playbook.yml --extra-vars state=absent
[WARNING]: provided hosts list is empty, only localhost is available. Note that the implicit
localhost does not match 'all’

khkkkkkkkhkhkhkhhkkkkhkhhhhkkhkhhhhhhhhhhhhhhkhkhhhhhhhhhhhhhhhkhhhdhhhhhrhhhhhkhkhhhdhixx
PLAY [localhost]
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PROCEDURE [Gathering Facts]

hhkkkkkkkkkhkhhhkkkhkhkhhhhkhkhhkhhhhkhkhkhkhhhhhhkhkhhhhhhkhkhhhhhhhhkhkhhdhhhkhkrrrhid

ok: [localhost]

Task [Foo : set test namespace to absent]
changed: [localhost]

PLAY RECAP kkkkkhhkkkkkkhkhhhkhkkhhkhhhhhkhkhhhhhhhhhhhhhhhhkhhhdhhhhhhhhhhhhhdddhhhhdrhhhhhrkhrrdhhhxx

localhost :0k=2 changed=1 unreachable=0 failed=0

8. namespace NHIRI N TWB I & %#ERELE T,

$ oc get namespace

NAME STATUS AGE
default Active 28d
kube-public Active 28d
kube-system Active 28d

12.2.4.3. Operator HTT® k8s Ansible E a2 —J)ILDF X b

k8s Ansible EY 12— L&A O— AL TEATZ I EICIBAE DS, ARY LYY —2R (CR) DEEE(C
Operator I CHE U Ansible A2y % MY H—TEF 9, ZDHITIE. Ansible O—JL %, Operator A
BER T DHRED Kubernetes ) V=X Yy T LET, COXYEVIIRER I 7/ IILTEITINE
ER

12.2.4.3.1. Ansible X— X Operator DO—HILTDT R b

Ansible 7—7 70—D7AMEO—AITEFTTEHIEITENRLL, O—HILICEITIN S Ansible
NR—2D Operator AITAY v V=T ANTEET,

IN%EERITT BITIE. Operator 7OV 7 D EERT 4 L 7 b —H 5 operator-sdk run --local O <
YREFERLEFYT, 20av Y K& ./watches.yaml 7 7 1 LD 55AHE Y.  ~/.kube/config 7 7 1 )L
Z{EMA L T k8sAnsible EV 1 —ILHAEITT B & D IC Kubernetes 7 XA —EBELE T,

FIR

1. run --local 1< > R ./watches.yaml 7 7 1 LD 55 A BB 7=, Operator DYERE 1L <
DHDA T avERIRTEET, role "EMRTHINDIFE (T 71 MTIE
/opt/ansible/roles/<name>). O —JL % Operator & /opt/ansible/roles/ 74 L 7 K1) —IlE
BIAE—J340EBENMHYZXT,
hid, METTALI N —DODOEENARMINBAVZHICEHICRYET, ZobY
I, role 74 —ILRERTTA LI MN)—%BRITZLIDICERL, BBEDOITEZIAVNTY

MLZET,

- version: vialphai
group: foo.example.com
kind: Foo
# role: /opt/ansible/roles/Foo
role: /home/user/foo-operator/Foo

2. HRY LYY —RESE (CRD) 8LV HRH L)Y —2 (CR)Foo DEEIAA—ILR—AT 4+

A4 (RBAC) E&E % ERK L £ 9., operator-sdk I~ > KL, deploy/ 74 L 7 h)—RICZ
N7 74 BEERLET,
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$ oc create -f deploy/crds/foo_v1alphal_foo_crd.yaml
$ oc create -f deploy/service_account.yaml|

$ oc create -f deploy/role.yaml

$ oc create -f deploy/role_binding.yaml

.run--local av Y REEFTLET,

$ operator-sdk run --local

[...]

INFO[0000] Starting to serve on 127.0.0.1:8888

INFO[0000] Watching foo.example.com/vialphai, Foo, default

. Operator ()Y —ZX Foo TANY hZBEHRLTWS7e, CROEMICEL Y. Ansible A—Jb

DEFTNMMNY H—INZET, deploy/cr.yaml 7 71 L ERRLZET,

apiVersion: "foo.example.com/vialphat"
kind: "Foo"
metadata:

name: "example"

spec 7 1 — )L RIZEREINTULARWESH, Ansible (ZBIMDEHH A L TREILET, RDOES
23V TlE, BIIOZEEHA CRH S Ansible ITEINDAEICOWTEHBALET, ZDioH,
Operator ICRAILTT 74 MEZRET DI ENEEICRYET,

. T 7 # )L NE# state % present ICEEE L. FOOD CRA VY RY VvV RAEERLET,

I $ oc create -f deploy/cr.yaml

. namespace test MEINTWB I & 2R LT,

$ oc get namespace

NAME STATUS AGE
default Active 28d
kube-public Active 28d
kube-system Active 28d
test Active 3s

7. deploy/cr.yaml 7 7 f )L %, state 7 1 —JL K% absent ICERET 5L D ICEEL X,

apiVersion: "foo.example.com/vialphat”
kind: "Foo"
metadata:
name: "example"
spec:
state: "absent"

8. ZHE%EAL. namespace "EXEINTWVWBH I E=HRALET,

$ oc apply -f deploy/cr.yaml

$ oc get namespace
NAME STATUS AGE



#5123 OPERATOR SDK

default Active 28d
kube-public Active 28d
kube-system Active 28d

12.2.4.3.2. Ansible X—2Z Operator DY S XY —ETDT Ak

Ansible Y v 2 % Ansible X— X Operator HCO—AIIZEITT 5 I &ICEBNL S, OpenShift
Container Platform 72 & @ Kubernetes ¥ 5 X249 —® Pod AT Operator a7 A MBI ENTEZE
o PodDY T 24 —TDEITIE. ERERIETERBEINSFETT,

FIR

1. foo-operator 1 X—Y % EJ KL, ChELYZRMNY—IZTv a2 LET,

$ operator-sdk build quay.io/example/foo-operator:v0.0.1
$ podman push quay.io/example/foo-operator:v0.0.1

2. Deployment ¥ =7 = R M Z deploy/operator.yaml 7 7 1 JUICERINE T, TDT 711D
Deployment 4 % — (4 7L — 2 kL4 —@ REPLACE_IMAGE » 5 BTIC EJL RS hfc oA
A—VILEBINZRELIHYET, TNITEUATOITY RERITLET,

I $ sed -i 's| REPLACE_IMAGE|quay.io/example/foo-operator:v0.0.1|g' deploy/operator.yaml

OSX TINLDFIEERITLTWVWBRIBAICE. RDYICUTOIYY RERITLET,

I $ sed -i " 's| REPLACE_IMAGE|quay.io/example/foo-operator:v0.0.1|g' deploy/operator.yami
3. foo-operator =7 704 L £,

$ oc create -f deploy/crds/foo_v1ialphal_foo_crd.yaml # if CRD doesn't exist already
$ oc create -f deploy/service_account.yaml|

$ oc create -f deploy/role.yaml

$ oc create -f deploy/role_binding.yaml

$ oc create -f deploy/operator.yaml

4. foo-operator AFREIL TWB I & Z2HRLF T,

$ oc get deployment
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
foo-operator 1 1 1 1 im

12.2.5. operator_sdk.util Ansible AL 7> a VAFR LD RI L)Y —RADRFT—4
2EE

Ansible X—2 M Operator I&. BHR 4% L)Y —2R (CR) status 7' 1) V —2 % LIFID Ansible £4TIZD
WTO—MABERTEBNICERLET. ThIKiE. UTOLI IR LY RV BLTKRK LIS
AVDHEBAETZ2IS—AvE—IDNEFEFNET,

status:
conditions:
- ansibleResult:
changed: 3

m
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completion: 2018-12-03T13:45:57.13329
failures: 1
ok: 6
skipped: 0
lastTransitionTime: 2018-12-03T13:45:57Z
message: 'Status code was -1 and not [200]: Request failed: <urlopen error [Errno
113] No route to host>'
reason: Failed
status: "True"
type: Failure
- lastTransitionTime: 2018-12-03T13:46:13Z
message: Running reconciliation
reason: Running
status: "True"
type: Running

T 51T Ansible R— 2 M Operator I&, Operator DYERKE A operator_sdkutil AL 2> 3> IZ&FENS
k8s_status Ansible E¥ 2 — IV THRAY LDRAT—H AEEI/ETEDLIICLEFT, TnICLY.,
BEIIHEICIGEL., FEDF—/IEDRT %ZF > T Ansible i 5 status = EBFHTX X,

7 7 # )L M Tl Ansible X—X®D Operator ICI&, LED & D ICEITNABR Ansible EITHANE F
hEd, 77)5r—>a>vDRT—49 XD Ansible BATEH Ihixw LD ICTI2RELNH BHBEIC.
TV —=2avhbRT—Y R FHTEBIFITEIENTEET,

FIR

L. CRRT—H9R&T7 ) r—>avhoFETEMY %ICI1E. manageStatus 7 1 —JL K%
false ICERE L CEER 7 7M1 ILEEH LT,

- version: v1
group: api.example.com
kind: Foo
role: Foo
manageStatus: false

2. JRIC. operator_sdk.util.k8s_status Ansible €L 2 —JILAFERALTH TV Y —REEHLZE
T, fc&AE. ¥—foo BLVME bar = L TEHT 5113, operator_sdk.util ZLLTFD &
DIERATEHIENTEET,

- operator_sdk.util.k8s_status:
api_version: app.example.com/v1
kind: Foo
name: "{{ meta.name }}"
namespace: "{{ meta.namespace }}"
status:

foo: bar

Loy avidg, FiIrkiCAF vy 7+—IbT 4~ E N7 Ansible Operator ICEENZ0O0—)LD
meta/main.yml TEE922EEHTEET,

collections:
- operator_sdk.util

O—IDASTIALY>avaEEETSHE, k8s_status EV 21— ILABEBRREHITEIENATEET,
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k8s_status:
<snip>
status:
foo: bar

Bmyv—=x

® Ansible X—2X Operator 5D 1—HF—FBDRT—48 RAEE%IT I HEICDWTOFM
I&. Ansible-based Operator Status Proposal for Operator SDK &8 L T 72X W,

12.2.6.;800") V—2X

® OperatorSDKICL > THERINZ 7OV IV RTFTa LI M) —EEICDWTOM
I&. Appendices ZBRRL T I,

® Reaching for the Stars with Ansible Operator - Red Hat OpenShift Blog

® Operator Development Guide for Red Hat Partners

12.3. HELM X— X OPERATOR D {ERX

LUFTIE. Operator SDK T®D Helm F+ — b DHR— MIDWTOHMEAERA L. Operator fENE %
WRIC, BEFED Helm F+ — M %2 {#FH ¥ % operator-sdk CLI Y —JL T Nginx Operator # EJL K L, &
7950l RLET,

12.3.1. Operator SDK T®D Helm ¥+ — b DHR— b

Operator Framework (& Operator &\ Kubernetes %4 74 77 7)) r—> a v A R(HM D BEENL
INHREDH 2 FETERT 2DDF—T VY —AY—ILFY hTT, TOTL—LT—JITEF
Operator SDK A& 1. I 1id Kubernetes AP| DEHMMEZIBEL TLWARLC TE, TR ETNOEMAH
ICEDWT Operator D7 — A NSy THELIUVEI RERITTEDLDICHRELLRELET,

Operator 7OV TV &SR T 27D Operator SDK DA T a > dD12& LT, Go A— KEER
H3ICBEED Helm F v — M &AL T Kubernetes ) V—R&H—IhiT7 ) r—>aveELTT
TOA4 924 ToarvrHyET, TDLD M Helm R—RD Operator TlE, EHIEF ¥ — hD—ER
ELTEMINS Kubernetes 7 72 7 MIBEING LD, O—ILT7IMFICOY Y I %2IFTEAL
MEELBRWRAT—MLABRT Y= 3V aFERTZBIELTVWEYT, WSOHMEIRIHZD LD
BEREEZ2DhE LNEHAD, Kubernetes AT 2 =7 1 —HEIN KT S Helm F v+ — M BRICHE
MLTWBZEDLLENND LI, TD Operator I EHZLL DA—HF =4/ —RIIHIGT D EHNTE
£9,

Operator DERMEEE LT, PTVT—Ya VA VAIVRERTHRAI LA T MHS5HAE
Y, HRERREEETINTVLWIRBIC—BIELZENTEZE T, Helm R—2R Operator DIFE. 7
T NOERET 1 —IL KiE. BE Helm D values.yaml 7 7 1 JLICEBIRI N B ES T3 v D—
ETY, HelmCLIZFERALTI7 7V EDEZFZET 20 Y IC (fl: helm install -f values.yaml),
INLEARYL)Y—R(CRARTRIRTZIENTEFT, ZhiZLY. R4 71 7 Kubernetes
A7V hE LT, BAINS RBAC BLUVEEMPFOMNREEFRATETET,

Tomcat & \\ D Efifi72 CR DAl

apiVersion: apache.org/vialphai
kind: Tomcat
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metadata:

name: example-app
spec:

replicaCount: 2

ZDIZED replicaCount B, 2 FUTHAFERINEZFv+r—rDTY L —MIGEHEINET,
I {{ .Values.replicaCount }}

Operator DEJL RBELVT FOAKRIC. CROFHRA VY RIVREERLTTZ Y r—2 3 v OFRA
VA VRETIOA LEY, oc AV Y RAEFHLTIRTOBRETEITIINDIERDZI VARAYI VR
E—EBRRLEYTDBIENTEET,

I $ oc get Tomcats --all-namespaces

Helm CLI #fFEBE LAY, TilersA4 YA =L LAY TIHEIEIHY FHA, Helm R—RD Operator
[Ea—R%Z Helm 7OY Y b oA Y R—bMLET, Helm R—ZD Operator (30— K% Helm 70O
VI DS VR—KLET, Operator DA VR VY AERITIREICL, WAV L)Y —RAEH
(CRD) ICCRE2EHZRTEDIEDHADNREICARYET, ILICINIERBAC ICERT B2, EREIR
BOLTEABHREICPHIESTZIENTEET,

12.3.2. Operator SDKCLI DA >~ X h—JL
Operator SDK ICI&, BIREICL 2538 Operator 7OV =7 FDEK. EILRBELVOT IO 2KiE%E

TBCLIY—IPEEFNET, 7T—VATFT— 3 VICSDKCLI A4 VA M—=JL LT, HMB®D Operator
DA—H )T RERTHIENTEET,

pa )

LUFTIE, B—AJ Kubernetes 2 5 A4 —& L T® minikube v0.25.0+ /8T Y w o L
VAN —O quay.io ZFEARALZET,

12.3.2.1. GitHub Y ) —AH6DA Y A b—J)b

GitHub 7O 9 D5 SDKCLIDERIEI RY Y —ADNRNAF)—%FooO—KL, 1 VR
I\_)l/f\‘ﬁ i’g—o

(1} =355
e Govli3+
e docker vi7.03+. podman v12.0+, F 7| buildah v1.7+
® OpenShift CLI (oc) 4.4+ (1 ¥ A M —ILiEH)
e Kubernetesv112.0+ IZE DK VS RIY—~DT7 IR
o OVFFT—LIARN)—ADTIER
FIa
L)Y —ZN=IaVvEHEZELET,

I RELEASE_VERSION=v0.15.0

14


https://github.com/kubernetes/minikube#installation
https://quay.io/
https://golang.org/dl/
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22 D) =24+ )=y oO0—KLET,

o Linux DIFBH

$ curl -OJL https://github.com/operator-framework/operator-

sdk/releases/download/${RELEASE_VERSION}/operator-sdk-${RELEASE_VERSION}-
x86_64-linux-gnu

® macOS DiFE

$ curl -OJL https://github.com/operator-framework/operator-

sdk/releases/download/${RELEASE_VERSION}/operator-sdk-${RELEASE_VERSION}-
x86_64-apple-darwin

3. A va—RLEYY—ZRDONAF ) —5FERLET,
a. REINFZASC 7 74L& HooO0—-—RKLZET,

o Linux DIFBH

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-
${RELEASE_VERSION}-x86_64-linux-gnu.asc

® MacOS DIFE:

$ curl -OJL https://github.com/operator-framework/operator-
sdk/releases/download/${RELEASE_VERSION}/operator-sdk-
${RELEASE_VERSION}-x86_64-apple-darwin.asc

b. XA FY—ERBTBASC T 7ML ZERLTALI M —ICEE, UTFOIYY RE2ET
LTRAF Y —%mHaBLET,

o Linux DIFBH

I $ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu.asc
® MacOS DizE:
I $ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin.asc
RIFIEEEORAAF DT —VRAT—2avVIlRWVWGEEIE, LTFTOIZ - HINET,

$ gpg --verify operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin.asc
$ gpg: assuming signed data in 'operator-sdk-${RELEASE_VERSION}-x86_64-apple-

darwin'
$ gpg: Signature made Fri Apr 5 20:03:22 2019 CEST
$ gpg: using RSA key <key_id> @)

$ gpg: Can't check signature: No public key

Q RSA ¥ —XF71,
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F—2ZVOO-RTHICE LFDATYY FER1TL. <key_ id> ZERIDOI Y Y KD
NTRMINZRSAF—XFINCEETHRZI I,

I $ gpg [--keyserver keys.gnupg.net] --recv-key "<key_id>" ﬂ

Q F—H—N—=PREINTLRWVEE, Th% --keyserver 7 7> a v THRELE
ER

4. V) —=ANAF1)—=%ZPATHICA VA =L LZET,

o Linux DFH
$ chmod +x operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu
$ sudo cp operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu

/usr/local/bin/operator-sdk
$ rm operator-sdk-${RELEASE_VERSION}-x86_64-linux-gnu

® macOS DIFE

$ chmod +x operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin
$ sudo cp operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin
/usr/local/bin/operator-sdk

$ rm operator-sdk-${RELEASE_VERSION}-x86_64-apple-darwin

5 CLIYV=IAELLKA VAN —ILEINTWVWEZ L ZHRLET,

I $ operator-sdk version

12.3.2.2. Homebrew 65D 1 X b—JL

Homebrew Z{#H L CSDKCLI %44 YA N—JLTZZFT,

AR
® Homebrew
e docker v17.03+. podman v12.0+, F 7| buildah v1.7+
e OpenShift CLI (0€) 4.4+ (4 ¥ & h—JLiEH)
e Kubernetesv112.0+ ICE DK VS RI—~DT7 IR
o IVFF—LIAN)—ADT7IER
FIa

1. brew %Y RZHERALTSDKCLIZ1A YA M—=ILLET,
I $ brew install operator-sdk
2. CLIV=IUDBELLA VAN —ILINTWE I EEHRLET,

I $ operator-sdk version
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12323.V—Z2&FALAEZOAYRILVLBELTAI VA ML

OperatorSDK Y —XO—RKZEEL T, SDKCLIZaAY /XM J)LL, 1 VA= TEET,

(1} =355
o (it
® GovlI3+
e docker v17.03+, podman v12.0+, F7 (& buildah v1.7+
e OpenShift CLI (0¢) 4.4+ (1 ¥ & h—JLiEH)
e Kubernetesv112.0+ IZE DK VS RIY—~DT7 IR
o OVFFT—LIARN)—ADT7IER
FIa
1. operator-sdk ) RY N —DyO—V&EKLET,

$ mkdir -p $GOPATH/src/github.com/operator-framework

$ cd $GOPATH/src/github.com/operator-framework

$ git clone https://github.com/operator-framework/operator-sdk
$ cd operator-sdk

2. MBRYY)—RTSUFEFzVvITIOMLET,
I $ git checkout master

3. SDKCLIY—J)bZzavn"4JLL, 1 VA M—ILLET,

$ make dep
$ make install

ZhiIZ& Y, $GOPATH/bin IC CLI /N1 F!) — operator-sdk B* 1 Y X h—I)ILI N FE T,
4. CLIYV—=IHDELLKA YA M—ILINTWBR I L EZHRLET,

I $ operator-sdk version

12.3.3. Operator SDK Z {#f L 7= Helm X— X D Operator D EJL K

LFODOFIETIE, Operator SDK BT 2V —ILELUVSAM4 T3 —%FEHAL T Helm F+— A
R— M9 2 EH#i% Nginx Operator D EJL ROBITDOWTERBAL £,

Bk
EBF v —MIDWTHIE Operator 2EI RT3 2 EEREMRENALAEZEEZILE T, ThiTLY,

Hem ~N— X @ Operator " 547 L T Go T2 EH®D Operator ZEK T BB EREIC, IHICEL
DA T 14 TEE%$ % Kubernetes API (f§l: oc get Nginx) DFEE S L OCFHMEATREICRY FT,
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=55

FIR
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o FART—VAT—>3VICA VA M=)LE NS Operator SDK CLI

e cluster-admin /X—3I v > avaFEOD7HU Y MaFERALK Kubernetes R—ZAD I S RAY —

v1.11.3+ (OpenShift Container Platform 44 I EY ADT7 7 £ R

OpenShift CLI (0€) v4.1+ (1 ¥ & h—ILiE®)

. 3l Operator 7O x ¥V M &¥ER L £ 9, namespace 21— 7D Operator (F&#—

namespace T V—XZEH L., BEEL X9, namespace X 11— 7D Operator I FHRMEL H
2ODICBELTERINET, INS5D Operator EHIVBES W27y 7V L — K, BEXG
BLUVE=ZY ) VT DD namespace DB, BL T APIEEDEELZAREICLET,
F3 D Helm X— 2, namespace X 11— 7@ nginx-operator 7O =7 M &{ERKT % ITIE,
LFoa<xy R=ERALET,

$ operator-sdk new nginx-operator \
--api-version=example.com/vialphai \
--kind=Nginx \
--type=helm

$ cd nginx-operator

ZhniZ&Y, &YbiF APIVersion example.com/viaphal & & U Kind Nginx @ Nginx ') ¥/ —
2 %BEH 4 2 BHT nginx-operator 7OY =7 MAMERINFE T,

. OperatorAY Y V& HAYYAXLET,

Z OFITIE, nginx-operator [FZNEND Nginx H X4 L)Y —X (CR) ICDWTLAT DA
(reconciliation) AY v 7 #E{T L E T,

o Nginx 7704 XY MEER L ET (RWEE).
o Nginx T —ERZEMLXT (BWIFE).
e NginxIngress ZEM L ¥ (AMCI N TV BEAFELBRWVESE),

® Deployment, Service, 8L UF 7> 3~ D Ingress #* Nginx CR TIEEI N B MHELRRTE
(LTVAB AX=Y, Y—ERIATRE)IT—BTHIE5ERALET,

7 7 #JU M T. nginx-operator (& watches.yaml 7 7 1 JLIZ;REI N B & 5 IC Nginx V) V—2
ARV IMNZEERL, BEINLFYy— b 2EALTHelm )Y —X%ZETLET,

- version: vialphat
group: example.com
kind: Nginx
chart: /opt/helm/helm-charts/nginx

a. NginxHelm ¥+ — b &#ER L X7,
Helm Operator 7O 7 b DYERBFIC. Operator SDK &, Bffi72 Nginx ) Y —ZBHO T
vIL—bhtEYy rHEFNZ HemFyr—bOY Y FILEERLE T,

ZDFEITIE, Helm Fv¥— MREEND Y —RIIODWTDRIDIBREGAD-ODICFERT
% NOTES.txt 7~ 7L — h & #IC. Deployment, Service, & Wlingress )V —2FHIC
TYTL—bMEFIHTEEY,
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Helm ¥+ — MDFERICEN TWARWEGEIE, Helm Chart EEBRAD KT AV b 2508
LTLEIW,

b. Nginx CR{t#x%HEL 9
Helm I 1& (value) & WO BEZAEA L T, Helm ¥+ — b @D values.yaml 7 7 1 JLICEE
INZHemFv¥—bhDT 74 NERRITAZXLET,

CREBICHEREARZRTEL., TNO5DTI7A4INEEEXLET, flELTLTY) h#s
FHTZIENTEET,

i. 9. helm-charts/nginx/values.yaml 7 7 1 JL G, F+ — hIC replicaCount &\
ErEEFN. AT IAIPTICREINTWSIEERELEFT, 7704 X
Y MI2DDNginx 1 Y RY YV R%EFKRET 5ICIE. CRERRIC replicaCount: 2 1' & &
Na3BEIHY XY,
deploy/crds/example.com_v1alphal_nginx_cr.yaml 7 7 1 JLZLLTFD &L D ICEF L
x7,

apiVersion: example.com/vialphai
kind: Nginx
metadata:
name: example-nginx
spec:
replicaCount: 2

i. AIC. T74IWN MDY —ERR—MI80ICREINE Y, 8080 #Kb Y ICHERET
ZICiE, Y—ERR—FDEEXAZEMLT
deploy/crds/example.com_vialphal_nginx_cryaml 7 7 f L= BEEHF L F 7.

apiVersion: example.com/vialphai
kind: Nginx
metadata:

name: example-nginx
spec:

replicaCount: 2

service:

port: 8080

Helm Operator . helm install -f ./overrides.yaml O~ > RAHEEES 2 & 5 IC. L%k
2K % values 771 ILOHRBDEL D ITERALE T,

3. CRDZ77O4 LEY,
Operator MZEFTRIIC. Kubernetes I& Operator B4R 2R A XY L) YV — R EE (CRD)
IKDOWTIBELTW2HENrHY ET, LTFOCRDZ77O4 LET,

I $ oc create -f deploy/crds/example_v1ialphal_nginx_crd.yaml

4. Operator #EJL KL, EfTLZY,
Operator A EJL R L., EfTT2HEE LT 2DO0HEAERATEET,

e Kubernetes 7 5 24 —A® Pod % £
e operator-sdkup AY Y REFRALTISRAI—ATGo 7073 L% FER

UFOFEODWT A ZRBRLET,
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a. Kubernetes 75 A9 —HNTPod&E LTET LEY, CHIEIEBEBRETOEEINSA
5%(“-3—0

i. nginx-operator 1 X—Y%EJ KL, ThELYZMN)—IZFy>alLExd,

$ operator-sdk build quay.io/example/nginx-operator:v0.0.1
$ podman push quay.io/example/nginx-operator:v0.0.1

i. Deployment ¥ =7 = X MiZ deploy/operator.yaml 7 7 4 JLICERINFE T, D
7 714 )LD Deployment 4 X —J &, 7L —R7KJL4— REPLACE_IMAGE 75 [&EHi
IKEIWRINIAX—JILEBINZRENHYET, TNERTTZICE, UTEE
TLET,

$ sed -i 's| REPLACE_IMAGE|quay.io/example/nginx-operator:v0.0.1|g'
deploy/operator.yaml

iii. nginx-operator #7704 L%,

$ oc create -f deploy/service_account.yaml|
$ oc create -f deploy/role.yaml

$ oc create -f deploy/role_binding.yaml

$ oc create -f deploy/operator.yaml

iv. nginx-operator »'#EI L TW5 2 & ZMHEBL X,
$ oc get deployment

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
nginx-operator 1 1 1 1 im

b. 75R9—HATERITLEY., COFEE. 77O/ AV NBLIVTRAMNOEER LTS
OICHREY A VILBFICBEINEHETT,
watches.yaml 7 7 1 L TESRBRINZF v — MABTY IV EICHEELTVWBRRENHY X
9. 77 4J)L NT., watches.yaml 7 7 1 )L | operator-sdk build 1< > KTEJL KX h
% Operator { A—VAFRATESLIICAF Y 74 —IT 1V TINET, Operator &
operator-sdk run --local v > RTHEEL. AT 3IFE. SDKIFA—AILT 7ML Y
AT LTIDNRRERRELET,

i. CDIFFAIC, Helm Fv¥y— MDD RESRIT B VR) v IV O EERLET,

$ sudo mkdir -p /opt/helm/helm-charts
$ sudo In -s $PWD/helm-charts/nginx /opt/helm/helm-charts/nginx

ii. $HOME/.kube/config I3 % T 7 # )L b D Kubernetes 8% 7 7 1 JL % {f > T Operator
HEO—RIICETTBICE. UTFERTLET,

I $ operator-sdk run --local

R I N7 Kubernetes 5R8E 7 7 1 L% {# > T Operator # A—HJILICEITT 5 ITIF,
UFEEITLET,

I $ operator-sdk run --local --kubeconfig=<path_to_config>

5 NginxCRZ=77O4 L%,
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INFETICEFRELA Nginx CREZEBELET,
I $ oc apply -f deploy/crds/example.com_v1alphal_nginx_cr.yaml
nginx-operator »* CR @ Deployment Z/F{ T2 2 & AL T,

$ oc get deployment
NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE
example-nginx-b9phnoz9spckcrua7ihrbkrti 2 2 2 2 im

Pod T22DL Y ADBMERINTWB I &AM LET,

$ oc get pods

NAME READY STATUS RESTARTS AGE
example-nginx-b9phnoz9spckcrua7ihrbkrt1-f8f9c875d-ficr9 1/1 Running 0 im
example-nginx-b9phnoz9spckcrua7ihrbkrt1-f8f9c875d-ljbzl 1/1 Running 0 im

H—ERR—FH' 8080 ICREINTWD I &R LET,

$ oc get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
example-nginx-b9phnoz9spckcrua7ihrbkrt1 ClusterlP 10.96.26.3 <none> 8080/TCP
im

6. replicaCount #E# L. R—M&HIBRL XY,

spec.replicaCount 7 1 —JL K%z 205 3ICEE L. spec.service 7 1 —JL NZHIfRL T, &
BEEALET,

$ cat deploy/crds/example.com_v1ialphai_nginx_cr.yaml
apiVersion: "example.com/vialphai”
kind: "Nginx"
metadata:
name: "example-nginx"
spec:
replicaCount: 3

$ oc apply -f deploy/crds/example.com_v1alphal_nginx_cr.yaml
Operator »* Deployment Y4 XA ZEH TSI & A#HELE T,

$ oc get deployment

NAME DESIRED CURRENT UP-TO-DATE AVAILABLE AGE

example-nginx-b9phnoz9spckcrua7ihrbkrti 3 3 3 3 im
P—ERR—MDBTT2ILEDBOICEREINTWE I EZHRLET,

$ oc get service

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
example-nginx-b9phnoz9spckcrua7ihrbkrt1 ClusterlP 10.96.26.3 <none> 80/TCP
im

7. VY—R&H9Y—TF7yTLET,
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$ oc delete -f deploy/crds/example.com_v1ialphal_nginx_cr.yaml
$ oc delete -f deploy/operator.yaml

$ oc delete -f deploy/role_binding.yaml

$ oc delete -f deploy/role.yaml

$ oc delete -f deploy/service_account.yaml

$ oc delete -f deploy/crds/example_vialphal_nginx_crd.yaml

12.3.4.38mMY vV —2X

® OperatorSDKICL > THERINZ 7OV IV MTFa LI M) —EEICDWTOEM
l&. Appendices ZBRRL T I,

® Operator Development Guide for Red Hat Partners

12.4. CLUSTERSERVICEVERSION (CSV) D4 A%

ClusterServiceVersion (CSV) (&, Operator Lifecycle Manager (OLM) ® %Y 5 X ¥ —T® Operator O
ET%5XET B Operator A9 T—IDBLERIND YAMLYZT7 T AKTY, Thidk, 2—H—1 >
Y—7xAZICO0, A, BLUNRN=—V 3V REDBEREHRET 27HDICFERAINS Operator AV
TT—AA—CEHEIAYT—HTY, CSVId, Operator ’hEE T S RBACIL—ILPETNHNEEL
Y, IKELEZYTEHRI LYY —R(CR) IR ED Operator DEATICHERFEMIBROBERETH H
YExEd,

Operator SDK IZ1E. FEITERINLZYAMLY =7 2 XA B LV Operator V—R 7 74 ILICEFN
2IBREFEAL THRY YA I NIRTT Operator 7O ¥ b D ClusterServiceVersion (CSV) %
WY B7HD generatecsyv Y 7aAXY RASEEFNET,

CSVTERINDOT Y NIZL Y., Operator DIERED OLM ICDWTEH L <AL TH,
Operator B OLM EEEI B2, X4 T7—4%ASOJV LYV RAMN)—ICARALEYTEEY, Tk,
Kubernetes & & U8 OLM DFIHEEEN RE I N 5iBFE T CSV HERIFEE I N 572, Operator SDK (&
ZTOROHRCSVEEENEBTESZLIICEFR VAT LERBICHIRTES LD ICA>TVET,

CSV/N\—Y 3 V& Operator DNN—U 3V ERUTHY. #HIE CSV L Operator N—2 3 VD7 v T

L— RBEFICERINZE T, Operator fERE & --csv-version 7 5 V&R L T, £H 5D Operator D
REAEIEEINZEI VYT A VAN=IU a3V EHITCSVICATEIMETEZ T,

I $ operator-sdk generate csv --csv-version <version>

DTV aVEREFTHY., FRNA—VaUDNEEINSDD, FLEYAMLYZ 7z X MFE
VY—RI77AIVDEBINDIFEICDOAHCSV 771V EEBHF L FJ, Operator DIEHREIL CSV ¥ =
TIZAMDIFEAED T4 —IL RZBEZEETZ2LEEEHY FEA, BEIMVELRT 4 —ILRIZDOW
T, AETERINhTWE T, =& 2E. CSV /A=Y 3 VDWW TIE metadata.name ICHAADHE
nHY ET,

12.4.1. CSV AR D1 #H A

Operator 7OY 2 b® deploy/ 71 L 2 b ) —I&, Operator #7704 § 2 7HICHRERTRTD
Y7 TR NDEEMLRIZATTY, Operator SDK & deploy/ DX =7z A hDTF—% %#FHL. CSV
HEERTEEY, UTOITY REERITLET,

I $ operator-sdk generate csv --csv-version <version>

T 74 MT., CSVYAML 7 7 1 )L % deploy/olm-catalog/ 714 L 7 ) —ICEZAHZE T,
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3DODIATDI=T T AN CSV DERICBLEICRY FT,
e operator.yaml
e * fcrd,cr}.yaml
e RBAC O—JL7 7 4 JL (f5l: role.yaml)

Operator DYEFEICIEINLD T 7AILIZDWTENTNELRZN—Y 3 VEBOEHLNHZBELH
Y. deploy/olm-catalog/csv-config.yaml 7 7 1 JUICHAADRED 7 71 IVERETE XY,

7—4970-—
BREINBHEFDOCSVICHR LT, FLITARTOEREDT 7 4 MENMERAINZ L EZRET S
&E. generatecsv ¥ 7YY REUTOWThAEETLET,

o HEOEBFAELUHRELHRAERULBET. YAMLYZJITANEBLIVYY—R 774 ILOF BT
BERT—9AFRAL THHRCSY #EHRLET,

a. BFIA A =X LIE. deploy/ TEEED CSVDEREAF v I LET, ThHRIHNSARL
Ba., TITE Fvyvy>a EMIEN B ClusterServiceVersion 7 73 9 M &E/ER L.
Kubernetes API ObjectMeta 72 & M Operator A 9 T— 9 M OIRET S 7 1 —IL RAFHEIC
BMETEET,

b. B A H =X LlL, deploy/ T Deployment )V —%AED CSV HMERT 2 T7—91EF
NBEYZTJTAMNERFBEL, CODT—95FoTHFr v Ia1RNDEHETSBHCSYV 714 —ILKR
HRELET,

c. RBHIRTLAEDL, BEINAITRTOFY Y2 T714—ILRNCSVYAML 7 7 M JLICE
XIAFEFNFET,

Frld, UTFZRTLET,

® YAMLYZJ7IARNBLVP®Y—RT7 74 I THEATRLAT—Y2FAL T, RS TERICE
EINTVWBIBFATEREDCSY 2#EFHLET,

a. B A A =X LIE. deploy/ TEEED CSVDEREAF v I LET., ChHROHN B
&. CSVYAML Z 74 )LD 3> 7 Y& ClusterServiceVersion ¥+ v ¥ 1 |llv—Y v L X
nxd,

b. B A H =X LI, deploy/ T Deployment )V —7%AED CSV HMERT 27 —91EF
NEYZTJTAMNERFBEL, TODT—95FoTHFr v PaRNDEHEITSHCSY 714 —ILKR
HERELET,

c. RBEHIMRETLAEDL, BEINAITRTOFvY Y2 T714—IL RN CSVYAML 7 7 M JLICE
XIAFEFNFET,

pa 3

T77ANEETIEAL, @ARDYAML 74 =)L RALEEXTINFE T, CSVDIRAL L
CEDERI NV NMERFINZIVELHB/HTT,

12.4.2.CSV X EDETE

Operator D& & Z. deploy/olm-catalog/csv-config.yaml 7 7 1 L TWL DH DT 1 —)L KERTE
L. CSVODEBREEZETEET,
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operator-path
(X=31)

crd-cr-path-list
(string(, string)*)

rbac-path-list
(string(, string)*)

1243. FETE
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B4

Operator Y)Y —RYZT7 AR T 7AINDNR, TTAIKT
deploy/operator.yaml [CEREINE T,

CRDB&LUVCRYZTTRANIZZ7AIDIRRA, TT7HI KT
[deploy/crds/*_{crd,cr}.yaml] IZFZEINE T,

RBACO—ILYX =7 LA KT 74ILD/IRR, T7#J)L kT [deploy/role.yaml] IZ%7E
TNEY,

HEINB3CSVI414—JLR

BMEZLDCSV 714 —ILRIE, EXINZ SDKEEDYZT7 AN UAD T 7 I AFHALTERET S
ZENTEEFHA, INLDT 14 —ILRIE, FEAEDHZE. ABMEMT 5. Operator 6 L VETE
DAHRY L)Y —RAES (CRD) ICDWTDHEEDAYT—HTY,

Operator EXEZEIZFENSD CSVYAML 7 7 M IV 2 BERZEET 2HENHY. =V T F1XFBEIN
T —8 L TDWEAT 14—V FITEML 29, Operator SDK I&, %ET 4 —IL ROWFINMIT —
SHBRELTVWBIENMREIND &, CSVERMICET 2 ESZEREFELIT,

+K12.5 %A

74— F

metadata.name

metadata.capab
ilities

spec.displayNa
me

spec.descriptio
n

spec.keywords

spec.maintainer
s

spec.provider

spec.labels

spec.version
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CSV MEE %, Operator /N\—2 3 v (&, app-operator.v0.1.1 2D LS IC—BEH%
BRTDEDICAFICEDDIDLENHY XY,

Operator DAKFAE T T I)LICH U7z Operator DHEEEL NILA T 3 VIZiE, Basic
Install. Seamless Upgrades. Full Lifecycle. Deep Insights. & & U Auto
Pilot "&&hZx ¥,

Operator AT 27=HD/IXT VY v 7 £,

Operator DHEREEIC D W T DR REREA,

Operator ICDW TR T 2F—7— K,

name & & *email %D, Operator Z##Fd 2 AFLFEBLOT VT4 T 1 —

name %% D, Operator D 7O/X1 ¥ — GBE IZHH)
Operator HER CEAINZ F—/{EDRT,

Operator DX VT4 V9 AN—=2 3>, f:0.1.1,
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Z4—J)EK B

spec.customres  Operator HMFEA T 2EED CRD, TD 7 1 —JL K. CRDYAML 7 7 1 LA deploy/
ourcedefinitions |C#% %355 IC Operator SDK I & > THEIMIZERESINEF T, Z L. CRDY =7z
2 MERRICABRWEBOD 7 1 =L KT, 2—F—DAAPBETT,

e description: CRD D3jtFA,

e resources: CRD IZ & > THIAI N B EED Kubernetes ') VYV — X (ffll: Pod &
& U StatefulSet)s

e specDescriptors: Operator DANH FUEAICDOVWTDO U EV K,

KR6AT av
24—J)IF Bl
spec.replaces IDCSVICL>TEZIH®ASN S CSV DA,
spec.links ThEhs name L Vurl #FD. Operator BLUVEEBINTWET7 Y r—2 3

VIZEIT % URL (Bl Web 94 RBLTRFLAY ),
spec.selector Operator B’ S 29 —TD) Y —RADRTDERICERT 2L 79—,

spec.icon mediatype T base64data 7 1+ —JL KICERE I N 5. Operator ICEH D base64 T
IVIA—TA4VJINd74Y,

spec.maturity IDN=2avTY I Iz T7HERLIEKRE, &7 3>, planning. pre-
alpha. alpha. beta. stable. mature. inactive. & & ¢fdeprecated &% h
7,

EEEDETA—ILRPMREEFT BT —FICDOVTDFMIE. CSVspec #BBRBLTLEI W,

P2
BESTI—YHY—DNAEREETEZIWNLDDD YAML 7 4 —JL Ri&, Operator 3— K

NOBTINDAREMENHY £, DL DA Operator SDK #gEIE, SHEDERET N
FaxvhbTHOIET,

Bmyv—=x

® Operator KAEET IV
12.4.4. CSV D4R

=S5

e Operator 7OY =¥ b H* Operator SDK A L TERINTWS
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FIR

1. Operator 7OY = ¥ M T, HERIFAIC deploy/olm-catalog/csv-config.yaml 7 7 1 JL A%
BLTCSVEREZHZRELXT,

2. CSVZAERLZET,

I $ operator-sdk generate csv --csv-version <version>

3. deploy/olm-catalog/ 71 L 2 b —ICEMINZFR CSV T, IRTOMHEAT, FETESE
INT 4 —ILRDBETICERESNTWS 2B LI,

12.45. %2y b7 — 7 HHEIR I NZRIEICD W T D Operator DERNIL

Operator DYERE L. CSV B Operator B8Ry N7 — VA FHIRINRIETEUICEITIND SO UT
DEMEHEHLT I EEBARTI2LENHY £,

e Operator " ZN5DHKEEZETT 27ODICHEL LD AREMEDH 5 BEA A —T T/ E D
AvFF—%=—EBXRR"LET,

o BEINALIRTDAA—T%, T TIEARKYSM I TR (SHA) TSRLET,
Operator D CSV D 2 DDIGFATHEET A A —IVANDSHASRAFERATIVNEIHYET,

e spec.relatedimages:

spec:
relatedlmages: ﬂ
- name: etcd-operator 9
image: quay.io/etcd-
operator/operator@sha256:d134a9865524c29fcf75bbc4469013bc38d8a15cb5f41acfddbeb9e4
9215564 @)
- name: etcd-image
image: quay.io/etcd-
operator/etcd@sha256:13348c15263bd8838ec1d5fc4550ede9860fcbb0f843e48cbccec07810e
ebb68

Q relatedimages 77> 3 V&AM L. BEETZA X -V D—EBEBRELET,
@ (A VO—ROHAITFEEELIT.

g BAA—T B, AA—JHTTHRL, ¥4V TZ N (SHA) THREL T,

e Operator MEATEINEDH DM X —VAFBAT HRIEEHAETE T 2HEIC Operator
Deployment @ env 4> 3> T, UFEERITLET,

spec:
install:
spec:
deployments:
- name: etcd-operator-v3.1.1
spec:
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replicas: 1
selector:
matchLabels:
name: etcd-operator
strategy:
type: Recreate
template:
metadata:
labels:
name: etcd-operator
spec:
containers:
- args:
- /opt/etcd/bin/etcd_operator_run.sh
env:
- name: WATCH_NAMESPACE
valueFrom:
fieldRef:
fieldPath: metadata.annotations['olm.targetNamespaces']
- name: ETCD_OPERATOR_DEFAULT_ETCD_IMAGE ﬂ
value: quay.io/etcd-

operator/etcd@sha256:13348c15263bd8838ec1d5fc4550ede9860fcbb0f843e48cbccec07810e

ebb6s @

-name: ETCD_LOG_LEVEL
value: INFO
image: quay.io/etcd-

operator/operator@sha256:d134a9865524c29fcf75bbc4469013bc38d8a15cb5f41acfddb6b9e4

9215564 @)
imagePullPolicy: IfNotPresent
livenessProbe:
httpGet:
path: /healthy
port: 8080
initialDelaySeconds: 10
periodSeconds: 30
name: etcd-operator
readinessProbe:
httpGet:
path: /ready
port: 8080
initialDelaySeconds: 10
periodSeconds: 30
resources: {}
serviceAccountName: etcd-operator
strategy: deployment

BIBEHAEA L T Operator ICE > TBRBINDZA X —VHFEALET,

BAA—Vkh, AX=UHTTRL, ¥4V AN (SHA) TEEELZE T,

T, A A=V TTIEARL, 4TI ZA D (SHA) TOperator AV T F—A X =T %S

RLET.
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1246 EHDT —FT 9 Fv—BLVARL—F 14 V¥ A5 LFHD Operator DERY
1t

Operator Lifecycle Manager (OLM) Tl&., 9T ®D Operator A Linux A h TEITINS I & % HIR
ELTWEY, L7 L. Operator DEE L. 7 —H—/ — KD OpenShift Container Platform 2 5

24 —THAAEERIBEIC, Operator MED 7 —F TV F+—TODT7—/7O0—RKDEEBEYR—NT

ENEINZIEETEET,

Operator B AMD64 S LU Linux LA DN 7> b EHR—MNT 2568, Y R—MINB3NNU 7V NE
—&BRRT B7DIT Operator 21295 CSVICTRILEBMTEE Y, YR—FEIhTWET7—F7F

DF¥—EARV—TFTAVITVRATLEZERIINIVE, UTFTEEINET,

labels:
operatorframework.io/arch.<arch>: supported ﬂ
operatorframework.io/0s.<0s>: supported

ﬂ <arch> ZHR— FINBZXFIIHREL X T,

g <0s> A HR— NENBXFHNCHELET,

pa 3]
TI7AIVRF Y RILDF v RILANY RIZH DB TNILDHD. PackageManifest & Z X)L
T74NWI—FTBHBRICERINET, L&A TI7AINMUADF v+ RILT

Operator DEBIMT7 —F TV F v — %R T2 EIETRETIN, TOT7—FT I F v —
l& PackageManifest API TD 7 4 L —ICIEEATE XA,

CSVIZos INILAZEFNTWARWES, IhET 7 4 MTLUTOD Linux Y R— M SRILDREI N
TWEHDDEDICMEINFT,

labels:
operatorframework.io/os.linux: supported

CSViCarch ZINILAEFNTULWARWEE, ZhIET 7 4L K TUTD AMD64 HiR— kT NIV TE
TNTVWBEHDEDICALEBINET,

labels:
operatorframework.io/arch.amd64: supported

Operator B"EHD /) — RT7—FF V0 F v —F @3 ARL—FT 1 VIV AT LEYR— KT BBE, &
BOSRIVEBIMTRIEETEET,

AR E A
e CSV %&%E Operator 7OY T ¥ b

o BHDT7—F70Fv—BLUVARL—FT A VI RTLO—ERRETR—MT 2ICIE,
CSV THBRBREINS Operator f A—VWERXZT T AN —BA A -V THIZREIHYET,

e Operator B’ %Y b7 =7 M HIR I N/ RIBE X 72 EIEEHBIRIZECTHEYICHEETE2LDI1ICT3I(C

. BRINDZA A=V, 9T TEBRLIMIVIZAN(SHA) ZHFERALTEEINZILELH
L) i’a—o
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FIR

o Operator Y R— KT BHR—bNINBZT7—FTI9F v+ —BLVARL—FT 1 VI RATLD
ZNEFNITDWT CSV @ metadata.labels ICo NIV AEBIML F 9,

labels:
operatorframework.io/arch.s390x: supported
operatorframework.io/0s.zos: supported
operatorframework.io/os.linux: supported

operatorframework.io/arch.amdé4: supported

RO —X TV Fv—FE3ARL—F 4 VTV RFLAEEMLES, T74ILMD
os.linux £ £ ' arch.amd64 /') 7> N E BARMICHEA AL BELIHY T,

BaEEIR
o Y- AMD—HEIZDWTOFMIL. Image ManifestV 2, Schema 2 ISR L T E2X
Uy,

12.4.6.1.Operator D7 —F 7 IV F v+ —BLUARL—FT 1 VIV AT LDYR— b
UTFOXFIIE, BHOT7—FTI9Fv—BLVOARL—F 1 VIV RFT LEYR—MT S Operator
DZNIVFF F &7 1 )L —BIC OpenShift Container Platform @ Operator Lifecycle Manager
(OLM) THR—KINZET,

#12.7 OpenShift Container Platform TH R— b X277 —F7 V9 F v —

F—X¥79Fv— X3

AMDG64 amd64
64 E'v k PowerPC little-endian ppc64le
IBM Z s390x

#12.8 OpenShift Container Platform THR— M INZARL—FT 1 VI RAT A

ARL—F A VIV RTFA =25

Linux linux

2/0S zos

p= T
OpenShift Container Platform & & U Z DD Kubernetes X—XA D7 4 A M) Ea—
aAaVDRERBN=TaviE, T—FTI9Fv—BLVIRLV—FTA VIV RTLDE
BBty NEYR—NTDEEEENHY £,

12.4.7. #3E X 1 % namespace DERE
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https://docs.docker.com/registry/spec/manifest-v2-2/#manifest-list

OpenShift Container Platform 4.4 Operator

Operator IE L < #4829 % 1TIE. —EBD Operator Z4HFE D namespace ICTF 7OA §5H. F/ldhF
TED namespace CHBN) Y —REHIITTOA T E2HENHY T, Subscription H SERINTL
%354, OLM & Operator @ namespace % &M L7z ) Y — X % % D Subscription M namespace IZ7
I PMRELEY,

Operator DYERE 1E. HELRSH —4 v N namespace & CSV O—E& LTHRIE L. Th 5D Operator
IKAVAR=ILINDB ) Y —RADRMEHIR namespace DHIEI Z #FRFTEX £ J, OperatorHub Z A L
T Operator 57 2 A9 — BT 5358, Web AV Y —ILIEA VA M=) TOERABICISRAY—F
HE(IIREIND namespace EEHFREL X T,

FIR

e CSV T. operatorframework.io/suggested-namespace 7 / 7—> 3 VZIREIN B
namespace ICERE LT,

metadata:
annotations:
operatorframework.io/suggested-namespace: <namespace> ﬂ

ﬂ REI N7z namespace #REL X T,

12.4.8. h R4 1Y) Y — R EZF (CRD)

Operator MERATZZUTD22ODH A1 TDHRY LYY —RAESE (CRD)F*HY T, 1 DB
Operator ’PFET 2 MiE 914 7&. £ 1DI& Operator MKFET 2 WA Y1 T T,
12.4.8.1. Fii8 CRD (Owned CRD)

Operator BFiE Y % CRD I CSV DHRHEEERED TT, I Nid Operator & hE 7% RBAC JL—ILE
DY)y, KERROEE, H&UMD Kubernetes DFEEEZREL T,

Operator |3:BH. EHO CRD 2 A L TERHMOBM I ZHFEIMITE T (H2A TV hOREMD
F—HR—RBEEHDF TV 4 hD ReplicaSet DERIEAE), ThTIIE CSV 77 1 ILIC—BEXRR
IhBZRENHYZET,

KNROMABACRD 714 —JL K

J4—IK 5 WA/A T ay
il CRD D 7 )L % — L, WA
Version ATV MNAPIONR—=Va Y, WA
Kind CRD DA F5 4 WA
DisplayName CRD & D ABEH¥FZHTE 5/8—Y 3 ¥ (fl: MongoDB DAY

Standalone),

SiBH Operator BXZ M CRD %= EA 9 % AiEICD W T DR LERER, WA
F 721 CRD HMRHt 9 2 HERE D EREA,
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74— F

Group Z® CRD ' Fil@9 % API 7 )L— 7 (43l FFvav
database.example.com),

Resources CRD A*1DLAED Kubernetes # 729 NDY A THFRE A3y
T2, Ihbld, NSTUYa—F4 Vv IBREICKRSH
BEMOHZATITI MNP, T—IR—RERNHTEH—
EX &7 Ingress L—ILIREDT ) r— a v ICERY
DHEICOVWTA—H—ICHLER DI Y —EY
2avIl—BRTRIINET,

ZDHBE. A—T AL =230 FTBIRTO—ETIER
. BEERA TV NDHE—EBERRT DI EHHEX
nEd, LEAR I—H—HIEETETAVRERELR
9 % ConfigMap I Z ZICIERTLEE A,

SpecDescriptors INLDERFIF. TV RI—HP—ICE>THREEER FFvav
. StatusDescripto  Operator DANS L VCEATUIICEY M ZRET ZFERIC
rs. 84 BYFEY, CRDICA—H—DEETI2LEDHBZV—7

ActionDescriptors L v k F7<l& ConfigMap DEZRINEEF N 2HEIE. Thi
ZZIKEETEET, TNODT7ATLIE) VI3, B
BMHEOH D Ul THARTINET,
SRFICIE. 3DODEELHY T T,

e SpecDescriptors: A 7>/ kD spec 7O v
70)7 14 _)l/ FA®§ﬁ6\°

e StatusDescriptors: = 7 = & h ® status 7
Oy J2D74—I)L RADBE,

e ActionDescriptors: # 7 - N TRTTE 3
TOavADsiR,

ITRTCOEBRFIIUATDT 4 —ILREZFANTT,

o DisplayName: {t#k. R7—% X, LT 7
Y3 v DAEDHIE T E 2 EH
e Description: t#. RF—% R, FLET7 I 3

V. BLUVEND Operator ICL > THERAINZ A
EICDWTDREWERRA,

e Path: Zo@ZRF1ERT 24TV hDT 1 —
IWRD Ry hTRYLNA/NZ,

X-Descriptors: Z Dk FA R DMEES L OMEM
FTHUAVR—RY MaHFITHEHDICERIN
F 9, OpenShift Container Platform M IEFF D
React Ul X-Descriptor D—& [T D W T,
openshift/console 7OV TV h &SRB L T X
(A

IR F —RRICD W T DFFMIE. openshift/console 7O
TV MESRLTLLEIL,
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LLRDBINE, r—7 LYy bESKXT ContigMap CA—T—AJJZzwEE L. T—E A StatetulSet,
Pod £ U ConfigMap % —#4 X kL —< 3 %475 MongoDB Standalone CRD Z7R L TWE T,

Fii&8 CRD O f)

- displayName: MongoDB Standalone
group: mongodb.com
kind: MongoDbStandalone
name: mongodbstandalones.mongodb.com
resources:
- kind: Service
name:"
version: v1
- kind: StatefulSet
name:"
version: vibeta2
- kind: Pod
name:"
version: v1
- kind: ConfigMap
name:"
version: v1
specDescriptors:
- description: Credentials for Ops Manager or Cloud Manager.
displayName: Credentials
path: credentials
x-descriptors:
- 'urn:alm:descriptor:com.tectonic.ui:selector:core:vi:Secret'
- description: Project this deployment belongs to.
displayName: Project
path: project
x-descriptors:
- 'urn:alm:descriptor:com.tectonic.ui:selector:core:v1:ConfigMap'
- description: MongoDB version to be installed.
displayName: Version
path: version
x-descriptors:
- 'urn:alm:descriptor:com.tectonic.ui:label’
statusDescriptors:
- description: The status of each of the pods for the MongoDB cluster.
displayName: Pod Status
path: pods
x-descriptors:
- 'urn:alm:descriptor:com.tectonic.ui:podStatuses’
version: v1
description: >-
MongoDB Deployment consisting of only one host. No replication of
data.

12.4.8.2. w47 CRD (Required CRD)

DA CRD DFERIIR2ICA T avyThHY., Th5IE@ER Operator DA IA—T%HEN L, TV R
Y—I YV ROI—RT—RIITHIET B 7DITEED Operator = —EICER T B 7-OICFRATEET,
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—¥lE L C, Operator )/ 7 )T —vavzey by 7L, FElAY 7ICEAHT © (etcd Operator
MoD)eted V5 RAY—, BLUVT—4% X ML —IYHIC (Postgres Operator 55 D) Postgres 7 —4%
R—22%&AVZAN—ILTIHEDHYET,

Operator Lifecycle Manager (OLM) &, IS5 DBHZFH LT /HICT T X9 —ADFIAREEX CRD
B &V Operator IKFLTF v I/ &2TVWET, BYIRN—J3a AR DHN S &, Operator IFHEL
namespace I CEEIL. Y—ERX7H 7Y MHE Operator B E 7% Kubernetes ') ¥V — X & {ERX L.
EHL. EETEZLIICTHLOITFERINET,

KI2I0MHACRD 714 —JL K

J4—IEK 5 WE/A T ay
£ WHER CRD D7 L R— L, WA
Version ATV NAPIDNN—=2 3 Y, WA
Kind Kubernetes # 7 = 7 k D4, WA
DisplayName CRD D ABICL B RIGAIREA/N—Y 3 >, WA
BTL KR T —FF 0 F v —ICB P2V R—% Y hORIE DY =

fHFicowToyv ) —,

WsZR CRD D

required:
- name: etcdclusters.etcd.database.coreos.com
version: vibeta2
kind: EtcdCluster
displayName: etcd Cluster
description: Represents a cluster of etcd nodes.

12483.CRDF> 7L —h

Operator DA—H—(F, EDA T aVvHANBFEEA T a v THIIER B L TVWIRELHY
9., alm-examples WO EZREIDT /T—>3 v e LT, REDTR/N Y MEFERALT, EHRY A
)Y —RAE&ZCRD) DTV FL—haRRHETEET, BEREDOHZ UIIF, 2—F—DILICHRSIT
AXTEZLIICZDTYFL—FDFRIANETVET,

7/7—>avik kind D—ETHREINZ T (ffl: CRD &8 & U Kubernetes 7 72 7 E DX IET
% metadata & £ U spec),

LFDFEMDAFITIL, EtcdCluster., EtcdBackup & &£ U EtcdRestore D7 > 7L —hE2RLTWE
ER

metadata:
annotations:
alm-examples: >-
[{"apiVersion":"etcd.database.coreos.com/vibeta2","kind":"EtcdCluster","metadata”:
{"name":"example","namespace":"default"},"spec"{"size":3,"version":"3.2.13"}},
{"apiVersion":"etcd.database.coreos.com/vibeta2","kind":"EtcdRestore","metadata":

{"name":"example-etcd-cluster"},"spec":{"etcdCluster":{"name":"example-etcd-
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cluster},"backupStorageType":"S3","s3"{"path":"<full-s3-path>","awsSecret":"<aws-secret>"}}},
{"apiVersion":"etcd.database.coreos.com/vibeta2","kind":"EtcdBackup","metadata":
{"name":"example-etcd-cluster-backup"},"spec":{"etcdEndpoints":["'<etcd-cluster-
endpoints>"],"storageType":"S3","s3":{"path":"<full-s3-path>","awsSecret":"<aws-secret>"}}}]

12.4.84. RBA T ¥V FDIEKRT

Operator "9 RV 2 R1TT B71DICHARY L)Y —REF (CRD) ZRETHEAT 2 AEIE—KNALA
ETY, INSDA TV MIA—HF—DRIETEIEHNBRINTVWERA, 7727 FDREE
IC& Y Operator DA—H—IC&E > TRAEE LI AREMLAHYET, LEAIE, T—IR—2
Operator ICI&, 21— —7" replication: true T Database # 7Y =¥ N & {ER T ZRICEICER I N B
Replication CRD " & Fh 2Ba0HY £,

CRDAI—H—ICL>TEBREINZZEEEME L TLWARWES., TN 5Id Operator D
ClusterServiceVersion (CSV) M operators.operatorframework.io/internal-objects 7 / 7 —> 3 >V %
FRALCA—Y—A V9 —T7 x4 RATIRRICTEET,

WA T I9DNT7 /) T—2 a3y

apiVersion: operators.coreos.com/vialphai
kind: ClusterServiceVersion
metadata:
name: my-operator-v1.2.3
annotations:
operators.operatorframework.io/internal-objects: ["'my.internal.crdi.io","my.internal.crd2.i0"]' ﬂ

@ ™M CRD ZXFAIDEIIE LTHRELET,

CRD DWW NI internal DY —V ZHF ZHIIC, 7TV r—2a v OBRBICKREERZAREEDH S
TNy TIERFIIBRENCRORT—Y A Fldspec 7O JILRMINTWSE Z E&FEELTL
72X\ (AT % Opearator ILEE T 256).

1249.API H—E XIZDWT

CRD DIZED & 5 IZ. Operator HMFEH T X % APIService D 2 DD ¥ 1 7 (i (owned) $ & U HA
(required)) B*H Y F 7,

12.4.9.1. i APIService (Owned APIService)

CSV 1 APIService i B¢ %354, CSV I& APIService % H7R— b 3 % i3k api-server B L VT’
Rt 9 % group-version-kinds D7 704 X~ K&k L E 7,

APIService I& Z N AR 3 % group-version IC& > T—EICHAI N, RHT B E’FREINDE
HOBRE RS LOICERNE—ERTTEET,

KR12.11 A APIService 714 —JL K

J4—IEK 5 WAR/A TV ay
Group APIService Bt 9 % /)L — 7 (database.example.com %78
mE),
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74—JLE 7 WR/A T ay
Version APIService ®/X— 3 ¥ (vialphal 72 &), WhIR
Kind APIService DRI T 2 2 &N FRIN BTELE, WA
E2:n) {57 S Nic APIService DEHTY D &R DY =

DeploymentName  APIService ICRGT 5 CSV TEZEINZ T /OM AV MDD WA
%8I (FTB APIService ICIHAE), CSV BMREHD 7 £ — X
HB%BE. OLM Operator I& CSV @ InstallStrategy T—
TEHREMARFOTIOM A Y MEERKRL, ThHRED
DERWHEEICIE, CSVEA VAN —ILOEFERT 7 —
RICHITLFEE A

DisplayName APIService ZD ABEDHFETE B1N—T 3~ (fI: WA
MongoDB Standalone).

Bl Operator B*Z @ APIService 2T 2 A EICDWVWTORE %A
SiBH. F7cld APIService HY1REET B HEBEDERER,

Resources APIService & 1 DLl E®D Kubernetes # 73 9 DY A 7 TS av
EBELEYT, Ihdld. FSThYa—FT4 v IDRE
ICRBAREDH DA T Mo, T—IR— %N
$EH—EXFE Ingress V=L EDT T ) r—>av
IKERT 2RI ODWTaA—Y—IlMotEdHIcY Y —
20y avIl—ERRINET,

ZDHBE. A—T AL =230 FTBIRTO—ETIER
. BERA TV NDHE—EBERRT DI EHHESX
hEd, REARF 12— DEETEIAHAVRIREL K
59 % ConfigMap I&Z ZICIERTLEH A,

SpecDescriptors Ffif CRD & EAMICELTY, F7vav
. StatusDescripto

rs. 5T

ActionDescriptors

12.4.9.1.1. APIService Y YV — X DYEBK

Operator Lifecycle Manager (OLM) (& E N ENEHE DB APIService D —E X & £ U APIService ')
V—RAEEHRT BD. FLIFINOLEBESHAET,

o 1 —E X PodtzlL ¥ % —I& APIServiceDescription M DeDeploymentName IC— 9 % CSV
F7OA AV M SaE—SIRET,

o HIRD CAF—/ABAZERTHIEA VA M =IIIDWTERIN, base64 TTVYIA—RKINhik
CANY RILDBENFND APIService )V —RICHMAAFNF T,

12.4.9.1.2. APIService 1Z{t5FBE
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OLM I&. P& APIService W' Y A M—IILENB I, IRMT 2 X —/AFAZED R T DERM & LIE L
F9, BMHIPAEICIE. EHINBZY—ERYY—ADKRANEGINEEIND CNHAEZEF N, INIEH
9% APIService )V —RICHAAZNIZCANY RILDTSAR— K F—IL>TELINET,

FFBAZ (X, 7704 X~ k namespace @ kubernetes.ioftls ¥ 1 7O —2o L v & L TREI N,
apiservice-cert &L\ D ZFIDR Y 1 —LlE. APIServiceDescription @ DeploymentName 7 1 —JL K
IC—BTZCSVDTTOM AV MDRY 2—LtIYaVICEFHICEBININET,

BEELTVWARWESR, —BJT258F1%%FD VolumeMount £ ZD T 7OA4 XY hOETRTOAY T F—
IBMINET, ChickY, 22— =, HRAYLRZADBEHICHIGT B7HIC. FERINZEEID
R)1—LIVVMNEEETETET, £EXI NS volumeMount D/ (F
/apiserver.local.config/certificates (C7 7 # )L hEREI 1. BEED volumeMounts B’ L/RR &EE X
BAONET,

12.4.9.2. w74 APIService
OLM (&, HERTRTD CSV ICFIAAEER APIService BH Y. T RXTDOFE I N3 group-version-

kinds '1 VA h—ILORTRIICHMEARETHD I EAHEALET, IhILY., CSVIFFFB LAV
APIServices IC & » TIEAI N A FEDEBICKETEZET,

#12.12 WA%8 APIService 7 41 —JL K

Z14—ILK 5 BE/A T ay
Group APIService h'1#t 9 % /)L — 7 (database.example.com 78

BE),
Version APIService ®/X—< 3 > (vialphal 72 &), WhIR
Kind APIService DRt T 5 Z E N FRI N 2 1EH, WA
DisplayName APIService ZD ABEDHFETE B/1N—T 3~ (fi: DAY

MongoDB Standalone).

Bdi:] Operator A" Z M APIService ZAT 27 EICDOVWTDREN WA
SEEA. F 723 APIService HY1RHE Y 2 HBEDEREA,

125. A7 H— K% {£EH L 7= OPERATOR DHREE
Operator MYERE I&. Operator NMEEIIC/Ny r—IfbIhTWB & &, XIS —HIRVWT &5

RTDIVNELHY FF, Operator DIERRE IZ, Operator SDKDRAT7H—RKY—)LA&FHL T
Operator D/Ny 5 —I L %ZREEL. TAMNZETTEIET,

ya 13!
OpenShift Container Platform 4.4 (& Operator SDKv0.15.0 4 /R— b L £ 9,

1251 AA7H—KY—=JLITDOWT

Operator Z#RFE9 % (I, Operator SDK D RAF7H— RV —)L &, BETZHRAH L)Y —R (CR)
B LUV Operator ICHBRIRTOD) Y —REFEMLTHIBLET, X7 H— KiE. ZDRIC API
Y—N—~ADEFCHLZRHEL. —MOTRAMEXRTT2LDICERAINZTOF -V T F—%
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Operator M Deployment ICHERX L E T, EITINBETAMEICRDO—EDNNSA—F—ERELET,

125.2. 27 h— RDEE

ZAT7H—RKY—=ILTlE. REBTST7A VDREETRERICTZRET 7MILE, BEHOI/O—-NILEE
FTFoavaEFRALET,

12521 ETZ 71

ZAT7H—RY—ILDOFREDT 7 # )L k DIFFTIE <project_dirs>/.osdk-scorecard.* T, AT,
YAML K DERET 7 1 IILDBINRY £7,

AAF7Hh—KHREZ 7M1

scorecard:
output: json
plugins:
- basic:
cr-manifest:
- "deploy/crds/cache.example.com_v1alphal_memcached_cr.yaml"
- "deploy/crds/cache.example.com_v1alphal_memcachedrs_cr.yaml"
- olm:
cr-manifest:
- "deploy/crds/cache.example.com_v1alphal_memcached_cr.yaml"
- "deploy/crds/cache.example.com_v1alphal_memcachedrs_cr.yaml"
csv-path: "deploy/olm-catalog/memcached-operator/0.0.3/memcached-
operator.v0.0.3.clusterserviceversion.yaml"

‘) 2DODCRAETANTZEHICEEI N basic TR N,

Qg 2DODCRATANTBEHICEEINZolm TR,

TJA—NIVA T aVDBREFEDBEEEIZFEEVEDONSEVEDADIRICRY £,
a7V R (FIARIBERIGR) > RE 7 7ML > T 7 4L K
BRET7AIVEYAMLER THZRENHY ET, BRET 71IiE. $E&T R TD operator-sdk 7
AV Y RDBREZFHT T2 LD ICHRINDHEMELH B, X7 H— FDEREIF scorecard
T avVOTICBK BEXHY T,
pa 23]
BREZ7AINDYR— ML viper /Sy 5 —I TREINFE T, viper RENED L D ITHE
BET M DWVWTDFMIE. viper /Xy 7 —2 D README 288 L T XL,

12.5.2.2. A< KBI#

FEAEDRATH—RY—ILOBREIIBRET7T 74N EFRALTITOLRI TN, UTOSIHAEFEHT S
ZEETEEY,

RK121BRAFZHh—KY—IBIE
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259 947 ShBA

--bundle, -b string NV RIVRREET R MICERY BN
YRILTF4 LI M) —=~DINZ,

--config string RAATA—RBET 7 A IA~ADN
R, T7 AN
<project_dir>/.osdk-
scorecard T3, 7715 A
75 L CHREF L .yaml TH B
ENHYET, RET 7 1IDE
EINTUWRWD, 77D
BRICHZHBIE. T5—%ZHL
THRTLEY,

--output,-o string HARREMRA T 3 vk text
BLTjson TY, 774D
i text T, ThIFABED
YFHTEDHIEAEME LTEEE
IhTWET, json ik, %
IKCEEIND TS 74 VILERS
N3 JSON RF¥F—vH OB & fE

ALZEY,

--kubeconfig, -0 string kubeconfig 7 7 1 L ~AD/NZ,
WER 7S 1 > @ kubeconfig
HERELET,

--version string EIFTTBHRAT7A—RDN—=T 3

Vo T74INBLVHE—DER
A 7> 3 vidvialpha2 ¢,

--selector, -| string FANDTZ4IIY—ICFEARATES
NIl v4d5—,

--list, -L bool true OzE. ELIVY—DT 1
WY —ICEDWTERITINE TR
NEDAHEHALET,

12523.BE77ANDA T ay
Z2ATH—RBET7AIIIUTOAF T avaERBELET,

RKRVMARATH—KRBEIFI7ANDA T aYy

bundle string -bundle 73 7 A% TY,
OLM NNV RILF4 Lo M) =X
2 FEEINTVBER) AV R
IWOWEEEERTLES,
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*TF>av it B

output string -output 7S5 7 EAETY, &
DA T avhEETI7AINED
ZUDEATERINTWSIG

A, 777 DENMEEINITT,

kubeconfig string --kubeconfig 7 5 7 £ A% T
To DA T avdRET 7 A
WETSTDHMATEREINTW
356, 73 70EIMEEINE
£

plugins array T4V EDES,

15231 BEEXNL TS T4 VvBLTOM TS 514>

Ir_ll

el

ZAT7R—NKiE. WEOD basic 7S 714 vELPolm 7S5 714vEaHR—FMLES, Thid, &
774D plugins £/ 3 VTREINZET,

=]

KRS TSTAFTay

AFav B B4

cr-manifest [Istring TAMINBCRD/AZ, olm-
deployed M'EE I L TLVRWL
M. il false DHBEICHET
ER

csv-path string Operator M CSV AMD/YZ, OLM
T X N £71% olm-deployed #*
true ICEREIN TV BRIHFAEICH

£TY,
olm-deployed bool CSV 8 LUE&EY % CRD »' OLM
IKE2TIZRS—ICTTOM
hTtwsZezrmLET,
kubeconfig string kubeconfig 7 7 1 JLAD/XZ,

7 0—/3)L M kubeconfig & &
D7 14—V ROEAMNREINT
W2aHBAE, ZO74—IKIETS
TAVIERINET,

namespace string T504V5ERTTS
namespace, sXE I N TULWARWIE
#&. kubeconfig 7 7 1 L TIEE
INBTI7AIIDERAINE
ER
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AFav B B4

init-timeout int Operator DFNHALFFD Y 1 LT
7 N E TORFE (FEAL),

crds-dir string VSR —=IT704FBHED
»H%CRDIEFEFNDTALI b
U _/\0)/\010

namespaced-manifest string namespace I TEITIN DTN

TON)Y—ANEaFEFN3dv=7x
AhT7AIe TTFILET, R
a7A—FK

I%. service_account.yaml. r
ole.yaml,

role_binding.yaml. & &
operator.yaml 7 7 1 L & fE &
L. deploy >« L2 h)—2H
5. namespace AR L7 =
JxAMELTHEAT 2L
RZT7zAMIBEILET,

global-manifest XF5 JO—NVICRITINB0EY
Y—ANEENBEY=ZTJTRAb
(namespace ZfFfL/c~v=7x
Z hTREBW), F74I kT,
237 H— Riderds-dir 7 1 L
JM)—DFRTDCRD %, ¥
O—NJLY=7zxXAMELTER
TE—EHARY=7 TR MNIEE
LEd,

pa )

WE. CSVTRAT7AH—REFERALTE. BBOCRY=J A& CLL BRET7 71
. FECSVT7/7—avaEFERALTERET S I EIETEEHA, Operator 27
SAY—THEL. BT 704 L. TAMNINBZECRORATH—REBERITT 2
ENHYET,

EmY V-2
e cr-manifest ¥ 7z/& CSV O metadata.annotations['alm-examples'] DWW I Hh%:&E L. CR
ZRAAT7A—RNICRETEFITD, CThoDEAZEBRET DI EIETITERA. FHlllE. CRD
TVTL—h EBSRLTIEIN,
1253.£7EN3 TR b
TI7AIKTIE. RAT7H—RY—JLICIEETHRER 8 DOREBTRAMDHY., Thoid2 DORES

SUTAVTHRATEEY, BBOCRI TS TA VICH L TIBEINZHE. ECRAV ) —ViRTR
MREBEZIRBTESDLIIC. TRAMRRRIERICV V-V 7y TINFET,
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BT AN, TAME—FICEHN T 2EMBENHYITT., Thid, RITITLI2HFEDT XM 2ERT S
BEICIRIEEY, LUTEAICAY X7,

$ operator-sdk scorecard -o text --selector=test=checkspectest
$ operator-sdk scorecard -o text --selector="test in (checkspectest,checkstatustest)'

12531 BXNR TS T4
LIF DEAMZ Operator 7 X M&, basic 7571 VHLAFTEEY,

FK12.16 basic 7551 VDT R b
FZ b S%ER y &t T

Spec Block Exists ZDTAME V5259 —TH#K  checkspectest
INTEARI L)Y —R%Z=FTy
7 L. §XRTDCRIC spec 7
Oy ohHdEaHRBELET,
IDTANDRARZRIATIET1T
ER

Status Block Exists ZOTFRANME, 75R9%—THEK  checkstatustest
INEARILYY—R%&EF Y
7 L. §XRTDCRIC status 7
Oy ohHdZEa=ERALET,
IDTAMNDRARAITIE1T
ER

Writing Into CRs Has An Effect ZOFAME, RaA7A—KR7O  writingintocrshaseffecttest

Fo—oOT EHEAHA?RY.,

Operator #° PUT % 7z1& POST.

FRIFZDOEA%Z APl —/N—(C

SLUTEKRKLTWS I EEMREEL

F9, ThiF. VY—RDEEX

nTtwaZezrmLES, 2OT

AMNDRARAAT7IFE1TY,

12.5.3.2.0LM 7S5 4514 >~

olm 7S 74 Vi, LTOOLMEET A MNEFIATEET,

TA bk B4 yi5 R

OLM Bundle Validation ZDTFAKNE, N RILTZ7SJT  bundlevalidationtest
EEINLNAVRILTaAL Y K
)—IZHB OLM NN KLY =
JTRAMNERIELET, /XY RV
DHBICIZ—HNEENZHE.
TAMEROEANICIFRIIO T &
WEEZA TS —DHDITFT—
AvE—INEFENET,

141



OpenShift Container Platform 4.4 Operator

TAb

Provided APIs Have Validation

Owned CRDs Have Resources
Listed

Spec Fields With Descriptors

Status Fields With Descriptors

Bmyyv—=x

e 7 CRD (Owned CRD)

125.4. 27 h— RDEFT

142

B4

ZDTAME, RBEINAEZCROD
CRD ILHFEE I > a VA EE
h., CRTHRIEINh 3% spec &
L U status 7 1 —JL NORIEH
HBEEMRLET, TDTR
N DEZRARXO7IE. cr-manifest
FToavick o TRHEINS
CREEELLRYET,

Z DT A ~MTIE. cr-manifest 7
T a vhiR#T 5& CR D CRD
IZ. CSV @ owned CRD 7
avmresources 7t
2avhHBIEEWIRLET,
T A NTresources 7> 3>
IC—EBRFINTVWRWNMEREH®
DNY—RERET BHBE. TR
NORRICHDIRRICENLD Y
V—RuE—BRRLET, 2OT
A NDORAZRATIE, cr-
manifest # 7> a3 VICL > TR
HEIND CREEFELIRYFE
ES

ZDTANEI, ARY LYY —R
Dspec > avDIRTO
74 —JLRIZ, CSVIC—ERRI
NoWHT 2ERFIHEI &%
BMELET., TOTAIMDRKR
J 7. cr-manifest4+ 7> 3>
TEINDZZARILYY—AD
spec v avilHdra4—Ib
FOEERBEZFLLRYET,

CDTANME, ARYLY)Y—R
Dstatus 2723 >DITRTOD
74 —JLRICCSVIC—ERRI
NaWIGT M FHAH D &%
MELET. TOTRAPMDERKR
O 7%, cr-manifest4 7> 3>
TEINZRZRARILYNY—AD
status 27> 3a>D74—ILK
DEEHEZF LI RYET,

yiit E

crdshavevalidationtest

crdshaveresourcestest

specdescriptorstest

statusdescriptorstest
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R4
Operator 7OY =7 MOLUTORIHREZM X, AAT7H—RKY—=ITFzvIINZET,
e Kubernetes 1.3 LABEZERITT BV TR —~DT IR,
e XIO7#H— K%M L T Operator Lifecycle Manager (OLM) T Operator 7AY =7 b DS
EFTv IS BUNENDHDBIHE. ClusterServiceVersion (CSV) 7 7 A ILEMBEICRY FT, &
1. olm-deployed + 7> a V2 FHT 2 5EDEHTT,
® Operator SDK Z{FFH L TER I 1L7ih > 7= Operator (SDK Operator LL4) DIFE:
o Operator BEUCRDA Y AM—ILELVRERADYY—AIXZT TR,
o clientcmd % 7z |d controller-runtime 5% getter 72 &M KUBECONFIG IRIZEZEHH 5 D5

HFEY HHR— N BERE getter, ThiE, RAT7H—RTOFP—HDERBICHET DL
DITHEBIZRY T,

FIa
1. .osdk-scorecard.yaml :5%%E 7 7 1 L% Operator 7OV Y N TEZEL T,
2. RBAC 7 7 1 JU (role_binding) TEZ X115 namespace Z{E L £7,
3. Operator 7AYV T 7 hDI—b T4 LI MY —DBRAT7H—REEITLET,
I $ operator-sdk scorecard

EITINETFAMNDOVWTNOLANRZA LN AGFE, AAT7H—RKDN S —rO—RIE1IC
BRY, BIRLETARTODTRAMINRTRE0ICRYFET,
12.5.5. OLM B2 D Operator ZfFA L/ X7 h— RDE1T

A7 71— Ri& ClusterServiceVersion (CSV) A L TEITTE. 7 7R —WIitH L U SDK LA D
Operator 7 A M2 HEERHELET,

FIR

1. RAT7H— RTIE, Operator DO T %5 A S 78I, Operator @ Deployment Pod IZ 70
FO—aAVFF—DREICRAY ET, OLM T Operator #7704 § % Bl IC, CSVDEES
SCIDDEBEMA TV TV NOERDBEICRY FT,

CDFIEIF. bash B EZFERAL T, FEBFLIFIEFTEITTIET., UTOHFEOVWThL %
BRLET,

o FEDAHE:
a. O—#AJb kubeconfig #5L7OF > —H—N—2—J Ly REERLET,

i AA7A—RK7OF>—D namespace 2 FH L FAEESREZFR L 21— —
BEERLET,

$ echo
{"apiVersion™:"","kind":"","name":"scorecard","uid":"","Namespace":"<namespace>
"}' | base64 -w O ﬂ

143



OpenShift Container Platform 4.4 Operator

ﬂ <namespace> % Operator B’ 7 704 ICfEAT % namespace ICE XA £

o

i. UFOF>YFL—bM%ERLT Config ¥ =7 = X b scorecard-config.yaml % {F
L. <username> ZBERIDOFIETEMIND base64 I—H—RICEZHA X
ER

apiVersion: vi
kind: Config
clusters:
- cluster:
insecure-skip-tls-verify: true
server: http://<username>@Iocalhost:8889
name: proxy-server
contexts:
- context:
cluster: proxy-server
user: admin/proxy-server
name: <namespace>/proxy-server
current-context: <namespace>/proxy-server
preferences: {}
users:
- name: admin/proxy-server
user:
username: <username>
password: unused

ii. Config # base64 & L CIT>O—KLZET,

I $ cat scorecard-config.yaml | base64 -w 0

iv. Secret ¥ =7 = X h®D -secret.yaml Z{ER L £ 7,

apiVersion: vi

kind: Secret

metadata:
name: scorecard-kubeconfig
namespace: <namespace>

data:
kubeconfig: <kubeconfig_base64> g

ﬂ <namespace> % Operator "7 7O 4 (LA % namespace ICB XM F
ER

9 <kubeconfig_base64> %, base64 & LTI d— KXh3 Config ICEBX
Bz E9,

V. 9_9 I/ b F%i@ﬁﬁ L/i_a—o
I $ oc apply -f scorecard-secret.yaml

vi. Secret #5889 H/R!) 12— L% Operator D Deployment ICHEAL XY,
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spec:
install:
spec:
deployments:
- name: memcached-operator
spec:

template:

spec:
containers:

volumes:
- name: scorecard-kubeconfig ﬂ
secret:
secretName: scorecard-kubeconfig
items:
- key: kubeconfig
path: config

ﬂ A7 H— KD kubeconfig R ') 2 — L,

b. R a1—AL<7V > h& LU KUBECONFIG IRIEZ# % Operator M Deployment D#& 1
yj__d-_‘:*ﬁl L/i-g_o

spec:
install:
spec:
deployments:
- name: memcached-operator
spec:

template:

spec:
containers:
- name: container1

volumeMounts:
- name: scorecard-kubeconfig ﬂ

mountPath: /scorecard-secret
env:

- name: KUBECONFIG @)
value: /scorecard-secret/config
- name: container2

A7 71— R® kubeconfig R) 2 —L<T TV K,

227 H— KD kubeconfig IRIEZH,

909

INERUFIEZMOAVTF—ITDODVWTEHRYIBRLET,

c. AAF7A—RKFOF>—2YFF+—% Operator D Deployment ICEA L £ T,
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spec:
install:
spec:
deployments:
- name: memcached-operator
spec:

template:

spec:
containers:

- name: scorecard-proxy ﬂ
command:
- scorecard-proxy
env:
- name: WATCH_NAMESPACE
valueFrom:
fieldRef:
apiVersion: vi
fieldPath: metadata.namespace
image: quay.io/operator-framework/scorecard-proxy:master
imagePullPolicy: Always
ports:
- name: proxy
containerPort: 8889

Q 2aA7A—RKR7FOx>—avF+—,

o HEMLTGE:
community-operators ') /RY b ) —(Tid, BRIOFIEZETTE S WL DD bash B
NEFNET,

$ curl -Lo csv-manifest-modifiers.sh \
https://raw.githubusercontent.com/operator-framework/community-

operators/master/scripts/lib/file

$ . ./csv-manifest-modifiers.sh

$ create_kubeconfig_secret_file scorecard-secret.yaml "<namespace>"

$ oc apply -f scorecard-secret.yaml

$ insert_kubeconfig_volume "<csv_file>"

$ insert_kubeconfig_secret_mount "<csv_file>"

$ insert_proxy_container "<csv_file>" "quay.io/operator-framework/scorecard-

proxy:master"

ﬂ <namespace> % Operator 7 704 LA % namespace ICBE XX F 7,

Q <csv_file> ., Operator D CSVYZT7 T A MADNRNRAICEZIHZ T,

2. 7OF>—arFF—DEA%IC. Operator SDK DFER%ZFAIBT 2 DFIBICHE L. CSVHE L
U'CRD %#/YY KJL L, Operator # OLM ICF 704 LZ T,
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3. Operator B OLM IZF 704 I h71%IC. .osdk-scorecard.yaml %% 7 7 1 JL % Operator 7
AY ¥ MIEZE L. csv-path: <csv_manifest_path> & & U olm-deployed #+ 7'~ 3 > O
ADRREINTWE AR LET,

4. csv-path: <csv_manifest_path> & & U olm-deployed + 7> 3 v DM A % X7 71— RERE
T7AINCERELRETRITH—RERITLET,

I $ operator-sdk scorecard

BIER R

® Operator Lifecycle Manager = {# L 7= Go X— X M Operator DEIE

12.6. PROMETHEUS IC L 2 A AAE=ZH ) VT DERE

BURTIE. Prometheus Operator Zf#F L T Operator SDK W& > TIREINZEIL M Y I hicEZ
&) JHR=MIDWTERBA L. Operator FRENED L D ICHERATEE2MIDWTEFLCERAL
i_a—o

12.6.1. Prometheus Operator Dt AR — k

Prometheus &4 — 7YYV —ZADY AT LEZS )V TELVT7Z— MY —ILF Y NTT, Prometheus
Operator (&, OpenShift Container Platform 72 & ® Kubernetes X—X DY 3 X9 —TETIN 3
Prometheus 7 5 X% —%{E L. BEL. BELZXT,

ANILR—FBEEUE. T 7 # )L b T Operator SDK IZ#Z1E L. Prometheus Operator A7 704 I TW3
PSR —THEEATEDLDIICERINT Go R—ZAD Operator ICA M) VR EHEHICEY b7 v
TLET,

126.2. X K1) J AN/ —

Operator SDK ##f L TEM I 1D Go R— R Operator Tld. UTOBE#EAERTHOTOT S ALICD
WTO—MRBIRA M) VR ERRALET,

I func ExposeMetricsPort(ctx context.Context, port int32) (*v1.Service, error)

INBDXA MY 2 XL controller-runtime 51 75! — API DS ERINE T, AMNY I RIET 72
N T 0.0.0.0:8383/metrics CIREtI N F 7,

Y—ERF TV ME, ANV TAR—=IDBREAINZRETERINET, ChiEZTDRE
Prometheus IC& 2 TPV ERINEFT, Y—ERATV TV ME, )V—4—Pod DIL— NEFEZH
HIpI N EAR—UOAL V2 a VORRICK/YET,

LTFDOH > FIViE, Operator SDK %A L TEK I 15 F R T D Operator O cmd/manager/main.go
77A4INICHY FT,

import(
"github.com/operator-framework/operator-sdk/pkg/metrics"
"machine.openshift.io/controller-runtime/pkg/manager”

)

var (
// Change the below variables to serve melrics on a different host or port.
metricsHost ="0.0.0.0" ﬂ
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metricsPort int32 = 8383 @
)

1-‘;J-nc main() {

// Pass metrics address to controller-runtime manager
mgr, err := manager.New(cfg, manager.Options{
Namespace: namespace,
MetricsBindAddress: fmt.Sprintf("%s:%d", metricsHost, metricsPort),

)

// Create Service object to expose the metrics port.
_, err = metrics.ExposeMetricsPort(ctx, metricsPort)
if err 1= nil {

// handle error

log.Info(err.Error())

}
}
Q AXNYIRAORARICERAINSE IR N,

Q AND O ZORRICHERAINDR— K,

126.21. X M)V RAR—MDER
Operator DYERREIEZ. X MY VAN RBEINZR— P NELEETEET,

AR E A
® Operator SDK #{FH L TEKR I NS Go X— D Operator

® Prometheus Operator B*7 704 X N7z Kubernetes R—AD Y 5 A4 —

Fa
o 4R XN 7z Operator O cmd/manager/main.go 7 7 1 JLC. var metricsPort int32 = 8383 17
@ metricsPort DIEZZEEL XY,
12.6.3. ServiceMonitor ') ¥V — X

ServiceMonitor (. Prometheus Operator IC& > TIRHEINZ H R —1 Y —RXEF (CRD) TH
Y, $—ERF T Y bTEndpoints Z#H L. Prometheus "IN 5D Pod Z#B51R T 5 & 5 I1T5&
ELET,

Operator SDK {8 L TEM I 5 Go X— A D Operator Tld. GenerateServiceMonitor() ~JL

N—EENH—E2RF TV NEERY, ThICETWT ServiceMonitor A2 49 A1 Y —2 (CR) &4
KTBDIENTEXT,

Bmyyv—=x

® ServiceMonitor CRD IZD W T DFE#IE. Prometheus Operator D RF 2 X > h #ZIR L TK
EIW,
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12.6.3.1. ServiceMonitor Y ¥ — Z DYERK

Operator DYERRE 1. FRICER I N B —E X %% (F AN % metrics.CreateServiceMonitor() ~JL
N—BEHEFEALT. EFRINEEZY Y VI —ERDY—ERS -4y MREZBINTEEXT,

([} =355
® Operator SDK Zf#fA L TEMR I N 5 Go RX— D Operator

® Prometheus Operator B*7 704 X N7z Kubernetes R—A MDY 5 R4 —

FIR

e metrics.CreateServiceMonitor() ~JL/N\—FF# % Operator I— RIZEML £ 7,

import(
"k8s.io/api/core/v1"
"github.com/operator-framework/operator-sdk/pkg/metrics"
"machine.openshift.io/controller-runtime/pkg/client/config"

)

func main() {

// Populate below with the Service(s) for which you want to create ServiceMonitors.
services = []*v1.Service{}
// Create one ServiceMonitor per application per namespace.

// Change the below value to name of the Namespace you want the ServiceMonitor to be
created in.

ns := "default"
// restConfig is used for talking to the Kubernetes apiserver
restConfig := config.GetConfig()

// Pass the Service(s) to the helper function, which in turn returns the array of
ServiceMonitor objects.
serviceMonitors, err := metrics.CreateServiceMonitors(restConfig, ns, services)
if err 1= nil {
// Handle errors here.

}

12.7. ) =45 —ZEIRDERE

Operator DZ 4 7H 4 JIILAIE. WENHLDERFRTERIEDA VY 2Y VY ANERTINSAREELHY £
T, & ZIE, Operator D7 v 7L —REO—ILTIMLTWBRBARENZINICEFNET,
NICEY. 120N —F—A V2RIV ZADHAMNRBETV., DAV RY Y RIIIET V74 TIRIRRET
HBEDD, )—F—HDZTOO—-IERTLAK RZBEICEISHITEREBICTEET,

2FED) — Y —BIROEREZBIRTEETH. ThTNIIERBIARIMNL—RFTDHY FT,
e Leader-for-life: ') =4 — Pod FHIRI N 2 ZEDH) — 85— v TERELE T (AR—I 3
Lo avaER), CORKE2DDA VR VANKR>TY 49— LTETINDZDERS

TETRTVYRTLAY), LDL. TOFETIE, FiRY —5—DOBRIGEENE LB H
BMNHYFT, LEXE V—F—Pod BELRWVW/ —RELEAA—FT1avkIhi
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J —RIZH BB A, pod-eviction-timeout (&) —4 — Pod »'/ — KD S HIRI N, U —4—
Yy THEBPIETZETORBEHRLET (T 740 b 5m), FE#llE. Leader-for-life Go K
FaxXVRESRLTLEIY,

) Leader with-lease: ') — % — Pod & EHMIIC) — 4 —) —RZEH L. YU—RAZEHTIRWL
BIC)—4—yTEREELET, TOEREICLY, BEFY Y —DDEINDIFEEICHE
'J—’? ANDORFELFBITHDAREICAYETH, REYY KT LA VYN FEDRE TELZ5E
PHYET, FMIE. Leader-with-leaseGo RF a2 XV hEHBLTL I,
7 7 #JU N T, Operator SDK I Leader-for-life EZZBMICL X T, EEOI—AT—RITHELE
REATEDLHICHAD7 IO—FDRL—RA7ICDWT, BAET S Go R¥a Xy hEaBHBLTL
J kY AN

LTFOFE, ThsD 220047 avaEATA2AEICOWTEHBALTWET,

12.7.1. Leader-for-life 3ZIR D {H

Leader-for-life BIRDEEZDIFE. leader.Become() DIEUH L IZ. memcached-operator-lock & W
D ARID ConfigMap ZER L T, ) —4 —RIRF TOHEAITHIC Operator = 7OV Z LE T,

import (

"github.com/operator-framework/operator-sdk/pkg/leader"”

)

func main() {
err = leader.Become(context. TODO(), "memcached-operator-lock")
if err 1= nil {
log.Error(err, "Failed to retry for leader lock")
os.Exit(1)
}

}...

Operator MV S X9 —ATEITINTWVWARWESE, leader.Become() T Z7—7% LIR L. Operator
M namespace ZMRHETERWVWI END Y —F—RBIRE XXy TLET,

12.7.2. Leader-with-lease #R DfFE A
Leader-with-lease 2%, Y —4 —RBIRICDWT Manager 7 7 a > #FRALTEMICTETE T,
import (

"sigs.k8s.io/controller-runtime/pkg/manager”

)

func main() {
opts := manager.Options{

LeaderElection: true,
LeaderElectionID: "memcached-operator-lock"

}
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mgr, err := manager.New(cfg, opts)

}...

Operator B9 5 249 —TRITINTVLWAWIEE, Manager I&!) —4 —ZIRAD ConfigMap Z1EK T %
7= D Operator M namespace ZRHTERWI EMNSFEBIFICTIS—%IRL £9 ., Manager D
LeaderElectionNamespace # 7> 3 V%5 %E L T Z @ namespace & LEEXTE X7,

12.8. OPERATORSDKCLIYV 7 7 L >V X
AR T, OperatorSDKCLI XYY RELTVENLDEXICDOWTEHRMALET,

I $ operator-sdk <command> [<subcommand>] [<argument>] [<flags>]

12.8.1. build

operator-sdk build A< > KigO— K=V /N\qJ)L L, £FHETOV Y7 b2 EIRLZE T, build
NETTDE 4 XA—Ylddocker TO—AIICEIL RINFET, THITRICVE—RNLIYR MY —IC
Ty aInamBENIHY FT,

#12.17 build 313X
33 S%ER

<image> EIWNIh3arT7F—4a4 X—2 (ffi: quay.io/example/operator:v0.0.1),

F12.18build 754

7229 tEA

--enable-tests (7 — TRAMNAFT)—%A A= ITBIMT BRI EICELY, VTRI—ATOTRA %
) BMICLET,

--namespaced- T A NFA® namespace AR L)Y —ZAY =TT A MND/IRR, TT7 A4 K:
manifest (32F751) deploy/operator.yaml

--test-location (X= TR NDIFAR, 77 4L b ./test/e2e

)

-h, --help FRTERICDODVWTDOANILTOH A,

--enable-tests "'FREINBHFE. build Y NIEFFAMNNAFY)—HEIRNL, ThZzaVTF—
AAXA—=VIZEMLT, 2——DNT7RARNEIFRXY—LETPod & L TETTE S D IC deploy/test-
pod.yaml 7 7 1 LEER L £,

H A B

$ operator-sdk build quay.io/example/operator:v0.0.1

building example-operator...
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building container quay.io/example/operator:v0.0.1...
Sending build context to Docker daemon 163.9MB
Step 1/4 : FROM alpine:3.6

---> 77144d8c6bdc

Step 2/4 : ADD tmp/_output/bin/example-operator /usr/local/bin/example-operator
---> 2ada0d6ca93c

Step 3/4 : RUN adduser -D example-operator

---> Running in 34b4bb507c14

Removing intermediate container 34b4bb507c14
---> c671ec1cff03

Step 4/4 : USER example-operator

---> Running in bd336926317c

Removing intermediate container bd336926317¢
---> d6b58a0fcb8c

Successfully built d6b58a0fcb8c

Successfully tagged quay.io/example/operator:v0.0.1

12.8.2. completion

operator-sdk completion <Y > Ki&, CLIOY Y KL YRR, FUBRZICEITTETSLIICYT
IWHETZEERLE T,

#*12.19completion Y 7a<v VK

HJ7avv Kk sBA
bash bash =2 4EM L £,
zsh zshEEEERLET,

312.20 completion 75 ¥

7259 B
-h, --help FRTERICDODVWTDOANILTOH A,
aapall

$ operator-sdk completion bash
# bash completion for operator-sdk -*- shell-script -*-

# ex: ts=4 sw=4 et filetype=sh

12.8.3. print-deps

operator-sdk print-deps O~ > K&, Operator "I E & T ZRHD Golang /Xy Iy —I B L VP/N—
JavERALET, ThiET 740 b TRERX (columnar format) DHAZITVWET,

#12.21print-deps 75 7
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239 B4
--as-file Gopkg.toml XX TRy r—IBLUON—YavaBhLET,
DBl

$ operator-sdk print-deps --as-file

required = [
"k8s.io/code-generator/cmd/defaulter-gen”,
"k8s.io/code-generator/cmd/deepcopy-gen”,
"k8s.io/code-generator/cmd/conversion-gen",
"k8s.io/code-generator/cmd/client-gen",
"k8s.io/code-generator/cmd/lister-gen”,
"k8s.io/code-generator/cmd/informer-gen",
"k8s.io/code-generator/cmd/openapi-gen”,
"k8s.io/gengo/args"”,

]

[[override]]
name = "k8s.io/code-generator”
revision = "6702109cc68eb6fe6350083e14407¢8d7309fd1a"

12.8.4. generate

operator-sdk generate < > NIZHEDY XL —49—%RBEL T, HEIXIGLCTI—REERLE
ER

12.8.4.1. CRD

generate crds 4 7O NiZ CRD 24T 21 LT TICFEET 2HEE
deploy/crds/__crd.yaml TZh 5% B3 L £9, OpenAPI V3 #R3E YAML (& validation 7 72 =¥ b
ELTERINET,

#12.22 generate crds 75 ¥
237 B4
--csv-version (XF%) 4£mMT % CRD/X\—Y 3 ¥ (F7 7/l hid vibetal)

-h. --help generate crds O~ JL Y

H A B

$ operator-sdk generate crds

$ tree deploy/crds
deploy/crds/app.example.com_vialphal_appservice_cr.yaml
deploy/crds/app.example.com_appservices_crd.yaml

12.8.4.2. csv
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csv 7 a< > RiE, Operator Lifecycle Manager (OLM) T 9 % Cluster Service Version (CSV) ¥
Z7xAMEERLET, F/2. 47> 3T Custom Resource Definition (CRD) 7 7 1 L &
deploy/olm-catalog/<operator_names/<csv_version> ICEZXAH X T,

#12.23 generate csv 7 5 7
7229 B
--csv-channel (X= CSVONYyT—IRZT T ANTTOEFIFERTZ2HELRHZF v R,

)

--csv-config (3XZF%1) CSVEREZ7 7M1 ILAD/INR, 77 #JL k: deploy/olm-catalog/csv-
config.yaml,

--csv-version (XF%)) CSVYZT7IRMDEIYVTAvIN=Yav, bE

--default-channel Nyl —IFZTJTAMDT I #I MF ¥R ELT--csv-channel IZEXh
5FvRILEFERALZET, —-csv-channel "SR EINTWVWBIBEICOAENT
ER

--from-version (3X=F FRN—TavDR—RELTHEATZCSVY=ZTJ IR MNDET YT 4 v I /XN—

A1) Jav,
--operator-name CSV DEMEFICERY % Operator &,
--update-crds RFDOCRDIY=ZT7TAMEFERHLT
deploy/<operator_name>/<csv_version> TCRD¥=7 T A M ZEH L &
ER
Aty

$ operator-sdk generate csv --csv-version 0.1.0 --update-crds

INFO[0000] Generating CSV manifest version 0.1.0

INFO[0000] Fill in the following required fields in file deploy/olm-catalog/operator-
name/0.1.0/operator-name.v0.1.0.clusterserviceversion.yaml:

spec.keywords

spec.maintainers

spec.provider

spec.labels

INFO[0000] Created deploy/olm-catalog/operator-name/0.1.0/operator-
name.v0.1.0.clusterserviceversion.yaml

12.8.4.3. k8s
k8s t+ 7 a< > Kid. pkg/apis/ D FD Y RTD CRD API D Kubernetes code-generator #2347 L £

¥, IMEFSR T, k8s |3 deepcopy-gen DH%EEITL., TXTDARY LYY —R (CR) 741 FICHER
DeepCopy() E&Z4EmM L £,
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pa 3

Zoax Y Rig, ARY L)Y —ZD API (spec & &£ U status) "EHFH IN B VICE
TINZREIHYET,

H A B

$ tree pkg/apis/app/vialphat/
pkg/apis/app/vialphai/
appservice_types.go
doc.go

register.go

$ operator-sdk generate k8s
Running code-generation for Custom Resource (CR) group versions: [app:vialphal]
Generating deepcopy funcs

$ tree pkg/apis/app/vialphat/
pkg/apis/app/vialphai/
appservice_types.go
doc.go

register.go
zz_generated.deepcopy.go

12.8.5. new

operator-sdk new < ¥ RIZHHID Operator 7 7V r—> a3 VR L. AAIhi
<project_name> ICEDWTT 740 b0 7OV I MTAL I M) —DLA T MOERK (F72lE R
XY I7A—NTA V) ERTLET,

#12.24 new B3

GlE B4
<project_name> ROV U bDAHL
K12.25new 75 ¥
237 B4
--api-version $GROUP_NAME/$VERSION #=® CRD APIVersion (3l
app.example.com/vialphal). ansible Z7zidhelm % 4 7 THEAI T Z
ED

--generate-playbook  Ansible Playbook D24 )L b v &4 L £ 9, ansible ¥ 1 7 THEAINE T,

--header-file <string> £XINZCo 77 MDAV T —5ELT 7 A IL~AD/XRAT
¥, hack/boilerplate.go.txt ICOE—3h %7,

--helm-chart <string>  BE%F® Helm ¥+ — b T Helm Operator Z#J#i{b L ¥ ¥,
<url>, <repos/<hname>. F7lEFO—AHIL/INZ,
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239 Bl
--helm-chart-repo EXRIND Hem Fvyr—brhDFv—rYRI M) — URL,
<string>

--helm-chart-version = Helm ¥+ — DR E/N—T 3>, (F7 4L b:latest version)

<string>

-help, -h ERAES L UL TOHA,

--kind <string> CRD Kind (f5]: AppService), ansible £7-ixhelm ¥ 1 FcERHINE T,
--skip-git-init FALORNY—EGIt YRV MY —E LTEFLEEA,

--type #H1E 9 % Operator ®% 1 7. go. ansible Z7-id helm, (77 #JL k:go)

pa 23]
Operator SDK v0.12.0 LA TlL, --dep-manager 7 57/ & LU dep R—2ADFOY ¥

NDHR—FMDEIBRINELE, Go7AY IV MIGoEY 12— ILAFRHTESDLDIC
2AX v IT7A—=ITA4VITINTVWET,

Go 7O> x ¥ FOEAH

$ mkdir SGOPATH/src/github.com/example.com/
$ cd $GOPATH/src/github.com/example.com/
$ operator-sdk new app-operator

Ansible 7O x4 MOEAB

$ operator-sdk new app-operator \
--type=ansible \
--api-version=app.example.com/vialphai \
--kind=AppService

12.8.6. add

operator-sdkadd O~ > Kk, I hO—F—FAIFVY—%&27OVcy MIEBMLEYT, a7V
Kid. Operator 7OV Tz RDIL—bF4 LI MY —DORTINZBRENHY £,

F1226add Yy 7wV K
Y7avvEk B
api FIARHY L)Y —2Z (CR) DF#R APl EF % pkg/apis D FITEML. ARY
L)Y —2RAEE (CRD) BLUVHRY LYY —RZ(CR) 7 741 L% deploy/crds/

DOTFICERK L 9, API A pkg/apis/<groups/<versions (Z3 TILH BHEIC
iF, AV RREEESET. T5—%2RLZET,
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$J7avv kK SR

controller ##3 > bO—>—% pkg/controller/<kind>/ O FIZEBMLFd, I~ hO—
> —I|% operator-sdk add api --kind=<kind> --api-version=
<group/version> 1< ~ K T pkg/apis/<group>/<version> O~ IZ 9 TICE
BINTVWIVEDHD CRYA TERTHIEEZFRERLET. 2D Kind D
av ha—3>—v s —IH pkg/controller/<kind> (9 TICHFET 2B A,
AV REEESES, T5—RINZET,

crd CRDBLUCR7Z74 I %ZEML T, <project-name>/deploy /X2 A Y TIC
BELTVWIRENSHY T, --api-version 5 LU --kind 75 7/H, #R
Operator 7 7 ) r—o a3 VSR T B2DICHETT,

e 4 IN B CRD 774 IL%: <project-
name>/deploy/crds/<group>_<version>_<kind>_crd.yaml

o %M INBCR 774 %: <project-
name>/deploy/crds/<group>_<version>_<kind>_cr.yaml

FK12.27add api 75 7
7229 B

--api-version (X%7%l) $GROUP_NAME/$VERSION #= ® CRD APIVersion (fl:
app.example.com/vialpha1l),

--image (3ZF751) CRD Kind (f5l: AppService),

add api tHhY > 7L

$ operator-sdk add api --api-version app.example.com/vialphatl --kind AppService
Create pkg/apis/app/vialphai/appservice_types.go

Create pkg/apis/addtoscheme_app_v1alphai.go

Create pkg/apis/app/vialphai/register.go

Create pkg/apis/app/vialphai/doc.go

Create deploy/crds/app_vialphal_appservice_cr.yaml

Create deploy/crds/app_vialphal_appservice_crd.yaml

Running code-generation for Custom Resource (CR) group versions: [app:vialphal]
Generating deepcopy funcs

$ tree pkg/apis

pkg/apis/
addtoscheme_app_appservice.go
apis.go

app

L— vialphat

—— doc.go

—— register.go

—— types.go
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add controller KOV > 7L

$ operator-sdk add controller --api-version app.example.com/vialphat --kind AppService
Create pkg/controller/appservice/appservice_controller.go
Create pkg/controller/add_appservice.go

$ tree pkg/controller
pkg/controller/
add_appservice.go
appservice

| L— appservice_controller.go
L— controller.go

addcrd BAY > T

$ operator-sdk add crd --api-version app.example.com/vialphat --kind AppService
Generating Custom Resource Definition (CRD) files

Create deploy/crds/app_vialphal_appservice_crd.yaml

Create deploy/crds/app_v1alphal_appservice_cr.yaml

12.8.7. test

operator-sdk test 1< > K| Operator s A—AITTAMTEET,

12.8.7.1. local

local Y 73~< > Ki&, Operator SDKDTRA KN I7L—LT7—V%FERALTELRINIEGoTAME
A—AILTEFTLEY,

#12.28 test local B1%
1B Bl

<test_location> (XF  e2e 7R M7 7 1 L DIHFR (f: ./test/e2e/).
1))

#*12.29test local 75 ¥
239 B4
--kubeconfig (xF71) 2 5 2% —® kubeconfig ®%ff. T 7 # )L b:~/.Kube/config,

--global-manifest (32 JA—NL)Y—=ADI =TT A RANDNR, T7#J)L L deploy/crd.yaml,
F51)

--namespaced- 7 A MBI®D namespace ZERA L)Y —RADI =TT A MADNRR, T7+)
manifest (32F751) : deploy/service_account.yaml. deploy/rbac.yaml. & &
deploy/operator.yaml Off#&H &,
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237 B4

--namespace (XF%l) ETIERWES, T A MEETY 5HE—0 namespace (fjl: operator-test). 7
D12

--go-test-flags (string)  go test ITE I EMDEIEK (Bl -f "-v -parallel=2"),

--up-local VZRA9—DA A= & LTTIEAL, gorun ZfEM L/ Operator DO —HJL
DEITEEMLET,

--no-setup TAMN)Y—ZDEREEDICLET,

--image (XF71) namespace ZfHA LY== T A MNTEREINcA X —T & I1F£74 D Operator
A A=V %FERALET,

-h, --help FRAAEICOVWTONILTDOHEA,

H A B

$ operator-sdk test local ./test/e2e/

# Output:
ok github.com/operator-framework/operator-sdk-samples/memcached-operator/test/e2e 20.410s

12.8.8. run
operator-sdk run O < > Nk, &ZFEDIRIET Operator 2 BETEX 24 7> a v E2RELE T,

#12.30 new B
1B Bl

--kubeconfig (32F%1) Kubernetes 887 7 1 ILAD T 7 4 JL/IXR, 77 #JL ~: $BHOME/.kube/config

--local Operator (&, kubeconfig 7 7 1 JLZ{#EF L T Kubernetes 7 S X4 —ICT7 U &
29 BHBE%F > T Operator N F Y —%AEJL RLTO—AINICETINZE
ER

--namespace (XF%1)  Operator " EEDHHE% B I % namespace, T 7 #JL b default

--operator-flags O —7JL Operator "B ET 2 AEMEDH S 7 57, Hi: --flag1 valuel --
flag2=value2--local 7 > /O # TCHERAT 2HE&

-h, --help FRTERICDODVWTDOANILTOH A,

12.8.8.1. --local
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--local 7 5 7'l&. kubeconfig 7 7 1 )L & L T Kubernetes 7 5 A4 —IZ7 V7 2 A T X B ###E
8> T Operator /N1 F1)—%EJL KL, Operator aA— ATV TEEILET,

H A B

$ operator-sdk run --local \
--kubeconfig "mycluster.kubecfg” \
--namespace "default" \
--operator-flags "--flag1 value1 --flag2=value2"

UToFITIE, 57 4L kD kubeconfig. 5 7 # )L k M namespace IRIEZE# % # A L. Operator D
75 0%ELET, Operator 75 7 %@FAT %ICIE. Operator AT DA T 3 v DUEBAEERHL
TWBRELNHY ET, & Z2IE. resync-interval 7 5 7 % 53589 % Operator DIFEIE. U T &EET
LET,

I $ operator-sdk run --local --operator-flags "--resync-interval 10"

77 IV NS D namespace 2T 52 &2 FEL TWSHBEIE. --namespace 7 5 /&AL
T. Operator MERINZ DAY L)Y —R(CR) 2EEBR T 25MAZTEL X,

I $ operator-sdk run --local --namespace "testing"

INHHEBEX D ITIK, Operator ' WATCH_NAMESPACE IRIEZ#M A WIB T ZNENHY FT, &
Nk, Operator IT 1 —F 1 ) 7 1 —#4#E @D k8sutil.GetWatchNamespace %R L TETTXZ 7,

12.9. {18%

12.9.1.Operator 7OV TV MDRF v 74 —IT14 I LA T b

operator-sdk CLI (. ThZh®D Operator 7OV =7 MIZHDONRv r—I 54K LET, UTDE
Vv avilid, ERINZETI7AIVBLICTA LI N —DEXHNLENNEFZNET,

129.11.GoR—R7FAY ¥ b

operator-sdk new O > RAFEHA L TERINSD Go R—RD Operator 7OV TV M (T 72 K%
AN MTFOTAL I M) —=BLVPT7 71D EEFNET,

TFPAN/T AT — B

cmd/ Operator D X 4 > 7O4 5 1 T#H % manager/main.go 7 7 1 L H'&
FNhFEd, TNhiLOperator DERTOTZLTYE, Zhidk, IXRTOD
HRY LYY —RAEHE% pkg/apis/ DFICEZL. §RTOIY hO—
> —% pkg/controllers/ D N TRET 2HFBEvR—Iv—% (1 VY RY
vZ2ELET,

pkg/apis/ HRAY LYY —REH (CRD)DAPI A EHETZT14 LI MN)—=Y Y —H
g2FINFY, 1—H—iF
pkg/apis/<group>/<version>/<kind>_types.go 7 7 1 L % {75
L. BVY—RI14TDAPIZEEL, ThHDNyr—Y%0 b
O—5—IAYER—= LTIV =914 TOERICOVWTERTZ &
MEEINET,
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T7AN/T AT — Br

pkg/controller Zopkg i, IV FO—S—OREAFETNET, 1—¥—K
pkg/controller/<kind>/<kind>_controller.go 7 7 1 L Z#RE& L.
BEINZKINd D) V-84 T%UEBTZ/HOIAY FO—F—D
FA%E (reconciliation) OY v VA EHT DI EMEEINZE T,

build/ Operator &= EJL R 27D IlEA I N 5 Dockerfile 5 & UEIL KR ¥
DT EDEEFNET,

deploy/ CRD #&#$% L. RBAC %2+t v b7 v 7 L. Deployment & L T Operator
A7 TO4T5ODEEYAMLYZ 7z A M EEFNET,

Gopkg.toml Z D Operator DAEDIKFRE G EFRHRT 2 GoDep ¥=T TR I,

Gopkg.lock

vendor/ Z07aY Y hDA VR— NDOFRGEH LT HBOEERROO—7
IOAE—HNEEN B golang vendor 7 # V¥ —, Go Dep lERV ¥ —%
EBEEEELEY,

12.9.1.2. Helim RX—2D A7 b

operator-sdk new --type helm J< > K& L TEK I N5 Helm X— 2R Operator 7O T M
i UTFTDTA LI M) —=BLPT7 74D EENET,

TFPAN/T AT — B

deploy/ CRD #&4$% L. RBAC %+t v b7 v 7 L. Deployment & L T Operator
AT 7OA4T5ODEREYAMLYZ 7z A M EFNET,

helm-charts/<kind> helm create tAFED I~V N&FER L THHELI A Helm Fv— b
rEFhEY,
build/ Operator = EJL KT 327D ICEA I N 5 Dockerfile 5 & UEIL KR ¥

VTR EEFNET,

watches.yaml Group. Version., Kind. & & U Helm F+— MDBAALVEENF
ER
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13.1. CLOUD CREDENTIAL OPERATOR

B8

Cloud Credential Operator I&. 757 K70O/N1 ¥ —DEREEE#HR % Kubernetes H XY L) YV —AEH
(CRD) & LTEEBLET,

oz b

openshift-cloud-credential-operator

CRD
e credentialsrequests.cloudcredential.openshift.io

o R 3—7:Namespaced
o CR: credentialsrequest
o 1REE: Yes

REAFTZxU b
RELBRERIHY FHA,

p= T
® Cloud Credential Operator & kube-system/aws-creds 7 5 DEREEIEHRE=FHL X T,

® Cloud Credential Operator I&. credentialsrequest (CEDWTY—o Ly MR LET,

13.2. 7 5 A %9 —&R5E OPERATOR
E[:y)

Cluster Authentication Operator I&. 7 XY —RHIREHARI L)Y —R&EA VA M—)L L, L
F9., hiF, UTFZ2FEALTRRTEES,

I $ oc get clusteroperator authentication -o yaml

Javzzy b

cluster-authentication-operator

13.3. CLUSTER AUTOSCALER OPERATOR

B8

Cluster Autoscaler Operator |& cluster-api 7”’0/34 4 —%{fA L T OpenShift Cluster Autoscaler D7
TOM X N EBELET,

oy b

cluster-autoscaler-operator

CRD
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e ClusterAutoscaler: &, 7 5 X% —®d Autoscaler 1 Y R ¥ V ZADHREEHIETZ V7L
N> 1)Y—RTY, Operator I&. B I 17z namespace D default & L\ ZEITD
ClusterAutoscaler ') ¥V —2 ( WATCH_NAMESPACE BREBEZHDE) DA ICISELF T,

e MachineAutoscaler: 2D YV —RE/ —RITIV—TE=R/KICL, 7/ 5—>avaBELTY
W—TOB}RT—Y Vv 7EFML, ZRELFT (min B&V max 4 X), REFRT
I&. MachineSet# 7>V hD&HEHY—T Y NMITBIENTEET,

13.4. CLUSTER IMAGE REGISTRY OPERATOR

=]y
Cluster Image Registry Operator (&, OpenShift Container Platform LY X MY =DV TV bV A >

R VRAEEEBLES, AML—YVDERZEET. LYRAN)—DIRTOREEZBEELET,
WO EIRFIC, Operator &7 2 A9 —TCHREINZHREICEDWVWTT 7 4 /L b @ image-registry ')
Y=RA VRV REERLES, Thid, 2770 KTONAS5—ICEDVWTHEATS 777 KX b
L—Y0%4 T%RLET,

SE£ 7% image-registry )V — XA ZEHT HDICFIATE 2 +9QEHRABRWVGE. TOFRTERY
Y —ZADNEHI N, Operator FRY BRWERZRTIEHREZFE>TY Y —ADRAT—YRZEBHLZE
ER

Cluster Image Registry Operator I& openshift-image-registry namespace TE{TI N, TDIHFFAD L

CARN) =4 VRS VZEBEELET, LYZAN)—DIRTOBRESLPT7—70—R)V—RIE%E
M namespace ICEMNE T,

Javzy b

cluster-image-registry-operator

135. 75X —F=4"') % OPERATOR

B8

Cluster Monitoring Operator &, OpenShift Container Platform ®_EERICT 704 I vz Prometheus

R=ZADYZAY—FZI ) VTR I EEEBL, BHLET,

oy b

openshift-monitoring

CRD

® alertmanagers.monitoring.coreos.com
o R 3—7:Namespaced
o CR:alertmanager
o #REE: Yes

® prometheuses.monitoring.coreos.com
o 2 J—7:Namespaced
o CR: prometheus

o #REE: Yes
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® prometheusrules.monitoring.coreos.com

o R 3—7Namespaced
o CR: prometheusrule
o #REE: Yes
® servicemonitors.monitoring.coreos.com
o R 3—7Namespaced
o CR: servicemonitor
o #REE: Yes
REAXFTIV b

I $ oc -n openshift-monitoring edit cm cluster-monitoring-config

13.6. CLUSTER NETWORK OPERATOR

=]y
Cluster Network Operator &, OpenShift Kubernetes 7 A4 —Txy N7 —JAVR—FXV N &ALV
Ah=LL, 7y FIL—KRLZET,

13.7. OPENSHIFT CONTROLLER MANAGER OPERATOR
B8

OpenShift Controller Manager Operator (& OpenShiftControllerManager 1 X% L")V —R %0 A
H—ICA VA M—JLL, #FLET., Thid. UFTRRTEIT,

I $ oc get clusteroperator openshift-controller-manager -o yaml

AR LYY — A EE openshiftcontrollermanagers.operator.openshift.io [ T FHA LTV 5 R
Y —THERTEZXT,

I $ oc get crd openshiftcontrollermanagers.operator.openshift.io -o yami

oz b

cluster-openshift-controller-manager-operator

13.8. CLUSTER SAMPLES OPERATOR

B8

Cluster Samples Operator (. openshift namespace ICIREINZ Y TILA A=V AN —LELT
TYTL—b BLIUVA A=V ZARN)—LHBBRETDZANA—TJEAVR—NTBEDIIHERY—Y
Ly b LTHREINZ OV T F—RIAEREEELE T,

#CIEENRFIC, Operator T 7 2L MDY Y TILY Y —REFEHRL, 1 X—=Y AN —LBLVTTYV

TL—bDERERIBLET., 41 X—Y X MY —LIE, registry.redhat.io D1 X —Y % BB ¥ % Red

Hat Enterprise Linux CoreOS (RHCOS) X— Z M OpenShift Container Platform 4 X —Y X M) — AT
¥, E#IC. T~ 7L — blE OpenShift Container Platform 7>~ 7L —h & L TOEINZE T,
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[—]

Cluster Samples Operator (&, ZDE&RE ) YV — R & #IZ openshift-cluster-samples-operator
namespace RICHAAENE T, BEFFIC, 1 VA MN=IILL>2THF ¥ TFr—XhiTILo—7

L v k% samples-registry-credentials &\ 5 £HID openshiftnamespace ICIE—L., 41 X—Y X
N)—LDAVR—bEBZICLET, EBEEFIVEIZLGCTEMDY—7 L v % openshift
namespace ICERCTEE T, oDV —I Ly ML, A A=VDAVR—MNERBICT B720IC
WERIYTF— config.json DIV FUYNREEFNET,

Cluster Samples Operator M4 X —Z1E, BAEAT 1T 57z OpenShift Container Platform 1) 1) — X ®
AA=—VZARNY—LBLVPTVYTIL—MDERDPEFNE TS, BTV FILICIE. BEREDH S
OpenShift Container Platform /X\—2 3 V& RT 7/ T—a v HEaFENZE T, Operator lFZ D7/
T—YavERFALT EYYTNE) ) —ZAN=UaVII—BIERLIICLET, TOI YRV E
)—DHCHBY Y TIVEEBINZ Y Y TIVTHZHOICEBRINE T, Operator ILL > TEEX
N2V TIADOEEIE. BEMNICTICEINET, jenkins 1 X—J A VA R=ID5EDA A —I R
AO0—RD—ETHY., 1 A=Y AN —LILEEY TRHIFINET,
Samples Operator sXE ) V — R ICI&, HIBREICUTABEETE2 7714 F M4 —DEFhZET,

e Operator BEEDA A=Y ZAMN)—L4A

® Operator BEEDF Y FL— K

® Operator "R T BEE) V—2R

o VSR —RAT—HADYY—R

e samples-registry-credentials > —7 L v b

YT Y —XDHBIRREFIC, Cluster Samples Operator (£7 7 # )V MEREZFRA L TY YV — X% BE
’J&Lji_a—o

7oy b

cluster-samples-operator

13.9. CLUSTER STORAGE OPERATOR

=]y

Cluster Storage Operator & OpenShift Container Platform @9 S 24 —2&DA ML= DT 7 # )b
MEZERELZE T, TNIZLY. OpenShift Container Platform 2 S X9 —DT 7 # )L hDRA ML —Y
VS ADHFEREZHRTEET,

oy b

cluster-storage-operator

X E
RELBRERIHY FHA,

R

e Cluster Storage Operator (& Amazon Web Services (AWS) & & U Red Hat OpenStack Platform
(RHOSP) & R— kL ZF 9,

o ERINIEARNL—UIZRIF, ZOT/T—aVveERELTTI7AILMUMICTEZZED
TEXFIHN. AMNL—TY U5 RIE Operator "EITINZRYHEHIBRTETE A,

13.10. CLUSTER SVCAT API SERVER OPERATOR
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=]:y]

Cluster SVCAT API Server Operator I, 7 7 X4 —_L£IZ OpenShift Service Catalog D> > 7L bV A
VA VREAVAN—IL, HFELET, Y—EZXAYOTRENINZAPIH—"—& v bO—
S—IYR—V v —THREINET, ZTD Operator [P —ER A9 DOTDAPI H—/N\—DERD D AN
IHWLET, Y—EXRAYOJ7O2Y bO—F—IR—Iv—DIVR—FY MY % Operator I
DWTIE, cluster-svcat-controller-manager-operator #88B L T 72X W,

oz b

cluster-svcat-apiserver-operator

13.11. CLUSTER SVCAT CONTROLLER MANAGER OPERATOR

=]:y]

Cluster SVCAT Controller Manager Operator (&, 7 5 X4 — _EIZ OpenShift Service Catalog DY >~ &
WhIAVRI VR AV ARM=)LL, #FLET, T—EXHFYOTEENINIAPIH—/1N—&O
v hO—5—YX—V v —THREINZET, D Operator ZHF—ERA4YOJ/DIY hO—5—%
2=V v —DHERDHRHBLET, Y—ERAYOTDAPI ==V R—F Y MIHIET 2
Operator ICDWTI&, cluster-svcat-apiserver-operator Z#Z28B L T XL,

Javzy b

cluster-svcat-controller-manager-operator

13.12. 7 5 X% —/8—< 3~ OPERATOR

B89
Ay bk
cluster-version-operator
13.13. CONSOLE OPERATOR
B89
Console Operator (& OpenShift Container PlatformWeb >V —I)L &V S X —ICA4A VA =L L,
HWRFLEY,
Ay bk
console-operator
13.14. DNS OPERATOR
B89
DNS Operator |&. Pod IZF L TREIBRA Y —E X %R T 57/20IC CoreDNS #7704 L. Th %
&I L. OpenShift Container Platform T® DNS XR— 2 ® Kubernetes —EXMRHB A TREICL £ T,
Operator l&, 75 R —DEREICEDVWTHEERADOT 74N T TOA4 XY MEERLET,
o FIAIKNDYTRY—RKAAVIL cluster.local TY,
® CoreDNS Corefile 7zl Kubernetes 7S5 74 Y DHREIXHR— M IR TLWEHA,

DNS Operator &, BB IP 2D —ERX & L TRARBAIN % Kubernetes 7T—E vty hELT
CoreDNS #EHE L £ 9, CoreDNS &, V7SR —AHADITRTD ./ —RKTEITINET,

oz b

cluster-dns-operator

166


https://github.com/openshift/cluster-svcat-controller-manager-operator
https://github.com/openshift/cluster-svcat-apiserver-operator
https://github.com/openshift/cluster-svcat-apiserver-operator
https://github.com/openshift/cluster-svcat-controller-manager-operator
https://github.com/openshift/cluster-version-operator
https://github.com/openshift/console-operator
https://github.com/openshift/cluster-dns-operator

%133 RED HAT OPERATOR

13.15. ETCD CLUSTER OPERATOR

B89
etcd cluster Operator & etcd V 2R —DRA5—Y) > 7% BE&L L., etcd E=ZF V2V ITEBELUA R
J2A=BAMIL. BEEERFIRZEHMELET,

oy b

cluster-etcd-operator

CRD
® ctcds.operator.openshift.io

o 23— Cluster

o CR:etcd

o IRELE: Yes
REAXATIV b

I $ oc edit etcd cluster

13.16. INGRESS OPERATOR

B8
Ingress Operator I& OpenShift Container Platform L—4% — % E L. BEEL X7,

oy b

openshift-ingress-operator
CRD

® clusteringresses.ingress.openshift.io
o R 3—7:Namespaced
o CR: clusteringresses
o #&3E: No

REAXFTITV b

o VIR —RE
o 44 74: clusteringresses.ingress.openshift.io
o 4 VRH 2 A%: default

o Ov7 Y RDOERTR:

I $ oc get clusteringresses.ingress.openshift.io -n openshift-ingress-operator default -o
yam|

pa )
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Ingress Operator (&)L —#% — % openshift-ingress 7O 7 MIFREL. I—9—DF7FOA4 AV b
EERR L E T,

I $ oc get deployment -n openshift-ingress

Ingress Operator (&, *Y NT—20 /05249 —RXF7—4 XD clusterNetwork[].cidr =& L T. EE
Ingress A hA—5— (Ib—F =) DEMETZE— N (IPv4, IPv6, F7/2ETaTILRE v o) ZHFIL
9, /=& Z2 I, clusterNetwork IC v6 cidr DADEZFE NS5 E. Ingress AV hO—5— & v6 EF
E—RTEMELE T, LLTDHITIE. Ingress Operator ICL > TEEINS Ingress AV hO—F—
i 12DV ZRI =2y NT—VDHNFEEL. *Y hT7—0 D vdcidr THZHDICVAERE—R
TEITINZET,

$ oc get network/cluster -o jsonpath='{.status.clusterNetwork[*]}'

map|cidr:10.128.0.0/14 hostPrefix:23]

13.177. KUBERNETES API SERVER OPERATOR

B8

Kubernetes API Server Operator &, OpenShift Container Platform ®_EZRICT FOA I h iz
Kubernetes API #—/\—%ZEE L. B L £9, Operator I& OpenShift D library-go 7L —LT—7
HR—ZELTHY. Cluster Version Operator (CVO) #FHLTA YA M—ILIhF T,

oz b

openshift-kube-apiserver-operator

CRD
® kubeapiservers.operator.openshift.io

o 23— Cluser

o CR: kubeapiserver

o IRELE: Yes
REAXTITI b

I $ oc edit kubeapiserver

13.18. KUBERNETES CONTROLLER MANAGER OPERATOR
B89
Kubernetes Controller Manager Operator (£, OpenShift Container Platform IC7 7’041 Iz
Kubernetes Controller Manager &I L. B#H L £9, Operator i& OpenShift ® library-go 7 L — A
J—0%~R—22&LTHY., INid Cluster Version Operator (CVO) BB TA VA M—ILINF T,
ZhiZiE, LTFOaVR—V MDEENFT,

® Operator

o J—RAKNSYTIY=ZTIARNLVEF—

o FMPod AENR—RETHBAVAN—F—
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o BEATH—/1—
T 7 A4 NT, Operator (X M) J 2 —EXBHT Prometheus X b)) 2 2% RAFALET,
Javzy b
cluster-kube-controller-manager-operator
13.19. KUBERNETES SCHEDULER OPERATOR
=]:y]
Kubernetes Scheduler Operator (&, OpenShift Container Platform @ LEICF 7041 X3
Kubernetes 2721 —5—%EE L. BHL 9, Operator i& OpenShift Container Platform @

library-go 7L —LT—0%~X—X & LTHEY. Cluster Version Operator (CVO) T YA h—ILEh
7,

Kubernetes Scheduler Operator ICIFLLTFD OV R—F Y MO EENF T,
® Operator
o J—hAKNSYTIIZTTRIL VI S—
o WM Pod EN—REFTEAVRAMN—F—
o HEATH—1nN—
T 7 A4 ) NT, Operator (X M) J 2 —EXBHT Prometheus X b)) 2 2&RAFALET,

oz b

cluster-kube-scheduler-operator

=11
5%
Kubernetes Scheduler D& E X~ —J DFERICAY £,

o T AILINEERE,

e {1#k schedulers.config.openshift.io 5 DER I N 3% E,
INLIRTARTRAN—ABRETHY., REICBILEEEMKT 2DICT—IINDEMICINE
JSON R =Rvw NTT,

13.20. MACHINE API OPERATOR

=]y

Machine API Operator (&, Kubernetes APl 255k 2 EDBEMD CRD, ¥ hO—5—, LT
RBACH 7Y TV MDA THAVIEBELIT., ThICLY, V5RI—RADYY Y DRERIRE
REEINZET,

oy b

machine-api-operator

CRD

e MachineSet

‘¢

e I
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e MachineHealthCheck

13.21. MACHINE CONFIG OPERATOR

=]y
Machine Congig Operator I&. A—XJL & kubelet DT RTDEDEEDH, R—RAFRL—FT 4V J
VATLBELUVAVTFT I UM LDRESSVUEHZEEL, BALET,

UFD 4203V R—%V M DBHYZET,
® machine-config-server: 7 5 X% —ICSMNY 2HR~ > V(T Ignition EZIRHEL T,

® machine-config-controller: ¥~ > M7 v 74 L — K% MachineConfig # 7> =/ N TEHX
NZMBRREICHABLES, vty hOT7y 7L —RE@ENICHIET 24 T avh
RHEINET,

® machine-config-daemon: BHEFICHRD YL VERELZBALET, vV OREBEERINL
TUUREICH LU THREEL., BRLET,

® machine-config: 1 Y X h—JLEFDY Y VEREDTLRY — R, {IEORE., LUV VDE
FERHLET,

oy b

openshift-machine-config-operator

13.22. MARKETPLACE OPERATOR

B8
Marketplace Operator (&2 5 A4 —#®D Operator 97 5 A Y —ICAN D =HDRETY,

oy b

operator-marketplace

13.23. NODE TUNING OPERATOR

=]y

Node Tuning Operator (&, Tuned 7—EYDF—47 A ML —>aVIilL&d/—RKLRNILDFa—=V
TDEBIRIBET, FEAEDRBNTF—I VAT Y r—2a v TR —ELRILDOA—RILD
Fa1—=VIHUETT, Node Tuning Operator I&, / — KL RJLD sysctl DIF—IN/-EES >~
=T x4 R%1—H—ICRHL. 22— —DDEETIHRILF1—ZUT%EBINTES LD RHM
IR L X9, Operator l&, O FF—1{bI N7z OpenShift Container Platform @ Tuned 7 —E > %
Kubernetes 7T—EY vy P& LTBEBLEYT, CNICLY., ARILFa—ZUTHELN. T—FEV
DNEBBITIHATYI SR —TEITINDZITRTDIAVT 1IN/ Tuned T—EVITEINE

T TEVIR /—RZEIKIDTD VFRI—DIANTD/ —RTEITEINIET,
AVvFFH—INnk Tuned T—EVILL > TEAINS / — RLRILODEEIZ. TAT7MILOESR
HRNYUH—FTB2ARYINT, FRERTVITFTILOZESLIVCUEBICE >TaYFFH—{bI i Tuned
T—EVHAERICKRTIBEICO—ILNY I EINhET,

Node Tuning Operator l&, /3X—< 3 > 4.1 LBEICE 1T 2IEHER 7% OpenShift Container Platform 1 >
N—ILD—EBERS>TWVWET,

oy b

cluster-node-tuning-operator
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13.24. OPENSHIFT API SERVER OPERATOR

=]y

OpenShift API Server Operator £, 2 5 X4 —IC openshift-apiserver =1 > A h—)L L, #FL F
ER

oy b

openshift-apiserver-operator
CRD

® openshiftapiservers.operator.openshift.io

o RO—7:Cluster
o CR: openshiftapiserver

o #REE: Yes

13.25. PROMETHEUS OPERATOR

=]:y)

Kubernetes @ Prometheus Operator (., Kubernetes 4+ —E 2 & & U Prometheus 1 Y 29 VY 2ADF 7
A4 XY MBLVBERICODVWTOBERE=S Y VITDERERHLIT,

4 VA M=ILEINDBE, Prometheus Operator IELA T DMEEEEIRFLL F T,

o {ER$ &L U'BEE: Kubernetes namespace M Prometheus 1 Y A9 VR, BHEDT7 T 45— 3
v FlEF— L% Operator A L TEBICEEL XTI,

o HHARERTE: R4 T4 7D Kubernetes J Y —ZADNSHD/N— 3y, KiEtE, ®RERYY—, L
7)) Hi2ED Prometheus DEBEM LB EAITVET,

o SNIIILBH—ERDY =4y MNRE: REFED Kubernetes TRILY T —ICEDWTEZS
Do 0Dy =45y NREEXZBHMICEM L 9., Prometheus Bl EDRESEEFE T IMNE
iEHyYFEHA,

oz b

prometheus-operator
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