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£52Z OPENSHIFT CLI (OC)

2.1. OPENSHIFT CLI O HA 18T %

2.1.1. OpenShift CLI [ICDWT

OpenShift DAY Y RSA VA V¥ —T A X (CLD. oc 5FRTBHE. ¥—IFIUDSTTYI—
>3 v %&/EMR L. OpenShift Container Platform 7OY ¥ N EBTX X9, OpenShift CLI AR
DRRISEL TWET,
o YOV MNY—ROA—REEEFEHALTWVWS,
® OpenShift Container Platform ##f% 22 1) 7 MMEd 3,
o BHIE) YV —RICLBHIELNHY., Web AV YV —LHAFATERAVKRETOTO 7 bOE
i

2.1.2. OpenShift CLID 1 > X k—JL,
OpenShift CLI(oc) &4 Y A h—IL T 2ICIE, N4 FYY—%24FHoO0—RT5HMN, RPMEFHERALET,

2121114 F)—=D¥ o vO—KiZL % OpenShift CLIDA ~ X h—JL

ARV RSA4 449 —T x4 R%FEMA L T OpenShift Container Platform & x4559 %7281 CLI (oc)
ZAVAN=ITBIENTEEXY, ocd Linux. Windows, F7lE macOSICA VA M—J)LTEZ
ER

E:2

PRIDN—=Y3vDocaA VY ARM—ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 4.8 D ARTHDAVY Y RERETT B EIETETEFH A, FRENN—T 3
YDocxEHovO—KL, 1YAM=ILLET,

Linux ~® OpenShift CLID A ~ X b—Jb
LIFOEIE% @A LT, OpenShift CLI (oc) /N 1 —% Linux Icf Y X h—ILTEE T,

FIR

1. RedHat 124 ¥ —7R—%4 )LD OpenShift Container Platform ¥ 7 > O— K=< [IBFHL F
E

2. Version ROy 74 A2 —T@EAN—YavaBIRLET,

3. OpenShift v4.8 Linux Client T~ k') —D##IC4% % DownloadNow =2 1) v 7 LT, 774
WeREFELET,

4. T—hAT=RALF T,

I $ tar xvzf <file>

5. 0c/NfFY)—%, PATHICHZ T4 LI M) —ICBRELZFT,
PATH 2529 5IClE, UTFOITY FZRITLES,


https://access.redhat.com/downloads/content/290
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I $ echo $PATH
OpenShift CLIDA Y X h—JL#&IZ, oc XY RAFALTCHATEET,

I $ oc <command>

Windows ~® OpenShift CLID A > X h—JL
LIFOEIE% @R LT, OpenShift CLI (oc) /N F 1) —% Windows Ic4 Y 2 h—ILTE £ 7,

FIR

. Red Hat 1A% ¥ —7R—% )LD OpenShift Container Platform ¥ 7~ O— KRXR—2 [IBEL F
ER

2. Version ROy 74 A2 —TEARN—Ya vaBIRLET,

3. OpenShift v4.8 Windows Client T h ) —D#5(C4 % DownloadNow =2 ') v 2 LT, 77
1TIVERELET,

4. Z2IP 7O SLTT7—HA THRBELET,

5. 0c/NMF)—%, PATHICH B T4 LI N —ICBELFT,
PATH 28529 % I1Ci1k, O~y ROy ha2EVWTUTOaOY Y REEFTLEFT,

I C:\> path
OpenShift CLIDA Y X h—JL1&IZ, oc XY RAFALTCHATEET,

I C:\> oc <command>

macOC ~® OpenShift CLID A > X k—)b
LTFOFIEAMERL T, OpenShift CLI(oc) /N1 F 1) —% macOS ICA VA M—ILTEET,

FIR

. Red Hat 1 A% ¥ —7R—% )LD OpenShift Container Platform ¥ 7~ O— KRX—2 [IBEL F
ER

2. Version ROy 74 A a—TCEAN—UavaBRLET,

3. OpenShift v4.8 MacOSX Client T ~ ) —D#5(Z4 % DownloadNow =2 ) v 2 LT, 77
1TIVERELET,

4. T—h4AT7=ZBREL. BELIT,

5. 0c /XM FY—%NRRIHBT4 LI M) —ICBEILET,
PATH ZHER 9 2ICIE. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH
OpenShift CLIDA Y X h—JL1&IZ, oc XY RAFALTCHATEET,

I $ oc <command>


https://access.redhat.com/downloads/content/290
https://access.redhat.com/downloads/content/290
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21.22.Web OV —J)L %M L /= OpenShift CLI DA ~ X k—JL

OpenShift CLI(oc) 24 ~ A b—JL LT, Web O Y —JLH 5 OpenShift Container Platform & W55 T
X %9, ocld Linux. Windows, F7zld macOSICA YA M—ILTEZT,

B5Z

PRIDN—=Y3vDocxkA VYA RM—=ILLTWBIHE., Ih%zEAL T OpenShift
Container Platform 4.8 D ARTHDOAVY Y REERTT B EIETETEFH A, FRNN—T 3
YDocxEFovO—KL, 1VAM=ILLET,

2.1.2.21.Web O~V —)L%f#EHA L /2 Linux ~® OpenShift CLID 1 > X k—Jb

WU T OFIEA @ LT, OpenShift CLI (oc) /81 F Y —% Linux ICA YA R—ILTX T,

FIR
1L Webavv—LT2%20Yv I LET,

RedHat
OpenShift £ o kube:admin v
Container Platform

Quick Starts

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to

o2 Administrator -

Documentation
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Overview Cluster
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[SA Y
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2. ARV KRSAVY—ILEY Yy LET,

RedHat
OpenShift
Container Platform

a1

© e kubezadmin ¥

You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

¢ Administrator v

Command Line Tools

Home 7

Overvi
verview Copy Login Command &

Projects

Search oc - OpenShift Command Line Interface (CLI)

Expl
9 With the OpenShift command line interface, you can create applications and manage OpenShift projects from a terminal.

B The oc binary offers the same capabilities as the kubect! binary, but it is further extended to natively support OpenShift Container Platform features,
« Download oc for Linux for x86_64 &

Operators « Download o for Mac for x86_64 &

» Download oc for Windows for x86_64 &'

« Download oc for Linux for ARM 64 (unsupported) @

« Download oc for Linux for [BM Power, little endian @

« Download oc for Linux for IBM Z &t

* LICENSE®'

Workloads

Networking

3. Linux 7”2 v b7 #—A4IT# L 72 oc binary #3%3iR L TH 5. Download oc for Linux% 7 1) v
JLET,

4. 7714V ERELET,
5. 7T—hA47EREALZET,

I $ tar xvzf <file>

6. oc /N1 F1)—%, PATHICHZT 1L I M) —ICBEILET,
PATH Z2#52 9 5IClE, UTFOITY FZRITLEYS,

I $ echo $PATH
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OpenShift CLIDA Y Z h—JL1&IZ, oc A Y RAFALTCHATEET,

I $ oc <command>

2.1.2.2.2.Web O~ YV — L% L /= Windows ~® OpenShift CLID A1 > X k—JL

WU TFOFIE% A LT, OpenShift CLI(oc) /84 Y —% Windows IC4 Y R h—ILTX T,

FIR
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You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

¢ Administrator v

Command Line Tools
Home v

Overvi
verview Copy Login Command @

Projects

EEE oc - OpenShift Command Line Interface (CLI)

Explore With the OpenShift command line interface, you can create applications and manage OpenShift projects from a terminal.

B The oc binary offers the same capabilities as the kubect! binary, but it is further extended to natively support OpenShift Container Platform features,
« Download oc for Linux for x86_64 &

Operators « Download oc for Mac for x86_64 &

» Download oc for Windows for x86_64 &'

« Download oc for Linux for ARM 64 (unsupported) @

« Download oc for Linux for IBM Power, little endian @

« Download oc for Linux for [BM Z &

Networking * LICENSE®

Workloads

. Windows 75w k7 #—L®Doc /N1 F!)—%FRLTH S, Download oc for Windows for

x86 64540 ) vy LET,
7714V ERELEY,

L ZIP OV SALATT—hA4AT5@ELET,

.oc/N{F ) —%, PATHICHZT14 LI M) —ICBBLET,

PATH 28329 % I1Ci1k, O~y R7ary 7 haVWTUTOaOY Y REEFLEFT,

I C:\> path

OpenShift CLIDA Y X h—JL1&IZ, oc A Y RAFALTCHATEET,

I C:\> oc <command>

21.223.Web OV YV —JL £ L 7= macOS ~® OpenShift CLID A > X k—JL

UTOFIE%MEA L T, OpenShift CLI(oc) /N1 F 1) —% macOS ICA Y A M—ILTEET,
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You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to login.

&% Administrator v

Command Line Tools
Home

Overvi
verview Copy Login Command &

Projects

Search oc - OpenShift Command Line Interface (CLI)

Expl
SO With the OpenShift command line interface, you can create applications and manage OpenShift projects from a terminal.

s The oc binary offers the same capabilities as the kubect! binary, but it is further extended to natively support OpenShift Container Platform features,
« Download oc for Linux for x86_64 &

Operators « Download oc for Mac for x86_64 &

» Download oc for Windows for x86_64 &'

« Download oc for Linux for ARM 64 (unsupported) @

« Download oc for Linux for IBM Power, little endian @

« Download oc for Linux for IBM Z &t

* LICENSE®'

Workloads

Networking

3. macOS 75w M7+ —Ld oc /N 1) —%3ZIR L. Download oc for Mac for x86_64% %
Jw o LET,

4. 7714V ERELET,
5. 7T—hAT7%5BHL., @ELET,

6. oc N F ) —%/NRRIZHBTALI M) —ICBHLET,
PATH ZHER Y 2ICIE. #—IFIZRAE. UTFOAY Y RZ2ETLET,

I $ echo $PATH
OpenShift CLIDA Y Z h—JL1&IZ, oc XY RAMALTCHATEET,
I $ oc <command>

2.1.2.3.RPM % f#fH L 7= OpenShift CLID A ~ X h—JL

Red Hat Enterprise Linux (RHEL) D354, Red Hat 7 717 >~ MZE#% OpenShift Container Platform
YIT291) T avhHbiHElE. OpensShift CLI(oc) # RPM &ELTA YA M—ILTEET,

BIRSH
e root 713 sudo DIERIPNETT,

FIR

1. Red Hat Subscription Manager IZ&8 L £,
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I # subscription-manager register
2. RFIDY TR T avr—9%5TILLET,
I # subscription-manager refresh
3. FARREAY TRV Foava—BRRLET,
I # subscription-manager list --available --matches *OpenShift*'

4. BRIOIY Y ROHE AT, OpenShift Container Platform #7724 1) 7> a>dF—I)LID =R
DIF. INEBEHFBINLEVRATLILTYYFLET,

I # subscription-manager attach --pool=<pool_id>

5. OpenShift Container Platform 4.8 TWERYRI MY —ZF/MIILF T,

® Red Hat Enterprise Linux 8 DIZ&:
I # subscription-manager repos --enable="rhocp-4.8-for-rhel-8-x86_64-rpms"
® Red Hat Enterprise Linux 7 D&
I # subscription-manager repos --enable="rhel-7-server-ose-4.8-rpms"
6. openshift-clients /\v o5 —Y %A VA M—ILLET,
I # yum install openshift-clients
CLIOA YA KM—JLi&IE, ocAY Y R&FERLTCFIATEET,

I $ oc <command>

2.1.2.4. Homebrew % {#f L 7= OpenShift CLID 1 ~ X k—)L

macOS DIFH. Homebrew /Ny F—Y v X—T v — % L T OpenShift CLI (oc) =4 ¥ XA h—JL T
TFET,

AR

e Homebrew (brew) 2’1 Y A h—JLINTWVWBRENHY T,

FIR

o LTFTmav Yy KERTLTopenshiftcliNysr—I%4 2V 2AM—=)LLET,

I $ brew install openshift-cli

2.1.3. OpenShiftCLI~NDO Y A ~

OpenShift CLI(0¢) KO 44 Y LTI SR —ICFP VAL, ChEeBETXET,


https://brew.sh
https://formulae.brew.sh/formula/openshift-cli
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AR ERM

® OpenShift Container Platform 7 S X9 —~D7 J L ADNUETT,

e OpenShift CLI(0c) 4 Y X h—ILINTWERELHY £ 7,
F5S
HTTP 7OF Y —H—N—ETOHRT I ERATEDZIVSAY—IITIERTBIC
&, HTTP_PROXY. HTTPS_PROXY 5 &£ U NO_PROXY ¥ %Z&ETEXd, Inb
DREEHT, V7RI —EDTRTORBENHTTP 7OF > —%HT 5L DIl oc
CLITHERINIT,

RNV —IE. HTTPS b SV RAR— N2 FHT 2H5HICDHAEEINE T,
Flg
1. oclogin v RZAHNL, 21— —FZELZXT,

I $ oc login -u usert

2. 7V IRRINAS, BRERBEREAADLET,
=Pl

Server [hitps://localhost:8443]: https://openshift.example.com:6443 ﬂ
The server uses a certificate signed by an unknown authority.

You can bypass the certificate check, but any data you send to the server could be
intercepted by others.

Use insecure connections? (y/n): y g
Authentication required for https://openshift.example.com:6443 (openshift)
Username: user1

Password: 6
Login successful.

You don't have any projects. You can try to create a new project, by running
oc new-project <projectname>

Welcome! See 'oc help' to get started.

ﬂ OpenShift Container Platform #t—/X— URL Z# AL £ 9,
@ FEFITHREREEMATINEINEANLET,
9 A—HY—DRRT—REAALZET,

10
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= T8

Web vV —icOJ4 Y LTWBHBEICIE. N—0 8L —N"—FEHEZET oc
login Y Y REERTEEY, COAYVYRAEFALT, /MEFOVTRRLIC
OpenShift Container Platform CLI ICO Y4 Y TE &9, IV Y RZERT B ICIE. Web
AVY—IOELEILHZI—F—ZOROY TH I A =a2—H5 Copylogin
command ZER L 7,

INT, 7OV FaETE, VSR —%BETZLOOMODIATY RERITTEHIENTEE
_a—o

2.1.4. OpenShift CLI O fE
UTFDts>avT, CLZFERALT—HBHNRIR IV EZETTI2HEZHRLET,

2141 70Y 9 hDERK
FR IO MEERT BITIE. oc new-project I Y RAFAHAL T,

I $ oc new-project my-project
Akl

I Now using project "my-project” on server "https://openshift.example.com:6443".

21425 LWT T r—> 3 v DERKR
FIRT7 TV r—>a v EERT 5ICIE. ocnew-app AV Y R&EFEHALE T,

I $ oc new-app https://github.com/sclorg/cakephp-ex

=Pl

--> Found image 40de956 (9 days old) in imagestream "openshift/php" under tag "7.2" for "php"

Run 'oc status' to view your app.

2.1.4.3. Pod DXKR
WEDNDFOY Y KD Pod 2K~ 9 5ICI&. ocgetpods AY Y REFHALET,

X5

Pod AT oc #3217 L. namespace 187 L 72\ 5E. Pod @ namespace &7 7 # )L
NTEAINZET,

I $ oc get pods -0 wide
Akl

1
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NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE
cakephp-ex-1-build 0/1  Completed 0 5m45s 10.131.0.10 ip-10-0-141-74.ec2.internal

<none>
cakephp-ex-1-deploy 0/1  Completed 0 3m44s 10.129.2.9 ip-10-0-147-65.ec2.internal
<none>
cakephp-ex-1-ktz97 1/1  Running 0 3m33s 10.128.2.11 ip-10-0-168-105.ec2.internal
<none>

2.1.4.4.Pod O 7 DR
HEDPod DOV %AFKRT ZICIE. oclogs IV Y RAFRALET,

I $ oc logs cakephp-ex-1-deploy
Akl

--> Scaling cakephp-ex-1to 1
--> Success

2145 BEDTOV TV MORTR
WEDOTOYV Y MERTT SICIE. ocproject I¥ Y REFRALET,

I $ oc project
Akl

I Using project "my-project” on server "https://openshift.example.com:6443".

2146.BEOTAV I NODRT—H ADKRT

H—ER, TO4X VM, BLVENNREREREDRIED IO Y MIDWTDIERERTT BIC
. ocstatus A~v Y RAFHLZEY,

I $ oc status

=Pl

In project my-project on server https://openshift.example.com:6443
svc/cakephp-ex - 172.30.236.80 ports 8080, 8443
dc/cakephp-ex deploys istag/cakephp-ex:latest <-
bc/cakephp-ex source builds https://github.com/sclorg/cakephp-ex on openshift/php:7.2
deployment #1 deployed 2 minutes ago - 1 pod

3 infos identified, use 'oc status --suggest' to see details.

21.47. Y R— R NINBAPIDY) Y —2AD—EXRTR

12
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HP—N—ETHR—IINBAPIY) Y —ZAD—E%KRT SICIE. oc api-resources 1< > K% fFfH
LE9.

I $ oc api-resources

axaLtll
NAME SHORTNAMES  APIGROUP NAMESPACED KIND
bindings true Binding
componentstatuses cs false ComponentStatus
configmaps cm true ConfigMap

21.5. NV T DR

CLI O~ > K& & U OpenShift Container Platform U YV —ZICBET AL TELUTDHETRRT ST
ENTEETS,

o FIAFEEATARTOCLIOTY RO—ESLUVHAERTT 5ICIE ochelp #EFERAL T,

fBll: CLIICDWTD—BBARANIL TORE
I $ oc help

7651

OpenShift Client

This client helps you develop, build, deploy, and run your applications on any OpenShift or
Kubernetes compatible

platform. It also includes the administrative commands for managing a cluster under the 'adm'’
subcommand.

Usage:
oc [flags]

Basic Commands:

login Log in to a server
new-project Request a new project
new-app Create a new application

o BEMDCLIAXY RIZDWTDANILTAERERT BITIE, ~help 7575 FERALE T,

f5l: oc create A< Y RICDWTDANIL TDRE
I $ oc create --help

=Pl

I Create a resource by filename or stdin

13
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JSON and YAML formats are accepted.

Usage:
oc create -f FILENAME [flags]

o BFENVYV—RICDWTDFHRAELT T 1 —IL REKRZRT 2ICIE, ocexplain A7 REFEAL
Y,

Bl:Pod )V —RD KF 1 XV MDFRR
I $ oc explain pods
i 51

KIND: Pod
VERSION: v1

DESCRIPTION:
Pod is a collection of containers that can run on a host. This resource is
created by clients and scheduled onto hosts.
FIELDS:
apiVersion <string>
APIVersion defines the versioned schema of this representation of an
object. Servers should convert recognized schemas to the latest internal

value, and may reject unrecognized values. More info:
https://git.k8s.io/community/contributors/devel/api-conventions.md#resources

2.1.6. OpenShift CLINS50 O 7™ b
OpenShift CLINSAY 7 ML, MEDEY Y aVERTTEZIENTEET,

e oclogoutad~v > RAEMALZET,
I $ oc logout
Akl

I Logged "user1" out on "https://openshift.example.com”

ZNIZEY, b—N—DSREINETIEN—T UDHIBRIN, BET77AMILDLBREINET,
2.2. OPENSHIFT CLI D& E

22149 TRE=OAEME
Bash 27zl Zsh ¥ TIL DY TRSEAEMITEZE T,

14
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2.211.Bash ¥ T2 BMICT 3
OpenShift CLI(oe) Y —IL&E A Y A M—=)L L72&IC. ¥ THZEBEMICLCoc AXY Y ROBEEEHT%

EITT 2D FLE Tab F—2TIRICA TP a VOREIPRRIND L DICTEET, ROFIET
iE. Bash ¥ zILD¥ THTZAMICLET,

AR &M
e OpenShift CLI (0c) B’ YA h—ILINTWIBENRHY 7,

e bash-completion /Xy 7 —I A4 VA M—)ILINTWS,

FIig
. Bash#A— KA 7714 ILICIRELE T,

I $ oc completion bash > oc_bash_completion
2. 7 71 L% /etc/bash_completion.d/ ICJE—L £ 7,
I $ sudo cp oc_bash_completion /etc/bash_completion.d/

ILICT774N0EO—AILT4 LY N —ICRELEEIL. Ih% bashre 7 7 1 LD EUS
TEXSLHICTBIENTEET,

Y TRTEIE. FRS—IFILERCEBDCINET,

2212.Zsh D% TR ZBMICT 2
OpenShift CLI(oe) Y —IL&E A Y A M—=)L L72&IC. ¥ TRHZEEMICLCoc AXY Y KOBEEHT%

EITT 2D FLE Tab F—2\IRICA TP a VOREIPRRIND L DICTEET, ROFIET
i Zsh > zILDY TREZABMICLE T,

AR

® OpenShift CLI(oc) B’ M Y A R—ILINTWVWBRENHY XY,
FI&
e oc DY THiE% .zshrc 7 7 A JLITEBINT 5 IC1E. ROOATY RERTLET,
$ cat >>~/.zshrc<<EOF
if [ $commands[oc] ]; then
source <(oc completion zsh)
compdef _oc oc

fi
EOF

Y TRTI. FRS—IFILERCEBICINET,

2.3. MANAGING CLI PROFILES

15
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CLIREZ 7AW TIE, CLIYV—IDHE CHEBAITZIIFTIEFATOT774)FALEAVTFANEER
ETEET, AVTFFAME, 22— —FEEHLV = v I x—L4L EEEMIF 5N 7 OpenShift
Container Platform —/N\—IE8HM SR EINF T,

231LCLIZ7O7 74 ILEDRA v FIZTDWT

CLIRFZ2ERAT3HBAIC. AVTHFRAMNEFERAT 2 &, HED OpenShift Container Platform H—
N—FFVZ A —ILELA>T, BRI —RHOUNYBII’BRICARVEST, Zv I R—L%E(E
Ad2&E, AVTFHFRRAMN, I—F—0ORIABERB L VIV SR —DFMBEROEBBINLSRERHET
52&T, CLIREDEENBRZICRYET, CLIZEFEHALTHMHTAY 1 >~ Lz, OpenShift
Container Platform (& ~/.kube/config 7 7 1 L ZER L £F (T TICHFTELAWIEER), oc login #&{EH
ICBEEIMIC, FRECLI 7O 7ML EFEHTRET DI EICEY.,. LYUS DR & HEROFMD
CLIKIR#HI N &, EFRSNABRIRE7 71 VITREINE T,

CLIREZ 71 )L

apiVersion: vi
clusters:
- cluster:
insecure-skip-tls-verify: true
server: https://openshift1.example.com:8443
name: openshift1.example.com:8443
- cluster:
insecure-skip-tls-verify: true
server: https://openshift2.example.com:8443
name: openshift2.example.com:8443
contexts: @
- context:
cluster: openshift1.example.com:8443
namespace: alice-project
user: alice/openshift1.example.com:8443
name: alice-project/openshift1.example.com:8443/alice
- context:
cluster: openshift1.example.com:8443
namespace: joe-project
user: alice/openshift1.example.com:8443
name: joe-project/openshifti/alice
current-context: joe-project/openshift1.example.com:8443/alice 6
kind: Config
preferences: {}
users:
- name: alice/openshift1.example.com:8443
user:
token: xZHd2piv5_9vQrg-SKXRJ2DsI9SceNJAhNTIEKTb8k

ﬂ clusters o> avid, TR —H—/R—D7 KL X% &L OpenShift Container Platform 2 5
A —DEHRDFMEERELI T, TOFTIE 12DIFRI—DZy I F—LIF
openshiftl.example.com:8443 T, £ 12DV SR —D=v J X—LAld
openshift2.example.com:8443 & 72 > TWX T,

9 ZDcontexts T/ a v T, 220AVFFAMNEEZFLEFT, 120 alice-
project/openshift1.example.com:8443/alice & \\ > = v ¥ *— AT, alice-project 7O~ = ¥
b. openshiftl.example.com:8443 7 S X% —, L Walicea——%FALET, 512
joe-project/openshift1.example.com:8443/alice & \\ > = v ¥ *— LT, joe-project 7O ¥
h. openshiftl.example.com:8443 7 S 2% —, HLWalice 1—H—%FHLE T,
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9 current-context /3> X —% —(d, joe-project/openshift1.example.com:8443/alice 1> 5 ¥ X k
bf{%&@iﬁﬁq:—cy)éztéfﬂ__\bf\:\i?o :h‘:ctlw)\ alicel_-ljl‘_‘i

Q users £/ v avid, I—Y—ORIEREEELET. ZORITE., 21— —=v I X—5L
alice/openshifti.example.com:8443 [, 7V A b=V V% ERALZ T,

CLIZE, EFFICO—RNIN, IV RFIAUDSIEBEINLT—NRN—F4 FF T aveediiv—
VINDBEBDERET7 7MIVETR—KNTEET, O 1 V1IC. oc status F 7|3 oc project I~
FeERAL T, RECFERREZMIETEIIT,

RIEDIEEIRIEDHER
I $ oc status

7651

oc status
In project Joe's Project (joe-project)

service database (172.30.43.12:5434 -> 3306)
database deploys docker.io/openshift/mysqgl-55-centos7:latest
#1 deployed 25 minutes ago - 1 pod
service frontend (172.30.159.137:5432 -> 8080)
frontend deploys origin-ruby-sample:latest <-
builds https://github.com/openshift/ruby-hello-world with joe-project/ruby-20-centos7:latest
#1 deployed 22 minutes ago - 2 pods
To see more information about a service or deployment, use 'oc describe service <name>' or 'oc

describe dc <name>'.
You can use 'oc get all' to see lists of each of the types described in this example.

BEO7OYVTY hO—EBXRTF
I $ oc project
Akl

Using project "joe-project” from context named "joe-project/openshift1.example.com:8443/alice" on
server "https://openshift1.example.com:8443".

oclogin v Y RABERTL. WEXA7OCRAPICHERBEREEELC. 1 —F—RABERS LV
V229 —DFMOMBOMHAELEEFERALTOVA Y TEZET, IVTFAMEFEELAGVGEIR.
AVTFHRAMBEINZBRICEODVWTHERINE T, 9TIKAYTM Y LTWSIHET, RiTa—
H—DT I ERAERFOTOY T MILIYE X 2HBEICIE. ocproject I ¥ KAaFERALTFO
VIl bDEZRIZANDLET,

I $ oc project alice-project

=Pl

I Now using project "alice-project” on server "https://openshift1.example.com:8443".

17
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HAIKTRINELSIC, WD TH occonfigview ¥ RAEFHAL T, WEDCLIZREARRTEXZE
¥, mERFERAAEATCHRATES CLIZEIYY RAMBICEHY £,

E5C

BEEDORMBERICT IV ERTEZD, 774 MDY AT Ld—H —system:admin&
LTad4 v LTwiaWwWgsid, SRaERNACLIREZ 7M1 ILICE>TWBRY., WD
THEIDI—HYP—ELTHEOQJAVTEEYT, AT NEaJ14 v 52ETL.
F7AILNTOYI MIGIYEZLET,

I $ oc login -u system:admin -n default

232.CLIZO7 7 M4 ILDOFEEERTE

E5C

DtV avTiE. CLIBREDEERFERAERICOVWTEHRIALE T, FEAEDH
&, oclogin ¥ KB L Wocproject I¥Y REFRALTOYA YL, AYTFR S
7oz MNEDOYYEAZEZRTTEET,

CLIZEZ7 7AINEFHTHRET D2HENHDHBEIF. 771V EERZEEETIC occonfig AT K
EEEATZIENTEZET, occonfig I~ Y RIlIE, COEMTERIIDW DD TaT Y RH'E
FhTWET,

FR2ICLIgREY7a<x v K

set- CLIBREZ7 7ANICVSRI—T U MN)—%ZBELEFT, SBRINBITRI—DZv I R—LA
cluster NI TILEREY 25E. BEBRIIY—YINET,

$ oc config set-cluster <cluster_nickname> [--server=<master_ip_or_fqdn>]
[--certificate-authority=<path/to/certificate/authority>]
[--api-version=<apiversion>] [--insecure-skip-tls-verify=true]

set- CLIREZ 7A4NMICAVYTHFRAMIVMN)—%BZRELEY., SRINZIVFTFA MDYV Y
context X—LALNTTICEETZHE. BEEBREIV—IYINZT,

$ oc config set-context <context_nickname> [--cluster=<cluster_nickname>]
[--user=<user_nickname>] [--namespace=<namespace>]

use- BESNAIVTHFRAMDZYv I RXR—LZEALT REDQPIAVFTFAMZRELIT,
context
I $ oc config use-context <context_nickname>
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set CLIREZ 7 IICERNDEEZRELF T,

I $ oc config set <property _names> <property_value>

<property_names (& Ky N TREILNZEFITY., T I T.
By F¥—onwgFhhriatkL £9. <property_values ($:%

unset CLIREZ7 7M1 L TODEBDIEDRE %R L 9,

I $ oc config unset <property_name>

<property_names (& Ky N TREYILN/ZEFITY., T I T.

By F¥—onwgFnnriasxRL £,

view RAEFERAFPOY—YIN/ACLIZEERRTLET,
I $ oc config view
BEINLCLIREZ 7M1 IVOERERRLET,

I $ oc config view --config=<specific_filename>

15 F 51

o 7ORAN—VVvEGFHRTZI—YHY—-ELTcOV1LET,
IKCE>THEAINZET,

$ oc login https://openshift1.example.com --
token=ns7yVhuRNpDM9cgzfhhxQ7bM5s7N2ZVrkZepSRf4LCO

o BEIMICENINLZIZRARY—IVIN)—%ERRLET,
I $ oc config view

7651

apiVersion: v1
clusters:
- cluster:
insecure-skip-tls-verify: true
server: https://openshift1.example.com
name: openshift1-example-com
contexts:
- context:
cluster: openshift1-example-com
namespace: default
user: alice/openshift1-example-com

INEThD M= VIZBERIE
EINZHLWMETTY,

INEThDOM—IVIZBERIE

DO k=2 iF alice 2 —H—

19
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name: default/openshift1-example-com/alice
current-context: default/openshift1-example-com/alice
kind: Config
preferences: {}
users:
- name: alice/openshift1.example.com

user:

token: ns7yVhuRNpDM9cgzfthhxQ7bM5s7N2ZVrkZepSRf4LCO

o MEDIVFFAMEEHL T, 22— —»WEX namespace ICOV A Y TEBLDICLE
_a—o

I $ oc config set-context “oc config current-context --namespace=<project_name>
e WHEDIAVFTHFANEHANT, BEENEREINTWVWS I EZMIELET,
I $ oc whoami -c

BEODTRTOCLIIEIEX., A—NN—S54 RFTBCLIATLavVICLYBICEEEINTWAWERY,
ZIEAVTFFAMDPYEDLZET, FTILLWIAVFFAMNAFERLEY,

233 N—IDHEAAIFE LIV —T

CLIREDO—RBELVY—VIEFD CLIBEEZETTBEEIC. LTI —IL%EZETTEET,

o CLIBEZ774)IE. UTOEBEY—UIL—ILAEFERBLTIT—Y9RAT—YavhbBEaIH
F9,

o -config4 7L avAREINTWVWSIHE, TDIT7MILDHNHTAHAEFNFT, 757
WB—EHREIN. Y—YVIRIETINEHEA,

o $KUBECONFIGEEZHMMNEZEINTWBIGEIE. IhMERAINET, TEHIZ/ S RAD—
BETHLIAREMELHY. FDOBEE., RRAFI1DICT—IINZET, BEINTEINDESIEL.
A9V EERTDI7AINTERINE T, ENMMERINZIHEIE. BET IHRIDD
T74INTHERINET., 774D F—VHRICEELAEWVESIZ. —BEOREDT 7
AILDMEREINZE T,

o F7l&. ~/kube/config 7 7 1 ILIMERAIN, T—YVIEEITINE A,

o FHETZIAVFFANNI UTFO70-DRVO—HICEIVWTREINET,

o --context 7 7> 3 v DiE,

o CLIZZEZ 7 1 )LD current-context f&,

o ZODEETIXEDENTFITINET,

o FHITZI—HY—BLVISRY—DPREINET, COBETIE., AVFFAMNHB5E
ERWEENrHYET, AVTFAMI, LTFO70-DHRMDO—BUEDWTEHRINE
¥, 2O70—F, 2—Y—AIC1E, 7SR —BICTEERTINET,

o 1—H—Z®D--user D, BLVISAY—ELD -cluster 7 7> 3 >,

o -contextZ > avhHBFEEE. AVFFANOEEFEHRALET,

o ZDEMETIIREDEIFTINET,

20
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o FATIEFEDISRI—BRNMREINETT, COERTIE. 755 —ERIH 295G
BWEERHYET, KV IRI—BRIE. UTO70-DRMNO—BICEIVWTHEEINE
_a—o

o UTDIAXYYRIAVvF T arvonwFhhniE,

= --server

m --api-version

m  --certificate-authority

m --insecure-skip-tls-verify
o VSR —BERELVEHDENHZHZEIE. ThEFERALIT,
o H—NnN—Os—arvhinwgalE. I5—"ELFT,

e BFATIEFEDI-—F—FERMREINET., 21— —1F. V75RF—ERALIL—ILZFEAL
THERINET, LEL, EROFENHRET DI EICL > TRENKRBM T2 &ND, 21—
F—ZEDIDODEAFEDHEFEATEEY, AVY RSIA YDA T avid, RET 74
VDELYEEBEINET., LT BWLRATY RSAYDF T2 avTY,

o --auth-path
o --client-certificate
o --client-key

o --token
o RELTWBBEBRIHDIFAICIE., T 74 MEDKFERAIN, BMNEREROZ 7OV T MY
HINET,
2.4. 7514 Il & % OPENSHIFT CLI D3R

T7AIN MDD oc XYY REWRT B7DICTZ T4 VEERE LA VA M—=IL L, ThEFHALT
OpenShift Container Platform CLI THRB L CEBMDEMR Y RV AERITTEET,

241.CLI 7554 v DYER

ARV RSA VDAY REERTEREEDO OV SIVIEEFIER YY) 7 KT, OpenShift
Container Platform CLID S 74 VA ERTEX T, BEFED oc AV VY KA LEEXTEZ TS T4V %
FHTBZZEIEETERVEICERLTLIEEI L,

FIE

LTFDFIETIE, ocfoo Y Y RORTEICHY —IFILICA Y E—Y A BN 5 &4k Bash 7574
VEFERLET,

1. ocfoo EWD T 7 A ILEERLET,
TSTAV T 7AIDERIEMITBEEICIK, UTORICBEELTLETY,

o JOJAVELTRBINDLDIC. 7714 ILDEHRIIF oc- F 721 kubectl- THIAT % i
ELhHY FT,

o J7AINEIE, TIVAVERETZIAYY REHRTZEDERYET, L&z,
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774 ILED oc-foo-bar DTS5 1 iE, ocfoobar®dI~Y Y RTEEMLFET, T/, I
TYURICH YY1 A5EDDIMENDHDBEICIE, PUY—RAT7AFERTHIEELTEX

T 7z&EZIE. 77 14ILED oc-foo_bar DTS 1 (L, ocfoo-bar DAY KNTEEIL
EJC N

2. UFTORB=774ILICEBMLEY,
#!/bin/bash

# optional argument handling
if [ "$1" == "version"]]
then
echo "1.0.0"
exit 0
fi
# optional argument handling
if [ "$1" == "config" ]]
then
echo $KUBECONFIG
exit 0
fi
echo "l am a plugin named kubectl-foo"

OpenShift Container Platform CLIO Z D 7S 74 v &4 VA h—JL L7<#&IC. ocfoo I< ¥ K& fEMA
LTIh%ZRETEIET,

ESPERoE

o Go THERINETSTA VDB ODWTIE, TV TILDTS T4V )RIMN)—A2BBLT
IEIW,

e GoTDTSHAVDIEREZIETZ—EDI—FT 14T 4 —ICDWTIE. CLISYY A LYK
UR)—=ESRBLTLETY,

242.CLI 7S04 YDA VA MN—=ILBLOFEHA

OpenShift Container Platform CLI DA R Y LTS T4 Y DIERZRIC. ThARET 2#eEsFERHTE
LM VARN—ILVTEHENHY FT,

AR
® ocCLIYV—ILEA VAN LTWEBZE,

e oc- ¥7/-lF kubectl- THF 2 CLI TS TA4 V774 hHBDT &,

Fig
L. BWEICIHLCT, 7S94 7740585 L TCETABEICLET,

I $ chmod +x <plugin_file>

2. 774 )% PATH OEEDIHZATICE E 3 (fI: /usr/local/bin/),
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I $ sudo mv <plugin_file> /usr/local/bin/.

3. ocpluginlist #RfT7L. 774 VH—ERRIND I EEEALET,
I $ oc plugin list
i 451

The following compatible plugins are available:

/ust/local/bin/<plugin_file>

TSTA VNI IN—ERRIINTWARWEE, 774D oc- 7213 kubectl- TR I N 3
LEDOTHY., BITHRERIRETPATH LICH BT EAFELET,

4. TSTAVICE>TEAINSFHRAT Y RFLEFEA T avaiRELE T,

fe& ZE, kubectl-ns 7S04V E YU TINDT 74V )R M) —MBEILRL, 1V
AM=ILLTWBHBE, LTOaYY N%ZFEH L TIRAED namespace 2R R CTE XY,

I $ocns

TSTAVERVPHETIATY RIE, TSTA VDT 7ANEIKET B EIERELTLES
W, &EZIX, 774IL%ED oc-foo-bar DTS4 1 it ocfoobar I~ RiCk > THEENL
x9,

2.5.OPENSHIFTCLIFAF&EO~Y > Ky T77L VR

ZDY 77 L YRIE OpenShift CLI (oc) BEREIY Y RO O Rl RLTWE YT, BEE
XY RIZDWTIE, OpenShift CLIBEEIOY YR 77 L VR B8R LTIV,

ochelp #5E1TL T, §XRTDIAX Y REKRRT BH. F7l& oc <command> --help #E1TL T, 4
EDIYY NICEAYT2EMERZDMEL T,

2.5.1. OpenShift CLI (oc) FEF&E IV K

2.5.1.1. oc annotate
)Y —ZAADT7 /) T—avEEHFLET,

152 F3 51

# Update pod 'foo’ with the annotation 'description’ and the value 'my frontend'.
# If the same annotation is set multiple times, only the last value will be applied
oc annotate pods foo description="my frontend'

# Update a pod identified by type and name in "pod.json”
oc annotate -f pod.json description="my frontend'

# Update pod 'foo' with the annotation ‘description’ and the value ‘my frontend running nginx’,
overwriting any existing value.

oc annotate --overwrite pods foo description="my frontend running nginx'

# Update all pods in the namespace
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oc annotate pods --all description="my frontend running nginx'

# Update pod 'foo’ only if the resource is unchanged from version 1.
oc annotate pods foo description="my frontend running nginx' --resource-version=1

# Update pod 'foo’ by removing an annotation named 'description’ if it exists.

# Does not require the --overwrite flag.
oc annotate pods foo description-

2.5.1.2. oc api-resources

P—N—EDHR—FINTVWBAPI)Y—REHALET,

{52 35

# Print the supported APl Resources
oc api-resources

# Print the supported APl Resources with more information
oc api-resources -0 wide

# Print the supported APl Resources sorted by a column
ocC api-resources --sort-by=name

# Print the supported namespaced resources
ocC api-resources --namespaced=true

# Print the supported non-namespaced resources
oc api-resources --namespaced=false

# Print the supported APl Resources with specific APIGroup
0C api-resources --api-group=extensions

2.5.1.3. oc api-versions

group/version EWDI KT, H—N—LETHR—IINDAPIN—Ya Vv EHALET,

152 F3 51

# Print the supported APl versions
ocC api-versions

2.5.1.4. oc apply
BREZ 7 7AIVRATIIFEEANA (stdin) IO V—RITBEALET,
=R

# Apply the configuration in pod.json tfo a pod.
oc apply -f ./pod.json

# Apply resources from a directory containing kustomization.yaml - e.g. dir/kustomization.yaml.
oc apply -k dir/
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# Apply the JSON passed into stdin to a pod.
cat pod.json | oc apply -f -

# Note: --prune is still in Alpha

# Apply the configuration in manifest.yaml that matches label app=nginx and delete all the other
resources that are not in the file and match label app=nginx.

oc apply --prune -f manifest.yaml -I app=nginx

# Apply the configuration in manifest.yaml and delete all the other configmaps that are not in the file.

oc apply --prune -f manifest.yaml --all --prune-whitelist=core/v1/ConfigMap

2.5.1.5. oc apply edit-last-applied

)Y —R/F T Y bDRFD last-applied-configuration 7 / 7—> a V= iREL X T,

{52 F3 51

# Edit the last-applied-configuration annotations by type/name in YAML.
oc apply edit-last-applied deployment/nginx

# Edit the last-applied-configuration annotations by file in JSON.
oc apply edit-last-applied -f deploy.yaml -0 json

2.5.1.6. oc apply set-last-applied

\'l
w

\
N

774 IVORBIC—RTBELIIC. T4 TF T ¥ NI last-applied-configuration 7 / 7 —
BRELET,

152 F3 51

# Set the last-applied-configuration of a resource to match the contents of a file.
oc apply set-last-applied -f deploy.yaml

# Execute set-last-applied against each configuration file in a directory.
oc apply set-last-applied -f path/

# Set the last-applied-configuration of a resource to match the contents of a file, will create the

annotation if it does not already exist.
oc apply set-last-applied -f deploy.yaml --create-annotation=true

2.5.1.7. oc apply view-last-applied

)Y —R/F TV bDRFD last-applied-configuration 7 / 77— a v #RRLZE T,

152 F3 51

# View the last-applied-configuration annotations by type/name in YAML.
oc apply view-last-applied deployment/nginx

# View the last-applied-configuration annotations by file in JSON
oc apply view-last-applied -f deploy.yaml -0 json
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2.5.1.8. oc attach
ETHOaAVFF—IlEYHTEY,

152 F3 51

# Get output from running pod mypod, use the oc.kubernetes.io/default-container annotation
# for selecting the container to be attached or the first container in the pod will be chosen
oc attach mypod

# Get output from ruby-container from pod mypod
oc attach mypod -c ruby-container

# Switch to raw terminal mode, sends stdin to 'bash’ in ruby-container from pod mypod
# and sends stdout/stderr from ‘bash’ back to the client
oc attach mypod -c ruby-container -i -t

# Get output from the first pod of a ReplicaSet named nginx
oc attach rs/nginx

2.5.1.9. oc auth can-i
TOYaVvHEENE INEHERELET,

152 F3 51

# Check to see if | can create pods in any namespace
oc auth can-i create pods --all-namespaces

# Check to see if | can list deployments in my current namespace
oc auth can-i list deployments.apps

# Check to see if | can do everything in my current namespace ("*"
oc auth can-i ™™

means all)
# Check to see if | can get the job named "bar" in namespace "foo"
oc auth can-i list jobs.batch/bar -n foo

# Check to see if | can read pod logs
oc auth can-i get pods --subresource=log

# Check to see if | can access the URL /logs/
oc auth can-i get /logs/

# List all allowed actions in namespace "foo"
oc auth can-i --list --namespace=foo

2.5.1.10. oc auth reconcile

RBAC Role. RoleBinding. ClusterRole, & & T ClusterRoleBindingZ# 72 =7 DI —ILAREL F
ER

152 F3 51
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# Reconcile rbac resources from a file
oc auth reconcile -f my-rbac-rules.yaml

2.5.1.11. oc autoscale

FTIAAAVIEE. 7044 YN LT AEY M, RTF—r 7)Y b, FEELTYr—2 3
vavha—>—%88R5—1J 7 LET,

152 F3 51

# Auto scale a deployment "foo", with the number of pods between 2 and 10, no target CPU
utilization specified so a default autoscaling policy will be used:

oc autoscale deployment foo --min=2 --max=10

# Auto scale a replication controller "foo", with the number of pods between 1 and 5, target CPU

utilization at 80%:
oc autoscale rc foo --max=5 --cpu-percent=80

2.5.1.12. oc cancel-build

RTH. FKEP, FLEFEOLEILFZRYELE T,
e

# Cancel the build with the given name
oc cancel-build ruby-build-2

# Cancel the named build and print the build logs
oc cancel-build ruby-build-2 --dump-logs

# Cancel the named build and create a new one with the same parameters
oc cancel-build ruby-build-2 --restart

# Cancel multiple builds
oc cancel-build ruby-build-1 ruby-build-2 ruby-build-3

# Cancel all builds created from the 'ruby-build’ build config that are in the 'new’ state
oc cancel-build bc/ruby-build --state=new

2.5.1.13. oc cluster-info

V529 —DFERERTLET.
ESEELCT]

# Print the address of the control plane and cluster services
oc cluster-info

2.5.1.14. oc cluster-info dump

TRy TELUBMICET 2BEBERESHI T LET,
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# Dump current cluster state to stdout
oc cluster-info dump

# Dump current cluster state to /path/to/cluster-state
oc cluster-info dump --output-directory=/path/to/cluster-state

# Dump all namespaces to stdout
oc cluster-info dump --all-namespaces

# Dump a set of namespaces to /path/to/cluster-state
oc cluster-info dump --namespaces default,kube-system --output-directory=/path/to/cluster-state

2.5.1.15. oc completion

BEINLY )L (bash £/ ld zsh) DFTI—REZHALE T,

152 F3 51

# Installing bash completion on macOS using homebrew

## If running Bash 3.2 included with macOS

brew install bash-completion

## or, if running Bash 4.1+

brew install bash-completion@2

## If oc is installed via homebrew, this should start working immediately.

## If you've installed via other means, you may need add the completion to your completion directory
oc completion bash > $(brew --prefix)/etc/bash_completion.d/oc

# Installing bash completion on Linux

## If bash-completion is not installed on Linux, please install the ‘bash-completion’ package
## via your distribution's package manager.

## Load the oc completion code for bash into the current shell

source <(oc completion bash)

## Write bash completion code to a file and source it from .bash_profile
oc completion bash > ~/.kube/completion.bash.inc

printf "

# Kubectl shell completion

source '$HOME/.kube/completion.bash.inc'

" >> $HOME/.bash_profile

source $HOME/.bash_profile

# Load the oc completion code for zsh[1] into the current shell
source <(oc completion zsh)

# Set the oc completion code for zsh[1] to autoload on startup
oc completion zsh > "${fpath[1]}/_oc"

2.5.1.16. oc config current-context

current-context #XRR< L E 9

152 F3 51
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# Display the current-context
oc config current-context

2.5.1.17. oc config delete-cluster

kubeconfig NSIEEIN I TRV —%HIFRLE T,

152 F3 51

# Delete the minikube cluster
oc config delete-cluster minikube

2.5.1.18. oc config delete-context

kubeconfig A SIEEINAZIVTHFRAMNEHIKRLET,

152 F3 51

# Delete the context for the minikube cluster
oc config delete-context minikube

2.5.1.19. oc config delete-user

kubeconfig M HIFEI NI —HF—%HIFRL X7,

152 F3 51

# Delete the minikube user
oc config delete-user minikube

2.5.1.20. oc config get-clusters

kubeconfig ICEHZIND IV T RY—42KTLET,

152 F3 51

# List the clusters oc knows about
oc config get-clusters

2.5.1.21. oc config get-contexts

AVFFRAMNEIDFAIFERGERLET,

152 F3 51

# List all the contexts in your kubeconfig file
oc config get-contexts

# Describe one context in your kubeconfig file.
oc config get-contexts my-context

8823 OPENSHIFT CLI (OC)

29



OpenShift Container Platform 4.8 CLI 'Y —JU

2.5.1.22. oc config get-users

kubeconfig TEZHEINZ1—H—%XKRLET,

152 F3 51

# List the users oc knows about
oc config get-users

2.5.1.23. oc config rename-context

kubeconfig Z 7 A LDSDAVFTHFRA MDA EZELE T,

152 F3 51

# Rename the context 'old-name’ to 'new-name’' in your kubeconfig file
oc config rename-context old-name new-name

2.5.1.24. oc config set

kubeconfig 7 7 1 JLICEARIDEZRE L £T,

{52 F3 51

# Set server field on the my-cluster cluster to https://1.2.3.4
oc config set clusters.my-cluster.server https://1.2.3.4

# Set certificate-authority-data field on the my-cluster cluster.
oc config set clusters.my-cluster.certificate-authority-data $(echo "cert_data_here" | base64 -i -)

# Set cluster field in the my-context context to my-cluster.
oc config set contexts.my-context.cluster my-cluster

# Set client-key-data field in the cluster-admin user using --set-raw-bytes option.
oc config set users.cluster-admin.client-key-data cert_data_here --set-raw-bytes=true

2.5.1.25. oc config set-cluster
kubeconfig TV S AY—ITV "N)—%BRELZFT,

152 F3 51

# Set only the server field on the e2e cluster entry without touching other values.
oc config set-cluster e2e --server=https://1.2.3.4

# Embed certificate authority data for the e2e cluster entry
oc config set-cluster e2e --embed-certs --certificate-authority=~/.kube/e2e/kubernetes.ca.crt

# Disable cert checking for the dev cluster entry
oc config set-cluster e2e --insecure-skip-tls-verify=true

# Set custom TLS server name to use for validation for the e2e cluster entry
oc config set-cluster e2e --tls-server-name=my-cluster-name
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2.5.1.26. oc config set-context
kubeconfig DAV FHFRAMIV N —%ZELZXT,

152 F3 51

# Set the user field on the gce context entry without touching other values
oc config set-context gce --user=cluster-admin

2.5.1.27. oc config set-credentials
kubeconfig D1 —H—T Y MY —%BZELET,

152 F3 51

# Set only the "client-key" field on the "cluster-admin”
# entry, without touching other values:
oc config set-credentials cluster-admin --client-key=~/.kube/admin.key

# Set basic auth for the "cluster-admin" entry
oc config set-credentials cluster-admin --username=admin --password=uXFGweU9I35qcif

# Embed client certificate data in the "cluster-admin” entry
oc config set-credentials cluster-admin --client-certificate=~/.kube/admin.crt --embed-certs=true

# Enable the Google Compute Platform auth provider for the "cluster-admin” entry
oc config set-credentials cluster-admin --auth-provider=gcp

# Enable the OpenlD Connect auth provider for the "cluster-admin" entry with additional args
oc config set-credentials cluster-admin --auth-provider=oidc --auth-provider-arg=client-id=foo --auth-
provider-arg=client-secret=bar

# Remove the "client-secret" config value for the OpenlD Connect auth provider for the "cluster-
admin" entry

oc config set-credentials cluster-admin --auth-provider=oidc --auth-provider-arg=client-secret-

# Enable new exec auth plugin for the "cluster-admin” entry

oc config set-credentials cluster-admin --exec-command=/path/to/the/executable --exec-api-
version=client.authentication.k8s.io/vibetal

# Define new exec auth plugin args for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-arg=arg1 --exec-arg=arg2

# Create or update exec auth plugin environment variables for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-env=keyi=vall --exec-env=key2=val2

# Remove exec auth plugin environment variables for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-env=var-to-remove-

2.5.1.28. oc config unset

kubeconfig 7 7 1 L COERHEDERE %= FERL £,

152 F3 51
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# Unset the current-context.
oc config unset current-context

# Unset namespace in foo context.
oc config unset contexts.foo.namespace

2.5.1.29. oc config use-context

kubeconfig 7 7 4 JL T current-context 3% E L £ 9,

152 F3 51

# Use the context for the minikube cluster
oc config use-context minikube

2.5.1.30. oc config view

<Y — Y XN e kubeconfig F%E £ 7= IFEE I 7z kubeconfig 7 7 1 ILERRLEF T,

152 F3 51

# Show merged kubeconfig settings.
oc config view

# Show merged kubeconfig settings and raw certificate data.
oc config view --raw

# Get the password for the e2e user
oc config view -0 jsonpath='{.users[?(@.name == "e2e")].user.password}'

2.5.1.31. occp

7

FANBLOTALYI N) =DV T F—~D/H5DAEE—EETLET,

152 F3 51
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# lllmportant Note!!!

# Requires that the 'tar' binary is present in your container

# image. If 'tar'is not present, ‘oc cp' will fail.

#

# For advanced use cases, such as symlinks, wildcard expansion or
# file mode preservation consider using 'oc exec'.

# Copy /tmp/foo local file to /tmp/bar in a remote pod in namespace <some-namespace>
tar cf - /tmp/foo | oc exec -i -n <some-namespace> <some-pod> -- tar xf - -C /tmp/bar

# Copy /tmp/foo from a remote pod to /tmp/bar locally

0C exec -n <some-namespace> <some-pod> -- tar cf - /tmp/foo | tar xf - -C /tmp/bar

# Copy /tmp/foo_dir local directory to /tmp/bar_dir in a remote pod in the default namespace

oc cp /tmp/foo_dir <some-pod>:/tmp/bar_dir

# Copy /tmp/foo local file to /tmp/bar in a remote pod in a specific container
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oc cp /tmp/foo <some-pod>:/tmp/bar -c <specific-container>

# Copy /tmp/foo local file to /tmp/bar in a remote pod in namespace <some-namespace>
oc cp /tmp/foo <some-namespace>/<some-pod>:/tmp/bar

# Copy /tmp/foo from a remote pod to /tmp/bar locally

0C Cp <some-namespace>/<some-pod>:/tmp/foo /tmp/bar

2.5.1.32. oc create
77 AIVELIFEEAS (stdin) BB )Y —X&=EKLE T,
ERHI

# Create a pod using the data in pod.json.
oc create -f ./pod.json

# Create a pod based on the JSON passed into stdin.
cat pod.json | oc create -f -

# Edit the data in docker-registry.yaml in JSON then create the resource using the edited data.
oc create -f docker-registry.yaml --edit -o json

2.5.1.33. oc create build
HREIN R ZERLET,

152 F3 51

# Create a new build
oc create build myapp

2.5.1.34. oc create clusterresourcequota

VSR —) Y=+ —FEERLET,
5= R Bl

# Create a cluster resource quota limited to 10 pods
oc create clusterresourcequota limit-bob --project-annotation-selector=openshift.io/requester=user-
bob --hard=pods=10

2.5.1.35. oc create clusterrole

ClusterRole Z{ER L £ 9,
ERHAI

# Create a ClusterRole named "pod-reader” that allows user to perform "get”, "watch" and "list" on
pods
oc create clusterrole pod-reader --verb=get,list,watch --resource=pods
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# Create a ClusterRole named "pod-reader” with ResourceName specified
oc create clusterrole pod-reader --verb=get --resource=pods --resource-name=readablepod --

resource-name=anotherpod

# Create a ClusterRole named "foo" with API Group specified
oc create clusterrole foo --verb=get,list,watch --resource=rs.extensions

# Create a ClusterRole named "foo" with SubResource specified
oc create clusterrole foo --verb=get,list,watch --resource=pods,pods/status

# Create a ClusterRole name "foo" with NonResourceURL specified
oc create clusterrole "foo" --verb=get --non-resource-url=/logs/*

# Create a ClusterRole name "monitoring" with AggregationRule specified
oc create clusterrole monitoring --aggregation-rule="rbac.example.com/aggregate-to-

monitoring=true"

2.5.1.36. oc create clusterrolebinding

FFE D ClusterRole @ ClusterRoleBinding & ER L £,

152 F3 51

# Create a ClusterRoleBinding for user1, user2, and group1 using the cluster-admin ClusterRole
oc create clusterrolebinding cluster-admin --clusterrole=cluster-admin --user=useri --user=user2 --

group=group1

2.5.1.37. oc create configmap

A—ALT7 74, T4L P M)—, FEiZ)FTZILEDS configmap ZERR L £F,

{52 F3 51

# Create a new configmap named my-config based on folder bar
oc create configmap my-config --from-file=path/to/bar

# Create a new configmap named my-config with specified keys instead of file basenames on disk
oc create configmap my-config --from-file=key1=/path/to/bar/file1.ixt --from-

file=key2=/path/to/bar/file2.txt

# Create a new configmap named my-config with key1=config1 and key2=config2
oc create configmap my-config --from-literal=key1=config1 --from-literal=key2=config2

# Create a new configmap named my-config from the key=value pairs in the file
oc create configmap my-config --from-file=path/to/bar

# Create a new configmap named my-config from an env file
oc create configmap my-config --from-env-file=path/to/bar.env

2.5.1.38. oc create cronjob

IEEDZBIT cronjob HERK L £,

152 F3 51
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# Create a cronjob
oc create cronjob my-job --image=busybox --schedule="*/1 * * * *"

# Create a cronjob with command
oc create cronjob my-job --image=busybox --schedule="*/1 * * * *" -- date

2.5.1.39. oc create deployment
BEDZROT TOA4 AV el LET,

152 F3 51

# Create a deployment named my-dep that runs the busybox image.
oc create deployment my-dep --image=busybox

# Create a deployment with command
oc create deployment my-dep --image=busybox -- date

# Create a deployment named my-dep that runs the nginx image with 3 replicas.
oc create deployment my-dep --image=nginx --replicas=3

# Create a deployment named my-dep that runs the busybox image and expose port 5701.
oc create deployment my-dep --image=busybox --port=5701

2.5.1.40. oc create deploymentconfig
TI7AINDFA T aVvERELTREDA A—VAFERATZT 70N AV MEEEFERLE T,

152 F3 51

# Create an nginx deployment config named my-nginx
oc create deploymentconfig my-nginx --image=nginx

2.5.1.41. oc create identity
FATUVTATA—ZFHTHERLET (BEFERIEDICAR > TULWEIHBEDHIBE),

{52 F3 51

# Create an identity with identity provider "acme_Idap" and the identity provider username
"adamjones”
oc create identity acme_ldap:adamjones

2.5.1.42. oc create imagestream

ZDARA—TVARN) —LZHHITERLET,
ESEELCT]

# Create a new image stream
oc create imagestream mysq|
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2.5.1.43. oc create imagestreamtag

HBAAXA—TIZAN) =LY TEEHRLET,
=Bl

# Create a new image stream tag based on an image in a remote registry
oc create imagestreamtag mysql:latest --from-image=myregistry.local/mysgl/mysql:5.0

2.5.1.44. oc create ingress

IEEDZBIT Ingress ZER L 7,

152 F3 51

# Create a single ingress called 'simple’ that directs requests to foo.com/bar to svc
# svc1:8080 with a tls secret "my-cert”
oc create ingress simple --rule="foo.com/bar=svc1:8080,tls=my-cert"

# Create a catch all ingress of "/path" pointing to service svc:port and Ingress Class as

"otheringress”

oc create ingress catch-all --class=otheringress --rule="/path=svc:port"

# Create an ingress with two annotations: ingress.annotation1 and ingress.annotations2
oc create ingress annotated --class=default --rule="foo.com/bar=svc:port" \

--annotation ingress.annotation1=foo \

--annotation ingress.annotation2=bla

# Create an ingress with the same host and multiple paths
oc create ingress multipath --class=default \
--rule="foo.com/=svc:port" \
--rule="foo.com/admin/=svcadmin:portadmin”

# Create an ingress with multiple hosts and the pathType as Prefix
oc create ingress ingress1 --class=default \
--rule="foo.com/path*=svc:8080" \
--rule="bar.com/admin*=svc2:http"

# Create an ingress with TLS enabled using the default ingress certificate and different path types
oc create ingress ingtls --class=default \

--rule="foo.com/=svc:https,tls" \

--rule="foo.com/path/subpath*=othersvc:8080"

# Create an ingress with TLS enabled using a specific secret and pathType as Prefix
oc create ingress ingsecret --class=default \
--rule="foo.com/*=svc:8080,tls=secret1"

# Create an ingress with a default backend
oc create ingress ingdefault --class=default \
--default-backend=defaultsvc:http \
--rule="foo.com/*=svc:8080,tls=secret1"

2.5.1.45. oc create job
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EDEZRTY a T2 ERLEY,

152 F3 51

# Create a job
oc create job my-job --image=busybox

# Create a job with command
oc create job my-job --image=busybox -- date

# Create a job from a CrondJob named "a-cronjob"
oc create job test-job --from=cronjob/a-cronjob

2.5.1.46. oc create namespace

IEEDZBIT namespace Z{ERR L £ 7,

152 F3 51

# Create a new namespace named my-namespace
oc create namespace my-namespace

2.5.1.47. oc create poddisruptionbudget

IEEDLZRBIT Pod Disruption Budget (PDB) % 4ER L £ 9,

152 F3 51

# Create a pod disruption budget named my-pdb that will select all pods with the app=rails label
# and require at least one of them being available at any point in time.
oc create poddisruptionbudget my-pdb --selector=app=rails --min-available=1

# Create a pod disruption budget named my-pdb that will select all pods with the app=nginx label
# and require at least half of the pods selected to be available at any point in time.
oc create pdb my-pdb --selector=app=nginx --min-available=50%

2.5.1.48. oc create priorityclass

IEEDZRBIT priorityclass R L £ 9,

152 F3 51

# Create a priorityclass named high-priority
oc create priorityclass high-priority --value=1000 --description="high priority"

# Create a priorityclass named default-priority that considered as the global default priority
oc create priorityclass default-priority --value=1000 --global-default=true --description="default
priority"

# Create a priorityclass named high-priority that can not preempt pods with lower priority
oc create priorityclass high-priority --value=1000 --description="high priority" --preemption-
policy="Never"
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2.5.1.49. oc create quota
BEDHR T #— 89 %=ER L X7,

152 F3 51

# Create a new resourcequota named my-quota

oc create quota my-quota --
hard=cpu=1,memory=1G,pods=2,services=3,replicationcontrollers=2,resourcequotas=1,secrets=5,persi.
tentvolumeclaims=10

# Create a new resourcequota named best-effort

oc create quota best-effort --hard=pods=100 --scopes=BestEffort

2.5.1.50. oc create role

B—)—)TcO—ILEERLET,
ERHAI

"on

# Create a Role named "pod-reader” that allows user to perform "get", "watch" and "list" on pods
oc create role pod-reader --verb=get --verb=list --verb=watch --resource=pods

# Create a Role named "pod-reader” with ResourceName specified
oc create role pod-reader --verb=get --resource=pods --resource-name=readablepod --resource-
name=anotherpod

# Create a Role named "foo" with API Group specified
oc create role foo --verb=get,list,watch --resource=rs.extensions

# Create a Role named "foo" with SubResource specified
oc create role foo --verb=get,list,watch --resource=pods,pods/status

2.5.1.51. oc create rolebinding

HEDO— )L F 7214 ClusterRole M RoleBinding #/EM L £ 9,

152 F3 51

# Create a RoleBinding for user1, user2, and group1 using the admin ClusterRole
oc create rolebinding admin --clusterrole=admin --user=useri --user=user2 --group=group1

2.5.1.52. oc create route edge

edge TLS termination Z{#A 9 5)L— b Z{ER L ¥,
fERAG

# Create an edge route named "my-route” that exposes the frontend service
oc create route edge my-route --service=frontend
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# Create an edge route that exposes the frontend service and specify a path
# If the route name is omitted, the service name will be used
oc create route edge --service=frontend --path /assets

2.5.1.53. oc create route passthrough

passthrough TLS #im%z A d 5)L— b Z R L ¥,

152 F3 51

# Create a passthrough route named "my-route” that exposes the frontend service
oc create route passthrough my-route --service=frontend

# Create a passthrough route that exposes the frontend service and specify

# a host name. If the route name is omitted, the service name will be used
oc create route passthrough --service=frontend --hostname=www.example.com

2.5.1.54. oc create route reencrypt

re-encrypt TLS #in % R $ 2)L— b ZEFERL X T,

{52 35

# Create a route named "my-route” that exposes the frontend service
oc create route reencrypt my-route --service=frontend --dest-ca-cert cert.cert

# Create a reencrypt route that exposes the frontend service, letting the
# route name default to the service name and the destination CA certificate

# default to the service CA
oc create route reencrypt --service=frontend

2.5.1.55. oc create secret docker-registry

Docker LY AN —TERTZY—2 Ly MEERMRLET,

152 F3 51

# If you don't already have a .dockercfg file, you can create a dockercfg secret directly by using:

oc create secret docker-registry my-secret --docker-server=DOCKER_REGISTRY_SERVER --
docker-username=DOCKER_USER --docker-password=DOCKER_PASSWORD --docker-
email=DOCKER_EMAIL

# Create a new secret named my-secret from ~/.docker/config.json

oc create secret docker-registry my-secret --from-file=.dockerconfigjson=path/to/.docker/config.json

2.5.1.56. oc create secret generic

O—AlLT77A4Ib, TaLZMN)—, TV FTSIELOY—I LY NEFERLET,

152 F3 51

I # Create a new secret named my-secret with keys for each file in folder bar

39



OpenShift Container Platform 4.8 CLI 'Y —JU

oc create secret generic my-secret --from-file=path/to/bar

# Create a new secret named my-secret with specified keys instead of names on disk

oc create secret generic my-secret --from-file=ssh-privatekey=path/to/id_rsa --from-file=ssh-
publickey=path/to/id_rsa.pub

# Create a new secret named my-secret with key1=supersecret and key2=topsecret
oc create secret generic my-secret --from-literal=key1=supersecret --from-literal=key2=topsecret

# Create a new secret named my-secret using a combination of a file and a literal
oc create secret generic my-secret --from-file=ssh-privatekey=path/to/id_rsa --from-
literal=passphrase=topsecret

# Create a new secret named my-secret from an env file
oc create secret generic my-secret --from-env-file=path/to/bar.env

2.5.1.57. oc create secret tls

TLSY—2 Ly bEERLET,
ERHAI

# Create a new TLS secret named tls-secret with the given key pair:
oc create secret tls tls-secret --cert=path/to/tls.cert --key=path/to/tls.key

2.5.1.58. oc create service clusterip

ClusterlP Y —E X &A{ER L X 7,
ERHI

# Create a new ClusterlP service named my-cs
oc create service clusterip my-cs --tcp=5678:8080

# Create a new ClusterlP service named my-cs (in headless mode)
oc create service clusterip my-cs --clusterip="None"

2.5.1.59. oc create service externalname

ExternalName Y —E X&KL 9,
ERHAI

# Create a new ExternalName service named my-ns
oc create service externalname my-ns --external-name bar.com

2.5.1.60. oc create service loadbalancer

Pod IC LoadBalancer Y —E X &{EK L £ 9,

152 F3 51
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# Create a new LoadBalancer service named my-Ibs
oc create service loadbalancer my-lbs --tcp=5678:8080

2.5.1.61. oc create service nodeport

NodePort —E X AR L £,

{52 F3 51

# Create a new NodePort service named my-ns
oc create service nodeport my-ns --tcp=5678:8080

2.5.1.62. oc create serviceaccount

BEDEAMICYH—ERT7HU Y MR LZET,

152 F3 51

# Create a new service account named my-service-account
oc create serviceaccount my-service-account

2.5.1.63. oc create user

1—F—EFHTERLET (BBERAENICA > TV BHEDBUE),
ELEELT

# Create a user with the username "ajones" and the display name "Adam Jones
oc create user ajones --full-name="Adam Jones"

2.5.1.64. oc create useridentitymapping
FATYTAT4A—21—F—ICFHTIYY TLET,
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# Map the identity "acme_Ildap:adamjones” to the user "ajones”
oc create useridentitymapping acme_ldap:adamjones ajones

2.5.1.65. oc debug
TNy JRIC Pod DFIRA VR VA AEEILE T,
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# Start a shell session into a pod using the OpenShift tools image
oc debug

# Debug a currently running deployment by creating a new pod
oc debug deploy/test
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# Debug a node as an administrator
oc debug node/master-1

# Launch a shell in a pod using the provided image stream tag
oc debug istag/mysql:latest -n openshift

# Test running a job as a non-root user
oc debug job/test --as-user=1000000

# Debug a specific failing container by running the env command in the 'second’ container
oc debug daemonset/test -c second -- /bin/env

# See the pod that would be created to debug
oc debug mypod-9xbc -0 yaml

# Debug a resource but launch the debug pod in another namespace

# Note: Not all resources can be debugged using --to-namespace without modification. For
example,

# volumes and service accounts are namespace-dependent. Add "-o yaml' to output the debug pod
definition

# to disk. If necessary, edit the definition then run 'oc debug -f -' or run without --to-namespace

oc debug mypod-9xbc --to-namespace testns

2.5.1.66. oc delete

7
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# Delete a pod using the type and name specified in pod.json.
oc delete -f ./pod.json

# Delete resources from a directory containing kustomization.yaml - e.g. dir/kustomization.yami.
oc delete -k dir

# Delete a pod based on the type and name in the JSON passed into stdin.
cat pod.json | oc delete -f -

# Delete pods and services with same names "baz" and "foo"
oc delete pod,service baz foo

# Delete pods and services with label name=myLabel.
oc delete pods,services -| name=myLabel

# Delete a pod with minimal delay
oc delete pod foo --now

# Force delete a pod on a dead node
oc delete pod foo --force

# Delete all pods
oc delete pods --all
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2.5.1.67. oc describe
BEDY)Y —RFLEFVY—ADTIN—TOFMAERTLET,
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# Describe a node
oc describe nodes kubernetes-node-emt8.c.myproject.internal

# Describe a pod
oc describe pods/nginx

# Describe a pod identified by type and name in "pod.json"
oc describe -f pod.json

# Describe all pods
oc describe pods

# Describe pods by label name=mylLabel
oc describe po -l name=myLabel

# Describe all pods managed by the 'frontend’ replication controller (rc-created pods

# get the name of the rc as a prefix in the pod the name).
oc describe pods frontend

2.5.1.68. oc diff
SATN—=yavEBEAN—YavEDERAHRELET,
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# Diff resources included in pod.json.
oc diff -f pod.json

# Diff file read from stdin
cat service.yaml | oc diff -f -

2.5.1.69. oc edit
H—N—DYY—RERELZT,
ERHAI

# Edit the service named 'docker-registry':
oc edit svc/docker-registry

# Use an alternative editor
KUBE_EDITOR="nano" oc edit svc/docker-registry

# Edit the job 'myjob’ in JSON using the v1 API format:
oc edit job.v1.batch/myjob -o json

# Edit the deployment 'mydeployment’ in YAML and save the modified config in its annotation:
oc edit deployment/mydeployment -0 yaml --save-config
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2.5.1.70. oc ex dockergc
Docker A N —Y CHRIB AT 272DICAR— AL V23V ERTLET,
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# Perform garbage collection with the default settings
oc ex dockergc

2.5.1.71. oc exec
AVFF—TCaAX Y REEFLET,
ERHI

# Get output from running 'date’ command from pod mypod, using the first container by default
oc exec mypod -- date

# Get output from running 'date’ command in ruby-container from pod mypod
oc exec mypod -c ruby-container -- date

# Switch to raw terminal mode, sends stdin to 'bash’ in ruby-container from pod mypod
# and sends stdout/stderr from ‘bash’ back to the client
oc exec mypod -c ruby-container -i -t -- bash -il

# List contents of /usr from the first container of pod mypod and sort by modification time.
# If the command you want to execute in the pod has any flags in common (e.g. -i),

# you must use two dashes (--) to separate your command's flags/arguments.

# Also note, do not surround your command and its flags/arguments with quotes

# unless that is how you would execute it normally (i.e., do Is -t /usr, not "ls -t /usr”).

oc exec mypod -i -t -- Is -t /usr

# Get output from running ‘date’ command from the first pod of the deployment mydeployment,
using the first container by default

oc exec deploy/mydeployment -- date

# Get output from running 'date’ command from the first pod of the service myservice, using the first

container by default
ocC exec svc/myservice -- date

2.5.1.72. oc explain
JY—ZADORF21 AV MNEREBLET,
=R

# Get the documentation of the resource and its fields
oc explain pods

# Get the documentation of a specific field of a resource

oc explain pods.spec.containers

2.5.1.73. oc expose

44



5822 OPENSHIFT CLI (OC)

BRINCT SV r—2avad—ERFLEIN— M LTREALET,

152 F3 51

# Create a route based on service nginx. The new route will reuse nginx's labels
OC expose service nginx

# Create a route and specify your own label and route name
0C expose service nginx - name=myroute --name=fromdowntown

# Create a route and specify a host name
0C expose service nginx --hosthname=www.example.com

# Create a route with a wildcard

oc expose service nginx --hostname=x.example.com --wildcard-policy=Subdomain

# This would be equivalent to *.example.com. NOTE: only hosts are matched by the wildcard;
subdomains would not be included

# Expose a deployment configuration as a service and use the specified port
oc expose dc ruby-hello-world --port=8080

# Expose a service as a route in the specified path
oC expose service nginx --path=/nginx

# Expose a service using different generators

0C expose service nginx --name=exposed-svc --port=12201 --protocol="TCP" --
generator="service/v2"

0C expose service nginx --name=my-route --port=12201 --generator="route/v1"

# Exposing a service using the "route/v1" generator (default) will create a new exposed route with
the "--name" provided

# (or the name of the service otherwise). You may not specify a "--protocol” or "--target-port” option
when using this generator

2.5.1.74. oc extract
=Ly NFERBEBREYY TATARZICHELET,
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# Extract the secret "test" to the current directory
oc extract secret/test

# Extract the config map "nginx" to the /tmp directory
oc extract configmap/nginx --to=/tmp

# Extract the config map "nginx" to STDOUT
oc extract configmap/nginx --to=-

# Extract only the key "nginx.conf" from config map "nginx" to the /tmp directory
oc extract configmap/nginx --to=/tmp --keys=nginx.conf

2.5.1.75. oc get
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# List all pods in ps output format.
oc get pods

# List all pods in ps output format with more information (such as node name).
oc get pods -0 wide

# List a single replication controller with specified NAME in ps output format.
oc get replicationcontroller web

# List deployments in JSON output format, in the "v1" version of the "apps” API group:
oc get deployments.v1.apps -0 json

# List a single pod in JSON output format.
oc get -0 json pod web-pod-13je7

# List a pod identified by type and name specified in "pod.yaml" in JSON output format.
oc get -f pod.yaml -0 json

# List resources from a directory with kustomization.yaml - e.g. dir/kustomization.yami.
oc get -k dir/

# Return only the phase value of the specified pod.
oc get -o template pod/web-pod-13je7 --template={{.status.phase}}

# List resource information in custom columns.
oc get pod test-pod -0 custom-
columns=CONTAINER:.spec.containers[0].name,IMAGE:.spec.containers[0].image

# List all replication controllers and services together in ps output format.
oc get rc,services

# List one or more resources by their type and names.
oc get rc/web service/frontend pods/web-pod-13je7

2.5.1.76. ocidle
A= TIWVHB)Y—RETAR) VT LET,
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# Idle the scalable controllers associated with the services listed in to-idle.txt
$ oc idle --resource-names-file to-idle.txt

2.5.1.77. oc image append
AA=TJITLAIY—%BMLTLYRARN)—=IZTy>aLET,
=R

I # Remove the entrypoint on the mysql:latest image
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oc image append --from mysql:latest --to myregistry.com/myimage:latest --image '{"Entrypoint":null}'

# Add a new layer to the image
oc image append --from mysql:latest --to myregistry.com/myimage:latest layer.tar.gz

# Add a new layer to the image and store the result on disk
# This results in $(pwd)/v2/mysql/blobs,manifests
oc image append --from mysql:latest --to file://mysql:local layer.tar.gz

# Add a new layer to the image and store the result on disk in a designated directory
# This will result in $(pwd)/mysql-local/v2/mysql/blobs, manifests
oc image append --from mysql:latest --to file://mysql:local --dir mysql-local layer.tar.gz

# Add a new layer to an image that is stored on disk (~/mysql-local/v2/image exists)
oc image append --from-dir ~/mysql-local --to myregistry.com/myimage:latest layer.tar.gz

# Add a new layer to an image that was mirrored to the current directory on disk ($(pwd)/v2/image
exists)
oc image append --from-dir v2 --to myregistry.com/myimage:latest layer.tar.gz

# Add a new layer to a multi-architecture image for an os/arch that is different from the system's
os/arch

# Note: Wildcard filter is not supported with append. Pass a single os/arch to append

oc image append --from docker.io/library/busybox:latest --filter-by-os=linux/s390x --to
myreqistry.com/myimage:latest layer.tar.gz

2.5.1.78. oc image extract
AAXA=IDST7ANYRATLILT 74N EIE—LET,
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# Extract the busybox image into the current directory
oc image extract docker.io/library/busybox:latest

# Extract the busybox image into a designated directory (must exist)
oc image extract docker.io/library/busybox:latest --path /:/tmp/busybox

# Extract the busybox image into the current directory for linux/s390x platform
# Note: Wildcard filter is not supported with extract. Pass a single os/arch to extract
oc image extract docker.io/library/busybox:latest --filter-by-os=linux/s390x

# Extract a single file from the image into the current directory
oc image extract docker.io/library/centos:7 --path /bin/bash:.

# Extract all .repo files from the image's /etc/yum.repos.d/ folder into the current directory
oc image extract docker.io/library/centos:7 --path /etc/yum.repos.d/*.repo:.

# Extract all .repo files from the image's /etc/yum.repos.d/ folder into a designated directory (must
exist)

# This results in /tmp/yum.repos.d/*.repo on local system

oc image extract docker.io/library/centos:7 --path /etc/yum.repos.d/*.repo:/tmp/yum.repos.d

# Extract an image stored on disk into the current directory ($(pwd)/v2/busybox/blobs, manifests
exists)
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# --confirm is required because the current directory is not empty
oc image extract file://busybox:local --confirm

# Extract an image stored on disk in a directory other than $(pwd)/v2 into the current directory

# --confirm is required because the current directory is not empty ($(pwd)/busybox-mirror-
dir/v2/busybox exists)

oc image extract file://busybox:local --dir busybox-mirror-dir --confirm

# Extract an image stored on disk in a directory other than $(pwd)/v2 into a designated directory
(must exist)

oc image extract file://busybox:local --dir busybox-mirror-dir --path /:/tmp/busybox

# Extract the last layer in the image
oc image extract docker.io/library/centos:7[-1]

# Extract the first three layers of the image
oc image extract docker.io/library/centos:7[:3]

# Extract the last three layers of the image
oc image extract docker.io/library/centos:7[-3:]

2.5.1.79. oc image info
AXA—VICEAY BERERTLET.
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# Show information about an image
oc image info quay.io/openshift/cli:latest

# Show information about images matching a wildcard
oc image info quay.io/openshift/cli:4.*

# Show information about a file mirrored to disk under DIR
oc image info --dir=DIR file://library/busybox:latest

# Select which image from a multi-OS image to show
oc image info library/busybox:latest --filter-by-os=linux/arm64

2.5.1.80. oc image mirror
BMDYRIN)—ICAA=TEIZ—)VITLET,
ELELT

# Copy image to another tag
oc image mirror myregistry.com/myimage:latest myregistry.com/myimage:stable

# Copy image to another registry
oc image mirror myregistry.com/myimage:latest docker.io/myrepository/myimage:stable

# Copy all tags starting with mysql to the destination repository
oc image mirror myregistry.com/myimage:mysql* docker.io/myrepository/myimage
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# Copy image to disk, creating a directory structure that can be served as a registry
oc image mirror myregistry.com/myimage:latest file://myrepository/myimage:latest

# Copy image to S3 (pull from <bucket>.s3.amazonaws.com/image:latest)
oc image mirror myregistry.com/myimage:latest
s3://s3.amazonaws.com/<region>/<bucket>/image:latest

# Copy image to S3 without setting a tag (pull via @<digest>)
oc image mirror myregistry.com/myimage:latest s3://s3.amazonaws.com/<region>/<bucket>/image

# Copy image to multiple locations
oc image mirror myregistry.com/myimage:latest docker.io/myrepository/myimage:stable \
docker.io/myrepository/myimage:dev

# Copy multiple images
oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \
myregistry.com/myimage:new=myregistry.com/other:target

# Copy manifest list of a multi-architecture image, even if only a single image is found
oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \
--keep-manifest-list=true

# Copy specific os/arch manifest of a multi-architecture image

# Run 'oc image info myregistry.com/myimage:latest’ to see available os/arch for multi-arch images
# Note that with multi-arch images, this results in a new manifest list digest that includes only

# the filtered manifests

oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \

--filter-by-os=0s/arch

# Copy all os/arch manifests of a multi-architecture image

# Run 'oc image info myregistry.com/myimage:latest’ to see list of os/arch manifests that will be
mirrored

oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \

--keep-manifest-list=true

# Note the above command is equivalent to

oc image mirror myregistry.com/myimage:latest=myregistry.com/other:test \
--filter-by-0s=.*

2.5.1.81. oc import-image
AVFTF—AX=ILIAMN)=DOA A= %A VIR—FLET,
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# Import tag latest into a new image stream
oc import-image mystream --from=registry.io/repo/image:latest --confirm

# Update imported data for tag latest in an already existing image stream
oc import-image mystream

# Update imported data for tag stable in an already existing image stream
oc import-image mystream:stable

# Update imported data for all tags in an existing image stream
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oc import-image mystream --all

# Import all tags into a new image stream
oc import-image mystream --from=registry.io/repo/image --all --confirm

# Import all tags into a new image stream using a custom timeout

oc --request-timeout=5m import-image mystream --from=registry.io/repo/image --all --confirm

2.5.1.82. oc kustomize
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# Build the current working directory
oc kustomize

# Build some shared configuration directory
oc kustomize /home/config/production

# Build from github

oc kustomize https://github.com/kubernetes-sigs/kustomize.git/examples/helloWorld?ref=v1.0.6

2.5.1.83. oc label
)Y —Z2DSR)IEEHFLET,
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# Update pod 'foo’ with the label 'unhealthy’ and the value 'true’.
oc label pods foo unhealthy=true

# Update pod 'foo' with the label 'status’ and the value ‘unhealthy', overwriting any existing value.
oc label --overwrite pods foo status=unhealthy

# Update all pods in the namespace
oc label pods --all status=unhealthy

# Update a pod identified by the type and name in "pod.json”
oc label -f pod.json status=unhealthy

# Update pod 'foo’ only if the resource is unchanged from version 1.
oc label pods foo status=unhealthy --resource-version=1

# Update pod 'foo’ by removing a label named 'bar’ if it exists.
# Does not require the --overwrite flag.
oc label pods foo bar-

2.5.1.84. oclogin
H—nR—icos1 > LE9,
fERAH
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# Log in interactively
oc login --username=myuser

# Log in to the given server with the given certificate authority file
oc login localhost:8443 --certificate-authority=/path/to/cert.crt

# Log in to the given server with the given credentials (will not prompt interactively)
oc login localhost:8443 --username=myuser --password=mypass

2.5.1.85. oc logout
REDY—N—ty>arvialTLET,

ELELT
# Log out
oc logout

2.5.1.86. oclogs
Pod DAV FF+—oOJ=HALET,
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# Start streaming the logs of the most recent build of the openldap build config
oc logs -f bc/openldap

# Start streaming the logs of the latest deployment of the mysql deployment config
oc logs -f dc/mysql

# Get the logs of the first deployment for the mysql deployment config. Note that logs

# from older deployments may not exist either because the deployment was successful
# or due to deployment pruning or manual deletion of the deployment

oc logs --version=1 dc/mysq|

# Return a snapshot of ruby-container logs from pod backend
oc logs backend -c ruby-container

# Start streaming of ruby-container logs from pod backend
oc logs -f pod/backend -c ruby-container

2.5.1.87. oc new-app
M7V r—>avEFERLET,

152 F3 51

# List all local templates and image streams that can be used to create an app
oc new-app --list

# Create an application based on the source code in the current git repository (with a public remote)

and a Docker image
oc new-app . --docker-image=registry/repo/langimage
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# Create an application myapp with Docker based build strategy expecting binary input
oc new-app --strategy=docker --binary --name myapp

# Create a Ruby application based on the provided [image]~[source code] combination
oc new-app centos/ruby-25-centos7~https://github.com/sclorg/ruby-ex.git

# Use the public Docker Hub MySQL image to create an app. Generated artifacts will be labeled

with db=mysql

oc new-app mysqgl MYSQL_USER=user MYSQL_PASSWORD=pass MYSQL_DATABASE=testdb -

| db=mysq|l

# Use a MySQL image in a private registry to create an app and override application artifacts’
names
oc new-app --docker-image=myregistry.com/mycompany/mysql --name=private

# Create an application from a remote repository using its beta4 branch
oc new-app https://github.com/openshift/ruby-hello-world#beta4

# Create an application based on a stored template, explicitly setting a parameter value
oc new-app --template=ruby-helloworld-sample --param=MYSQL_USER=admin

# Create an application from a remote repository and specify a context directory
oc new-app https://github.com/youruser/yourgitrepo --context-dir=src/build

# Create an application from a remote private repository and specify which existing secret to use

oc new-app https://github.com/youruser/yourgitrepo --source-secret=yoursecret

# Create an application based on a template file, explicitly setting a parameter value
oc new-app --file=./example/myapp/template.json --param=MYSQL_USER=admin

# Search all templates, image streams, and Docker images for the ones that match "ruby”
oc new-app --search ruby

# Search for "ruby”, but only in stored templates (--template, --image-stream and --docker-image

# can be used to filter search results)
oc new-app --search --template=ruby

# Search for "ruby" in stored templates and print the output as YAML
oc new-app --search --template=ruby --output=yaml|

2.5.1.88. oc new-build
HIREI REREEXERLET,
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# Create a build config based on the source code in the current git repository (with a public
# remote) and a Docker image
oc new-build . --docker-image=repo/langimage

# Create a NodeJS build config based on the provided [image]~[source code] combination
oc new-build centos/nodejs-8-centos7~https://github.com/sclorg/nodejs-ex.git

# Create a build config from a remote repository using its beta2 branch
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oc new-build https://github.com/openshift/ruby-hello-world#beta2

# Create a build config using a Dockerfile specified as an argument
oc new-build -D $'FROM centos:7\nRUN yum install -y httpd'

# Create a build config from a remote repository and add custom environment variables
oc new-build https://github.com/openshift/ruby-hello-world -e RACK_ENV=development

# Create a build config from a remote private repository and specify which existing secret to use
oc new-build https://github.com/youruser/yourgitrepo --source-secret=yoursecret

# Create a build config from a remote repository and inject the npmrc into a build
oc new-build https://github.com/openshift/ruby-hello-world --build-secret npmrc:.npmrc

# Create a build config from a remote repository and inject environment data into a build
oc new-build https://github.com/openshift/ruby-hello-world --build-config-map env:config

# Create a build config that gets its input from a remote repository and another Docker image

oc new-build https://github.com/openshift/ruby-hello-world --source-image=openshift/jenkins-1-
centos? --source-image-path=/var/lib/jenkins:tmp

2.5.1.89. oc new-project
FRIOS I MNEBERLET,
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# Create a new project with minimal information
oc new-project web-team-dev

# Create a new project with a display name and description

oc new-project web-team-dev --display-name="Web Team Development" --
description="Development project for the web team."

2.5.1.90. oc observe
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# Observe changes to services
oc observe services

# Observe changes to services, including the clusterlP and invoke a script for each
oc observe services --template '{ .spec.clusterlP }' -- register_dns.sh

# Observe changes to services filtered by a label selector
oc observe namespaces -l regist-dns=true --template '{ .spec.clusterlP }' -- register_dns.sh

2.5.1.91. oc patch
VY —2D7 41—V REEFHFLET,
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# Partially update a node using a strategic merge patch. Specify the patch as JSON.
oc patch node k8s-node-1 -p '{"spec":{"unschedulable":true}}'

# Partially update a node using a strategic merge patch. Specify the patch as YAML.
oc patch node k8s-node-1 -p $'spec:\n unschedulable: true'

# Partially update a node identified by the type and name specified in "node.json" using strategic
merge patch.
oc patch -f node.json -p '{"spec":{"unschedulable":true}}'

# Update a container's image; spec.containers[*].name is required because it's a merge key.
oc patch pod valid-pod -p '{"spec":{"containers":[{"name":"kubernetes-serve-
hostname","image":"new image"}]}}'

# Update a container's image using a json patch with positional arrays.
oc patch pod valid-pod --type='json' -p="[{"op": "replace", "path": "/spec/containers/0/image",
"value":"new image"}]'
2.5.1.92. oc policy add-role-to-user
REQC7OV Y bOA—F—F/E Y —ERT7HTU Y N2O—JLIGEMLET,
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# Add the 'view' role to user1 for the current project
oc policy add-role-to-user view user

# Add the 'edit’ role to serviceaccount1 for the current project
oc policy add-role-to-user edit -z serviceaccount1

2.5.1.93. oc policy scc-review
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# Check whether service accounts sal and sa2 can admit a pod with a template pod spec specified
in my_resource.yam|

# Service Account specified in myresource.yaml file is ignored

oc policy scc-review -z sal,sa2 -f my_resource.yaml

# Check whether service accounts system:serviceaccount:bob:default can admit a pod with a
template pod spec specified in my_resource.yam!

oc policy scc-review -z system:serviceaccount:bob:default -f my_resource.yaml

# Check whether the service account specified in my_resource_with_sa.yaml can admit the pod
oc policy scc-review -f my_resource_with_sa.yaml

# Check whether the default service account can admit the pod; default is taken since no service
account is defined in myresource_with_no_sa.yam!
oc policy scc-review -f myresource_with_no_sa.yaml

2.5.1.94. oc policy scc-subject-review
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# Check whether user bob can create a pod specified in myresource.yam!
oc policy scc-subject-review -u bob -f myresource.yaml

# Check whether user bob who belongs to projectAdmin group can create a pod specified in
myresource.yaml

oc policy scc-subject-review -u bob -g projectAdmin -f myresource.yaml

# Check whether a service account specified in the pod template spec in myresourcewithsa.yam|

can create the pod
oc policy scc-subject-review -f myresourcewithsa.yaml

2.5.1.95. oc port-forward
12U EDO—AIVR—b% Pod ICERIEL F7,
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# Listen on ports 5000 and 6000 locally, forwarding data to/from ports 5000 and 6000 in the pod
oc port-forward pod/mypod 5000 6000

# Listen on ports 5000 and 6000 locally, forwarding data to/from ports 5000 and 6000 in a pod
selected by the deployment

oc port-forward deployment/mydeployment 5000 6000

# Listen on port 8443 locally, forwarding to the targetPort of the service's port named "https” in a pod
selected by the service

oc port-forward service/myservice 8443:https

# Listen on port 8888 locally, forwarding to 5000 in the pod
oc port-forward pod/mypod 8888:5000

# Listen on port 8888 on all addresses, forwarding to 5000 in the pod
oc port-forward --address 0.0.0.0 pod/mypod 8888:5000

# Listen on port 8888 on localhost and selected IP, forwarding to 5000 in the pod
oc port-forward --address localhost,10.19.21.23 pod/mypod 8888:5000

# Listen on a random port locally, forwarding to 5000 in the pod
oc port-forward pod/mypod :5000

2.5.1.96. oc process
VY —Z2DO—BICHLTTFY FL—hE2REBLET,

152 F3 51

# Convert the template.json file into a resource list and pass to create
oc process -f template.json | oc create -f -

# Process a file locally instead of contacting the server
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oc process -f template.json --local -0 yaml

# Process template while passing a user-defined label
oc process -f template.json -l name=mytemplate

# Convert a stored template into a resource list
oc process foo

# Convert a stored template info a resource list by setting/overriding parameter values
oc process foo PARM1=VALUE1 PARM2=VALUE2

# Convert a template stored in different namespace into a resource list
oc process openshift/foo

# Convert template.json into a resource list
cat template.json | oc process -f -

2.5.1.97. oc project
ooy MITYEZEY,

152 F3 51

# Switch to the 'myapp’ project
oc project myapp

# Display the project currently in use

oc project

2.5.1.98. oc projects
BE7O I NeRRLET,

152 F3 51

# List all projects
oc projects

2.5.1.99. oc proxy

Kubernetes APl r—NR—iCx L T7AF>—%FTLET,

152 F3 51

# To proxy all of the kubernetes api and nothing else.
oc proxy --api-prefix=/

# To proxy only part of the kubernetes api and also some static files.
# You can get pods info with ‘curl localhost:8001/api/v1/pods’
oc proxy --www=/my/files --www-prefix=/static/ --api-prefix=/api/

# To proxy the entire kubernetes api at a different root.
# You can get pods info with ‘curl localhost:8001/custom/api/v1/pods’
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oc proxy --api-prefix=/custom/

# Run a proxy to kubernetes apiserver on port 8011, serving static content from ./local/www/

oc proxy --port=8011 --www=./local/www/

# Run a proxy to kubernetes apiserver on an arbitrary local port.

# The chosen port for the server will be output to stdout.

oc proxy --port=0

# Run a proxy to kubernetes apiserver, changing the api prefix to k8s-api

# This makes e.g. the pods api available at localhost:8001/k8s-api/v1/pods/
oc proxy --api-prefix=/k8s-api

2.5.1.100. oc registry info
MAELYZAM)—IIDOVWTOBEHRERTLET,

152 F3 51

# Display information about the integrated registry
oc registry info

2.5.1.101. oc registry login
MELYAN)—=ICOTA v LET,

152 F3 51

# Log in to the integrated registry
oc registry login

# Log in as the default service account in the current namespace
oc registry login -z default

# Log in to different registry using BASIC auth credentials
oc registry login --registry quay.io/myregistry --auth-basic=USER:PASS

2.5.1.102. oc replace

DY —2&5 T 7AINEFEIEstdin ICEIZFT,

152 F3 51

# Replace a pod using the data in pod.json.
oc replace -f ./pod.json

# Replace a pod based on the JSON passed into stdin.
cat pod.json | oc replace -f -

# Update a single-container pod's image version (tag) to v4

oc get pod mypod -o yaml | sed 's/\(image: myimage\):.*$/\1:v4/' | oc replace -f -

5822 OPENSHIFT CLI (OC)
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# Force replace, delete and then re-create the resource
oc replace --force -f ./pod.json

2.5.1.103. oc rollback
TV r—oarvo—8%2Ua07r7O4 XY MIRLET,

152 351

# Perform a rollback to the last successfully completed deployment for a deployment config
oc rollback frontend

# See what a rollback to version 3 will look like, but do not perform the rollback
oc rollback frontend --to-version=3 --dry-run

# Perform a rollback to a specific deployment
oc rollback frontend-2

# Perform the rollback manually by piping the JSON of the new config back to oc
oc rollback frontend -0 json | oc replace dc/frontend -f -

# Print the updated deployment configuration in JSON format instead of performing the rollback

oc rollback frontend -o json

2.5.1.104. oc rollout cancel

ETHROTTOM AV MeF v EILLET,

152 F3 51

r

# Cancel the in-progress deployment based on 'nginx
oc rollout cancel dc/nginx

2.5.1.105. oc rollout history
A—I77 MNEEZERRLEYS,

152

# View the rollout history of a deployment
oc rollout history dc/nginx

# View the details of deployment revision 3
oc rollout history dc/nginx --revision=3

2.5.1.106. oc rollout latest
N)H—DOLDEHREAFEALT, T7OMX Y MREDOHFBEO—ILT7I NERABLET,
ERHAI
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# Start a new rollout based on the latest images defined in the image change triggers
oc rollout latest dc/nginx
# Print the rolled out deployment config

oc rollout latest dc/nginx -0 json

2.5.1.107. oc rollout pause
RHEINL) Y —RZ2—BFELE LTY—ILET,

152 F3 51

# Mark the nginx deployment as paused. Any current state of

# the deployment will continue its function, new updates to the deployment will not
# have an effect as long as the deployment is paused

oc rollout pause dc/nginx

2.5.1.108. oc rollout restart
)y —25BEFHLET,

152 F3 51

# Restart a deployment
oc rollout restart deployment/nginx

# Restart a daemonset
oc rollout restart daemonset/abc

2.5.1.109. oc rollout resume

—FELELE) YV -R=BRLEY,
ESEELCT]

# Resume an already paused deployment
oc rollout resume dc/nginx

2.5.1.110. oc rollout retry
KBLEO—LT7O b 2BERITLET,

152 F3 51

# Retry the latest failed deployment based on 'frontend’
# The deployer pod and any hook pods are deleted for the latest failed deployment
oc rollout retry dc/frontend

2.5.1.111. oc rollout status

A7 MDRT—F R %=RTLET,
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152 F3 51

# Watch the status of the latest rollout
oc rollout status dc/nginx

2.5.1.112. oc rollout undo

Peioa—IL7o b aTICELET,

152 F3 51

# Roll back to the previous deployment
oc rollout undo dc/nginx

# Roll back to deployment revision 3. The replication controller for that version must exist
oc rollout undo dc/nginx --to-revision=3

2.5.1.113. oc rsh

AVFF—TyzllEy arva@EBLET,

152 F3 51

# Open a shell session on the first container in pod 'foo’
oc rsh foo

# Open a shell session on the first container in pod 'foo' and namespace 'bar’
# (Note that oc client specific arguments must come before the resource name and its arguments)
oc rsh -n bar foo

# Run the command 'cat /etc/resolv.conf’ inside pod 'foo’
oc rsh foo cat /etc/resolv.conf

# See the configuration of your internal registry
oc rsh dc/docker-registry cat config.yml

# Open a shell session on the container named 'index' inside a pod of your job
oc rsh -c index job/sheduled

2.5.1.114. oc rsync

O—AILT77AIVATLEPodB T 74 ) E2E—-LZET,

152 F3 51

# Synchronize a local directory with a pod directory
oc rsync ./local/dir/ POD:/remote/dir

# Synchronize a pod directory with a local directory
oc rsync POD:/remote/dir/ ./local/dir

2.5.1.115. oc run
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VSR —TREDAA—VERTLIEY,

152 F3 51

# Start a nginx pod.
OC run nginx --image=nginx

# Start a hazelcast pod and let the container expose port 5701.
oc run hazelcast --image=hazelcast/hazelcast --port=5701

# Start a hazelcast pod and set environment variables "DNS_DOMAIN=cluster" and
"POD_NAMESPACE=default" in the container.

oc run hazelcast --image=hazelcast/hazelcast --env="DNS_DOMAIN=cluster" --
env="POD_NAMESPACE=default"

# Start a hazelcast pod and set labels "app=hazelcast” and "env=prod" in the container.
oc run hazelcast --image=hazelcast/hazelcast --labels="app=hazelcast,env=prod"

# Dry run. Print the corresponding API objects without creating them.
oc run nginx --image=nginx --dry-run=client

# Start a nginx pod, but overload the spec with a partial set of values parsed from JSON.
oc run nginx --image=nginx --overrides='{ "apiVersion": "v1", "spec": { ... } }'

# Start a busybox pod and keep it in the foreground, don't restart it if it exits.
oc run -i -t busybox --image=busybox --restart=Never

# Start the nginx pod using the default command, but use custom arguments (arg1 .. argN) for that
command.

OcC run nginx --image=nginx -- <arg1> <arg2> ... <argN>

# Start the nginx pod using a different command and custom arguments.
ocC run nginx --image=nginx --command -- <cmd> <arg1> ... <argN>

2.5.1.116. oc scale

Deployment, ReplicaSet, F 7zl Replication > hO—5—ICHRY 1 X&RELZF T,

152 F3 51

# Scale a replicaset named 'foo' to 3.
oc scale --replicas=3 rs/foo

# Scale a resource identified by type and name specified in "foo.yaml" to 3.
oc scale --replicas=3 -f foo.yaml

# If the deployment named mysql's current size is 2, scale mysql to 3.
oc scale --current-replicas=2 --replicas=3 deployment/mysq|

# Scale multiple replication controllers.
oc scale --replicas=5 rc/foo rc/bar rc/baz

# Scale statefulset named 'web' to 3.
oc scale --replicas=3 statefulset/web
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2.5.1.117. oc secrets link
Y—EXT7AT M=y b YO LET,
ERHI

# Add an image pull secret to a service account to automatically use it for pulling pod images
oc secrets link serviceaccount-name pull-secret --for=pull

# Add an image pull secret to a service account to automatically use it for both pulling and pushing
build images

oc secrets link builder builder-image-secret --for=pull,mount

# If the cluster's serviceAccountConfig is operating with limitSecretReferences: True, secrets must

be added to the pod's service account whitelist in order to be available to the pod
oc secrets link pod-sa pod-secret

2.5.1.118. oc secrets unlink
Y—ERXRT7HO VDS —I Ly hETFHYYFLET,
fERHAI

# Unlink a secret currently associated with a service account
oc secrets unlink serviceaccount-name secret-name another-secret-name ...

2.5.1.119. oc serviceaccounts create-kubeconfig

H—ERXT7 AU b®D kubeconfig 774 ILEEMLET,

152 F3 51

# Create a kubeconfig file for service account 'default’
oc serviceaccounts create-kubeconfig 'default' > default.kubeconfig

2.5.1.120. oc serviceaccounts get-token
Y—EXT7HO Y MIEIYHETONEN—OVEREBELET,
ELEELT

# Get the service account token from service account ‘default’
oc serviceaccounts get-token 'default’

2.5.1.121. oc serviceaccounts new-token

Y—ERTAV Y NOFHR -V EERLET.
=Bl

# Generate a new token for service account 'default’
oc serviceaccounts new-token 'default’
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# Generate a new token for service account ‘default’ and apply
# labels 'foo' and 'bar’ to the new token for identification
oc serviceaccounts new-token 'default’ --labels foo=foo-value,bar=bar-value

2.5.1.122. oc set build-hook
EIREREDODEIN Ry 0 5BHLET,

{52 F3 51

# Clear post-commit hook on a build config
oc set build-hook bc/mybuild --post-commit --remove

# Set the post-commit hook to execute a test suite using a new entrypoint
oc set build-hook bc/mybuild --post-commit --command -- /bin/bash -c /var/lib/test-image.sh

# Set the post-commit hook to execute a shell script

oc set build-hook bc/mybuild --post-commit --script="/var/lib/test-image.sh param1 param2 &&
/var/lib/done.sh"

2.5.1.123. oc set build-secret
EILRREDEILRY—I Ly hEEHLET,

152 F3 51

# Clear the push secret on a build config
oc set build-secret --push --remove bc/mybuild

# Set the pull secret on a build config
oc set build-secret --pull bc/mybuild mysecret

# Set the push and pull secret on a build config
oc set build-secret --push --pull bc/mybuild mysecret

# Set the source secret on a set of build configs matching a selector
oc set build-secret --source -I app=myapp gitsecret

2.5.1.124. oc set data
REXY TELEY—ILyYy NROT—95EHLE T,

152 F3 51

# Set the password’ key of a secret
oc set data secret/foo password=this_is_secret

# Remove the ‘password' key from a secret
oc set data secret/foo password-

# Update the 'haproxy.conf' key of a config map from a file on disk
oc set data configmap/bar --from-file=../haproxy.conf
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# Update a secret with the contents of a directory, one key per file
oc set data secret/foo --from-file=secret-dir

2.5.1.125. oc set deployment-hook

TAOA AV MEREDTTOAA VY NIV I EEHLET,

152 F3 51

# Clear pre and post hooks on a deployment config
oc set deployment-hook dc/myapp --remove --pre --post

# Set the pre deployment hook to execute a db migration command for an application
# using the data volume from the application
oc set deployment-hook dc/myapp --pre --volumes=data -- /var/lib/migrate-db.sh

# Set a mid deployment hook along with additional environment variables
oc set deployment-hook dc/myapp --mid --volumes=data -e VAR1=value1 -e VAR2=value2 --

/var/lib/prepare-deploy.sh

2.5.1.126. oc set env

Pod 7 7L — NOREZEHEZEHLFT,

152 F3 51

64

# Update deployment config 'myapp’ with a new environment variable
oc set env dc/myapp STORAGE_DIR=/local

# List the environment variables defined on a build config 'sample-build’
oc set env bc/sample-build --list

# List the environment variables defined on all pods
oc set env pods --all --list

# Output modified build config in YAML
oc set env bc/sample-build STORAGE_DIR=/data -o yaml

# Update all containers in all replication controllers in the project to have ENV=prod
oc set env rc --all ENV=prod

# Import environment from a secret
oc set env --from=secret/mysecret dc/myapp

# Import environment from a config map with a prefix
oc set env --from=configmap/myconfigmap --prefix=MYSQL_ dc/myapp

# Remove the environment variable ENV from container 'c1'in all deployment configs
oc set env dc --all --containers="c1" ENV-

# Remove the environment variable ENV from a deployment config definition on disk and
# update the deployment config on the server
oc set env -f dc.json ENV-
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# Set some of the local shell environment into a deployment config on the server
oc set env | grep RAILS_ | oc env -e - dc/myapp

2.5.1.127. oc set image
Pod 7V 7L —hDA A=V %EHLET,

152 351

# Set a deployment configs's nginx container image to 'nginx:1.9.1', and its busybox container image
to 'busybox’.

oc set image dc/nginx busybox=busybox nginx=nginx:1.9.1

# Set a deployment configs's app container image to the image referenced by the imagestream tag
‘openshift/ruby:2.3".

oc set image dc/myapp app=openshift/ruby:2.3 --source=imagestreamtag

# Update all deployments’ and rc's nginx container's image to 'nginx:1.9.1'
oc set image deployments,rc nginx=nginx:1.9.1 --all

# Update image of all containers of daemonset abc to ‘'nginx:1.9.1'
oc set image daemonset abc *=nginx:1.9.1

# Print result (in yaml format) of updating nginx container image from local file, without hitting the

server
oc set image -f path/to/file.yaml nginx=nginx:1.9.1 --local -o yaml|

2.5.1.128. oc set image-lookup
TI)r—2a3avDFTOMBICAXA—V A BRTDAEEERELET,

152 F3 51

# Print all of the image streams and whether they resolve local names
oc set image-lookup

# Use local name lookup on image stream mysql
oc set image-lookup mysql

# Force a deployment to use local name lookup
oc set image-lookup deploy/mysq|

# Show the current status of the deployment lookup
oc set image-lookup deploy/mysql --list

# Disable local name lookup on image stream mysql
oc set image-lookup mysql --enabled=false

# Set local name lookup on all image streams
oc set image-lookup --all

2.5.1.129. oc set probe
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PodFv7L—hT7O—75EBHLET,

152 F3 51

# Clear both readiness and liveness probes off all containers
oc set probe dc/myapp --remove --readiness --liveness

# Set an exec action as a liveness probe to run 'echo ok’
oc set probe dc/myapp --liveness -- echo ok

# Set a readiness probe to try to open a TCP socket on 3306
oc set probe rc/mysql --readiness --open-tcp=3306

# Set an HTTP startup probe for port 8080 and path /healthz over HTTP on the pod IP
oc probe dc/webapp --startup --get-url=http://:8080/healthz

# Set an HTTP readiness probe for port 8080 and path /healthz over HTTP on the pod IP
oc probe dc/webapp --readiness --get-url=http://:8080/healthz

# Set an HTTP readiness probe over HTTPS on 127.0.0.1 for a hostNetwork pod
oc set probe dc/router --readiness --get-url=https://127.0.0.1:1936/stats

# Set only the initial-delay-seconds field on all deployments
oc set probe dc --all --readiness --initial-delay-seconds=30

2.5.1.130. oc set resources

TV RD)Y—REKR/FIR%E Pod 7 TL— N TEHLET,

152 F3 51

# Set a deployments nginx container CPU limits to "200m and memory to 512Mi"
oc set resources deployment nginx -c=nginx --limits=cpu=200m,memory=512Mi

# Set the resource request and limits for all containers in nginx
oc set resources deployment nginx --limits=cpu=200m,memory=512Mi --
requests=cpu=100m,memory=256Mi

# Remove the resource requests for resources on containers in nginx
oc set resources deployment nginx --limits=cpu=0,memory=0 --requests=cpu=0,memory=0

# Print the result (in YAML format) of updating nginx container limits locally, without hitting the server
oc set resources -f path/to/file.yaml --limits=cpu=200m,memory=512Mi --local -0 yaml

2.5.1.131. oc set route-backends

W—hDNRy STV RZEEHRLET,

152 F3 51

# Print the backends on the route 'web'
oc set route-backends web

# Set two backend services on route 'web' with 2/3rds of traffic going to ‘a’
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oc set route-backends web a=2 b=1

# Increase the traffic percentage going to b by 10%% relative to a
oc set route-backends web --adjust b=+10%%

# Set traffic percentage going to b to 10%% of the traffic going to a
oc set route-backends web --adjust b=10%%

# Set weight of b to 10
oc set route-backends web --adjust b=10

# Set the weight to all backends to zero
oc set route-backends web --zero

2.5.1.132. oc set selector
Y —Z2IlEL VY —%KRELET,

152 F3 51

# Set the labels and selector before creating a deployment/service pair.

oc create service clusterip my-svc --clusterip="None" -0 yaml --dry-run | oc set selector --local -f -
'environment=ga' -o yaml | oc create -f -

oc create deployment my-dep -0 yaml --dry-run | oc label --local -f - environment=qa -0 yaml | oc
create -f -

2.5.1.133. oc set serviceaccount

1)) — 2 M ServiceAccount Z B3 L £ 7,

152

# Set deployment nginx-deployment's service account to serviceaccount1
oc set serviceaccount deployment nginx-deployment serviceaccount1

# Print the result (in YAML format) of updated nginx deployment with service account from a local

file, without hitting the API server
oc set sa -f nginx-deployment.yaml serviceaccounti --local --dry-run -o yaml

2.5.1.134. oc set subject

RoleBinding/ClusterRoleBinding T2 —4%—, ZJL—7, &7 & ServiceAccount = EH L £,

152 F3 51

# Update a cluster role binding for serviceaccount1
oc set subject clusterrolebinding admin --serviceaccount=namespace:serviceaccountt

# Update a role binding for user1, user2, and group1
oc set subject rolebinding admin --user=useri --user=user2 --group=group1
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# Print the result (in YAML format) of updating role binding subjects locally, without hitting the server
oc create rolebinding admin --role=admin --user=admin -o yaml --dry-run | oc set subject --local -f -
--user=foo -o yaml

2.5.1.135. oc set triggers
12UEDA TV TR A—%EEHLET,

152 F3 51

# Print the triggers on the deployment config 'myapp’
oc set triggers dc/myapp

# Set all triggers to manual
oc set triggers dc/myapp --manual

# Enable all automatic triggers
oc set triggers dc/myapp --auto

# Reset the GitHub webhook on a build to a new, generated secret
oc set triggers bc/webapp --from-github
oc set triggers bc/webapp --from-webhook

# Remove all triggers
oc set triggers bc/webapp --remove-all

# Stop triggering on config change
oc set triggers dc/myapp --from-config --remove

# Add an image trigger to a build config
oc set triggers bc/webapp --from-image=namespace1/image:latest

# Add an image trigger to a stateful set on the main container
oc set triggers statefulset/db --from-image=namespace1/image:latest -c main

2.5.1.136. oc set volumes

Pod57 Y7L —h TR 2—LEEBHFRLFT,
ERHAI

# List volumes defined on all deployment configs in the current project
oc set volume dc --all

# Add a new empty dir volume to deployment config (dc) 'myapp’ mounted under
# /var/lib/myapp
oc set volume dc/myapp --add --mount-path=/var/lib/myapp

# Use an existing persistent volume claim (pvc) to overwrite an existing volume 'v1’
oc set volume dc/myapp --add --name=v1 -t pvc --claim-name=pvc1 --overwrite

# Remove volume 'v1' from deployment config ‘'myapp’
oc set volume dc/myapp --remove --name=v1
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# Create a new persistent volume claim that overwrites an existing volume 'v1'
oc set volume dc/myapp --add --name=v1 -t pvc --claim-size=1G --overwrite

# Change the mount point for volume 'v1' to /data
oc set volume dc/myapp --add --name=v1 -m /data --overwrite

# Modify the deployment config by removing volume mount "v1" from container "c1"
# (and by removing the volume "v1" if no other containers have volume mounts that reference it)
oc set volume dc/myapp --remove --name=v1 --containers=c1

# Add new volume based on a more complex volume source (AWS EBS, GCE PD,

# Ceph, Gluster, NFS, ISCSI, ...)
oc set volume dc/myapp --add -m /data --source=<json-string>

2.5.1.137. oc start-build
FLOWEWILRZRIBLET,

152 F3 51

# Starts build from build config "hello-world"
oc start-build hello-world

# Starts build from a previous build "hello-world-1"
oc start-build --from-build=hello-world-1

# Use the contents of a directory as build input
oc start-build hello-world --from-dir=src/

# Send the contents of a Git repository to the server from tag 'v2'
oc start-build hello-world --from-repo=../hello-world --commit=v2

# Start a new build for build config "hello-world" and watch the logs until the build

# completes or fails

oc start-build hello-world --follow

# Start a new build for build config "hello-world" and wait until the build completes. It

# exits with a non-zero return code if the build fails
oc start-build hello-world --wait

2.5.1.138. oc status
BEOCOVIY NOBEARRILET,

152 F3 51

# See an overview of the current project
oc status

# Export the overview of the current project in an svg file
oc status -o dot | dot -T svg -0 project.svg

# See an overview of the current project including details for any identified issues
oc status --suggest
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2.5.1.139. oc tag
BEDAA—S&BAA—IARN)—LIZYTHITLET,

152 F3 51

# Tag the current image for the image stream ‘openshift/ruby’ and tag '2.0" into the image stream
'yourproject/ruby with tag 'tip’
oc tag openshift/ruby:2.0 yourproject/ruby:tip

# Tag a specific image
oc tag

openshift/ruby@sha256:6b646fabbf5e5e4c7fa41056¢c27910e679c03ebe7f93e361e6515a9da7e258cc
yourproject/ruby:tip

# Tag an external container image
oc tag --source=docker openshift/origin-control-plane:latest yourproject/ruby:tip

# Tag an external container image and request pullthrough for it

oc tag --source=docker openshift/origin-control-plane:latest yourproject/ruby:tip --reference-
policy=local

# Remove the specified spec tag from an image stream

oc tag openshift/origin-control-plane:latest -d

2.5.1.140. oc version
DSAT7 2V RNELVCY—N—DNN=U 3 VEREHEDLET,
ERHAI

# Print the OpenShift client, kube-apiserver, and openshift-apiserver version information for the
current context
oc version

# Print the OpenShift client, kube-apiserver, and openshift-apiserver version numbers for the current
context

oc version --short

# Print the OpenShift client version information for the current context
oc version --client

2.5.1.141. oc wait
EERH 1 DU ED) Y —ADEEORUHEZFHLFET,

152 F3 51

# Wait for the pod "busybox1" to contain the status condition of type "Ready".
oc wait --for=condition=Ready pod/busybox1

# The default value of status condition is true, you can set false.
oc wait --for=condition=Ready=false pod/busybox1
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# Wait for the pod "busybox1" to be deleted, with a timeout of 60s, after having issued the "delete”
command.

oc delete pod/busybox

oc wait --for=delete pod/busybox1 --timeout=60s

2.5.1.142. oc whoami
BiotyravIiCBAT3EHREERLET,

{52 F3 51

# Display the currently authenticated user
oc whoami

2.5.2. EAEIE#R

® OpenShift CLIEEBEIY YR T77L VR

2.6.OPENSHIFTCLIEEBEZa<v Y RYT77L V2R

ZDY 77 L YRIE OpenShift CLI (oc) BEEZEIY Y RDFHBAS LAYV KlERLTVWET, &
nonavy RaFEARAT 3ICIE. cluster-admin £/ ZEAFED/N—I v 3 VIR ETT,

BIFEIY Y RI&, OpenShift CLIFAFEEZEIAY Y R 77 VA #BRLTLEIL,

ocadm-h ZET LT, IRTOEEEITY RE2RRTEH. F/IE oc <commands --help % E1T
LT, FEDIAYY NICEATEMBERZNMELEXT,

2.6.1. OpenShift CLI (oc) EEEIO~Y YV K

2.6.1.1. oc adm build-chain
EIROABDEKERFREEALET,
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# Build the dependency tree for the ‘latest’ tag in <image-stream>
oc adm build-chain <image-stream>

# Build the dependency tree for the 'v2' tag in dot format and visualize it via the dot utility
oc adm build-chain <image-stream>:v2 -o dot | dot -T svg -0 deps.svg

# Build the dependency tree across all namespaces for the specified image stream tag found in the

‘test' namespace
oc adm build-chain <image-stream> -n test --all

2.6.1.2. oc adm catalog mirror
operator-registry A% 07 %23X>—) V7 L%,

152 F3 51
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# Mirror an operator-registry image and its contents to a registry
oc adm catalog mirror quay.io/my/image:latest myregistry.com

# Mirror an operator-registry image and its contents to a particular namespace in a registry
oc adm catalog mirror quay.io/my/image:latest myregistry.com/my-namespace

# Mirror to an airgapped registry by first mirroring to files
oc adm catalog mirror quay.io/my/image:latest file:///local/index
oc adm catalog mirror file:///local/index/my/image:latest my-airgapped-registry.com

# Configure a cluster to use a mirrored registry
oc apply -f manifests/imageContentSourcePolicy.yaml

# Edit the mirroring mappings and mirror with "oc image mirror" manually
oc adm catalog mirror --manifests-only quay.io/my/image:latest myregistry.com
oc image mirror -f manifests/mapping.txt

# Delete all ImageContentSourcePolicies generated by oc adm catalog mirror
oc delete imagecontentsourcepolicy -l operators.openshift.org/catalog=true

2.6.1.3. oc adm completion

BE

ANy )b (bash F/zid zsh) DEEI—REHADLET,

152 351

72

# Installing bash completion on macOS using homebrew

## If running Bash 3.2 included with macOS

brew install bash-completion

## or, if running Bash 4.1+

brew install bash-completion@2

## If oc is installed via homebrew, this should start working immediately.

## If you've installed via other means, you may need add the completion to your completion directory
oc completion bash > $(brew --prefix)/etc/bash_completion.d/oc

# Installing bash completion on Linux

## If bash-completion is not installed on Linux, please install the ‘bash-completion’ package
## via your distribution’'s package manager.

## Load the oc completion code for bash into the current shell

source <(oc completion bash)

## Write bash completion code to a file and source it from .bash_profile
oc completion bash > ~/.kube/completion.bash.inc

printf "

# Kubectl shell completion

source '$HOME/.kube/completion.bash.inc'

" >> $HOME/.bash_profile

source $HOME/.bash_profile

# Load the oc completion code for zsh[1] into the current shell
source <(oc completion zsh)

# Set the oc completion code for zsh[1] to autoload on startup
oc completion zsh > "${fpath[1]}/_oc"



2.6.1.4. oc adm config current-context

current-context %R~ L E 9

152 F3 51

# Display the current-context
oc config current-context

2.6.1.5. oc adm config delete-cluster

kubeconfig " SIEEIN I TRV —%HIBRLE T,

152 F3 51

# Delete the minikube cluster
oc config delete-cluster minikube

2.6.1.6. oc adm config delete-context

kubeconfig A SIEEINAIVTHFRAMNEHIKRLET,

152 F3 51

# Delete the context for the minikube cluster
oc config delete-context minikube

2.6.1.7. oc adm config delete-user
kubeconfig M HIFEI NI —H—%HIFRL 7,

152 F3 51

# Delete the minikube user
oc config delete-user minikube

2.6.1.8. oc adm config get-clusters

kubeconfig ICEHEIND IV T RAY—42KT~LET,

152 F3 51

# List the clusters oc knows about
oc config get-clusters

2.6.1.9. oc adm config get-contexts

AVFFRAMNEIDFLIFERGERLET,

152 F3 51
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# List all the contexts in your kubeconfig file
oc config get-contexts

# Describe one context in your kubeconfig file.
oc config get-contexts my-context

2.6.1.10. oc adm config get-users

kubeconfig TEZHZINZ1—H—%XKRLET,

152 51

# List the users oc knows about
oc config get-users

2.6.1.11. oc adm config rename-context

kubeconfig 7 7 A LDSDIAVTFHFRAMNDERIEZELE T,

152 F3 51

# Rename the context 'old-name’ to 'new-name’' in your kubeconfig file
oc config rename-context old-name new-name

2.6.1.12. oc adm config set

kubeconfig 7 7 1 JLICEARIDEZERE L FT,

152 F3 51

# Set server field on the my-cluster cluster to https://1.2.3.4
oc config set clusters.my-cluster.server https://1.2.3.4

# Set certificate-authority-data field on the my-cluster cluster.
oc config set clusters.my-cluster.certificate-authority-data $(echo "cert_data_here" | base64 -i -)

# Set cluster field in the my-context context to my-cluster.
oc config set contexts.my-context.cluster my-cluster

# Set client-key-data field in the cluster-admin user using --set-raw-bytes option.
oc config set users.cluster-admin.client-key-data cert_data_here --set-raw-bytes=true

2.6.1.13. oc adm config set-cluster
kubeconfig TU S AY—ITV N)—%BRELZFT,

152 F3 51

# Set only the server field on the e2e cluster entry without touching other values.
oc config set-cluster e2e --server=https://1.2.3.4

# Embed certificate authority data for the e2e cluster entry
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oc config set-cluster e2e --embed-certs --certificate-authority=~/.kube/e2e/kubernetes.ca.crt

# Disable cert checking for the dev cluster entry
oc config set-cluster e2e --insecure-skip-tls-verify=true

# Set custom TLS server name to use for validation for the e2e cluster entry
oc config set-cluster e2e --tls-server-name=my-cluster-name

2.6.1.14. oc adm config set-context
kubeconfig DAV FHFRAMIV N —%ZELZXT,
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# Set the user field on the gce context entry without touching other values
oc config set-context gce --user=cluster-admin

2.6.1.15. oc adm config set-credentials
kubeconfig D1 —H—T Y MY —%BZELET,
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# Set only the "client-key" field on the "cluster-admin”
# entry, without touching other values:
oc config set-credentials cluster-admin --client-key=~/.kube/admin.key

# Set basic auth for the "cluster-admin” entry
oc config set-credentials cluster-admin --username=admin --password=uXFGweU9I35qcif

# Embed client certificate data in the "cluster-admin” entry
oc config set-credentials cluster-admin --client-certificate=~/.kube/admin.crt --embed-certs=true

# Enable the Google Compute Platform auth provider for the "cluster-admin” entry
oc config set-credentials cluster-admin --auth-provider=gcp

# Enable the OpenlD Connect auth provider for the "cluster-admin" entry with additional args
oc config set-credentials cluster-admin --auth-provider=oidc --auth-provider-arg=client-id=foo --auth-
provider-arg=client-secret=bar

# Remove the "client-secret" config value for the OpenlD Connect auth provider for the "cluster-
admin” entry
oc config set-credentials cluster-admin --auth-provider=oidc --auth-provider-arg=client-secret-

# Enable new exec auth plugin for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-command=/path/to/the/executable --exec-api-
version=client.authentication.k8s.io/vibetal

# Define new exec auth plugin args for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-arg=arg1 --exec-arg=arg2

# Create or update exec auth plugin environment variables for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-env=keyi=vall --exec-env=key2=val2
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# Remove exec auth plugin environment variables for the "cluster-admin” entry
oc config set-credentials cluster-admin --exec-env=var-to-remove-

2.6.1.16. oc adm config unset

kubeconfig 7 7 1 L COERIEDRE %= FERL £,

152 351

# Unset the current-context.
oc config unset current-context

# Unset namespace in foo context.
oc config unset contexts.foo.namespace

2.6.1.17. oc adm config use-context

kubeconfig 7 7 4 JL T current-context 3% E L £ 7,
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# Use the context for the minikube cluster
oc config use-context minikube

2.6.1.18. oc adm config view

<Y — Y XN Jc kubeconfig F%E 7= I3EE I 1/ kubeconfig 7 7 1 ILERRLF T,
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# Show merged kubeconfig settings.
oc config view

# Show merged kubeconfig settings and raw certificate data.
oc config view --raw

# Get the password for the e2e user
oc config view -0 jsonpath="{.users[?(@.name == "e2e")].user.password}'

2.6.1.19. oc adm cordon

J—RIZRT Y 12— ILHRA (unschedulable) DY — 7 = {F1F £ 9,
fERB

# Mark node "foo" as unschedulable.
oc adm cordon foo

2.6.1.20. oc adm create-bootstrap-project-template

T—hZRNSvFTOYz O NTFUYTL—MEEHRLET,
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# Output a bootstrap project template in YAML format to stdout
oc adm create-bootstrap-project-template -o yaml

2.6.1.21. oc adm create-error-template

IS5—R—IDFVTL—bMEERLET,
ERHI

# Output a template for the error page to stdout
oc adm create-error-template

2.6.1.22. oc adm create-login-template

I YTy TL—hEfERLET,
=Bl

# Qutput a template for the login page to stdout
oc adm create-login-template

2.6.1.23. oc adm create-provider-selection-template

TanNA Y—E8ROTVTL—MEERLET,
ESEELCT]

# Output a template for the provider selection page to stdout
oc adm create-provider-selection-template

2.6.1.24. oc adm drain
J—RERLAY (BB LTAYTHF VY REEFELET,
R

# Drain node "foo", even if there are pods not managed by a ReplicationController, ReplicaSet, Job,
DaemonSet or StatefulSet on it.
$ oc adm drain foo --force

# As above, but abort if there are pods not managed by a ReplicationController, ReplicaSet, Job,

DaemonSet or StatefulSet, and use a grace period of 15 minutes.
$ oc adm drain foo --grace-period=900

2.6.1.25. oc adm groups add-users
A—H—%JN—TIZBMLET,

152 F3 51

77



OpenShift Container Platform 4.8 CLI 'Y —JU

# Add useri and user2 to my-group
oc adm groups add-users my-group user1 user2

2.6.1.26. oc adm groups nhew

HRIIWN—TE=ERLET,
e

# Add a group with no users
oc adm groups new my-group

# Add a group with two users
oc adm groups new my-group useri user2

# Add a group with one user and shorter output

oc adm groups new my-group useri -o name

2.6.1.27. oc adm groups prune
AETONAT—DERELTVWELI— RESIRY 2 LIFIO OpenShift 7IL—F%HBIRL £ 7,
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# Prune all orphaned groups
oc adm groups prune --sync-config=/path/to/ldap-sync-config.yaml --confirm

# Prune all orphaned groups except the ones from the blacklist file
oc adm groups prune --blacklist=/path/to/blacklist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist file

oc adm groups prune --whitelist=/path/to/whitelist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist

oc adm groups prune groups/group_name groups/other_name --sync-config=/path/to/Idap-sync-
config.yaml --confirm

2.6.1.28. oc adm groups remove-users
TI—Thoa1—H—%HIRLET,
ELELT

# Remove useri and user2 from my-group
oc adm groups remove-users my-group useri user2

2.6.1.29. oc adm groups sync
OpenShift ZIL—7EAELTONA S —D5DL I—REEHHL T,
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# Sync all groups with an LDAP server
oc adm groups sync --sync-config=/path/to/ldap-sync-config.yaml --confirm

# Sync all groups except the ones from the blacklist file with an LDAP server

oc adm groups sync --blacklist=/path/to/blacklist.txt --sync-config=/path/to/Idap-sync-config.yaml --
confirm

# Sync specific groups specified in a whitelist file with an LDAP server

oc adm groups sync --whitelist=/path/to/whitelist.txt --sync-config=/path/to/sync-config.yaml --

confirm

# Sync all OpenShift groups that have been synced previously with an LDAP server
oc adm groups sync --type=openshift --sync-config=/path/to/ldap-sync-config.yaml --confirm

# Sync specific OpenShift groups if they have been synced previously with an LDAP server

oc adm groups sync groups/group1 groups/group2 groups/group3d --sync-config=/path/to/sync-
config.yaml --confirm

2.6.1.30. oc adm inspect
BEDVY—ZADTNY ITF—9%NELET,
fE B

# Collect debugging data for the "openshift-apiserver” clusteroperator
oc adm inspect clusteroperator/openshift-apiserver

# Collect debugging data for the "openshift-apiserver” and "kube-apiserver" clusteroperators
oc adm inspect clusteroperator/openshift-apiserver clusteroperator/kube-apiserver

# Collect debugging data for all clusteroperators
oc adm inspect clusteroperator

# Collect debugging data for all clusteroperators and clusterversions
oc adm inspect clusteroperators,clusterversions

2.6.1.31. oc adm migrate template-instances

TYTL—M Y RIVZAEEHL T, &RFD group-version-kinds #8845 LD ICLE T,
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# Perform a dry-run of updating all objects
oc adm migrate template-instances

# To actually perform the update, the confirm flag must be appended
oc adm migrate template-instances --confirm

2.6.1.32. oc adm must-gather
Pod D#ifRA VA9 v AR L TT Ny JEREZNREL T,
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# Gather information using the default plug-in image and command, writing into ./must-gather.local.
<rand>
oc adm must-gather

# Gather information with a specific local folder to copy to
oc adm must-gather --dest-dir=/local/directory

# Gather audit information
oc adm must-gather -- /usr/bin/gather_audit_logs

# Gather information using multiple plug-in images
oc adm must-gather --image=quay.io/kubevirt/must-gather --image=quay.io/openshift/origin-must-
gather

# Gather information using a specific image stream plug-in
oc adm must-gather --image-stream=openshift/must-gather:latest

# Gather information using a specific image, command, and pod-dir
oc adm must-gather --image=my/image:tag --source-dir=/pod/directory -- myspecial-command.sh

2.6.1.33. oc adm new-project

FR7OY O MR LET,
e

# Create a new project using a node selector
oc adm new-project myproject --node-selector="type=user-node,region=east’

2.6.1.34. oc adm node-logs
J—kooJ%zxRrL. 7409 —LZET,
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# Show kubelet logs from all masters
oc adm node-logs --role master -u kubelet

# See what logs are available in masters in /var/logs
oc adm node-logs --role master --path=/

# Display cron log file from all masters
oc adm node-logs --role master --path=cron

2.6.1.35. oc adm pod-network isolate-projects

TOaVII Ry NI UEDBLET,
=Bl

I # Provide isolation for project p1

80



8823 OPENSHIFT CLI (OC)

oc adm pod-network isolate-projects <p1>

# Allow all projects with label name=top-secret to have their own isolated project network
oc adm pod-network isolate-projects --selector="name=top-secret’

2.6.1.36. oc adm pod-network join-projects

oYz hxy hT—=2IXBMLET,

{52 F3 51

# Allow project p2 to use project p1 network
oc adm pod-network join-projects --to=<p1> <p2>

# Allow all projects with label name=top-secret to use project p1 network
oc adm pod-network join-projects --to=<p1> --selector="name=top-secret'

2.6.1.37. oc adm pod-network make-projects-global
7Ovzy bRy NT7—0%7O0-RLICLET,
152 F3 51

# Allow project p1 to access all pods in the cluster and vice versa
oc adm pod-network make-projects-global <p1>

# Allow all projects with label name=share to access all pods in the cluster and vice versa
oc adm pod-network make-projects-global --selector="name=share'

2.6.1.38. oc adm policy add-role-to-user
REOCTOY I MDA —HF—FEY—ERTHV Y M&2O—LICEMLET,
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# Add the 'view' role to user1 for the current project
oc policy add-role-to-user view user

# Add the 'edit’ role to serviceaccount1 for the current project
oc policy add-role-to-user edit -z serviceaccount1

2.6.1.39. oc adm policy add-scc-to-group

SCC (Security Context Constraints) 7 7 =¥ & 7 I)L—FITEBML £,
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# Add the 'restricted’ security context constraint to group1 and group2
oc adm policy add-scc-to-group restricted group1 group2

2.6.1.40. oc adm policy add-scc-to-user
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SCC (security context constraint) Z# 1 —H—F&£IFH—EX7AHD Y MIEMLE T,
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# Add the 'restricted’ security context constraint to user1 and user2
oc adm policy add-scc-to-user restricted user1 user2

# Add the ‘privileged' security context constraint to serviceaccounti in the current namespace
oc adm policy add-scc-to-user privileged -z serviceaccount1

2.6.1.41. oc adm policy scc-review

Pod Z R TE 2T —EXTAD Y b 2R LE T,
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# Check whether service accounts sal and sa2 can admit a pod with a template pod spec specified
in my_resource.yam|

# Service Account specified in myresource.yaml file is ignored

oc policy scc-review -z sal,sa2 -f my_resource.yaml

# Check whether service accounts system:serviceaccount:bob:default can admit a pod with a
template pod spec specified in my_resource.yam!
oc policy scc-review -z system:serviceaccount:bob:default -f my_resource.yaml

# Check whether the service account specified in my_resource_with_sa.yaml can admit the pod
oc policy scc-review -f my_resource_with_sa.yaml

# Check whether the default service account can admit the pod; default is taken since no service
account is defined in myresource_with_no_sa.yam!
oc policy scc-review -f myresource_with_no_sa.yaml

2.6.1.42. oc adm policy scc-subject-review
A—H—FL@F Y —EXT AV MD Pod ZERTES DN E DD EHRLET,
ELELT

# Check whether user bob can create a pod specified in myresource.yam!
oc policy scc-subject-review -u bob -f myresource.yaml

# Check whether user bob who belongs to projectAdmin group can create a pod specified in
myresource.yaml

oc policy scc-subject-review -u bob -g projectAdmin -f myresource.yaml

# Check whether a service account specified in the pod template spec in myresourcewithsa.yam|
can create the pod

oc policy scc-subject-review -f myresourcewithsa.yaml

2.6.1.43. oc adm prune builds
DRIDTZTHEABELVCRBRLIEIL RZHIBRLE T,
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# Dry run deleting older completed and failed builds and also including
# all builds whose associated build config no longer exists
oc adm prune builds --orphans

# To actually perform the prune operation, the confirm flag must be appended

oc adm prune builds --orphans --confirm

2.6.1.44. oc adm prune deployments
DRIDSE T EABLVCRBLAEZT 7O XY MEELHIBRLE S,
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# Dry run deleting all but the last complete deployment for every deployment config
oc adm prune deployments --keep-complete=1

# To actually perform the prune operation, the confirm flag must be appended
oc adm prune deployments --keep-complete=1 --confirm

2.6.1.45. oc adm prune groups
AETONAT—DERELTVWELI— RESIRY 2 LIFIO OpenShift 7IL—F%HIERL £ 7,
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# Prune all orphaned groups
oc adm prune groups --sync-config=/path/to/ldap-sync-config.yaml --confirm

# Prune all orphaned groups except the ones from the blacklist file
oc adm prune groups --blacklist=/path/to/blacklist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist file
oc adm prune groups --whitelist=/path/to/whitelist.txt --sync-config=/path/to/ldap-sync-config.yaml --
confirm

# Prune all orphaned groups from a list of specific groups specified in a whitelist

oc adm prune groups groups/group_name groups/other_name --sync-config=/path/to/Idap-sync-
config.yaml --confirm

2.6.1.46. oc adm prune images

4
-

SHBINTVWAVWS A=V AHIBRLET,
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# See what the prune command would delete if only images and their referrers were more than an
hour old

# and obsoleted by 3 newer revisions under the same tag were considered

oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m
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# To actually perform the prune operation, the confirm flag must be appended
oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m --confirm

# See what the prune command would delete if we are interested in removing images
# exceeding currently set limit ranges (‘openshift.io/Image’)

oc adm prune images --prune-over-size-limit

# To actually perform the prune operation, the confirm flag must be appended
oc adm prune images --prune-over-size-limit --confirm

# Force the insecure http protocol with the particular registry host name
oc adm prune images --registry-url=http://registry.example.org --confirm

# Force a secure connection with a custom certificate authority to the particular registry host name

oc adm prune images --registry-url=registry.example.org --certificate-
authority=/path/to/custom/ca.crt --confirm

2.6.1.47. oc adm release extract

BEHRAO—RFORBET 1 AV7ICHELET,
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# Use git to check out the source code for the current cluster release to DIR
oc adm release extract --git=DIR

# Extract cloud credential requests for AWS
oc adm release extract --credentials-requests --cloud=aws

2.6.1.48. oc adm release info

U —RICHAY BERERTLET,
=Bl

# Show information about the cluster's current release
oc adm release info

# Show the source code that comprises a release
oc adm release info 4.2.2 --commit-urls

# Show the source code difference between two releases
oc adm release info 4.2.0 4.2.2 --commits

# Show where the images referenced by the release are located
oc adm release info quay.io/openshift-release-dev/ocp-release:4.2.2 --pullspecs

2.6.1.49. oc adm release mirror
D) —REFDA A=Y LI AN)—DIGARICIS—Y) VI LET,

152 F3 51
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# Perform a dry run showing what would be mirrored, including the mirror objects
oc adm release mirror 4.3.0 --to myregistry.local/openshift/release \
--release-image-signature-to-dir /tmp/releases --dry-run

# Mirror a release into the current directory
oc adm release mirror 4.3.0 --to file://openshift/release \
--release-image-signature-to-dir /tmp/releases

# Mirror a release to another directory in the default location
oc adm release mirror 4.3.0 --to-dir /imp/releases

# Upload a release from the current directory to another server
oc adm release mirror --from file://openshift/release --to myregistry.com/openshift/release \
--release-image-signature-to-dir /tmp/releases

# Mirror the 4.3.0 release to repository registry.example.com and apply signatures to connected
cluster

oc adm release mirror --from=quay.io/openshift-release-dev/ocp-release:4.3.0-x86_64 \

--to=registry.example.com/your/repository --apply-release-image-signature

2.6.1.50. oc adm release new

#F L\ OpenShift J ) —X=ER L £7,
fEAH

# Create a release from the latest origin images and push to a DockerHub repo
oc adm release new --from-image-stream=4.1 -n origin --to-image
docker.io/mycompany/myrepo:latest

# Create a new release with updated metadata from a previous release
oc adm release new --from-release registry.svc.ci.openshift.org/origin/release:v4.1 --name 4.1.1 \
--previous 4.1.0 --metadata ... --to-image docker.io/mycompany/myrepo:latest

# Create a new release and override a single image

oc adm release new --from-release registry.svc.ci.openshift.org/origin/release:v4.1 \
cli=docker.io/mycompany/cli:latest --to-image docker.io/mycompany/myrepo:latest
# Run a verification pass to ensure the release can be reproduced

oc adm release new --from-release registry.svc.ci.openshift.org/origin/release:v4.1

2.6.1.51. oc adm taint
12UED/—RTTA >V MN=BHLET,
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# Update node 'foo' with a taint with key 'dedicated’ and value 'special-user' and effect 'NoSchedule'.
# If a taint with that key and effect already exists, its value is replaced as specified.
oc adm taint nodes foo dedicated=special-user:NoSchedule

# Remove from node 'foo’ the taint with key 'dedicated’ and effect 'NoSchedule' if one exists.
oc adm taint nodes foo dedicated:NoSchedule-
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# Remove from node 'foo’ all the taints with key 'dedicated’
oc adm taint nodes foo dedicated-

# Add a taint with key 'dedicated’ on nodes having label mylabel=X
oc adm taint node -I myLabel=X dedicated=foo:PreferNoSchedule

# Add to node 'foo' a taint with key 'bar’ and no value
oc adm taint nodes foo bar:NoSchedule

2.6.1.52. oc adm top images
A A= DFERRROMEZRRLET,
=R

# Show usage statistics for images
oc adm top images

2.6.1.53. oc adm top imagestreams
AA=VZARN) —LDERREOREZRRLET,
ELELT

# Show usage statistics for image streams
oc adm top imagestreams

2.6.1.54. oc adm top node
J—RDYY—R(CPU/XEY—)DFERARRERTLET,
ERB

# Show metrics for all nodes
oc adm top node

# Show metrics for a given node
oc adm top node NODE_NAME

2.6.1.55. oc adm top pod
Pod DY Y —X (CPU/XEY—) DERAKREEZRTILET,
=R

# Show metrics for all pods in the default namespace
oc adm top pod

# Show metrics for all pods in the given namespace
oc adm top pod --namespace=NAMESPACE

# Show metrics for a given pod and its containers
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oc adm top pod POD_NAME --containers

# Show metrics for the pods defined by label name=mylLabel
oc adm top pod -l name=myLabel

2.6.1.56. oc adm uncordon

J—RIZRT Y 12— LR (schedulable) DY —V % {FIF £ T,

152 F3 51

# Mark node "foo" as schedulable.
$ oc adm uncordon foo

2.6.1.57. oc adm verify-image-signature

A A—VEBLILEENDM AV DERBLET.
=Bl

# Verify the image signature and identity using the local GPG keychain

oc adm verify-image-signature

8823 OPENSHIFT CLI (OC)

sha256:c841e9b64e4579bd56¢c794bdd7c36e1c257110fd2404bebbb8b613e4935228¢4 \

--expected-identity=registry.local:5000/foo/bar:v1

# Verify the image signature and identity using the local GPG keychain and save the status

oc adm verify-image-signature

sha256:c841e9b64e4579bd56¢c794bdd7c36e1c257110fd2404bebbb8b613e4935228¢4 \

--expected-identity=registry.local:5000/foo/bar:v1 --save

# Verify the image signature and identity via exposed registry route

oc adm verify-image-signature

sha256:c841e9b64e4579bd56¢c794bdd7c36e1c257110fd2404bebbb8b613e4935228¢4 \

--expected-identity=registry.local:5000/foo/bar:v1 \
--registry-url=docker-registry.foo.com

# Remove all signature verifications from the image
oc adm verify-image-signature

sha256:c841e9b64e4579bd56¢c794bdd7¢c36e1c257110fd2404bebbb8b613e4935228¢4 --remove-all

2.6.2. AEIER

e OpenShift CLIRAFEEIY Y K) 77 L VR

2.7.0C BLU'KUBECTL O~ RDfEF

Kubernetes DY Y K54 4 4 —7 x4 X (CLI) kubectl I&. Kubernetes 7 3 24 —Ix L T2

IV RERTITBEDIHERINZE T, OpenShift Container Platform (&

Kubernetes 74 A h 1)

Ea— 3> THB7=H. OpenShift Container Platform ICER X 115 H R — KR D kubectl /X1 F
)—%ERT BN Fhldoc /N4 ) —%FERAL TIRINHEELZISTE XY,

271.oc/N( F 1) —
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oc /N1 F 1 —I(F kubectl /N1 F 1) —E B UCHeEZRHELEZTTA. Ihid. LLTZEL OpenShift
Container Platform #gE% X414 7 1« TICHR— K T B LD ICHBRINTVWE T,

e OpenShift Container Platform ) YV — 2D 5£HR— b
DeploymentConfig. BuildConfig. Route. ImageStream. & & U ImageStreamTag 7+ 7
Ty MR ED) Y —RIE OpenShift Container Platform ¥4 A MY Ea—> 3 VICEED )
Y—2ATHY., 1ZHED Kubernetes 7Y I 71 FICEILRINET,

o XL
oc/NA FY—IF, FREAZABEICTSIEILMA VD login A7 RZiRMHE L. Kubernetes
namespace % 251 —H'— < v 7§ % OpenShift Container Platform 7OY z 7 K& {# > T
ERTEBLDICLET, Fllld. FREEICDOWT ZBR LTI,

e EMITUNK
EBIMMIYY KD oc new-app 2 EE. BEEDY —ROA— RFLEHRICEIL RINfcA A=
EEALTHRT7 IV 5 —2av%2RBEd2 25285 LET, ARIC, BINAYY KD oc

new-project IC& Y, T7AINPMELTHYYEBZZIENATEZ IOV Y NABEICRAT
X3LDIIRYET,

E:2

BEIDN—=YavDoc /N F 1) =54 VA M—=ILLTWBIHAE, ThEFALT
OpenShift Container Platform 4.8 D g ARTDAY Y RARTIT B LW TEFIFHA, &
HFOMENVERIGE X, HFLD OpenShift Container Platform #h—/A—/NX—Y 3~
KNI T &/ —YavDoecNM ) —%¥ovO0—RL, 1 VA M—ILTZHEDN
HyET,

TXal) T4 —LADAPIOEREIZ, HWoc /N1 F ) —DEHEHEEICT H72HIZ. 2 D2ULEDTA

FT=U)—=R 4155 42, TELTAIAN)DUETY, Flee &2 ERT 2 ICIEFRD oc /N1 F

) —DARBRBICABIBEDHYFET, 43 —/N—(CIE. 420c /N1 T —HFETERUVEEENEBINS
NTW3BIHBEN, 430c /N F ) —ITIE 42— /IR—THR— KM INhTWAWEINEEINEEZNDHE
nHY ET,

K22 BHMICET 55K

XY@c 7247 h) X.Y+N footnote:versionpolicyn N
1 EDEE (0 V54TV K)

XY (H—78—) o o

X.Y+N footnote:versionpolicyn[] o o
(F—73=)

‘.%éuﬁﬁﬁﬁﬁéo
t’ocﬁ%%??hm\ﬂ—”—%%[?ﬁtl?%@v%ﬁﬁ%Ui?o
o ocVSAT VNI, FOVERINDZY—N—EHEBEEOLRWA T avb L UOEEAIRHT 2T

BEMLHY FT,
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2.7.2. kubectl /X1 F+ 1) —

kubectl /X1 F 1) —(E. FHED Kubernetes IRIE Z A 9 5 ##R OpenShift Container Platform 21—
H—. F72id kubectl CLI #BXMICHERT 21— —0DBREFE7—-770—-BLUPRI Y T hEHR—
N 2FEELTRHEINET, kubectl DEIFI—H—I3/N1 F 1) —%ZB|EHESHEA L. OpenShift
Container Platform 7 5 24 —A®MZEEX LI Kubernetes D7) I 574 TEWETEE T,

OpenShift CLIDA 2 k—JU FEICHE> T, Y R—FINTWS kubectl /X1 F1)—% 1 VA =)L
TEFT, kubectl /N1 F )=, N4 F =% 70O0-—RTBHBEICT—HATILEEFNFT, &
7ZIZRPM A EHLTCLI DA VR MN—ILEHZA VR MN—ILINZET,

ML, kubectt D RFa AV KN EBZSRBLTLIEIL,
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553% DEVELOPER CLI (ODO)
31lobo ) )—R/—Kh

3.1.1. odo version 25.0 NDELREE RS L VHER
e adler32/\y > aaFALTEIAVR—IXY MI—BOIL—MEEKRLET,
o )Y—2DEIY HTHIC devfile DEM7 1 —IL REHR—KMLET,
o cpuRequest
o cpulLimit
o memoryRequest
o memoryLimit

e -deploy 757 % odo delete ¥ > KIZEML. ododeploy ¥ RKAEFHERLTF7FO4 X
hicavR—xx Y MEBIBRLE T,

I $ odo delete --deploy

e odolinkav Y RiIcwy EVYIHR—MEEBIMLET,

e volume JYR—%> h® ephemeral 7 1 —)L REFERL TR a—L%EHYR—KLZE
-a—o

o Telemetry & MM VEBEKRTBHIC. 774 MDEZEAR yes ICRELE T,
o EBI®D Telemetry T—4 % devfile LY A MY —IIEELTX N IR EEALEIEET,

o J— KR KNSy T X—%registry.access.redhat.com/ocp-tools-4/odo-init-container-
rhel8:1.1.11 ICEHFH L £ 9.

o 7y TRAKNY—LI)KRY K —IZF https://github.com/redhat-developer/odo NS AFTEXZF
E
31.2. N JEIE

e LIRID/N—Y 3 TlE. .odolenv 7 7 1 L HFFIE LR\ 5E. odo deploy (FKE L TWEL
Tco DAY RIF, HEIZIGL T .odolenv 7 7 A L EERT 2 & D ICARY F L7,

o LHID/N—T 3V TIlL, odocreate AY Y REFALALA VISV T4 TRAVR—RV D

ERIE, VSR —DODYIMRFICKBLE LA, CORMEIEEHF) ) —ATEBEINEL
7=

313. HR—h
Rm
I5—%2RDII7BEP. odo DEEEICRAT 2N ITHRION LG EPINICHAT I REREEFTEV

=721 3% A1E. Bugzilla ICHRE LTI W, R4S 1 7 & LT OpenShift Developer Tools and
Services &L, odo A VR—X VY FELTGERLET,
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FREDFMBERZ TEBRYZAALET,

KEFaxXrh

IZ5—%RBDOF7EGE. FLERFIAVINEAWUETZHODRENH DA, REEEHEOSVWER
FaXYPMIAVER—Y MO Jiraissue ZIRHE LTI,

3.2.0DO ICDWVWT

Red Hat OpenShift Developer CLI(odo) I&. 77 7!) sr—< 3 > % OpenShift Container Platform & & O
Kubernetes TYERR S 27DV —IL T, odo AT Z&. T v N7+ —LAFHEMICEMRL AL
TH, ¥4 2O —ERR—ADF7T) 47— 3 V% Kubernetes 7 S A9 —THEFE. TR, TNy
J. 7704 TEEY,

odod fERE Ty a7 —770—ICVWET, I—HF—E LTHEXRTIE, BR(FLIEFT=

TJIZAMNDPRET7AIIREINRET, Tvy>a 35 WihddYY—D Kubernetes 75 R
H—IERINET, TOREETART, Y—ALLRARBT IR EMEED O Kubernetes APl IZH&

MINnZET,

odo (F. service 5L W Ilink AT Y REFHAL T, AVR—IX VMBI —ERZY VI LE

¥, odo lE., 75 A% —D Kubernetes Operator ICEDWTH—ER AR L. T7O1LTIhEE
TLEY., H—EXRIL, Operator Hub THIFAIEEAR{ERE D Operator Z{FH L TEMRTEEYd, H—E

2% L&, odo XY —ERFREEIVR—RY MIFBEALET, TDE%. 7V 45— 3y
X ZDEREEFEAL T, Operator " R— M BH—EREBETITET,

3.2.1. odo ¥ —#4fE

odo I&. Kubernetes DRAFEEIL VY R —RBA VI —T A RERBEIIEKEFTINTEY., UT%E
EITITIET,

o MRV TTAMNEEMT ED, FLIIBEFEOYT=ZT7 X M=FEAL T, Kubernetes 7 5 X
Y—TTF T r—avadEIicT o014 LET,

o Kubernetes:RE7 7 M I ZEMBLVOHMFLACTE, AV REFALTYZ 7R MNAE
BICERBLUEFRTEET,

o Kubernetes VS AY —TEITINDZ TIN5 —avADEXa7RT7IVERAERHBLET,
e Kubernetes 7S R4 —DTF7 )V Hr—o 3 VDEBMANL—VEEBMBLVHIBRLET,

e Operator Y R—KNFTBHY—EREEKL. 7TV I5—>arveEzzhbsD—ERICY VI L
i’a—o

e ododViR—Y hELTTFFOMINBEHOTA 7O —ERBEDY VI 5ERLET,
e DETodoAaHLTTFOA LE7TYr—>avaE)E—NTTFNY I LET,

odo%{#MA L T Kubernetes ICF 704 SNiz7 ) r—> a3 v ABFREICTA K

3.2.2.0do DA 7 &R BB
odo &, Kubernetes DA HEEICHIRADHDAEICHRIELET,

TN r—vay
BEDYRIVEERTTHOIERINS, V59 RKRAT4 7 R770—F TREIhIEED
TN r—vay
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https://issues.redhat.com/secure/CreateIssueDetails!init.jspa?pid=12332330&summary=Documentation_issue&issuetype=1&components=12367614&priority=10200&versions=12385629
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TV —oa3y OBICiE. #YSAVYETHRAN) =3IV T, US54 vvavEYY, KT
DFHN AT LREDHY T,

AVER—xV b
BRICEITTE, 704 TEX % Kubernetes VY —2DtEY by V959 RXAT4TT7T) r—
vavik, MEETHIILE, B<{EEINcIVR—2V N DEFYTY,
AVER—Y N DFICIE, APINNY VTV R, WebA VY9 —T x4 R, THWAYy I TV REGEEN

HYFET,

Jovzy s
Y==K, 7AM, 4TSV —%ECE—DI=Y K,

AV7FHFRB
B—OYR—ZXVMDY—ROA—R, FAM, F4T3Y— 8LV odoBE7 7M1 I DEENS
T4LI MY —,

URL
DRI —ADNSLTIVELRATZEHDICAVER—FRV N RNHATIA =X A,

AhL—Y
PSR —HDKFTA ML =Y, Thid, BEEBSLICIAVER—IRY NOBEBREE T — 9 & kit
LLET,

H—ER

AVR—RY MIOBIMEEEZRHBT Z2AHT TV T—2ay,
H—EX OFIICIE, PostgreSQL, MySQL. Redis. RabbitMQ 2 &EAHY F T,

odo TlE. H#—E RIL OpenShift Service Catalog S5 FAOEY 3 =X, V5 A9—RTH
ICINBZRENHY T,

devfile
AVFF—EINHARRELZERT 2ODF—TUIEE, hickY., ARERY —ILIE7—
770—%BHRIEL. ERIETEIENATETET, FMIE. https//devfileio D RF 1 XY NESHR
LTI,
NEAINTWS devfile LY XN —IZERT HH, FEtEFa7RLIAN)—ZA VR M=)V
TEXY,

3.23.0do TOAVR—F Y hD—EBXRT

odo (I HEAIEE/R devile R ZFERA L TCAVAR—XX Y MELUVTNSDEET S URL, R ML —2,
BLUY—EREZRLBRLET, odo I F XA devfile LYRAM) —ICERKL T, IFIFLEES
SUPTL—LT—UDdevfile 85T O—RTEZXY, devfile BHREZIS T 27-HIC odo THEAIN
LYZN)—%5EEBTBHEICDOVTOFMIE. odoregistry IXY RO RFa XY MESRLTK
X,

odo catalog list components v > RAFAL T, IFIFXRLIRNY —THAABER devfile %
IARTC—ERRTEIT,

FIig
. odo TYSRY—ICOJ14 v LET,

I $ odo login -u developer -p developer
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2. FIEAEERR odo OV R—RV hE—BRRLFT,

I $ odo catalog list components

i 451
Odo Devfile Components:
NAME DESCRIPTION REGISTRY
dotnet50 Stack with .NET 5.0
DefaultDevfileRegistry
dotnet60 Stack with .NET 6.0
DefaultDevfileRegistry
dotnetcore31 Stack with .NET Core 3.1
DefaultDevfileRegistry
go Stack with the latest Go version
DefaultDevfileRegistry
java-maven Upstream Maven and OpenJDK 11
DefaultDevfileRegistry
java-openliberty Java application Maven-built stack using the Open Liberty ru...
DefaultDevfileRegistry
java-openliberty-gradle Java application Gradle-built stack using the Open Liberty r...
DefaultDevfileRegistry
java-quarkus Quarkus with Java
DefaultDevfileRegistry
java-springboot Spring Boot® using Java
DefaultDevfileRegistry
java-vertx Upstream Vert.x using Java
DefaultDevfileRegistry
java-websphereliberty Java application Maven-built stack using the WebSphere

Liber... DefaultDevfileRegistry

java-websphereliberty-gradle  Java application Gradle-built stack using the WebSphere
Libe... DefaultDevfileRegistry

java-wildfly Upstream WildFly

DefaultDevfileRegistry

java-wildfly-bootable-jar Java stack with WildFly in bootable Jar mode, OpenJDK 11
and... DefaultDevfileRegistry

nodejs Stack with Node.js 14
DefaultDevfileRegistry

nodejs-angular Stack with Angular 12
DefaultDevfileRegistry

nodejs-nextjs Stack with Next.js 11
DefaultDevfileRegistry

nodejs-nuxtjs Stack with Nuxt.js 2
DefaultDevfileRegistry

nodejs-react Stack with React 17
DefaultDevfileRegistry

nodejs-svelte Stack with Svelte 3
DefaultDevfileRegistry

nodejs-vue Stack with Vue 3
DefaultDevfileRegistry

php-laravel Stack with Laravel 8
DefaultDevfileRegistry

python Python Stack with Python 3.7
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DefaultDevfileRegistry
python-django Python3.7 with Django
DefaultDevfileRegistry

3.2.4. odo T®D Telemetry

odo &, ARL—FT 4 VI RFTLDXAN) X, RAM, CPU, O7#. odo/N\—Y 3>, T5—,
I/ K. 8L P odo AY Y RDRT ETIIHMIDZEMEZSE. FEAZICEAT2HEREZINEL Z
-g_o

odo preference A< > RA&fEA L T Telemetry DEAFEALEETEE T,
e odo preference set ConsentTelemetry true (& Telemetry Z3&&E L £ 9,
e odo preference unset ConsentTelemetry (& Telemetry Z#3E L £ 9,

e odo preference view (FIRTEDHREER T LE T,

33.0DODA YA ~—Ib

odoCLI &, N4 F+)—%4FD>O—KLT, Linux. Windows, F7lE macOSIZA VA M—ILTEZE
9, F7/2. odo & oc DEAHD/NA F+ 1) —%fEH L T, OpenShift Container Platform 7 5 24 — & &t
£59 % OpenShift VS Code ILhaRIERER 1 VY A M—IL T B2 & EHTEX X T, RedHat Enterprise
Linux(RHEL) M#%&. odoCLIZRPM & LTA VA RMN—)ILTEET,

pat-la
REERTIX, odo xRy NT—IDFHIRINEBETDA VA MN—=ILEYR—KFLTW
Tt A

3.3.1.odo D Linux ~DA4 A =)L

odoCLI ZNNAF 1)=& LTH o O—RTE, UTEECEROARL—FT A VIVRATFLELY
F—FF O Fv—Dtarball E L TH¥ I YO—RTEZXT,

ARV—TFTA VI RT A NAFY— Tarball
Linux odo-linux-amd64 odo-linux-amd64.tar.gz
Linux on IBM Power odo-linux-ppc64le odo-linux-
ppc64le.tar.gz
Linux on IBM Z & & U LinuxONE odo-linux-s390x odo-linux-s390x.tar.gz
FIg

L AVFoIYT =0z IIBEL, ARL—FT A VIV RTABLIOT7T—FFTFI9Fv—ICHEL
72740V oyO—RKLET,

o NAMF+)—%FHO0—-—RTBHFEIX. IhEodoICEELZET,
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$ curl -L https://developers.redhat.com/content-gateway/rest/mirror/pub/openshift-
v4/clients/odo/latest/odo-linux-amd6é4 -o odo

o tarball #4 o >vO—KR¥3EFEIF. NMFT)—%BREALZT,

$ curl -L https://developers.redhat.com/content-gateway/rest/mirror/pub/openshift-
v4/clients/odo/latest/odo-linux-amd64.tar.gz -o odo.tar.gz
$ tar xvzf odo.tar.gz

2. NAF)—DNR—IwavaZTBELET,
I $ chmod +x <filename>

3.odo/N1F)—%, PATHICHZDT4 LI M) —ICBREBELZFT,
PATH Z2#52 9 %ICld, UTFDITY FZRITLEYS,

I $ echo $PATH
4, odo BNV AT ATHBEAREICAR>TWRZ EAEERLET,

I $ odo version

3.3.2. odo ® Windows ~D A > A b—JL

Windows Fi@Dodo CLI i&, N1 ) =L T7—h4T7&LTHF o rO—RTEZXT,

ARL—FT 4 VI AT A NR"AFY— Tarball
Windows odo-windows- odo-windows-
amd64.exe amd64.exe.zip
Flg

L ATy sr—hoxzA4 IIBHL, BUR 774 ESYooO—-—KLET,
o NAMF+)—%FHO0—RFTBHFEIX &LEi%* odo.exe ICEEL XY,

o T—HATHESNYYO—RTBFESIE. ZIP 7OV SLTNAF ) —%2REBEL. dal%E
odo.exe ICEEL 7,

2. odo.exe /N1 F+1)—% PATH I ICH B T4 LU N)—ICBELFT,
PATH ##52 9 21k, OV R7AVy M2V TUTOaAY Y REERITLET,

I C:\> path
3. 0do WY AT ATHEAREICA>TWEZ EAERALET,
I C:\> odo version

3.3.3.0do D macOS ~D1 VA M—JL
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https://developers.redhat.com/content-gateway/rest/mirror/pub/openshift-v4/clients/odo/latest/odo-windows-amd64.exe.zip
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macOS M odo CLI I, N F ) —ELWtarball & LTH¥ o O—RTXZET,

ARL—FT 4 VI AT A NRAFY— Tarball
macOS odo-darwin-amd64 odo-darwin-
amd64.tar.gz
Flg

LAY sr—hoxA IIBHL, BUR 774 EF 20— KLET,
o NAMF+)—%FHO0—-—RTDHFEIX. IhExodoICEELZET,

$ curl -L https://developers.redhat.com/content-gateway/rest/mirror/pub/openshift-
vé/clients/odo/latest/odo-darwin-amdé4 -o odo

o tarball #4o>vO—RK¥35FEIF. XM FT)—%2BREALZXT,

$ curl -L https://developers.redhat.com/content-gateway/rest/mirror/pub/openshift-
vé/clients/odo/latest/odo-darwin-amd64.tar.gz -o odo.tar.gz
$ tar xvzf odo.tar.gz

2. N4 F)—DNRN—3IyvoavaETELET,
I # chmod +x odo

3.odo/N1F+)—%, PATHICHZDT4 LI M) —ICBRELZFT,
PATH 2529 5 IClE, UTFOITY FZRITLES,

I $ echo $PATH
4, odo BV AT ATHBEAREICAR>TWRZ EAERLET,

I $ odo version

3.3.4.0do ® VS Code ~DA VA M—)b

OpenShift VS Code #:5k I&. odo & oc /N1 F ) —DM 7 % f#EF L T OpenShift Container Platform %
TRY—ERELET, INODOHEEEMEHAT %IIE. OpenShift VS Code #i5k % VS Code IC1 > R
I\ _)l/ l./ i -a_o

AR

o VSCode NI VAM—ILINTWDBZ &,

FE
1. VSCode ZE 9,

2. Ctrl+P T VS Code Quick Open %281 L £ 7
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3UToav Y REAALET,

I $ ext install redhat.vscode-openshift-connector

3.3.5.RPM % {#f L 7= odo M Red Hat Enterprise Linux(RHEL) ~D 4 ¥ X b —JL

Red Hat Enterprise Linux(RHEL) ®35&. odoCLIZRPM & LTA YA M—ILTEXT,
FI&
1. Red Hat Subscription Manager IZ&8 L £,
I # subscription-manager register
2. BRHOY TRV ) Toavy—49TILLET,
I # subscription-manager refresh
3. FAEREAY TRV ) FoavaE—BRRLET,
I # subscription-manager list --available --matches “OpenShift Developer Tools and Services™*'

4. BRIOIY Y ROHEAT, OpenShift Container Platform %724 1) 7> 3 > ® Pool ID
T74—ILRERDIF, ThEBEHRINLIATLAICEYETET,

I # subscription-manager attach --pool=<pool_id>
5 odo CTWERYRI N —EBMICLET,

I # subscription-manager repos --enable="ocp-tools-4.9-for-rhel-8-x86_64-rpms"
6. odo/N\y—I%AVAR—=ILLET,

I # yum install odo
7. odo 'Y 27 LTHIAHREICR>TWS I E &AL ET,

I $ odo version

3.4.0DOCLI D& FE

odo D/ O—/N)LEREIE. T 7 4 )V T $HOME/.odo 71 L ¥ b 1) —IZ#H % preference.yaml 7 7 1
WICHYFT,

GLOBALODOCONFIG Z# % T R R— k LT, preference.yaml 7 7 1 JLICRIDIGFI%ZFRETE &
ER

3.4.1. IREDFREDRT

UFnavwy FzEAL T, WED odoCLIREZRTCEET,

97



OpenShift Container Platform 4.8 CLI 'Y —JU

I $ odo preference view

7651

PARAMETER CURRENT_VALUE
UpdateNotification

NamePrefix

Timeout

BuildTimeout

PushTimeout

Ephemeral

ConsentTelemetry  true

3.42. [EDRE
K%

LTIy REFERAL T, preference ¥F—DEXFRZRETZET,

I $ odo preference set <key> <value>

% o
BEF—RBAXFENFZXR LI EA,

m -l N
I $ odo preference set updatenotification false

7651

I Global preference was successfully updated

3.4.3. {[EDEREREIR

DFoa<wy RE@FEHAL T, preference ¥F—DEDRE.EMRTEE T,

I $ odo preference unset <key>

% -
- 757 AL THEZEKTEEY,

a< Y KoM

$ odo preference unset updatenotification
? Do you want to unset updatenatification in the preference (y/N) y

=Pl

I Global preference was successfully updated
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3.4.4. preference ¥ —MDxX

LIFDF*KIE. odo CLI D preference ¥ —% & ET 2LOICFERATE 24T avaRLTVWET,

preference ¥— Bl F74I ME

UpdateNotificati odo #E#H T 2@ ERTTHMNEIDZHIEL 7, True

on

NamePrefix odo VY —Z2DF 7 #)V N REBEHAZRELE T, fl: WEDT4 LY b
component ¥ 7 (3 storage. ) —%

YALT N Kubernetes H—/NN—$E{F v VDY A4 LTI K, 17

BuildTimeout gtIAVR—XV MNDEILRDPRETTEETDYAILT IR, 300 #

PushTimeout AVER—XV MO EHNTDETHEETDIMLT IR, 240

—BRANL—Y Y —20— R&RET B7HICodo A*emptyDir K 2 —4A%  True
ERTBNEIDEFIFLE T,

ConsentTelemet odoA*21—H—®dodo ODFERAD/HIC Telemetry Z#IRETE 2 False
ry NEIDEFIEL XTI,

345 77 AINEIINY—V HERT S

7TV =3 DI—bT 1LY MY —IlH D .odoignore 7 7 A ILEEBE LT, BETZ 7711
FRENRYI—VD—EEZRETETET, Zhik. odo push & LU odo watch DFEAIERINZE T,

.odoignore 7 7 1 LD FE LBAWIHE, RED 7 7MLV BLV 74 NI —%5BEATELDIC
.gitignore 7 7 1 LMD Y ICERAINFE T,

Git 774, JSILRFDOHZ 7 74ILB LV T+ IV — tests |1 J 51CI&. LLF% .odoignore
F7zI& .gitignore 7 7 1 LDOWTINIEBIMLE T,

.git
*.js
tests/

.odoignore 7 7 1 JLIE T RTD glob RILZFFAL X,
35.0DOCLIYV 77 L >VRA

3.5.1. odo build-images

odo (F Dockerfile ICEDWTOAVTFFHF—AX—VBEILRL, ZROHEDAA—JHLIRANY—IITY
Ya1TEEY,

odo build-images I~ >~ R%%£179 % &. odo |E image ¥ 1 7T devfile.yaml AD T RTDI >
R—RV MEBREBELFET, UTICHIZRLET,
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components:
- image:
imageName: quay.io/myusername/myimage
dockerfile:
uri: ./Dockerfile @)
buildContext: ${PROJECTS_ROOT} 9
name: component-built-from-dockerfile

ﬂ uri 7 1 —JU K&, devfileyaml 2274 LY M) — & DEETHEA Y % Dockerfile DHEXF/ SR
ERLET, devfile t#kiF uri X HTTPURL TH B AIEEMDH B &R LETH. ZDFEIE
odo TIRHRELEHR—PINTULEHA,

@ buildContext i, ENFIVFXFIMELTHEATNBTALY M) —ERLET. 7740
&% ${PROJECTS_ROOT} T,
BAXA—=I VK=Y MMIDWT, odo I podman % 7-|Z docker (ZDIEF TR AICEON>7%E
D) #ER1TL. BEIN/ Dockerfile, EJLRAVTFHFRN, BLUVBIBMTAI A=V EEILRNLET,

—push 75 7HAT Y RIEIND &, A X—VIFEIRBICLYRAN)—IZTyoadhET,

3.5.2. odo catalog
odo (IR%4% Hh40OJ 2FRALTAVR—RUY MBSV H—ER 27T 7O/ LFT,

3521 avR—xV b

odo [IFHERIBEAR devfile R AFERA L CIVAR— Y b ERBRARLET, IFIF R devfile LIR K
)—ICEHL T, SEXFREESLIPTIL—LT—IDdevfle ¥ vO—RTEXT, FHiM

I&. odoregistry ZSBR LTI,

35211 AV R—RY hD—EXRR

ERBLYZKMN)—THATBRER devfile D—EBZRTIBICIE, UFOITY FERITLES,

I $ odo catalog list components

A6
NAME DESCRIPTION REGISTRY
go Stack with the latest Go version  DefaultDevfileRegistry
java-maven Upstream Maven and OpenJDK 11 DefaultDevfileRegistry
nodejs Stack with Node.js 14 DefaultDevfileRegistry
php-laravel  Stack with Laravel 8 DefaultDevfileRegistry
python Python Stack with Python 3.7 DefaultDevfileRegistry

[..]

3.5.212. AVR—F Y MIET 2 BEHROEE
BENDIAVR—RY MIETHMBRZRSTSICIE. UTFTOOATY Y RERITLET,

I $ odo catalog describe component
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fEZIE, WTFOOY Y RAERITLET,
I $ odo catalog describe component nodejs

7651

* Registry: DefaultDevfileRegistry ﬂ

Starter Projects: 9
name: nodejs-starter
attributes: {}
description: ™"
subdir: "
projectsource:
sourcetype: ""
git:
gitlikeprojectsource:
commonprojectsource: {}
checkoutfrom: null
remotes:
origin: https://github.com/odo-devfiles/nodejs-ex.qgit
zip: null
custom: null

ﬂ Registry (&, devfile DEGTOL YA M) —TT,
Starter projects £, devfile DRAILEEH LV TIL—LT7—2IlH2H>TNTOV I MTT,
Zhid, MOV LI NORENICHIEET,

A= —TOTzy DS TOVY MEERT B AHEICDOWVWTIL, odocreate 2R L T X
Uy,

3.5.22.%—EX

odo (& Operator #f|HL T Y—EX #7704 TX £7,

odo Tl&. Operator Lifecycle Manager Z#FIf L T7 704 I/ Operator DHHNHYR— b Ih &
ER

35221 —EXD—EBRR

FIFETBEA: Operator BL VTN S DEAEY —EX A —EBRTT 2ICIE. UTFTOaAY Y RERTLE
ER

I $ odo catalog list services

=Pl

Services available through Operators

NAME CRDs
postgresql-operator.v0.1.1 Backup, Database
redis-operator.v0.8.0 RedisCluster, Redis
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ZDBITIE, 2 DD Operator 'Y T A —IZA4 Y A M—ILI N F T, postgresql-operator.v0.1.1
Operator &, PostgreSQL ICE3E ¢ %4 —E X:Backup & Database #7701 L9, redis-
operator.v0.8.0 Operator |&. RedisCluster & & U* Redis ICBIET 2 —EX 27704 LT,

= 1o

M A EIBE/A Operator D—E%#ES Y 5 ICIE. odo |E Succeeded 7 = —XILHBIHWED
namespace ® ClusterServiceVersion (CSV) )V —ZXEZBMEBLEF T, V5 XA —2FD
7Vt R%&EYR—NF 2 Operator DIHZE. ## namespace BMEKINDE, ThHdD
)Y —ZNZNICEEIMISENINE T, 7272 L. Succeeded 7 T —XIZA S X TICH
BADDBIBEDLHY TTH, odold!) Y —ANEMREICLZFTRO—E%ART A
BEMEDSHY T,

3.5.222. H—EXDKRE

F—TJ7— N TRHEDOY—ERZRFTBHICE. LTFTOAYY RZEETLET,

I $ odo catalog search service

& Z I, PostgreSQL H—ERZBET 5IC1E. UTFOATY REETFTLET,

I $ odo catalog search service postgres

7651

Services available through Operators
NAME CRDs
postgresql-operator.v0.1.1  Backup, Database

MBEINLF—T7— REZFNICET Operator D—EHMNRRIINZET,

3.5.223. H—ERICET B BFHROEE

BEDOY—EXICET 2FMERENET2ICIE. UTOATYY RZRTLET,
I $ odo catalog describe service

UFICHZERLET,

I $ odo catalog describe service postgresql-operator.v0.1.1/Database

7651

KIND: Database
VERSION: vialphat

DESCRIPTION:
Database is the Schema for the the Database Database API

FIELDS:
awsAccessKeyld (string)
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AWS S3 accessKey/token ID

Key ID of AWS S3 storage. Default Value: nil Required to create the Secret
with the data to allow send the backup files to AWS S3 storage.

[..]

H—E X, CustomResourceDefinition (CRD) )V —RICL > TIZ R —IIKRTFINET, AIOD
<> Ki&, kind, version, CDHRY LYY —ADA VAR VA ERT DLOIFEFRATEET7 14—
JWRDY R M2 &, CRDICEET 2R~ LET,

74 —I)LRD—EIL, CRDICEEN S OpenAPI AF—I M OHHINET, ZDERIECRD TH

2avThY., BELRWVWIEEIE. Y—EX %KY ClusterServiceVersion (CSV) 1) YV —ZX M SHIH X
nEy,

CRD # 4 7DIEHREI/EE T I, Operator MY R— M FE2H—ERDFRBEERTEIEETEE
9, CRD D7R\WY T X4 —T Redis Operator Z52ih g 2 (CI&, LTFDAYY REZERITLET,

I $ odo catalog describe service redis-operator.v0.8.0

=Pl

NAME: redis-operator.v0.8.0
DESCRIPTION:

A Golang based redis operator that will make/oversee Redis
standalone/cluster mode setup on top of the Kubernetes. It can create a
redis cluster setup with best practices on Cloud as well as the Bare metal
environment. Also, it provides an in-built monitoring capability using

... (cut short for beverity)

Logging Operator is licensed under [Apache License, Version
2.0](https://github.com/OT-CONTAINER-KIT/redis-operator/blob/master/LICENSE)

CRDs:
NAME DESCRIPTION
RedisCluster Redis Cluster
Redis Redis

3.5.3. odo create

odo | devfile R L TCIVAR—R Y FDEREEFRFL. AL —UPH—ERREDIVR—RY
RDYY—R%EEHRLET, odocreate AX Y RIFZD 774 ILEEKRLET,

3531 3VR—Y NDIERK

BEO7OY Y b devfile # ER 5101k, VA=Y NDERIEY A 7 (F& ZIE. nodejs
F7ld go) #¥EEL Todocreate ¥ RAETL X,

I odo create nodejs mynodejs

ZDOBITIE. nodejsiET Y R—F> KDY A 7T, mynodejs I odo WMEKT HAVER—FY hDK
AT,
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F5S
HR—FMINZITRTOAVR—RY "I TO—EICDWTIE. 37~ K odo
catalog list components #3£1TL 9,

Y—ZAOA—RKHPBREDTA LI N —ICHEET 25EIE. ~context 75 V& FEHALT/ARAEETE
F9., EZIE nodejs AVR—F Y FDY—RADRIEDEET 1« L U M) — EFERBIIC node-
backend &\ D 7 A LY —ICH BHFEIE. UTFOIY Y REEITLET,

I odo create nodejs mynodejs --context ./node-backend

--context 7 5 /13, AN/ BE LT/ RAEHR—-MNLET,
AVR=—RV I TTOMINZ OV NELET TV r—2 a3 v &I8ET Ik, --project 7

STBLV--app 757 AFERALE T, & xIE. backend 7O TV NAD myapp 7 71) D—EBT
HBAVR—FV MNEERT BICIE, ROAYY REETLET,

I odo create nodejs --app myapp --project backend

paat-la
INLDI7SITDEBEINTVWARWGE, TI7ANNITITaTRT7TIVr—> 3y
&L 7OVI I MIREINET,

3532 249—4—7Ovzy k

BEDOY —XO— KPR, devfile BLVTAVR— Y NERFEICHEBIEIVLELHDHBEIF. R

Yy—H—Ovzy MNEFRLET, RY—49—JO0V ) hNEFHET BICIE, --starter 75 7 % odo
create I~ Y RITEML 9,

AVR—RV N4 TORBEATRERRY—9—T O I hO—E%AKTT 5ICIL. odo catalog

describe component Y Y RAEETLE T, & ZIE nodejs AVR—XV N9 4 TOFEREERR
H—4—TOV ) Mg RTWBISICIE. UTFOITY REERTLET,

I odo catalog describe component nodejs
JRIC. odocreate ¥ KT --starter 75 V&AL THERTOV I MEBELE T,

I odo create nodejs --starter nodejs-starter

ZhickY, BIRLAZOVER—FY M4 T (ZDHFITIE nodejs) ICTHIET 20> TILTr TL— B
Fova—RKRIhzxEd, v7L—ME BEDTaA LY M) —F7lL —-context 75/ THREI N
BRTICY o vO—RIhEd, R9—9—7OV Y MIRBE®D devfile BB Z3HE. T D devfile (ER
Binzxd,

3.5.3.3. E5 77D devfile DFEFE
BE1ZD devfile hSEFMAVR—R VY NEERR T 235513, --devfile 75 7 % {EF L T devfile ~D/YR

HIELTEITTEET, & AE GitHub @ devfile ICEDWT mynodejs & W) AV R—X Y M
ERT ICIE. LFOOIX Y REFERALES,

odo create mynodejs --devfile https://raw.githubusercontent.com/odo-
devfiles/registry/master/devfiles/nodejs/devfile.yaml
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3534. 19595714 TiER

odocreate AV Y RAENMEMICETL T, AVAR—RY NOEMRICKHELRFIEAHA RTE2EEHTE
i’g—o

$ odo create

? Which devfile component type do you wish to create go

? What do you wish to name the new devfile component go-api

? What project do you want the devfile component to be created in default
Devfile Object Validation

v Checking devfile existence [164258ns]

v Creating a devfile component from registry: DefaultDevfileRegistry [246051ns]
Validation

v Validating if devfile name is correct [92255ns]

? Do you want to download a starter project Yes

Starter Project
v Downloading starter project go-starter from https://github.com/devfile-samples/devfile-stack-go.qgit
[429ms]

Please use odo push command to create the component with source deployed

QYK=Y DAVR—RV NI4T, &Rl L0 TOV I NERBRLEFT, RY—49—70O
VIV RNEYIVO—RTENEINEBIRTEZIEETEET, 87 LS, # L L devfile.yaml
T7AIDMEET 4 LY M) —ICERINE T,

INLDY)Y—R%&VSRY—ICF7O14F5ICI1E, odopushIY Y RERITLET,

3.5.4. odo delete

ododelete A7V Kit, odo ICL > TEBEIND )Y —RAHIKRTDIDICEIBET,

3.5.4.1 v KR—%Y MDYk

devfile OV R—R Y M&HIBRT 5ICIE. ododelete I¥ Y REETLET,

I $ odo delete

AVKR—ZX VI ISRI—ICTyoaINTWBES, AVR—XY MIKETZIRAMNL—J,
URL, ¥—2 L vy b, BOYY—REHICHVSRI—DSHIKRINET, AVR—FV M Ty oo
NTUWAWEES., ATV RIEISRAYI—D)Y —ZAPBRETERI LI EARTIS—AH L TRKRT
LEY,

HERERAELRT I, F7S5 7 F L force 75V FRALEFT,

3.5.4.2. devfile Kubernetes AV R—X >V NOF7rF 704

odo deploy T7 701 XN/ devfile Kubernetes AV R—R Y &7 F 7049 %Ik, --deploy
75 7%¥EELTCododelete ¥ REERITLET,

I $ odo delete --deploy
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REMALRT BICE, F75 7 F i ~force 755 FHLET,

3.5.4.3. R TCHIFR

DLTOEBEZELIRTDT7—T14 7770 NHIBRT BICIE, --all 757 %38%E L T odo delete O <
YREEITLET,

e devfile IV R—%> b

e ododeploy A7 F%fERA L TF 704 Ihi devfile Kubernetes AV R—R > b
o devfile

o O—NIEE

I $ odo delete --all

35.44.FATRERT ST

-f, --force
D777 %A CHERERZERELET,
-w, --wait

D7V FRALT, AVAR—RV MBLCKERRIVEIBRINZIOEFELET, D737
. 77O BICidEL A

CommonFlags 75 7ICET 2 RF¥a XY MTlE, OX Y RTHEATRER T S 7 OEMIBRI|REI N
TWET,

3.5.5. odo deploy

odo 2T 5&, CYCD VAT ALAARMFALTIAVAR—RY NETTOA4TBAEFERKIC, JVKR—
XY MNETFTIOAMTEZY, £, odoldAVFF—A A=Y EEILRLTHS, AVER—RV MDFT
704 ICHER Kubernetes )YV —2R&F 704 LET,

J< > KN odo deploy 232179 % &. odo |& devfile T kind deploy D77 #JL b Y RE®RFRL., X
TOAX Y REETFTLET, ZDY A1 TD deploy i&. /X— 3> 22.0 LIED devfile R THR— b
INFET,

deploy A7 KiZ@E., W< DA D #A IYY RTHREINE #5 IY VY RTY,

o BAXNBL, FTOAFHAVTF—DA A—VAWEL, ThAELYZMY—KTyva
¥ %image IV R—% Y hEBETZITUR,

o Kubernetes AViR—X% v h 2#BB4T2I7 Y NIk, EBHINS EY S RY—IC Kubernetes 1)
V—REFEHRLET,

LIF D devfileyaml 7 7 1 JLDH Y FIVTIE, AV TF—AA=JIFT1L I MNI—ILH B
Dockerfile #FFH L TCEIL RINFEFT, 1 A—JRLIARN)—=ICTvyoadIh, ZOFRICEILRE
N4 X =Y %FAL T Kubernetes Deployment ) V=NV S A9 —ITERINE T,

schemaVersion: 2.2.0

[.-]
variables:
CONTAINER_IMAGE: quay.io/phmartin/myimage

106


https://devfile.io/docs/devfile/2.2.0/user-guide/adding-kubernetes-component-to-a-devfile.html

853% DEVELOPER CLI (ODO)

commands:
- id: build-image
apply:
component: outerloop-build
- id: deployk8s
apply:
component: outerloop-deploy
- id: deploy
composite:
commands:
- build-image
- deployk8s
group:
kind: deploy
isDefault: true
components:
- name: outerloop-build
image:
imageName: "{{CONTAINER_IMAGE}}"
dockerfile:
uri: ./Dockerfile
buildContext: ${PROJECTS_ROOT}
- name: outerloop-deploy
kubernetes:
inlined: |
kind: Deployment
apiVersion: apps/vi
metadata:
name: my-component
spec:
replicas: 1
selector:
matchLabels:
app: node-app
template:
metadata:
labels:
app: node-app
spec:
containers:
- hame: main
image: {{CONTAINER_IMAGE}}

3.5.6. odo link

odo link ¥ > K, odo JVR—XY k% Operator B’ R— 2 H—EXF7/ILHD odo IV
R—=X VMDY IFT2DIC/IEET, Nk Service Binding Operator 2R L TITWE ., RS
=T, odo [IMNELMEEAERIRT 5720IC Operator BATIE7% <. Service Binding 54 73 ") —%f&
ALZEY,

356.1L&@Y VAT ay
odo (&, AV R—=RY h%& Operator ’Y R—MNFT2H—EXFLIERHD odo AV R—RV MY VY

THEODEBOA T avERBLET, ThodATYay (FLET737)IEIART, AVER—%
VhEH—ERIZI VI TZHBETE, OIVR—XV M) VI T25ETEHEATEET,
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3.5.6.1.1. 7 7 # )L NEI{E

T7#IMTIE, odolink Ax > KiZ, JVR—RV b7 1 L2 M) —IC kubernetes/ &\ D ZHETD
TALI M) —%ERL, TIIIH—EREY VVICETZER(YAMLYZ 7z AN 2RELE
9, odopush 2FHT 5 &, odoldINHDY =7 A M% Kubernetes 7 5 A9 —LDYY—D
RREEEEL, I —HY—DPHEELATDE—RTELIICN) Y —REER. BHE, FLEBETILE
NHaHLEILEHBTL X,

3.5.6.1.2. —inlined 7 5 7

odo link A< > KIZ --inlined 7 5 7/ % EJ % &. odolL. kubernetes/ 741 L7 K )—DTFICT 7
AIVEERT Z2RDYICL, VY IBREIAVR—FV T 1L I M) —O devfileyaml (21 V54 VT
RELZXT, —inlined 75 7 DEEIX. odo link & &£ U odo service create I~ >~ ROMATLTWL
9, D73 7E. IRTHE—O devfile.yaml ICEREFEINTWBFEICENTY, AVER—V b
FICETT 5% odo link & £ U odo service create 1< > KT —inlined 7S5 7 A EHA3T5DAaE 2T
BLLMEIHYZET,

3.5.6.1.3.-map 757

BEICEL>TIE, 774 MTHETEZHABRICMAT, AVR—XVYMINMI YTV JTEREI S
IBMT 2MENHDIBELPHYET, LA AVER—IRV MNEH—ERICY VI LTWVWT, H—
E R DRk (X DER) B S DIEHRZ /N1~ RLEEWEEIE. -map 7772 FHTEZET, odold. Y
VIOINTWEBY—ERFZIXAVR—XY MOARRICH L THRIEFAETLAWVWC EICEELTLES
We TDT7S5TDERIE. KubernetesYAML Y Z7 T XA NDERICEBNZBBICOAHERINE T,
3.5.6.1.4.--bind-as-files 7 5 '

CNETICHBALETARTDY Y IA T2 aviIiiDWT, odo NS VT4 v IERABIEETHELT
AVER—XXY MNIBEBALET, COBEHRETZ774ILELTY I Y N B5E1E. --bind-as-files 75 7
EHEATEZFYT, THICLY., odol3NAI VT4 Vv IIERE T 74 I ELTIAVER—RY D Pod B
@ /bindings DHBFTICHEALE T, REZHO ) A4 &t L T, -bind-as-files 2 AT % &,

T77ANEF—ICERATERNMTIT O, ThoDF—DEIFINLOT7 74OV FTUYELT
REINFT,

3.5.6.2. 7l

3.5.6.2.1. 77 #JL b D odo link

UFOHFITIE, Ny Ty RIAVKR—FY METT7 4L hD odo link 3~ > K% f#H L T PostgreSQL
H—ERIC)VIINTWET, NI IV RAVR—XVMNTWE, AVR—FXY MNBLTH—ERN
PSR —ICTyoaINTWBIEEHELET,

I $ odo list

=Pl

APP  NAME PROJECT  TYPE STATE MANAGED BY ODO
app backend myproject spring Pushed Yes

I $ odo service list

=Pl

108



853% DEVELOPER CLI (ODO)

NAME MANAGED BY ODO STATE AGE
PostgresCluster/hippo  Yes (backend)  Pushed 59m4is

ZZT, odolink #{TL TNy I TV FOAVR—FY M PostgreSQL H—ERICY V7 LET,
I $ odo link PostgresCluster/hippo

7651

v Successfully created link between component "backend" and service "PostgresCluster/hippo”

To apply the link, please use "odo push’

JRIC. odo push #3217 L T Kubernetes 7 5 2% —IZ) Vv 2 #ER L E T,
odo push ICEINT 2 &, LLTFDL D AHERNRIINET,

LNy YTV RAVE—RV MIE2TFFOA4EINET7T)r—2a VD URL 2B &, T—
HAR—ZHND ToDO 7A T LD AMDRRINZET, 7z& AL, odourllista~v> RDOHEH
TlE. todos PEEHINTWBNRANEZEFNF T,

I $ odo url list

=Pl

Found the following URLs for component backend
NAME STATE URL PORT SECURE KIND
8080-tcp Pushed http://8080-tcp.192.168.39.112.nip.io 8080 false ingress

URL @DIE L W/ R (E http:;//8080-tcp.192.168.39.112.nip.io/api/vl/todos IC/ Y £ 94, URL 1&5%
EICFE>TERYET, Tk, BMLAWRY F—4X—2Z(TJ todo A7 b, URL ICZE
DISONATL 2V RHBRRINBZGEDNHD I EICEFELTLEIN,

2. backend AV R—RY MIA VY29 hENB Postgres t—ERICEAETZ2NN1 VT 1V J1E
WAEMRTEZET, TONM YTV IBERIE, T74INTREZHELTHEAINET,
Ny IV RAVR=FYMDT14 LY ) —5D5 ododescribe v REFHALTIN%E
WEETEET,

I $ odo describe

H 1

Component Name: backend
Type: spring
Environment Variables:

- PROJECTS_ROOT=/projects

- PROJECT_SOURCE=/projects

- DEBUG_PORT=5858
Storage:

- m2 of size 3Gi mounted to /home/user/.m2
URLs:

- http://8080-tcp.192.168.39.112.nip.io exposed via 8080
Linked Services:
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- PostgresCluster/hippo
Environment Variables:
- POSTGRESCLUSTER_PGBOUNCER-EMPTY
- POSTGRESCLUSTER_PGBOUNCER.INI
- POSTGRESCLUSTER_ROOT.CRT
- POSTGRESCLUSTER_VERIFIER
- POSTGRESCLUSTER_ID_ECDSA
- POSTGRESCLUSTER_PGBOUNCER-VERIFIER
- POSTGRESCLUSTER_TLS.CRT
- POSTGRESCLUSTER_PGBOUNCER-URI
- POSTGRESCLUSTER_PATRONI.CRT-COMBINED
- POSTGRESCLUSTER_USER
* pglmage
* pgVersion
- POSTGRESCLUSTER_CLUSTERIP
- POSTGRESCLUSTER_HOST
- POSTGRESCLUSTER_PGBACKREST_REPO.CONF
- POSTGRESCLUSTER_PGBOUNCER-USERS.TXT
- POSTGRESCLUSTER_SSH_CONFIG
- POSTGRESCLUSTER_TLS.KEY
- POSTGRESCLUSTER_CONFIG-HASH
- POSTGRESCLUSTER_PASSWORD
- POSTGRESCLUSTER_PATRONI.CA-ROOTS
- POSTGRESCLUSTER_DBNAME
- POSTGRESCLUSTER_PGBOUNCER-PASSWORD
- POSTGRESCLUSTER_SSHD_CONFIG
- POSTGRESCLUSTER_PGBOUNCER-FRONTEND.KEY
- POSTGRESCLUSTER_PGBACKREST_INSTANCE.CONF
- POSTGRESCLUSTER_PGBOUNCER-FRONTEND.CA-ROOTS
- POSTGRESCLUSTER_PGBOUNCER-HOST
- POSTGRESCLUSTER_PORT
- POSTGRESCLUSTER_ROOT.KEY
- POSTGRESCLUSTER_SSH_KNOWN_HOSTS
- POSTGRESCLUSTER_URI
- POSTGRESCLUSTER_PATRONI.YAML
- POSTGRESCLUSTER_DNS.CRT
- POSTGRESCLUSTER_DNS.KEY
- POSTGRESCLUSTER_ID_ECDSA.PUB
- POSTGRESCLUSTER_PGBOUNCER-FRONTEND.CRT
- POSTGRESCLUSTER_PGBOUNCER-PORT
- POSTGRESCLUSTER_CA.CRT

INSOEHO—EIE, Ny VIV RIVER—XV D
src/main/resources/application.properties 7 7 1 L CER I N % 7. JavaSpringBoot 77
7)) r—> 3 >E PostgreSQL T— A R—ZAY—ERILEKTEET,

3. &EIC, odo XNy VTV ROVKR—XY MDFT 4 L% M) —IC Kubernetes/ EW D54 L 4
M) —%ERRLELZ. CDTALI MN)—=IZIERODT7 74 IDBEFNTVWET,

$ Is kubernetes
odo-service-backend-postgrescluster-hippo.yaml odo-service-hippo.yaml

INSDT7AIVICIE, RD2DD) YV —ADIEHR (YAMLY =7z A M AEFNTVET,

a. odo-service-hippo.yaml-odo service create: odo service create --from-file
../postgrescluster.yaml 3 ~v > K& L THEK I N7z Postgres 7 —E X,
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b. odo-service-backend-PostgresCluster-hippo.yaml-odolink: odo link A< > K= L
THEHRINE )Y,

3.5.6.2.2. --inlined 7 5 ¥ T® odo link D{EMA

odolink Y RT —inlined 75 7% FE325 &, MDA VT4 v JBEREBBATZEVNDI TS
JRLICodolink Y RERUSIRDAHY £9, 7z72L. LEDIHFEIE. kubernetes/ 71 L 7 b
)—IZ2DDYZT AN T 7AUDHY 9, 1DId Postgres t—EZFHT. £ 1DId backend O
VIR—RXV MNEZDY—EREDY) VY VHATY, 7=7ZL. -inlined 757 %EY &, odo I
kubernetes/ 74 L7 h ) —DTFICYAMLY Z 7z A MNERETE 7 71 L EERE T, devfile.yaml
T77A4WICA VY SA4AVTHREFLET,

INERT BITIE. ®AIC PostgreSQL H—EXNSIVR—RV N2 Y VY IBBRLET,
I $ odo unlink PostgresCluster/hippo

H 1

v Successfully unlinked component "backend" from service "PostgresCluster/hippo”

To apply the changes, please use "odo push’

PSR —TENL%E) VU 3ITIE. odopush #E1TL 9., kubernetes/ 71 L 7 M) —AKRE
T2E 120774 IVDHIDNRRIINET,

$ Is kubernetes
odo-service-hippo.yaml

RIC, —inlined 757 %EHALTY V752K LET,

I $ odo link PostgresCluster/hippo --inlined

H 1

v Successfully created link between component "backend" and service "PostgresCluster/hippo”

To apply the link, please use "odo push’

—inlined 7 5 7 28T 5FIERE. VT RI—TERINZ Y VI %ZEET 57HIC odo push %3
TT2RELHY £T, odo (FEXTE% devfileyaml ILRELEF T, COT7 74 INICULTOLS T Y
N)—HDKRRINET,

kubernetes:
inlined: |
apiVersion: binding.operators.coreos.com/vialphai
kind: ServiceBinding
metadata:
creationTimestamp: null
name: backend-postgrescluster-hippo
spec:
application:
group: apps
name: backend-app

m
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resource: deployments
version: v1
bindAsFiles: false
detectBindingResources: true
services:
- group: postgres-operator.crunchydata.com
id: hippo
kind: PostgresCluster
name: hippo
version: vibetal
status:
secret: ™"
name: backend-postgrescluster-hippo

odo unlink PostgresCluster/hippo %= 3179 515412, odo (& F § devfile.yaml 15 ) ¥ V153 % H
BRL. %D odopush (37 TR -0 ) VI &HIRT BLDICRY F L,

35623. ARSI LNA VT4 VY

odolink &, ARYLNA VT4V TEREIVR—XV MIBATEIEDTES 757 ~-map %
ZHFANET, TOLIB/NI VT4V JBERIF. IVR—FKVMIIYILTWEYY—2DT=
TJTZAMDSEBINET, £ExE Ny VIV RIVR—FY MB LV PostgreSQL H—E XD
YT F XA MTIE, PostgreSQL H—E XD~ =7 = X ; postgrescluster.yaml 7 7 1 LD 5 DIFHR %=
Ny IV RAVR=—RVMIFEATDEIENTEET,

PostgresCluster %+ — E 2 D& HIA* hippo (% 721 PostgresCluster % —E XD ZRIN R B IHE T

odo service list DH 1) DIiFE. D YAML EFEHN S postgresVersion DfE% /Ny Y TV ROV iR—
XY MIFEATZEEEF, ROAYVY RZETFTLET,

I $ odo link PostgresCluster/hippo --map pgVersion="{{ .hippo.spec.postgresVersion }}'

Postgres ¥ —E X D&RFIH hippo & 2742235513, LD I < KT pgVersion DIED .hippo DX
DYICENZBETIVEIHD I EITEFRLTLLLEIVL,

)Y OBRERIC, BEESY odopush T LET, Ty Y aREFEREICRT I D&, Ny oY
FIVR=FVETALIN)—DERODIATY RERFTLT, ARV LTy EVIHEYICHEAIN
EMNEIDNZERIETEET,

I $ odo exec -- env | grep pgVersion

H 1

I pgVersion=13

ARG LNA VT4 VTR REEFBFBALLVWAHEEDH 2725, odo link FEHDF—EEDRT %
ZIFANT T, H—DHIKNIE. Ih 5% --map <key>=<value> & L THETZ2HENHB NI T &

TY, =& ZIE, PostgreSQL 4 A —VERE/N—I a3V EHITEATZHEICIE. UTEERITTEE
-a—o

$ odo link PostgresCluster/hippo --map pgVersion="{{ .hippo.spec.postgresVersion }}' --map
pglmage="{{ .hippo.spec.image }}'

RIS, odopushZETLET, MADYYEVIDNELLA VI T RINDEI DN ZFERT SIS
i, UTFoav Y K&ERITLET,
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I $ odo exec -- env | grep -e "pgVersion\|pgimage"

H 1

pgVersion=13
pglmage=registry.developers.crunchydata.com/crunchydata/crunchy-postgres-ha:centos8-13.4-0

3562314V AU EID,

odo link »* kubernetes/ T4 L7 ) —FD) VI DY=ZT T ARNI7AINEERT BT 7 4L NDE)
ez ANE T, Tk, TRTEE—D devfile.yaml 7 7 1 JLILIRTET 2355 (1E. -inlined 75 7
HBEETEET,

3563. 774I)LELTD/NNM VK

odo link "2 9 2E 5 1 DDEMAL T S JIE, --bind-as-files T9, CDI7SIMNEINE E, NA
V4V TERIIBEEZHELTAVER—RV MDD Pod ICEAINFEFHAD, 7714IVRATFTLEL
TV MEINFET,

Ny Ty RAVIKR—FY h& PostgreSQL H—EZADRBEICBEED) v IRV E5#BRLET, 2

niE, "v T RAVEKR—FRVADT4 L2 M) —T odo describe #E£1TLT. UTFDLI B
NRRINBDEINEHRT DI ETEITTEEY,

Linked Services:
- PostgresCluster/hippo

UFZEALTIVR—X VMO —ERZY VI EBRLET,

$ odo unlink PostgresCluster/hippo
$ odo push

3.5.6.4. --bind-as-files Dl

3.5.6.4.1. 77 #JL kD odo link DfEF

F7 ) NTIE, odolx!) vV IERAIRET 57-0IC kubernetes/ T4 L7 ) —DTFICY=T7 TRk
T77ANVEERLEST, "y VTV RAVEAR—RY ME LV PostgreSQL H—ERA2Y VI LET,

$ odo link PostgresCluster/hippo --bind-as-files
$ odo push

odo describe 1 31:

$ odo describe

Component Name: backend

Type: spring

Environment Variables:

- PROJECTS_ROOT=/projects

- PROJECT_SOURCE=/projects

- DEBUG_PORT=5858

- SERVICE_BINDING_ROOT=/bindings

13



OpenShift Container Platform 4.8 CLI 'Y —JU

- SERVICE_BINDING_ROOT=/bindings
Storage:

- m2 of size 3Gi mounted to /home/user/.m2
URLs:

- http://8080-tcp.192.168.39.112.nip.io exposed via 8080
Linked Services:

- PostgresCluster/hippo

Files:

- /bindings/backend-postgrescluster-hippo/pgbackrest_instance.conf
- /bindings/backend-postgrescluster-hippo/user

- /bindings/backend-postgrescluster-hippo/ssh_known_hosts

- /bindings/backend-postgrescluster-hippo/clusterIP

- /bindings/backend-postgrescluster-hippo/password

* /bindings/backend-postgrescluster-hippo/patroni.yaml

- /bindings/backend-postgrescluster-hippo/pgbouncer-frontend.crt
- /bindings/backend-postgrescluster-hippo/pgbouncer-host

- /bindings/backend-postgrescluster-hippo/root.key

- /bindings/backend-postgrescluster-hippo/pgbouncer-frontend.key
* /bindings/backend-postgrescluster-hippo/pgbouncer.ini

- /bindings/backend-postgrescluster-hippo/uri

+ /bindings/backend-postgrescluster-hippo/config-hash

- /bindings/backend-postgrescluster-hippo/pgbouncer-empty

- /bindings/backend-postgrescluster-hippo/port

- /bindings/backend-postgrescluster-hippo/dns.crt

- /bindings/backend-postgrescluster-hippo/pgbouncer-uri

- /bindings/backend-postgrescluster-hippo/root.crt

- /bindings/backend-postgrescluster-hippo/ssh_config

- /bindings/backend-postgrescluster-hippo/dns.key

- /bindings/backend-postgrescluster-hippo/host

- /bindings/backend-postgrescluster-hippo/patroni.crt-combined

- /bindings/backend-postgrescluster-hippo/pgbouncer-frontend.ca-roots
- /bindings/backend-postgrescluster-hippo/tls.key

- /bindings/backend-postgrescluster-hippo/verifier

- /bindings/backend-postgrescluster-hippo/ca.crt

- /bindings/backend-postgrescluster-hippo/dbname

- /bindings/backend-postgrescluster-hippo/patroni.ca-roots

- /bindings/backend-postgrescluster-hippo/pgbackrest_repo.conf

- /bindings/backend-postgrescluster-hippo/pgbouncer-port

- /bindings/backend-postgrescluster-hippo/pgbouncer-verifier

- /bindings/backend-postgrescluster-hippo/id_ecdsa

- /bindings/backend-postgrescluster-hippo/id_ecdsa.pub

- /bindings/backend-postgrescluster-hippo/pgbouncer-password

- /bindings/backend-postgrescluster-hippo/pgbouncer-users.ixt

- /bindings/backend-postgrescluster-hippo/sshd_config

- /bindings/backend-postgrescluster-hippo/tls.crt

LAAT® odo describe {71 T key=value XX DIRBEH TH 2 1cEDIEIANT, Z7M4ILbELTIYI Y
FEINBEDICARYELE, cat ATV FEFEALT, ThoDI7 74 ILDO—8HERRLET,

av Y KoMl

I $ odo exec -- cat /bindings/backend-postgrescluster-hippo/password

H 1
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I q({JC:jn*mm/Bw}eu+j.GX{k

v Rl

I $ odo exec -- cat /bindings/backend-postgrescluster-hippo/user
361

I hippo

v Rl

I $ odo exec -- cat /bindings/backend-postgrescluster-hippo/clusterIP
Al

I 10.101.78.56

3.5.6.4.2.--inlined D%

--bind-as-files & --inlined % —#IC{FHE L /=R (X, odolink--inlined 2R L7158 & E#KTT,
VMDY =T AN kubernetes/ T4 LV M) —DRIDT 7 A IILILREINDZDTIEA
<. devfile.yaml [CRTFINE T, ThLUAIC. odo describe HAIFLARIE B LICARY 9,

35.6.43. HAILINA VT4 VYT

Ny TV RAVIKR—FRY M% PostgreSQL Y —ERICY VI LTWBREZICARY LRI VT4V Y
ZETE INLDARYLNA VT4 VTRBREERELTTREAL, 7Z74LELTIIV MER
FY. UTFICHZRLET,

$ odo link PostgresCluster/hippo --map pgVersion="{{ .hippo.spec.postgresVersion }}' --map

pglmage='{{ .hippo.spec.image }}' --bind-as-files

$ odo push

INOEDHRILNA VT4 T, BEZHELTEAINSZDOTIEARL, Z74I)beELTY OV b
INET, INHIHEET B &R TDICIE. UTFOATY Y REERITLET,

v Rl
I $ odo exec -- cat /bindings/backend-postgrescluster-hippo/pgVersion

H 1

| s

A N
I $ odo exec -- cat /bindings/backend-postgrescluster-hippo/pglmage

H 1
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I registry.developers.crunchydata.com/crunchydata/crunchy-postgres-ha:centos8-13.4-0

3.5.7. odo registry

odo [IBHEFTRE/: devfile ERZFA LTI VR—% > &L £T. odo [FEFED devfile LT R
M)—ICEHRL T, SFIFAEBSLVIL—LT—IDdevle 2¥ 7 O—RTEFT,

NAINTVWBFIATEEA devfile LY XA MY —IZHEIRT 2D, 7/ IEIRB D Secure Registry & 1 ~
Z I\_)l/f\‘ﬁ i’g—o

odo registry ¥ FZEAL T, odo ICL > THEAINBLIRAMNY —%ZEHE L. devfile [EFHRZHX
BTEET,

3571 LY AN —D—ERT
odo CIRAEEMLTWAL YA N —&2—BRRTBICIF. UTFTOOAYTY REEFLET,

I $ odo registry list

31
NAME URL SECURE
DefaultDevfileRegistry  https://registry.devfile.io  No

DefaultDevfileRegistry |& odo IC& > TEAINZTI7AI ML IR RNY =TT, Zhik devfileio 7
AV ML TIRHINET,

3572 . LY R MY —DEN
LYZMN)—%ZEBMT5ICE, UTFOAYY RZETLET,

I $ odo registry add
A5

$ odo registry add StageRegistry https://registry.stage.devfile.io
New registry successfully added

B ® Secure Registry #7704 L TW3I5A. ~token 75 7 AFEALTCEFa7RLIR MY —IC
WU CEREET B7DITN=VFILT I ANV VEEBETEZXT,

$ odo registry add MyRegistry https://myregistry.example.com --token <access_token>
New registry successfully added

3573. LY RN —DHIKk
LYZR MY —%HIFRTZICIE. WFOaOY Y REETLET,

I $ odo registry delete

H 1
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$ odo registry delete StageRegistry
? Are you sure you want to delete registry "StageRegistry" Yes
Successfully deleted registry

-force (£7lE-H) 7572 ERAL T, #ERQALTLIYZA MY —Z@FIBICHIBRL E T,

3574. LY AN —DEH

FTTICBEFEINTWBLYZAMN) —OURL FZLIEN—YFITIEA N =V AEHFTDHICIE. LT
DAYV REZEFTLEY,

I $ odo registry update
A5

$ odo registry update MyRegistry https://otherregistry.example.com --token <other_access_token>
? Are you sure you want to update registry "MyRegistry" Yes
Successfully updated registry

—force (F7cld -f) 757 FEAL T, HEBRLTLIYRAKN) —DEHFZHFLEXT,

3.5.8. odo service

odo (& Operator Zf|HL T HY—EX #7704 TX £7,

AVAM=IVILFERATEZARL—9—EH—ERDY X M, odocatalog I¥ Y KEFRLTRED
F2Z&ENTEET,

H—ERF AVR—V M DAVFTFFRAINTERIND D, Y—ER%E2FT7O4 9 %81l odo
create OV RERERTLTLEIL,

H—ERE. LTFD2D2DRFYy FIE->TTF7O4InEd,
L. Y —EXZE&HL. TOEE% devfile ITRFELE Y,

2. odopushIY Y REFEAL T, EEINALY—EREZISR4—IIF77O01LFT,

3581 LW —EXDER
FRY—ERAERT 2ICE. UTOaIYY REEFLET,

I $ odo service create

=& 21, my-redis-service & L\ D ZRID Redis Y —EZADA VRS VR &EHT 5I1IC1E, LTFDa~T
VRERITLET,

=Pl

$ odo catalog list services

Services available through Operators
NAME CRDs
redis-operator.v0.8.0 RedisCluster, Redis

17
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$ odo service create redis-operator.v0.8.0/Redis my-redis-service

Successfully added service to the configuration; do 'odo push' to create service on the cluster

ZOaAv Y RIiF, Y—ERDEFE%E ST Kubernetes ¥ =7 = X M &% kubernetes/ 7«4 L7 M) —IT{E

BL. TD774I)LiE devfileyaml 7 7 1 L H5BIRX
I $ cat kubernetes/odo-service-my-redis-service.yaml

7651

apiVersion: redis.redis.opstreelabs.in/vibetai
kind: Redis
metadata:
name: my-redis-service
spec:
kubernetesConfig:
image: quay.io/opstree/redis:v6.2.5
imagePullPolicy: IfNotPresent
resources:
limits:
cpu: 101m
memory: 128Mi
requests:
cpu: 101m
memory: 128Mi
serviceType: ClusterIP
redisExporter:
enabled: false
image: quay.io/opstree/redis-exporter:1.0
storage:
volumeClaimTemplate:
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

av Y RO/
I $ cat devfile.yaml
i 51

[...]
components:
- kubernetes:
uri: kubernetes/odo-service-my-redis-service.yaml
name: my-redis-service

[..]

JL 1 L ' S G S T I - — R S VIS T
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VERRSNTcA VATV ADKENIAT 73V CT, BAIZEE LBWVWHEIE, T—EADNTFEDXHE]
TY, IEZE UTFDaY Y Rk redis & WD ZEID Redis Y —EXDA VAV AEEKRLET,

I $ odo service create redis-operator.v0.8.0/Redis

35811 Y= xR DAV Z4 U1

T7AIKNT, i =7 X Mid kubernetes/ 71 L 2 b YU —IZER I N, devfile.yaml 7 7 1 )L
5B8BINZE T, —inlined 757 %FH L T, devfileyaml 7 7 { IJNTIYZT7 A MEAVSA VIC
THIENTEET,

$ odo service create redis-operator.v0.8.0/Redis my-redis-service --inlined
Successfully added service to the configuration; do 'odo push' to create service on the cluster

o< Rl
I $ cat devfile.yaml
Akl

[--]
components:
- kubernetes:
inlined: |
apiVersion: redis.redis.opstreelabs.in/vibetai
kind: Redis
metadata:
name: my-redis-service
spec:
kubernetesConfig:
image: quay.io/opstree/redis:v6.2.5
imagePullPolicy: IfNotPresent
resources:
limits:
cpu: 101m
memory: 128Mi
requests:
cpu: 101m
memory: 128Mi
serviceType: ClusterlP
redisExporter:
enabled: false
image: quay.io/opstree/redis-exporter:1.0
storage:
volumeClaimTemplate:
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
name: my-redis-service

[..]
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3.58.1.2. H—ERXDEE

BEODHRYTA A %TbiWnweE, Y—ERETI7AIVRBRETHERINE T, IV RS54 UBIEE
IE7714)LOWEThDEFERAL T, MEBDREAIEETCIET,

3.5.8121.a% Y KRS 4 VBIHDFER
--parameters (X7l -p) 77 7= FAL T, MEDEREZEELX T,

UTDHFITIE, Redis T —ERXZ3DDNIAXA—5—THRELFT,

$ odo service create redis-operator.v0.8.0/Redis my-redis-service \
-p kubernetesConfig.image=quay.io/opstree/redis:v6.2.5 \
-p kubernetesConfig.service Type=Cluster|P \
-p redisExporter.image=quay.io/opstree/redis-exporter:1.0
Successfully added service to the configuration; do 'odo push' to create service on the cluster

a< > Rofl
I $ cat kubernetes/odo-service-my-redis-service.yaml

7651

apiVersion: redis.redis.opstreelabs.in/vibetai
kind: Redis
metadata:
name: my-redis-service
spec:
kubernetesConfig:
image: quay.io/opstree/redis:v6.2.5
serviceType: ClusterIP
redisExporter:
image: quay.io/opstree/redis-exporter:1.0

odo catalog describe service A7v > FZFEHAL T, FEDT—EXDFERAARER/NF A —F —%B1F
TEEY,

3.5.8.122. 7 71 ILDfEA

YAMLYZ 7z A M%2FEAL THBOAKREZRZRELE T, ULTDHITIE, Redish—ERIE3DD/NS
X_&_—Cgﬁﬁﬂiﬁnij—o

. =27z AMNEFERLET,

$ cat > my-redis.yaml <<EOF
apiVersion: redis.redis.opstreelabs.in/vibetai
kind: Redis
metadata:
name: my-redis-service
spec:
kubernetesConfig:
image: quay.io/opstree/redis:v6.2.5
serviceType: ClusterlP
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redisExporter:
image: quay.io/opstree/redis-exporter:1.0
EOF

2 XZT7xAMDOY—ERZERLET,

$ odo service create --from-file my-redis.yaml
Successfully added service to the configuration; do 'odo push' to create service on the cluster

3.5.8.2. ¥ —E X DHIK
Y—EREHIRT BICIE. UTFOITY FERTLET,

I $ odo service delete

Akl
$ odo service list
NAME MANAGED BY ODO STATE AGE
Redis/my-redis-service  Yes (api) Deleted locally 5m39s

$ odo service delete Redis/my-redis-service

? Are you sure you want to delete Redis/my-redis-service Yes

Service "Redis/my-redis-service" has been successfully deleted; do 'odo push' to delete service from
the cluster

—force (F7cld -f) 757 EAL T, HRQRLTYH—EXZ@FIBICHIRL X T,

35.83. Y —EXD—EXRT
AVR—FY PRIERINAY —EREZ—HBRTI I UTFOATY REaRITLET,

I $ odo service list

i 51
$ odo service list
NAME MANAGED BY ODO STATE AGE
Redis/my-redis-service-1 Yes (api) Not pushed
Redis/my-redis-service-2 Yes (api) Pushed 52s
Redis/my-redis-service-3 Yes (api) Deleted locally 1m22s

H—ERZEIC, STATE X, H—EZXHM odopush IY Y REFERALTISRY—ICTy>aINT
WaBH, FLEY—EXDR IS RAY—TETHTHSH. odoservicedelete AV KAFEHLTO—
AL T devfile hSHEIBRINZHNE DM ERLET,

3.5.8.4. Y —E XY B EHROEE

RELLNSA-Y—DEE. N—Yarv, EZHl. BLUV—EREDY—EXDFMZEET 5 ICIE,
UFoavy RE2EITLES,
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I $ odo service describe

7651

$ odo service describe Redis/my-redis-service
Version: redis.redis.opstreelabs.in/vibetai

Kind: Redis

Name: my-redis-service

Parameters:

NAME VALUE

kubernetesConfig.image quay.io/opstree/redis:v6.2.5
kubernetesConfig.serviceType ClusterlP
redisExporter.image quay.io/opstree/redis-exporter:1.0

359.0do A L —Y

odo AT 2 &, I—H—IFIVR—FXVMIEYHETOLNZRAMNL—YRY 2 —LEBEETEE

T AML—=URY 2—41F, emptyDir Kubernetes R 2 —LAFHETEIIT I XSIVARY) 12— A,

FrE kiGRY) 2—LJL—L(PVC) DVWTNHATY, PVCEFEATEZE, 2—F—3FFEDI S
REREOHEMAEMZ L W< TH, KER Y 2 — A (GCE PersistentDisk ¥ iSCSI R Y 2 — L E) &
BRTEEY, KA ML—YRY 2 —A1F, BEBFICT—FZKEEL. AVR—XY FDBEI
NICERATEET,

3591 AKNL—YRY 2 —LDEN
AML=YR)2a—L%)FR5—ICEBMTSICE. UTFTOAYY REETLET,
I $ odo storage create

sspalllk

$ odo storage create store --path /data --size 1Gi
v Added storage store to nodejs-project-ufyy

$ odo storage create tempdir --path /tmp --size 2Gi --ephemeral
v Added storage tempdir to nodejs-project-ufyy

Please use "odo push’ command to make the storage accessible to the component

LEROFTIE, RMDRAML—YRY a—Lh /data /RRICTI Y hERTHY, B4 XX 1Gi T, 2
BEORY 2 —LA tmp Iy hIh, —BMTY,

3592. AL —YRY 2 —LD—ERTR

AVR—FY NCTHREFAINTWSIRA ML —YRY) 2 —LZHERT2ICE. UTFTOaT Y FEETL
9,

I $ odo storage list

H 1

I $ odo storage list
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The component 'nodejs-project-ufyy' has the following storage attached:
NAME SIZE PATH STATE
store 1Gi /data Not Pushed
tempdir 2Gi  /tmp  Not Pushed

3593. A NL—YRY 2 —LDHIKR

AMNL—=YRY) a—L%ZHIRT ZICIE. LTFOITY RERITLET,
I $ odo storage delete

H 1

$ odo storage delete store -f
Deleted storage store from nodejs-project-ufyy

Please use "odo push’ command to delete the storage from the cluster

FROBITIR, F 757 EFERTEE, A—HF—/K—I v aVEBEREFTICR ML —J EREIBICH
BRLZEY.

3594 BFEDIVFF—~DRANL—IDEN

devfile ICE DOV T+ —H"'%H %354, odo storage create 1< > KT --container 7 5 7/ % {FEf L
T. AMNL—=C%BYHTZIAVTFHF—%EBETEET,

LT ofIE, B80T+ —%%D devfile DIk TY,

components:
- name: nodejs1
container:
image: registry.access.redhat.com/ubi8/nodejs-12:1-36
memoryLimit: 1024Mi
endpoints:
- name: "3000-tcp”
targetPort: 3000
mountSources: true
- name: nodejs2
container:
image: registry.access.redhat.com/ubi8/nodejs-12:1-36
memoryLimit: 1024Mi

ZDFITIE. nodejs1 & nodejs2 D2 DDAV T F—HAHYET, ANL—U% nodejs2 IV 7+ —
WCEIY TSI, UTFoav Y REFERLET,

I $ odo storage create --container
A5

$ odo storage create store --path /data --size 1Gi --container nodejs2
v Added storage store to nodejs-testing-xnfg

Please use "odo push’ command to make the storage accessible to the component
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odo storage list A¥ > RZFHAL T, APL—IV Y)Y —RE—EBERRTXET,
I $ odo storage list
735

The component 'nodejs-testing-xnfg' has the following storage attached:
NAME SIZE PATH CONTAINER STATE
store 1Gi /data nodejs2 Not Pushed

3510. @757
UTFD737, FEAEDodo AT Y RTHIATEET,

#3.1lodo 7357

av vk B

--context AVR—% YV MNEERTDAVTFRAMNTALIMN)—%BELET,

--project AVR=2hOTOVTI MEBRELET., T4 MNE O—HILEE
TEZINALTOY I MTY, AIATEZ2HBEIE. V5 R9—DREDTS
oYy hTY,

--app AVR=—FV bDT7 TV =2 avaRELET, T4 ME O—AL
BRETESEINALTTYr—2avTd, BELAWMESE. applcLE
£

--kubeconfig TI7 A NREEEALTVWRWESRIE, /X% kubeconfig EICEE L &
£

--show-log D77 7%FRALTAYERRLES,

-f --force D77 7%MEALT, AV RICH L THREXRDZ 7OV TN EHIA
WEDIKERLET,

-V, -V ML ANILERELE Y, EME. odo TOOF YV ICDOVWTSRBLTLE
Ty,

-h,--help ARV ROANILVTEHALET,

pEat=te

—HDIATY R TI ST 2FERTERWGENHY T, ~help 757 ZHEELTIAT
VREERGFLT, VAATRRINTOIZTD—EZMELEY,

3.5.11. JSON H 3
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AVFUY%EHNT S o0do a7 RiFE, BHE. -ojson 737 %=FIFANT, 2OIVFT VY% JSON
FRATHALEFT., Thid. 07O S AN ZOEN AL YBREICETTIZOICELTWET,

H A& 1 Kubernetes Y YV —XICEITH Y. kind, apiVersion. metadata. spec. & & U status
74—=ILRBBHY ET,

DZh ATV RIE, VAMNDTATL%E—ERRYT % items (X IEEERD) 7 1 —IL RZ 2L List )
V—2%BRLET, 871 T LE Kubernetes )V —RICELLTWET,

delete v KNiZ Status )V —RXA%&RLFT, AT—4 X Kubernetes ) YV —Z2 A#HBHBLTLKEX
LN,

fhadoa< > KiL. Application. Storage. URL 2D Iv Y RICEAEMIF b)Y —R%&RL F
ER

WE-0ojson 75 /%A 5V Y ROE—EIFUTDESY T,

YR MTPA T LDEE

(=¥ av)

odo application describe  Application ZFHAL (AAY-4
(odo.dev/vlalphat)

odo application list List (odo.dev/vlalphat) Application ?
(odo.dev/vilalphat)

odo catalog list List (odo.dev/vlalphat) missing =40

components

odo catalog list services List (odo.dev/vlalphal) ClusterServiceVersion ?
(operators.coreos.com/
vlalphal)

odo catalog describe missing ZHAL (=W

component

odo catalog describe CRDDescription ZHAL (=40

service (odo.dev/vlalphal)

odo component create Component ZHAL (=40

(odo.dev/vlalphat)

odo component Component ZHAL (=48

describe (odo.dev/vlalphal)

odo component list List (odo.dev/vlalphal) Component =40

odo config view

DevfileConfiguration
(odo.dev/vialphat)

(odo.dev/vilalphat)

ZERL

[ZqWN
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odo debug info

odo env view

odo preference view

odo project create

odo project delete

odo project get

odo project list

odo registry list

odo service create

odo service describe

odo service list

odo storage create

odo storage delete

odo storage list

odo url list
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OdoDebuglnfo
(odo.dev/vilalphat)

Envinfo

(odo.dev/vlalphat)

Preferencelist
(odo.dev/vlalphat)

Project
(odo.dev/vlalphat)

Status (v1)

Project
(odo.dev/vialphat)

List (odo.dev/vlalphat)

List (odo.dev/vlalphal)

List (odo.dev/vlalphal)

Storage
(odo.dev/vialphat)

Status (v1)

List (odo.dev/vlalphal)

List (odo.dev/vlalphal)

YR MTPATLDES

(3= 3v)

ZERL

ZERL

ZERL

ZERL

ZERL

ZERL

Project
(odo.dev/vilalphat)

missing

ZERL

ZERL

T—EX

ZERL

ZERL

Storage
(odo.dev/vilalphat)

URL (odo.dev/vlalphal)

=W

=W

=W

[Z4WN

=W

=40

=W

[Fu

=W

=W

=W

=W

=W

=W

=4



#5432 OPENSHIFT SERVERLESS {9 % KNATIVE CLI

55 4% OPENSHIFT SERVERLESS T{#EHd % KNATIVE CLI

Knative (kn) CLI l&. OpenShift Container Platform @ Knative Y R—% > b & OB LT EFEBIMIC

L/i-a—o

41. FTLBER

Knative (kn) CLI l&, —N—LRAVE1—F 1 VIRV EBEHHIODERICT DL ICKRETINT
W& T, Knative CLI DELRBEEEIZRDEEY TT,

ARV RSAUDSY—NR—=LRT7TV5—>ava7704 LET,
H—EX, VEYary, 8LTNFT 1 v 72872 ED Knative Serving DEREZEIE L 7,

ARV RNY—=RBLU R H—2ED Knative Eventing IV R—F ¥ NEER L. BELZE
-a—o

BEFZ D Kubernetes 7 1) r—< 3 v L U Knative Y —E R &K T 57291, sink binding
e L XY,

kubectl CLI & BE#RIC. FHMOHZ TS5 4 v F7—FF %9 F v —TKnative CLI 53R L F
-a—o

Knative t—EXDBERAT—) VYIRS XA =49 —%FZELET,

BEOHREZFHLELY, ARSLO-LTIIELTO—INY IR NS TFI—OFTTOA
BREDRY ) T MEINE,

42. KNATIVECLIDA Y XA h—Jb

Knative CLIDA Y ZA =L ICDWTESHBLTLEIL,
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255% PIPELINES CLI (TKN)

5. TKN®DA VX b—Jb

tknCLI 2B L T, 4 —I FJ)LH 5 Red Hat OpenShift Pipeline # BB L9, UTFDEI 3 VT
&, BEOERRDZ TSy M I74—ALICtkn A VA MN—=ITDHEEHRALET,

¥ 7=. OpenShift Container Platform Web 2>V — LS &FTD/NA F 1) —~D URL ZRDIF 3 I
&, BLBO? 743> %%2 Y v~ L. CommandLine Tools &R L £7,

5.1.1. Linux ~® Red Hat OpenShift Pipelines CLI (tkn) D1 > X k—Jb

Linux 74 AR Ea2—>3 VDG, CliZtargz 7— A4 J&E LTERSY Y O—RTEET,

FIig
. AEdBCLIZYo>yO—RKLET,

® Linux (x86_64, amd64)
® Linux on IBM Z and LinuxONE (s390x)

® Linux on IBM Power Systems (ppc64le)

2. T—hATERALET,

I $ tar xvzf <file>
3 tkn/XfF)—%, PATHICHZT 1A LI M) —ICRELZET,
4. PATH =88R 9 5113, UTERITLET,

I $ echo $PATH

5.1.2. RPM % {&FH L 7= Red Hat OpenShift Pipelines CLI (tkn) D Linux ~AD A ~ X k—
Y

Red Hat Enterprise Linux (RHEL) /X\—< 3 > 8 M1z & . Red Hat OpenShift Pipelines CLI (tkn) %
RPM&ELTAVRAMN—ILTEZXT,

AR

o BEWLD RedHat 7717V~ MMIEZNAR OpenShift Container Platform 4t 727 1) 7Y 3 U h'dh
%,

o O—AILYRF AIC root F7=1F sudo HEREHL B 5,

FIR

1. Red Hat Subscription Manager IZ&8 L £,

I # subscription-manager register
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2. RFIDY TRV T avr—9%5TILLET,
I # subscription-manager refresh
3. FARREAY TRV Foava—BRRLET,
I # subscription-manager list --available --matches "pipelines™

4. BRIOIY Y ROHE AT, OpenShift Container Platform #7245 1) 7> a>dF—I)LID =R
DIF. INEEHFBINLEIDRATLILTYYFLET,

I # subscription-manager attach --pool=<pool_id>

5. Red Hat OpenShift Pipelines THER) R M) —2BMICLE T,

® Linux (x86_64, amd64)
I # subscription-manager repos --enable="pipelines-1.5-for-rhel-8-x86_64-rpms"
® Linux on IBM Z and LinuxONE (s390x)
I # subscription-manager repos --enable="pipelines-1.5-for-rhel-8-s390x-rpms"
® Linux on IBM Power Systems (ppc64le)
I # subscription-manager repos --enable="pipelines-1.5-for-rhel-8-ppc64le-rpms"
6. openshift-pipelines-client /Xy 5 —2 %4 V2 k=)L L E T,
I # yum install openshift-pipelines-client
CLIOA YR M—)LtkiE, tknIT Y REFEALTIATEEY,

I $ tkn version

5.1.3. Windows ~® Red Hat OpenShift Pipelines CLI (tkn) D1 > X k —JL

Windows D&, tknCLI & zip 7—h4 7& L TREEINZE T,

FIig
. CLl&¥>vO—RLZET,

2. 2P 7O SALATT—HAT5BELET,
3. tkn.exe 7 7 1 VDK %A, PATHERIEZHEIEML 9,

4. PATH #2829 21Cik, A~ R7 Oy 7 AW TULTOaOT Y RAEEITLET,

I C:\> path
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5.1.4. macOS ~® Red Hat OpenShift Pipelines CLI (tkn) D1 > X k—JL

macOS D&, tknCLI F tar.gz 7—H41 7 & L TREI N E T,

Fig
. CLlA%¥>vO—RLZET,

2. 7—h4T7=REAL. BRLZET,
BtknNNAF)—%ZNRRIHBTA LI M) —ICBELET,

4. PATH ZH&82 9 5I1C1E. 9—IFI V14V RO ZRE, UT2ERITLET,

I $ echo $PATH

5.2. OPENSHIFT PIPELINES TKN CLI D%

¥ TR EBMICT 71T Red Hat OpenShift Pipelines tkn CLI 25X E L £ 9,

5.21. 9 7@EDAEMEL

tknCLIY — L&A VA M=)LLERIC, Y 7@E2EMCLTtkn OY Y ROBES/HETAETT S
M FlETab F—ABIEEICA TS 3 VORENAREINDLDICTEET,

AR SR
o tknCLIY—)IZA4 VA M—=ILLTWBZ &,
e O—HJ P RT AIC bash-completion A1 Y A h—J)LINTWB I &,

FIE
UTFOFIETIE, Bash DY THEEEMCLES,

1. BashfEI—RZ2T7 71 ILICRTFLE T,
I $ tkn completion bash > tkn_bash_completion
2. 7 74 L% /etc/bash_completion.d/ ICOE—L £ 7,

I $ sudo cp tkn_bash_completion /etc/bash_completion.d/

FlE, 7740 EO—AILTa LI M) —ICREFELEZIC, Ih% .bashre 7 7 1 LA S EL
BTEDLIHIKTDIENTEET,

Y TRTIE. FRS—IFILERCEBDCINET,

5.3. OPENSHIFT PIPELINESTKN ') 7 7 L~ X

ZDEIavTld, ERAMNAtknCLI O Y RO—EA#BNMTLET,

5.3.1. EAXRBLEX
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tkn [command or options] [arguments...]

532.70—N\)LA T3y

--help, -h
533.1—F514YFr4—3ax% R

5.3.3.1. tkn

tkn CLI D#F < > K,

Bl: $RTOA T 3 vDORE

I $ tkn

5.3.3.2. completion [shell]

885Z PIPELINES CLI (TKN)

AVIS0 T4 TRHERERET 2DICTHMT2HVENH DY T FEEI—REHALET, YR—

NEN3d>z)lid bash 8L zsh T,

f5: bash &~ T )L DFE=I— K

I $ tkn completion bash

5.3.3.3. version

tknCLIONN—Y 3 ViIEsRAEHADLE T,

f5ll: tkn /N—<0 3 >~ DFEER

I $ tkn version

5.3.4.Pipelines B2V K

5.3.41./84 TS54 >
Pipeline =B L 9,

Bl: ~NL T DRR
I $ tkn pipeline --help

5.3.4.2. pipeline delete
Pipeline ZHIfR L £,

f5: namespace 5 mypipeline Pipeline ZBIf& L £ 9,

I $ tkn pipeline delete mypipeline -n myspace
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5.3.4.3. pipeline describe
Pipeline Z&gd L £ 7,

f5: mypipeline Pipeline 52t L £ 9,
I $ tkn pipeline describe mypipeline

5.3.4.4. pipeline list

Pipeline D—&%ZXRL XY,

f5l: Pipeline D—&%# XK~ L XY,
I $ tkn pipeline list

5.3.4.5. pipeline logs

FEED Pipeline DO &#RRLE T,

f5l: mypipeline Pipeline D> 4 7OV DA KN) =XV Y
I $ tkn pipeline logs -f mypipeline

5.3.4.6. pipeline start
Pipeline Z&E& L £ 7,

f5: mypipeline Pipeline ##&& L £ 7,

I $ tkn pipeline start mypipeline

5.3.5.Pipeline 2{7a< Y K

5.3.5.1. pipelinerun
Pipeline 272 EEL X7,

fBll: N T DRZT

I $ tkn pipelinerun -h

5.3.5.2. pipelinerun cancel

Pipeline 21T ¥+ I L ZF T,

f5: namespace 5 @ mypipelinerun Pipeline 1T # B YUE L X7,

I $ tkn pipelinerun cancel mypipelinerun -n myspace
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5.3.5.3. pipelinerun delete
Pipeline E1TZHIFR L £ 7,

f5: namespace H 5 ® Pipeline R1T#BIFR L £ 9,
I $ tkn pipelinerun delete mypipelinerun1 mypipelinerun2 -n myspace

fl: RIEEITI N7/ 5 DD Pipeline 1T %R E. namespace N 5§ R T D Pipeline £1T % Hl
BRLET,

I $ tkn pipelinerun delete -n myspace --keep 5 ﬂ

ﬂ 5%, RET2RIAERTIN Pipeline RITOICE LA T,

5.3.5.4. pipelinerun describe

Pipeline 2T %5 L £ 9,

I $ tkn pipelinerun describe mypipelinerun -n myspace

5.3.5.5. pipelinerun list
Pipeline 172 —&XRL X7,

f5: namespace T® Pipeline £TO—&%#XRL 7,
I $ tkn pipelinerun list -n myspace

5.3.5.6. pipelinerun logs

Pipeline 70O/ %X KL ET,

f5: namespace DI R TDHY RV & & G FIE% &L mypipelinerun Pipeline 2170 0O /' % Xk~
LET,

I $ tkn pipelinerun logs mypipelinerun -a -n myspace
536. 9 RAVEEOT VR

5.3.6.1. task
WAV EERBLEY,

fBl: NIV T DORER

I $ tkn task -h

133



OpenShift Container Platform 4.8 CLI 'Y —JU

5.3.6.2. task delete
YAV =HIBRLET,

f5l: namespace 7 5 M mytask1 & £ U mytask2 ¥ 2 7 #HIBR L £ 9,
I $ tkn task delete mytask1 mytask2 -n myspace
5.3.6.3. task describe

YRy LET,

f5l: namespace M mytask ¥ XV & L £ 9,
I $ tkn task describe mytask -n myspace
5.3.6.4. task list

Y20 %—BRTLET,

f5: namespace DI RTDIY RV =—EBERRLET,
I $ tkn task list -n myspace
5.3.6.5. task logs

HRoOT7ERRLET,

f5: mytask ¥ X ¥ @ mytaskrun ¥ R 7 2T70OJ %X RLET,

I $ tkn task logs mytask mytaskrun -n myspace

5.3.6.6. task start
YAV =RBLET,

f5: namespace @ mytask ¥ A 7 BB L X T,

I $ tkn task start mytask -s <ServiceAccountName> -n myspace

537. % AVZF7av VR

5.3.7.1. taskrun

HRVERITEEELITTY,

fBil: NIV T DORER

I $ tkn taskrun -h
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5.3.7.2. taskrun cancel

HRVERTExFvy EILLET,

f5: namespace 7 5D mytaskrun ¥ 2 7 2T EEYBE L 9,

I $ tkn taskrun cancel mytaskrun -n myspace

5.3.7.3. taskrun delete
TaskRun ZHIBR L £,

f5l: namespace 7 5 M mytaskrun1 3 & U mytaskrun2 ¥ X 7 2T %#HIBRL £ 9,

I $ tkn taskrun delete mytaskrun1 mytaskrun2 -n myspace

f5: namespace N LFRERITINIZE DDI R ITUADTRTDI RV EHIKRLE T,
I $ tkn taskrun delete -n myspace --keep 5 0

‘) 5%, RETAISEETLAYRIVETORICBEHRAZET,

5.3.7.4. taskrun describe
YAV E[TERBLET,

f5: namespace T mytaskrun ¥ R 7 R1T7%55Eh L T,

I $ tkn taskrun describe mytaskrun -n myspace

5.3.7.5. taskrun list
YAV ETE—ERRLET,

f5: namespace DI RTDHY RV RT%=—EXRRLET,

I $ tkn taskrun list -n myspace

5.3.7.6. taskrun logs
FRAVETOTERTLET,

f5: namespace T mytaskrun ¥ R 7 R1TD54 7O RRLET,

I $ tkn taskrun logs -f mytaskrun -n myspace

538. &HEEIT VRN

5.3.8.1. condition
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FHEEEELET,
Bl: NV T DFRIR
I $ tkn condition --help

5.3.8.2. condition delete
FHEEHIKRLEY,

f5: namespace 5 @D mycondition1 & D H iR
I $ tkn condition delete mycondition1 -n myspace
5.3.8.3. condition describe

FHzERRLET,

f5l: namespace T® mycondition1 s D50t

I $ tkn condition describe mycondition1 -n myspace
5.3.8.4. condition list

FMe—8BRTLIY,

f5l: namespace TOFED—ERT

I $ tkn condition list -n myspace

5.3.9.Pipeline J YV —XEEIOT VR

5.3.9.1. resource
Pipeline ) V—X&#EEB L XY,

fBl: NV T DORER
I $ tkn resource -h

5.3.9.2. resource create

Pipeline ) YV —X &{ER L X T,

f5l: namespace T® Pipeline ') ¥ — X DERK
I $ tkn resource create -n myspace

Ihid, VY —ROERL VY —RDIA T BLIUPV Y -0 TICEIKEDANEERT 21
Y839 7471%ATVKTY,
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5.3.9.3. resource delete
Pipeline Y YV —X ZHIBR L £ 7,

f5: namespace 5 myresource Pipeline ) V — X % HIf& L £ 9,
I $ tkn resource delete myresource -n myspace

5.3.9.4. resource describe

Pipeline Y Y —XX %R LE T,

f5): myresource Pipeline ') ¥ — 2 Mgk

I $ tkn resource describe myresource -n myspace

5.3.9.5. resource list
Pipeline )V —2 & —EBERRLZF T,

f5l: namespace D F RT D Pipeline ) YV —ZAD—E&RXK=

I $ tkn resource list -n myspace

5.3.10. ClusterTask EIEa~v > K

5.3.10.1. clustertask

ClusterTask # BB L 9,

fBl: NIV T DORR

I $ tkn clustertask --help

5.3.10.2. clustertask delete

7S5 28 —® ClusterTask )V — X & HIfR L E 9,

f5l: mytask1 & & U mytask2 ClusterTask DR

I $ tkn clustertask delete mytask1 mytask2

5.3.10.3. clustertask describe

ClusterTask Z&gik L ¢,

f5l: mytask ClusterTask D zg ik

I $ tkn clustertask describe mytaski
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5.3.10.4. clustertask list

ClusterTask #a—EB&XRRLZF Y,

f5: ClusterTask D—E& R
I $ tkn clustertask list

5.3.10.5. clustertask start
ClusterTask BB L £ 9,

f5: mytask ClusterTask D FH#A

I $ tkn clustertask start mytask

531N BEBIOY VRO NY H—

5.3.11.1. eventlistener

EventListener # BB L F ¢,

fBll: N T DRET
I $ tkn eventlistener -h

5.3.11.2. eventlistener delete

EventListener Z#HIBR L £ 9,

f5l: namespace @ mylistener1 & & V' mylistener2 EventListener D HlfR
I $ tkn eventlistener delete mylistener1 mylistener2 -n myspace

5.3.11.3. eventlistener describe

EventListener #3285 L £ 9,

f5l: namespace @ mylistener EventListener D32 it

I $ tkn eventlistener describe mylistener -n myspace

5.3.11.4. eventlistener list

EventListener #a—&xXR~L £ 7,

f5l: namespace M § R T®D EventListener D—&E X'~

I $ tkn eventlistener list -n myspace
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5.3.11.5. eventlistener O %'

EventListener O 2R KL F 7,

f5l: namespace @ mylistener EventListener ® O 7&K~
I $ tkn eventlistener logs mylistener -n myspace
5.3.11.6. triggerbinding

TriggerBinding # E¥E L %9,

f5l: TriggerBindings ~NJL 7 DX R
I $ tkn triggerbinding -h
5.3.11.7. triggerbinding delete

TriggerBinding ZHIBR L £ 9

f5l: namespace M mybinding1 $ & U' mybinding2 TriggerBinding D EIIfR
I $ tkn triggerbinding delete mybinding1 mybinding2 -n myspace
5.3.11.8. triggerbinding describe

TriggerBinding Z5Cak L £ 9

f5): namespace @ mybinding TriggerBinding Mgt
I $ tkn triggerbinding describe mybinding -n myspace
5.3.11.9. triggerbinding list

TriggerBinding #—&3&xR~L £,

f5l: namespace M § R T D TriggerBinding D—& X
I $ tkn triggerbinding list -n myspace

5.3.11.10. triggertemplate

TriggerTemplate ZEIE L 7,

f: TriggerTemplate ~NJL DR

I $ tkn triggertemplate -h

5.3.11.11. triggertemplate delete
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TriggerTemplate ZHIFR L £ 9,
f5l: namespace M mytemplate1 & & U' mytemplate2 TriggerTemplate D IR
I $ tkn triggertemplate delete mytemplate1 mytemplate2 -n “myspace’

5.3.11.12. triggertemplate describe

TriggerTemplate ZZE L £,

f5l: namespace M mytemplate TriggerTemplate DAk
I $ tkn triggertemplate describe mytemplate -n “myspace’

5.3.11.13. triggertemplate list

TriggerTemplate #—&&XR L £ 7,

f5l: namespace D § RT D TriggerTemplate D—&X R
I $ tkn triggertemplate list -n myspace

5.3.11.14. clustertriggerbinding

ClusterTriggerBinding #E2 L £ 9,

f5l: ClusterTriggerBinding D~ JL 7 DFRR
I $ tkn clustertriggerbinding -h

5.3.11.15. clustertriggerbinding delete

ClusterTriggerBinding % HlIf& L £ 9,

f5: myclusterbinding1 & & U' myclusterbinding2 ClusterTriggerBinding M Hlf&

I $ tkn clustertriggerbinding delete myclusterbinding1 myclusterbinding2

5.3.11.16. clustertriggerbinding describe

ClusterTriggerBinding #5283k L £ 9,

f5l: myclusterbinding ClusterTriggerBinding (D2 ikt

I $ tkn clustertriggerbinding describe myclusterbinding

5.3.11.17. clustertriggerbinding list

ClusterTriggerBinding D—&%#&XR~L £ 7,
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fBl: 3 R T D ClusterTriggerBinding D —& &~

I $ tkn clustertriggerbinding list

5.3.12.hub {¥zEaA~ > R

BRI NRATS40RE, )Y —2D Tekton Hub EFFEL 7,

5.3.12.1. hub
NTENFELET,

Bll: NV T DR

I $ tkn hub -h

Bl: /NT APl H — /X — & DXIEE

I $ tkn hub --api-server https://api.hub.tekton.dev

EEC

TNZTNOHIT, /MK dH7av Y KETSTEEIET %I2IE. tkn hub <command>
—-help ZE1TLX 7,

5.3.12.2. hub downgrade
AVAN=WEHDI)Y—R &I I L—RKLFT,

f5l: mynamespace namespace M mytask ¥ A 7 A WA= 3 V¥ IV L —RKLET,
I $ tkn hub downgrade task mytask --to version -n mynamespace
5.3.12.3. hub get

Zrl. BB, #1507 BLUON-Ya Vil YY—AYZ Tz AP RBLEYS,

f5l: tekton 1% O T H 5 DIFE/X—T 3 ~ D myresource Pipeline £/ 1Z9 AV D=7 A b
NS

I $ tkn hub get [pipeline | task] myresource --from tekton --version version

5.3.12.4. hub info
Zul. B, Ahvy07, BLUONN=ra v, VY —RICET3EREZR-LET,

f5l: tekton A O T DS DIFE/N—T 3 VD mytask ¥ 2 7 ICDWVWTDBIRERT

I $ tkn hub info task mytask --from tekton --version version
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5.3.12.5. hub install
B, i, N—YarvIlEiIlAvarshrsnY)Y—R LAV AN=ILLET,

f5: mynamespace namespace @ tekton 714 O D5 mytask ¥ R 7 DEFED/N— 3 VDA
VA N=)

I $ tkn hub install task mytask --from tekton --version version -n mynamespace

5.3.12.6. hub reinstall
BESLIVERAMTEIIY—RAEBAVAMN=ILLET,

f5: mynamespace namespace @ tekton 14 O D5 mytask ¥ R 7 DEFED/N—T 3 VDH
A 2AMN=JL

I $ tkn hub reinstall task mytask --from tekton --version version -n mynamespace

5.3.12.7. hub search
Zal. EHE, LY ITOHEAEDLDETY Y —R%=RELET,

Bl: 87 cliTD) Y —ADZE

I $ tkn hub search --tags cli

5.3.12.8. hub upgrade
AVARN=IEHD)Y =Ty TITL—RKLET,

f5l: mynamespace namespace D1 > X h— )L E N 7c mytask ¥ R 7 DFMN—T 3 oA~ADT v
TIL—R

I $ tkn hub upgrade task mytask --to version -n mynamespace
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% 6= OPM CLI

6.1.OPM I[CDWT

opm CLI Y —JL &, Operator Bundle Format T Y %7 IC Operator Framework I & > TRt
hEY, ZOY—ILaFRLT, V707 UVRI MY —ICHHET S index EMFIEN B/ FILD—
BN Operator DAY OTAEHR L., MIFTITHIENTEFT, BRELT A1 VT YIRA A=Y
EWIAVTF—A A=V %V TF—LIRAMN)—ICRETFL, TDRICVSRAI—ICA VA R—ILT
XET,

AVTYIRE, AVTF—AA—YDETRHIRHEINZEHAEFNLAPIZFERALTITY —T
X%, Operator VZ 7z A NAVTUYANDRA VI —DT—IR=—ZAMNEENF T, OpenShift
Container Platform Tld. Operator Lifecycle Manager (OLM) l&4 VT v J RA( A =T %
CatalogSource # 7Y 7 N CTBRL. ChazA¥OJE LTERTEEYT, ThicLY, 7352
H—EIZA VR M—=)LE N7z Operator ~NDFEEDBWEFAAREICT B72HDICA X —T & —EDRRF
TR=VVIJTEET,

E‘myy—=x

e Bundle Format ICDWT DML, Operator Framework /8w 7 —UHR #BRB LTS
(WA

® Operator SDK ZfEA L TNV FILA X =V ZERT BICIE. NV FILA XA =2 DfEA 25K
LTI,

6.2.0PM DA VX ~—Jb

opm CLI'Y —JLi&, Linux., macOS. F7zldE Windows 7—J A7 —>3a VICA VA M=V TEZXT,

AR &
o Linux DA, UTDONRY T =V ABETZHENHY 9, RHEL8 X, UTOEHKAET
TELIIKLET,

o podman /N—3 193 LR (/N—2 3 > 2.0 LARE % #2%)

o glibc /N\—< 3> 228 LI

FIE

1. OpenShift mirror site ICBEIL. BEVDARL —T 4 VI AT ALIL—RT 2HH/NN—Y 3y
D tarball #4o>O—RKLZET,

2. T—hATzRALET,

e Linux F7= & macOS DiFAE:

I $ tar xvf <file>

e Windows DIFHE. ZIP 7OV S LT —hA TBELET,
3. 774 )% PATH ODEEDIBFAICEZ T,

e Linux F7=I& macOS DiFAE:
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a. PATH z#E22 L ¥ 7,
I $ echo $PATH

b. 774 EBBLET., UTICHAZRLES,
I $ sudo mv ./opm /ust/local/bin/

e Windows D&

a. PATH z#E22 L ¥ 7,
I C:\> path
b. 77 AN EBELIT,
I C:\> move opm.exe <directory>
WREE
o opmCLI DA YR KM—JLIRIC, ThHFBEITETHD I E%ZERELET,
I $ opm version
saLtll

Version: version.Version{OpmVersion:"v1.15.4-2-9g6183dbb3",
GitCommit:"6183dbb3567397e759f25752011834f86f47a3ea", BuildDate:"2021-02-
13T04:16:08Z", GoOs:"linux", GoArch:"amd64"}

6.3. EAEIER

ATV I RA A=V DER. B, TI—=V 7550 opm DFEIEIE. HAYLASOTD
EEEZSRLTIEIY,
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572 OPERATOR SDK

7.1.OPERATORSDKCLI DA > X b—)JL

Operator SDK (&, Operator BiF&E D Operator DEJL K, FRA B LPFFOSIFERATE a7V
RIAVA V=T AR CLY)Y—ILEZRHTHELET, 7—29 XF— 3 VI Operator SDK CLI % A
VAM=ILLT. BED Operator DA —H) VI 5FRBTBIENTEET,

Operator SDK ICD W T DML, Operator DEFE ICDWTSR LTI,

FES
. OpenShift Container Platform 4.8 LA (3 Operator SDKv1.8.0 4 R— kL 9,

7.1.1. Operator SDKCLI D1 ~ X h—Jb

OpenShift SDK CLI Y —JUI& Linux IC4 Y A =)L TE XY,

BIRS M
® Govlle+

e docker v17.03+. podman v1.9.3+, F 7| buildah v1.7+

FIig
1. OpenShift 35— 41 M ICBEILET,

2. 48474 L7 M) —D5, Linux HORHFI/N—2avDtarball & o>O0—RKLET,

3 T7—HNMTEREALEY,

I $ tar xvf operator-sdk-v1.8.0-ocp-linux-x86_64.tar.gz

4. 774V ERTARICLET,
I $ chmod +x operator-sdk

5 BBRX N7 operator-sdk /X1 7! —% PATHILH BT 4 LI N)—ICBEILE T,

7
PATH Z#&29 2ICIE. UTFZEITLE T,

I $ echo $PATH

I $ sudo mv ./operator-sdk /usr/local/bin/operator-sdk

FREE
® OperatorSDKCLIDA Y A b—JLIRIC, INHWFIBEABETHZ & A2BRELET,
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I $ operator-sdk version

7651

I operator-sdk version: "v1.8.0-ocp", ...

7.2. OPERATORSDKCLI ) 77 L >V &

OperatorSDK AX Y RS54 V(1 V& —7 x4 X (CLI) I&, Operator DYEREBHICT B 72DICERETX
n-R%E+*v bTT,

Operator SDK CLI #3
I $ operator-sdk <command> [<subcommand>] [<argument>] [<flags>]

Kubernetes XR— MY 5 X 4 — (OpenShift Container Platform 72 E) AD VS 245 —EBEDT7 /&
2D #H % Operator DIEMZE I&. Operator SDK CLI Z{#EF L T Go. Ansible, F7z& Helm &Z~X—2Z
B D Operator A TEX X ¥, Kubebuilder I Go R—Z D Operator DAF ¥ 7+ —ILT 14 VTV
1)2—> 3> & LT Operator SDK ICHEAIAENFE T, DF Y. BEED Kubebuilder 7OY T 7 ~i&
Operator SDK TZDF XFEATE, BISMmMIMELET,

Operator SDK ICD W T D& flIE, Operator DFFE ICDWTSR LTI W,

7.2.1. bundle

operator-sdk bundle < > K& Operator /XY RIL A S T—49 BB LET,

7.2.1.1. validate
bundle validate ¥ 7 1< > Ki& Operator /XY RILAMREEL £,

%7.1bundle validate 7 5 7'
7237 B4
-h,--help bundle validate #+73~< > RO~ THA,

--index-builder (= NYRIVAAXA=DETIVELVERT 27200V —Ib, /XY RILA X — %REE
1)) TEBEICOAMEAINE T, FHATES4 7> 3vid. docker (77 # )L
M). podman. Z7(Znone TTY,

--list-optional FARTRERINTOAF T avON) F—9—%—EBERRLET, ThHIRES
nTWwaiipa, N TFT—9—R@FERITIhItA,

--select-optional (X EITT2FTavoN)T—H—%BRTDZINILEL IS —, -list-
F51) optional 7 5/ #1EE L TETT 2%, FATRERL T avon) F—
g_%_%?—%ﬁ lJ ij—o

7.2.2. cleanup
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operator-sdk cleanup O~ > Kid&, run ¥ > RTF7O4 I/ Operator BICERI Y YV —2R
ZIRFEL, HIFRLF T,

*7.2cleanup 75 7
239 B4
-h, --help run bundle #+ 73<% > KONV THEA,
--kubeconfig (x=F7%)  CLIZXICEMY % kubeconfig 7 7 1 ILAD/IZ,

n,--namespace (XF CLIZXRAH BHBED CLI BRKZE1TY % namespace,
)

--timeout <duration> A Y RHPKRBETICET T2 F TOEMEERB, 774/ MElZ2m0s T3,

7.2.3. completion

operator-sdk completion <Y > Ki&, CLIOY Y KL YRR, FYUBRBZICEITTESLIICIT
IWHETZEERLE T,

7.3 completion ¥ 71<v > K

HJ7avv Kk sBA
bash bash == 4M L £,
zsh zsh@EE2ERLET,

3<7.4 completion 7 5 7
7229 B

-h, --help FRTERICDODVWTDOANILTOH A,

UFICHZERLET,

$ operator-sdk completion bash

7651

# bash completion for operator-sdk -*- shell-script -*-

# ex: ts=4 sw=4 et filetype=sh

7.2.4. create

operator-sdk create 1< > Kid, Kubernetes API DIERKE7ld RF¥ v 74 —ILT7 14 V7 ICERAIN
9,
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7.2.4.1. api

create api ¥ 7O < ¥ Nl Kubernetes API 22 ¥ v 7+ —)ILT74 T LEd, 77> K& initd
RYRTHHEINATOD ) FTEITTIHENHY FT,

3<7.5 create api 7 5 7

237 B4

-h,--help run bundle 73> KON THA,

7.2.5. generate

operator-sdk generate < >~ NIZHEDY XL —4—%RBEL T, HEIXIGLCTI—REERLF
ER

7.2.5.1. bundle

generate bundle % 7<% > K&, Operator 7AY TV MDNAY RILIZT T AN, A9T—%9. &
& U bundle.Dockerfile 7 7 1 LDty b EERMR L X T,

FES

BE L, Zx#IC generate kustomize manifests ¥ 7 1< > K& 3247 L T. generate
bundle t 7a< Y RTHEAINSZANINKL Kustomize R—RE=EKLFT, 72720,
MEbtIhA7OY Y bTmakebundle IY Y REFEALT, ThosDav Y RODIE
RDOERTZBHELTEET,

$<7.6 generate bundle 7 5 /'

7229 tEA
--channels (x%7%!) NYRIHDBTZFrxIIOIAVIRYYY YR b, T74)L MNMEIFalpha TY,
--crds-dir (32F751) CustomResoureDefinition ¥ =7z X hDIL— T4 LI M) —,

--default-channel (32 WY RIVDF T AILNF v R,
1)

--deploy-dir (32F71) 7704 X2 M RBAC 2 E®D Operator ¥ =7 T A hDIL—FF1a L J K
J—s Z2DT4 LY M)—E =-input-dir 75 JICEINZTA LI N)—¢&
FRBYFT,

-h,--help generate bundle O~ JL 7

--input-dir (32F51) BEONY RIVERARETA LI M) —, ZOT4L I M) —id RV R
manifests 71 L2 M) —DFHTH Y. --deploy-dir 7« L U ) —& 1T EL
YET,
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7237 B4

--kustomize-dir (325 NV RV =7 £ X bD Kustomize X— 2 $ & U kustomization.yaml 7 7 1

) WEEGT1 LI N)—, 774 kD/RR I config/manifests T4,
--manifests NYRIMRZTTRAMNEERLET,
--metadata NV RILAHF—4 & Dockerfile #HERR L FE T,

--output-dir (32F71) NYRIVEEZRALTALIN)—,

--overwrite NV R XY T—HE LV Dockerfile # EEZXLET (H2HBE). T 74/ ME
| true TY,

--package (XF7%!) N RILDRY r—S 4,

-q. --quiet quiet E— RTEITLET,

--stdout NYRIT=ZT T AN EREHRNDICEESRAAZET,

--version (3XF7l) ERINT/NY RILD Operator DEI VT 1 v I NRN—=Tay, RNV RILE

YERR S Bh. F/lE Operator 57 v UL — KT BIGEICOHERELE T,

BEER

e generate bundle 4t 73 < » RZFUH §/2HD make bundle < > ROFERA%Z ST FMATF
IBIC DWW Tk, Operator M/N RJL$ & T Operator Lifecycle Manager R L7=7 704
HESRLTCEI Y,

7.2.5.2. kustomize

generate kustomize %+ 7 1< > RIZI&, Operator D Kustomize 7—4# 24 WMT Y 7TV KAEF
nxd,

7.2.5.2.1. manifests

generate kustomize manifests & Kustomize R— X Z &M F 7= IZH4EM L. kustomization.yaml 7 7
4 L% config/manifests 7«4 L 7 M) —ICERFIEBEHRLET., ik, D Operator SDK O
YRTNAYRILRZT A M 2B R ZHICHERINET, 2OIATY RiE, R=ANTTICHFRE
L & W5E % —interactive=false 7 5 /A BEINTVWRWEEIL, TI74IRNTYZT TR IMR—2
DEERIAVR—IX VM THBUI AT ERENICERLE T,

#<7.7 generate kustomize manifests 7 > 7'

239 B4
--apis-dir (32F%1) APl 94 TEZEDI—rTFT4 LI M) —,
-h,--help generate kustomize manifests O~ JL 7,
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259 ShBA
--input-dir (x=F731)) BEE D Kustomize 7 7 M IV EEL T4 LV M) —,
--interactive false ICERFET % &. Kustomize R—ZAAEFE LAWESIE., WEXIAYY KT

AY TP ARI LAY T—H2ZIFANDLIICRTIINET,

--output-dir (32F71) Kustomize 7 7 1 ILEEZRAL T4 LI M) —,
--package (32F71) Ny lr—I4,
-q. --quiet quiet E— RTEITLET,

7.2.6.init

operator-sdk init 1< > Ki& Operator 7O =¥ b&#HE L. BEINETSTA DT 7 4L b
OFAVIMTALIN)—LAT I MNEEREIE AFYT7+—ILR LET,

DAY RE UFO7 714 EFERLET,
o RAZ—TL—rIA4EVRT 714
o NAAYBIUVIRYN)—%EL PROJECT 771
o FOYIV MaEI KT % Makefile
o JOVzY MKEREFKRDHS go.mod 77 1L
e YZJITARAMNEHRYITA XY 378D kustomization.yaml 7 7 1 JL
¢ YRXR—VVY—NZTIARNDAA=TZARIIARXTBDDINYFIT 74

® Prometheus X N w0 BT BLODNNYFT74I

e {792 maingo 771 Jl

K78t 7357
237 L]
--help, -h inita~ > Ro~NILTHA,
--plugins (3xF51) IOV MNEMIET B TS UM VDERIE LA T arvDnR—Ta vy, F

FHrBER TS 714 Vi
ansible.sdk.operatorframework.io/v1, go.kubebuilder.io/v2. go.kube
builder.io/v3. & & ' helm.sdk.operatorframework.io/vl T9,

--project-version 7Oz bON=Yay, FRATEZEIF2ELU3alpha(Z 7 4L h) T
ERS

7.2.7.run
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operator-sdk run I< ¥ Ri&, I EFXFRIRIET Operator AN TEX 24 S a v aERHELET,

7.2.7.1. bundle

run bundle ¥ 73~ > Ki&, Operator Lifecycle Manager (OLM) &M L T/Y> RILFR T Operator
7704 LET,

Z&79runbundle 73> 7%

7239 Bl

--index-image (X% WY RIWVEBATEA VTV IRAA=Y, TTAILMDA A =D

F1) quay.io/operator-framework/upstream-opm-builder:latest T3,
--install-mode Operator DY S R —H—EZAN—=23 Y (CSV) IZL>THR— I B1M >

<install_mode_value @ X b—JLE— K (f5l: AlINamespaces 7z 1% SingleNamespace),
>

--timeout <duration> AVAN=IDIA LTI N, TT74IMMEIZ2MOS TT,
--kubeconfig (32F71) CLI ZXICfER 9 % kubeconfig 7 7 1 JLAD/XZ,

n,--namespace (XF CLIZXRAH BHBED CLI BRZE1TT % namespace,
A1)

-h,--help run bundle #+ 7<% > KON THA,
FAEIER
o fHRTHEEAA YA M—JILE— NIZEAY B5MIL. Operator JI—T AV NN—=2w T #HBLT
CRIW,

7.2.7.2. bundle-upgrade

run bundle-upgrade # 71~ >~ Ki&, LLRIIC Operator Lifecycle Manager (OLM) AR L T/X> KL
BRTA VA M= E N/ Operator 57 v 7L —RKLZET,

%7.10 run bundle-upgrade 7 5 7'
7229 L
--timeout <duration> 7y 7L —RDYA LTI b, TT7 4 MEIF2MOS TY,

--kubeconfig (32F71) CLI ZXICfER 9 % kubeconfig 7 7 1 JLAD/NZ,

n,--namespace (XF CLIZXRAH BHBED CLI BRZE1TT % namespace,
A1)

-h,--help run bundle 73> KON THA,
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7.2.8. scorecard

operator-sdk scorecard A< > Rid, R 7H— K'Y —JL%ZEFTL T Operator /N> NILZRFEL. X
EICATEREEZRBLET, COATYRE, NYRIAM A=V FLRFIZTIRAMNBLOA Y T—
BEBLTALI M) —DVWTIDODEIHERY X9, 5IMDM A -V TEREFT2HEIF. 1 X —
VRV E-MIFEETIVENDHY XY,

#7.11scorecard 754

237

-¢, --config (XF%1)

-h,--help

--kubeconfig (32F71)

-L, --list

-n, --namespace (XF

)

-0, --output (XF7%1)

-1, --selector (3x2=F%1)

-s, --service-account
(X=F5)

-X, --skip-cleanup

-w, --wait-time
<duration>

ESPERoE

o RAT7H—RKRY—IILORTICETZEMIT. R2T7H— KAEFER L7 Operator DIREE %508

LTI,
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RAAT7A—REET7ANADIRR, T7 I bDRZIE
bundle/tests/scorecard/config.yaml T3,

scorecard <Y ROANJILTH A,

kubeconfig 7 7 1 LAD/IRZ,

ERITARRT AN —ERRLIT,

TRAKN A=Y %ZEITT B namespace,

BROBAER, FHTEZERT 74 bDtext. 8L Vjson T,

ERITINBTAMNERETEINILELIY—,

FRANIMFERTZ Y —ERT7HT Y N, 772 MNEIZ default T,

FRAMNDEFTEICYUY—RVY—V Ty THEEMLET,

TAMNDYET T BD%/FOHWE (61:358)., T7 2L MMEIZ30S TY,
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