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221.Web OV YV —ILTDOA=F )2V TDA VA M=)

OpenShift Container Platform Web 3> Y —JL%&{f>TX—4% 1) > % Operator 24 Y A h—JL T35
ENTEET,

FIR

1. oc create -f <file-name>.yaml 1<% > KT, X —#% ') >~ 4 Operator ® namespace & 7 ¥
MYAML 7 71 ILEER L E Y, CLI 2L T namespace ZERX T 2 MENHY F T, 7=
& Z X, metering-namespace.yaml D & 5 IZ7 Y £9,

apiVersion: vi
kind: Namespace
metadata:
name: openshift-metering ﬂ
annotations:
openshift.io/node-selector: "™ 9
labels:
openshift.io/cluster-monitoring: "true"

ﬂ X—41) > J% openshift-metering namespace ICT 7OA4 §5 2 &AM HELET,
@ FFVFPdDBED/—RELIY—2RETBEIC. ZOT/FT—>aV%BML
xY,
2. OpenShift Container Platform Web 31> Y —JL G, Operators - OperatorHub =7 1) v 7 L

x93, metering D7 1 LY —T., X—4 Y >V Operator ZIRFEL XY,

3. Metering i— K&V Yy LT, Xubs—YDRBAEBRALTH S Install 22 ) v 7 LE
-a—o

4. Update Channel. Installation Mode. & & U Approval Strategy %=:#IRL £9,

5 Instal 27y LET,

6. Operators - Installed Operators X—ZICHIYEZ T, X—% Y >~ ¥ Operator B’ Y X b —
WEINTWBZE%ZHRELET, X—4% Y V¥ Operator TlE, 1 VA M—ILDFETHIC
Status ' Succeeded IC7Y) £,
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¥, Details R—IUMS, A=Y YV JILEETEERD)Y—AEERTEIET,
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1. X—%1) >4 Operator ® Namespace + 7249 k YAML 7 7 1 L &ERR L £ T, CLI %
FA LT namespace Z T 2WENHY F¥, /=& ZIE. metering-namespace.yaml O & >
ICRY FY,

apiVersion: v1
kind: Namespace
metadata:
name: openshift-metering )
annotations:
openshift.io/node-selector: " 9

labels:
openshift.io/cluster-monitoring: "true"

ﬂ X—41) > J% openshift-metering namespace ICT 7OA4 §5 2 &AM HELET,

g AR5V R Pod DEED/ —RELIVH—%5BETBHEIIC. COT/F—3avaEEML
9,

2. Namespace # 7V ¥ N &ERLZE T,
I $ oc create -f <file-name>.yaml
UTFEFICRY X7,

I $ oc create -f openshift-metering.yami

3. OperatorGroup A 7> =V N YAML 7 7 1 L &ER L £, 7=& ZIE. metering-og D & >
ICRY FY,

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: openshift-metering ﬂ
namespace: openshift-metering g
spec:
targetNamespaces:
- openshift-metering

Q ZHIIEETT,

9 openshift-metering namespace ##5E L 9,

4. Subscription # 72 7 KD YAML 7 7 1 JL%&VERK L. namespace & X —#% ') > & Operator
ICHTRIS147TLET, TDATT TV M, redhat-operators 149 07 —AD&xi!)
)—Z2XINFN—=UavaS—47y MILET, & ZIE. metering-sub.yaml O & S (Z72Y)
x7,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:

name: metering-ocp ﬂ
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namespace: openshift-metering 9
spec:

channel: "4.8" e

source: "redhat-operators” ﬂ

sourceNamespace: "openshift-marketplace”
name: "metering-ocp"

installPlanApproval: "Automatic”
ZRIFERTT,
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MeteringConfig ) vV — X% EM L., RFa2 AV MDY Y I EFRALTHEDI VR M—ILA
ICZDT 73NN T 74V EZEBLET, UTFTDORNEY 2 %BIRL T. MeteringConfig ') ¥ —
AR LET,
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1. Web O3>V —JLh 5, openshift-metering 7O 7 hDA—4 1) >~ 4 Operator ICDWTD
Operator Details R—2ICW5 Z & = fEFR L £ 9, Operators — Installed Operators =7 ') v
JLTIDR=VIIBELTHS, X—4 1) > Operator ZBIRL £ T,

2. Provided APIs DR TG, X—4% 1)V J%EHN— KD Createlnstance=27 ) v 7 LEd, Ch

IC& Y, YAMLI T 44 —55 7 #J)L h®D MeteringConfig )V —X7 71 JLEHICHE, &
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3. MeteringConfig ') V¥V —RX% YAML T7 4 # —ICABIL. Createz2 ) vV LET,
MeteringConfig )V —Rl&, X—F )V TRY Y VIIHER) Y —ZDEREFRKBLET., TN T,
AVARN—IVERIETE D LD ICARYET,

25. A=8) VT4 VA M—ILDHER
LFOFzvIDWITNDOERTLTA IV ITDA VANV ERRTEIENTEET,

o X—=8/ )Y TDNR—=T3VIZDWVWT, X—4% 1) Operator M ClusterServiceVersion (CSV)
VY —2%BRLET, Thid. Web AV Y —ILFELIF CLIOWTINATEITTEEY,

FIE (UI)

1. openshift-metering namespace @ Operators — Installed Operators ICFEI L £ 7,
2. Metering Operator 22 1) v L9,
3. Subscription Details @ Subscription 22 1) v 7 L9,

4. Installed Version #8Es2 L £ 9,

FIE (CLI)

o openshift-metering namespace TX—% 1) > & Operator CSV 258 L £,

I $ oc --namespace openshift-metering get csv

6
NAME DISPLAY VERSION REPLACES
PHASE
elasticsearch-operator.4.8.0-202006231303.p0 OpenShift Elasticsearch Operator
4.8.0-202006231303.p0 Succeeded
metering-operator.v4.8.0 Metering 4.8.0
Succeeded

e openshift-metering namespace DX TDHEX Pod BNMERINTWE I E R LET,
IhiE, Web IV Y —ILFEFLIECLIOWTNHATERITTEET,

pa 3
%< DPodlF. TNONEMREICHZERDINDANEEET 27DICMD
AVR=—RY MIREFETIRLENHY T, D Pod DEENCEELNNY T

X2%E. —ED Pod 3BEBT ZAEELNHY ET, ChiFXx—F )T
Operator DA Y A M—JLBFICFEINZE T,

FIE (UI)


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-about-configuring

OpenShift Container Platform 4.8 X—#4 1) > 4

10

o X—#1)> % namespace T Workloads - Pods ICFE) L. Pod MERRINTWB I &%
BERLET, ThICE, A=V VTR DA VA RM=ILLTHOHDDEENMN
2ZEDHYET,

FIg (CLI)

o openshift-metering namespace D X TDMKEX Pod MEI N TWE I & &2fERL F
ER

I $ oc -n openshift-metering get pods

ol
NAME READY STATUS RESTARTS AGE
hive-metastore-0 2/2  Running 0 3m28s
hive-server-0 3/3 Running 0 3m28s
metering-operator-68dd64cfb6-2k7d9 2/2  Running 0 5m17s
presto-coordinator-0 2/2  Running 0 3m9s

reporting-operator-5588964bf8-x2tkn 2/2  Running 0 2m40s
e ReportDataSource ') V —AHWFHHRT—4 %14 >~ R— bk L. EARLIEST METRIC 51O BEMWA ¥
ALRY Y FICL>THRBINTWR I E2RRLET, TNIEBDOREAN ML 2 TEEMED
HyFET, T—9 %4 viR— b LA -rawReportDataSource ') YV — XA #RA L £ 7,

I $ oc get reportdatasources -n openshift-metering | grep -v raw

ol
NAME EARLIEST METRIC NEWEST METRIC IMPORT
START IMPORT END LAST IMPORT TIME AGE
node-allocatable-cpu-cores 2019-08-05T16:52:00Z 2019-08-05T18:52:00Z
2019-08-05T16:52:00Z 2019-08-05T18:52:00Z 2019-08-05T18:54:45Z 9m50s
node-allocatable-memory-bytes 2019-08-05T16:51:00Z 2019-08-05T18:51:00Z
2019-08-05T16:51:00Z 2019-08-05T18:51:00Z 2019-08-05T18:54:45Z 9m50s
node-capacity-cpu-cores 2019-08-05T16:51:00Z 2019-08-05T18:29:00Z
2019-08-05T16:51:00Z 2019-08-05T18:29:00Z 2019-08-05T18:54:39Z 9m50s
node-capacity-memory-bytes 2019-08-05T16:52:00Z 2019-08-05T18:41:00Z

2019-08-05T16:52:00Z 2019-08-05T18:41:00Z 2019-08-05T18:54:44Z 9m50s
persistentvolumeclaim-capacity-bytes 2019-08-05T16:51:00Z 2019-08-05T18:29:00Z
2019-08-05T16:51:00Z 2019-08-05T18:29:00Z 2019-08-05T18:54:43Z 9m50s
persistentvolumeclaim-phase 2019-08-05T16:51:00Z 2019-08-05T18:29:00Z
2019-08-05T16:51:00Z 2019-08-05T18:29:00Z 2019-08-05T18:54:28Z 9m50s
persistentvolumeclaim-request-bytes 2019-08-05T16:52:00Z 2019-08-05T18:30:00Z
2019-08-05T16:52:00Z 2019-08-05T18:30:00Z 2019-08-05T18:54:34Z 9m50s
persistentvolumeclaim-usage-bytes 2019-08-05T16:52:00Z 2019-08-05T18:30:00Z
2019-08-05T16:52:00Z 2019-08-05T18:30:00Z 2019-08-05T18:54:36Z 9m49s
pod-limit-cpu-cores 2019-08-05T16:52:00Z 2019-08-05T18:30:00Z 2019-
08-05T16:52:00Z 2019-08-05T18:30:00Z 2019-08-05T18:54:26Z 9m49s
pod-limit-memory-bytes 2019-08-05T16:51:00Z 2019-08-05T18:40:00Z 2019-
08-05T16:51:00Z 2019-08-05T18:40:00Z 2019-08-05T18:54:30Z 9m49s
pod-persistentvolumeclaim-request-info 2019-08-05T16:51:00Z 2019-08-05T18:40:00Z
2019-08-05T16:51:00Z 2019-08-05T18:40:00Z 2019-08-05T18:54:37Z 9m49s
pod-request-cpu-cores 2019-08-05T16:51:00Z 2019-08-05T18:18:00Z 2019-
08-05T16:51:00Z 2019-08-05T18:18:00Z 2019-08-05T18:54:24Z 9m49s
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pod-request-memory-bytes 2019-08-05T16:52:00Z 2019-08-05T18:08:00Z
2019-08-05T16:52:00Z 2019-08-05T18:08:00Z 2019-08-05T18:54:32Z 9m49s
pod-usage-cpu-cores 2019-08-05T16:52:00Z 2019-08-05T17:57:00Z 2019-
08-05T16:52:00Z 2019-08-05T17:57:00Z 2019-08-05T18:54:10Z 9m49s
pod-usage-memory-bytes 2019-08-05T16:52:00Z 2019-08-05T18:08:00Z
2019-08-05T16:52:00Z 2019-08-05T18:08:00Z 2019-08-05T18:54:20Z 9m49s

TANTOD Pod NERREICHY ., T—IDA VR—FINTWB I E2HRBLLEL, X9V T%
HRALTISRI—ICOVWTDT—9%ZREL. METSHIENTEIT,
26.38MM) YV —2

o REFIRSLCHATREAR M —I Ty b7+ —LIKDWTOFMIE, KiFAML—T0D
RE ZZRLTILEIW,

o Hive X ETAFIBICDOWVWTIE, Hive XY ZARNT7DEE A#SBLTLEIW,

1


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-configure-persistent-storage
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-configure-hive-metastore

OpenShift Container Platform 4.8 X—#4 1) > 4
EIEA—H YTy TIL—NK

B

A=)V JIEIEHRDOBBET T, FFEHBEDREEIZMKRA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEIYR— b INFITH. ZERDSED) ) —XTHI
BRINBicH, FIRT IO AV N TOFERIGHERINE A,

OpenShift Container Platform TIE#E E o 72h. FIFHIRI M- ERBEEDRIFTD
—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicfget /o a v EaSRLTCEI Y,

A=YV THEASIZTY TTL—RTBICE. X—FY >V J Operator ¥ 7RV ) T avaEHL
i’a—o
3.1 AR &R M

o USRAH—ILA48ICEHFINET,

o X —%1)> 7 Operator & OperatorHub ™54 Y A k=)L I N F T,

%‘(@5 SEaT

( g X—4%1) >4 Operator % 4.8 ICFENITT v T L— RS B2HENHY ET, M
BIDA A M—JLT Automatic KGBA 7T — ZBIRLZGEEIE. XA —% Y
Ca" YIRBEBNICT Y UL —RIhEHA,

® MeteringConfig ARAY L)Y —ZA DEREINTWS,

¢ A—HFN)VJRAFv I DAV AM=ILINTWS,

o FANTDPod NEMREICHZ I EZHRBLT. X—FVVIDRAT—IANEETHB I &
=HERT B,

B

A=) TDAVAN=IERETYy TIL—RBIIA—F )V ITRANL—VRESE
EBEIDE, T—YERIRETDHEEIHY T,

FIR

1. Web O~ Y —JL T Operators - Installed Operators 7 ') v 2 LE Y,

2. openshift-metering 7O 7 M &BIRLF T,
3. Metering Operator 22 1) v L% 9,
4. Subscription » Channel 27 ) v 7 L9,

5. Change Subscription Update Channel™” 1 > KU T 4.8 %3&IRL. Save =7 Yy I LET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-install-operator_installing-metering
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-about-configuring
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-install-metering-stack_installing-metering

EIBA—HYYVIIOT7YyTITL—K

pa )
RORATy FIECRIC, Y TRIV T aVvOBEHRIAFITINS £ THHHE
L/i-a—o

6. Operators — Installed Operators #27 Y v 7 LE ¥,
X—%1) > Operator 1& 4.8 ERRINFT, UTICHZRLET,

Metering
4.8.0-202107012112.p0 provided by Red Hat, Inc

REE
UFDFzv IOWTNOERTLTA—SI YV ITDTY FITL—RaBRITDIENTEET,

o HHA—F) Y IN=U3VIZDWVWT, A—=4Y) VT Operator DY S RH —H—EZR/N—=T 3
Y (CSV) %R LE T, Thid. Web IV Y —ILFLIECLIODWTFNHMTEITTEET,

FIE (UI)

1. X—%1) > namespace M Operators — Installed Operators ICEEIL £,
2. Metering Operator 22 1) v L%,
3. Subscription Details @ Subscription 22 ') v 2 LE Y,

4. Ty TTL—RLEX—=41) 27 /N— 3 VO Installed Version =53 L £ 9, Starting
Version ICI&, 7Y 7L —KREIDA =9 )V INRN—=Ia U hARRINET,

FIE (CLI)
o A—#41)> % OperatorCSV =ML XY,

I $ oc get csv | grep metering

47 D5 48~ADA—H Y TT7y T L— RKROHEAH

NAME DISPLAY VERSION REPLACES
PHASE
metering-operator.4.8.0-202107012112.p0  Metering 4.8.0-202107012112.p0

metering-operator.4.7.0-202007012112.p0 Succeeded

e openshift-metering namespace D ¥ X TDHEX Pod MERINTWE I & ZHRLF T,
IhiE, Web IV Y —ILFELIECLIOWTNHATEITTEET,
p= o)
%< DPodld. ZNODERFREICHZ ERLINDEICHEEET D7D
AVER—ZV MIUKETZRELHY £, D Pod DEFHICEBMLSHLMY T

X256, —E8D Pod 3BEBT ZAEELNHYET, ChiFX—F% )T
Operator D7 v 77 L — REEICFRAINZE T,

FIE (UI)

13
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o X—#1)> % namespace T Workloads - Pods ICBE) L. Pod MERRINTWBZ &%
BEELET., ChICIE, XA=9 YV TR 05Ty TIL—RKLTHSED DRI
"B ENHYET,

FIE (CLI)
o openshift-metering namespace D X TDMKEX Pod MEI N TWE I & &2fERL F
ER

I $ oc -n openshift-metering get pods

ol
NAME READY STATUS RESTARTS AGE
hive-metastore-0 2/2  Running 0 3m28s
hive-server-0 3/3 Running 0 3m28s
metering-operator-68dd64cfb6-2k7d9 2/2  Running 0 5m17s
presto-coordinator-0 2/2  Running 0 3m9s

reporting-operator-5588964bf8-x2tkn 2/2  Running 0 2m40s

e ReportDataSource ')V — AW FHHRT—4 %14 7 R— kL. NEWEST METRIC 5IDQBEMWAL Y 1
LRIV FICE>TRBINTWE I E 2R LET, ThIZEDOREI NI 2 ATREMED H
YEd, 7—4 %41 VR— Kk L%A\W-rawReportDataSource ) ¥V — X ZRA LT,

I $ oc get reportdatasources -n openshift-metering | grep -v raw

NEWEST METRIC 3D % 4 L 24 > 7I%. ReportDataSource H'# 3T —4 DA ~R— b % B

ALTWBZEERLET,

o
NAME EARLIEST METRIC NEWEST METRIC IMPORT
START IMPORT END LAST IMPORT TIME AGE
node-allocatable-cpu-cores 2021-07-01T21:10:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:56:44Z 23h
node-allocatable-memory-bytes 2021-07-01T21:10:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:52:07Z 23h
node-capacity-cpu-cores 2021-07-01T21:10:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:56:52Z 23h
node-capacity-memory-bytes 2021-07-01T21:10:00Z 2021-07-02T19:57:00Z

2021-07-01T19:10:00Z 2021-07-02T19:57:00Z 2021-07-02T19:57:03Z 23h
persistentvolumeclaim-capacity-bytes 2021-07-01T21:09:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:56:46Z 23h
persistentvolumeclaim-phase 2021-07-01T21:10:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:52:36Z 23h
persistentvolumeclaim-request-bytes 2021-07-01T21:10:00Z 2021-07-02T19:57:00Z
2021-07-01T19:10:00Z 2021-07-02T19:57:00Z 2021-07-02T19:57:03Z 23h
persistentvolumeclaim-usage-bytes 2021-07-01T21:09:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:52:02Z 23h
pod-limit-cpu-cores 2021-07-01T21:10:00Z 2021-07-02T19:57:00Z 2021-
07-01T19:10:00Z 2021-07-02T19:57:00Z 2021-07-02T19:57:02Z 23h
pod-limit-memory-bytes 2021-07-01T21:10:00Z 2021-07-02T19:58:00Z 2021-
07-01T19:11:00Z 2021-07-02T19:58:00Z 2021-07-02T19:59:06Z 23h
pod-persistentvolumeclaim-request-info 2021-07-01T21:10:00Z 2021-07-02T19:52:00Z

14
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2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:52:07Z 23h

pod-request-cpu-cores 2021-07-01T21:10:00Z 2021-07-02T19:58:00Z 2021-
07-01T19:11:00Z 2021-07-02T19:58:00Z 2021-07-02T19:58:57Z 23h
pod-request-memory-bytes 2021-07-01T21:10:00Z 2021-07-02T19:52:00Z
2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:55:32Z 23h
pod-usage-cpu-cores 2021-07-01T21:09:00Z 2021-07-02T19:52:00Z 2021-
07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:54:55Z 23h
pod-usage-memory-bytes 2021-07-01T21:08:00Z 2021-07-02T19:52:00Z

2021-07-01T19:11:00Z 2021-07-02T19:52:00Z 2021-07-02T19:55:00Z 23h
report-ns-pvc-usage

5h36m

report-ns-pvc-usage-hourly

TARTOD Pod NMEMREICHY, T—IDA VR—FINTWBIEEHR LD, X—89 ) VT

ML TT—9ZIEL. I5RI—ICDOVWTHRELI T, LANC A7V a—IbShicLR— b ZH

REDBMN FEBFIORTINEA IV ITLER—K ZERLTA=F )V TDTy T — Natk
mLET,

15


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-example-report-with-schedule_metering-about-reports
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-example-report-without-schedule_metering-about-reports
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BAB X =5 ) VT DHRE
41 X =8 ) Y TDREICDOWNT

BF

A=)V JIEIEHRDOBEBET T, FFHBEDREEIZMKA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEIYR—FINFITH, ZERBDSED) ) —XTHI
BRINBiH, FIRT IO AV N TOFERIIERINE A,

OpenShift Container Platform TIE#ERE E o 72 h. 2 IFHIBRI M- R BEEDRIFTD
—E&ICDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicfget /o a v EaSRLTCEI Y,

MeteringConfig A2 9 L) Y —REA—=F )2 TDA VA M—=)LIZDWVWTDTRTDHREDFHMAIE
ELET, X=F VUV ITRI YD EZMMIAVAM—ITBE, 77 1) bOD MeteringConfig 71 2 %
L)Y —2ZADNERINET, COT 74NN T7AIVEEFETZICE. RF¥Fa Xy boY Y FILEER
LET, UTOEZELRRICERLTLEI,

o Vil b, KiFAML—UERE L, Hve XY RANTEERE TH2LENHY T,
o FTUAIKNZREDIFEALIIHELEZ TN, KEBRLATTOMAY MELEREICARYTA
AINTTOA AV MDFEIE, IRTOEBREL T avaFTBELTHRRETILENHY X
ER
o WK OHIDEBEEA T avid, 1 VAM—IRBILEBETEIENTEEEA,
A VA M=IVEICERARERRES T 3 VICDWTIL, MeteringConfig h 24 LYY —ATER
L. 7274V EZBEERALET,
4.2. —REVRREL T2 a v

BF

A=)V JISIEHRDOBEBET T, FFHBEDHEEIZMKA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEYR—FINFITH, ZERBDSED) ) —XTHI
BRI, FIRT IO AV N TOFERIIHEREINI A,

OpenShift Container Platform TIE#ERE E o 72 h. FIFHIBRI M- ERBEEDRITD
—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ JEHER S & UHIBR X
hicfget /o a v ESRLTCEI Y,

421 )V —2RZKE L UHIR

Pod B8BLURY 2—LDCPU, AEY—, FLIEFRAM =YY —RDEXRS LU/ F 7 I3HIR % R
TEX X9, LT default-resource-limits.yaml (&, &IV R—%x2 ~hDY) Y —RERS L PHIR %%
ET2FERLTVWET,

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:

16


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-configure-persistent-storage
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-configure-hive-metastore
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reporting-operator:
spec:
resources:
limits:
cpu: 1
memory: 500Mi
requests:
cpu: 500m
memory: 100Mi
presto:
spec:
coordinator:
resources:
limits:
cpu: 4
memory: 4Gi
requests:
cpu: 2
memory: 2Gi

worker:
replicas: 0
resources:
limits:
cpu: 8
memory: 8Gi
requests:
cpu: 4
memory: 2Gi

hive:
spec:
metastore:
resources:
limits:
cpu: 4
memory: 2Gi
requests:
cpu: 500m
memory: 650Mi
storage:
class: null
create: true
size: 5Gi
server:
resources:
limits:
cpu: 1
memory: 1Gi
requests:
cpu: 500m
memory: 500Mi

422. /—KRtL V45—
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BED/—REY RTA=F YV TAVER—X YV NERTTEET, A=)V T7aVR=—FVMIC
nodeSelector #3%E L. IVR—RV MDA RT T a—I)ILINBEFRAHIELFT. LLTD node-
selectors.yaml 7 7 f JLid, EAVR—X VMDD /—REL VY —%BRETEIHERLTVET,

R

RSV R Pod DRFED/— KL V4% —%%ET BHIIC. openshiftio/node-
selector: """ namespace 77/ T—a V% X—4# ) > namespace YAML 7 7 1 JLIZIE
mLErd, " 27/7—>avDEELTEELET,

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:

name: "operator-metering"
spec:

reporting-operator:

spec:
nodeSelector:
"node-role.kubernetes.io/infra": ™" ﬂ

presto:
spec:
coordinator:
nodeSelector:
"node-role.kubernetes.io/infra": ™ g
worker:
nodeSelector:
"node-role.kubernetes.io/infra": ™ e
hive:
spec:
metastore:
nodeSelector:
"node-role.kubernetes.io/infra": ™ a
server:
nodeSelector:
"node-role.kubernetes.io/infra": ™ 6

) A EDERE X /- nodeSelector /XS X —4 —%, BENTIZNEDOHZIVER—F
VMIEBMLET, REINTWLWBEKXD nodeSelector 2T 52 &1, /—RIC
BEINEICEDVWTF—CEDRTEFERATZIEETEET,

R

FRZY KR Pod DRFED/— KL V4 —%%ET BHIIC. openshift.io/node-
selector: """ namespace 7/ T—a V% X—4# ) > namespace YAML 7 7 1 JLIZIE
L %9, openshift.io/node-selector 7 / 7—> 3 A7 0OY ) MIREINTWS
mE. TDEIRY T RY—2/KD Scheduler 7 72 =7 h®
spec.defaultNodeSelector 7 1 —JL NDEICEB.E L THERAINZE T,

REE
UFOFzy IDWTINERITLTX =YY T /) —REL IS —RRIETIET,

18
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o X—%1)2JTDFRTD Pod H MeteringConfig h X ¥ LYY —ZATHREINE/—KDIP
WIKETICA T 2 —IILENTWB I E%=ERLET,

1. openshift-metering namespace @3 XT®D Pod Z#A L F£7,
I $ oc --namespace openshift-metering get pods -o wide

HAIZIE. openshift-metering namespace TE{TI 1% Pod ® NODE & & Uit %

IPARTIINZET,

ol
NAME READY STATUS RESTARTS AGE |IP NODE
NOMINATED NODE READINESS GATES
hive-metastore-0 1/2  Running 0 4m33s 10.129.2.26 ip-10-0-210-
167.us-east-2.compute.internal <none> <none>
hive-server-0 2/3  Running 0 4m21s 10.128.2.26 ip-10-0-150-
175.us-east-2.compute.internal <none> <none>
metering-operator-964b4fb55-4p699 2/2 Running 0 7h30m 10.131.0.33 ip-
10-0-189-6.us-east-2.compute.internal  <none> <none>
nfs-server 1/1 Running 0 7h30m 10.129.2.24 ip-10-0-210-
167.us-east-2.compute.internal <none> <none>
presto-coordinator-0 2/2  Running 0 4m8s 10.131.0.35 ip-10-0-
189-6.us-east-2.compute.internal  <none> <none>
reporting-operator-869b854c78-8g2x5 1/2  Running 0 7h27m 10.128.2.25 ip-
10-0-150-175.us-east-2.compute.internal <none> <none>

2. openshift-metering namespace ®/ — K%, 75 A¥—ADEK ./ — KD NAME & LbE& L
x7,

I $ oc get nodes

H A B

NAME STATUS ROLES AGE VERSION

ip-10-0-147-106.us-east-2.compute.internal Ready master 14h v1.21.0+6025c28
ip-10-0-150-175.us-east-2.compute.internal Ready worker 14h v1.21.0+6025c28
ip-10-0-175-23.us-east-2.compute.internal Ready master 14h v1.21.0+6025c28
ip-10-0-189-6.us-east-2.compute.internal Ready worker 14h v1.21.0+6025c28
ip-10-0-205-158.us-east-2.compute.internal Ready master 14h v1.21.0+6025c28
ip-10-0-210-167.us-east-2.compute.internal Ready worker 14h v1.21.0+6025c28

e MeteringConfig h XY L)Y —ZAD/—RELII—DEREN. X—8 )V JHARZ VR
Pod MRAT Y 2a—IINBVWEDIICIFRI—L2ED/ — LIS —FREICTFHLBEVWI &
HHERLET,

o S5 RA4H—2{KD Scheduler # 72 =V kT spec.defaultNodeSelector 7 1 —JL K % H#
RBLEY, TZITE. TI7FIBITPod DRIV 2a—ILINTWBIEMNARINE T,

I $ oc get schedulers.config.openshift.io cluster -o yaml

43. KA NL—JDEBTE
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BF

A=)V JISIEHRDOHEBET T, FFHBEDREEIZMKA & L T OpenShift Container
Platform ICEFhTH Y, BIZTmMIYR—MINFTH, XERZDSHED) ) —XTHI
BRINZ0H, IR IOAMA Y NTOFRIBEEILIEA,

OpenShift Container Platform TIE#E E o> 72 h. GBI I M- E R BEEDRITD
—&IZIDWTIE, OpenShift Container Platform 1) Y) — 2 / — b @ FEHER S & THIBR X
hicfget /o a v EaSRLTCEI Y,

A—=H )V JTlE, A—41) VT Operator ICL > TINEINZ T4 %Kkifitdb L. LER—MNDER%
RETZEDDKBAMNL—IUDNBETYT, BEKDERZAMN L= 7ONMY—BLVPR ML=V
AP R—FINTVWET, AMNL—=—IYTANAY—5ZFIRL, BET77MILDOY VY TILEEEL
T A=V ITDAVAN=IVBILKKEAMNL—VERELET,

4.3.1. Amazon S3 TD T — 4% DIRHF

A=%D 2V TIEEEHFED Amazon S3 /N7y AT 5H TLEAML—YDNRNTy MK TEX
_a—o

pa )
A=V TSNy hT—9%BELELY, HIFRLEY LEEA, X—F )T
T—HERETDIEOIFERAIND S3NTY NaFETIO) -V Ty TI2RENHY
i’a—o

FIa

1. s3-storage.yaml 7 7 1 JL(D spec.storage 7 > 3 VEREL X7,

fll: s3-storage.yaml 7 7 1 JLU

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
storage:
type: "hive"
hive:
type: "s3"
s3:
bucket: "bucketname/path/" 0
region: "us-west-1"
secretName: "my-aws-secret" e
# Set to false if you want to provide an existing bucket, instead of
# having metering create the bucket on your behalf.
createBucket: true

T EWEMT BN Ty NOEZRIEIBELEF T, 77 av: Ty NRTRREZREL
i’a—o

Nry bDY—oavaEEELET,

o
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9 data.aws-access-key-id & & ' data.aws-secret-access-key 7 1 —JL NIZ AWS ER5E1E
WEZSULA—4 1) > namespace D —7 L v NDEHI, F#lE. LATD Secret & 7

Q BEDS3I Ny NEEET 2HENDH BHBE. CreateBucket /X\—I v > a v aHD
IAM SREEERRAIBET DM EIRBRWVWIHEEIF. TDT71—I)L K% false ICERELE T,

2. U FD Secret A 7z hAaFVTL—hELTHERALEY,

AWS Secret A7 7> 9 DI

apiVersion: vi

kind: Secret

metadata:
name: my-aws-secret

data:
aws-access-key-id: "dGVzdAo="
aws-secret-access-key: "c2VjicmV0Cg=="

R

aws-access-key-id & & U aws-secret-access-key D1E (& base64 TT > I— K
INZBENDHY T,

3. 9_9 I/\y I\%{/Eﬁzbi-a—o

$ oc create secret -n openshift-metering generic my-aws-secret \
--from-literal=aws-access-key-id=my-access-key \
--from-literal=aws-secret-access-key=my-secret-key

R

ZMIY Y RiE, aws-access-key-id & aws-secret-access-key D&% B EIHY
ICbase64 TTVI—RLZET,

-

aws-access-key-id & & U aws-secret-access-key FREEEIRICIE. /N7 v hADFEARY L UTEZA
HT I EADRIFNIERY FHA., LD aws/read-write.json 7 7 {1 )L, HERNA—I v 3V %
HFE5ITZIAMARY S—%RLTVET,

aws/read-write.json 7 7 1 JL Dl

{
"Version": "2012-10-17",

"Statement™: |
{

"Sid": "1",

"Effect": "Allow",

"Action": [
"s3:AbortMultipartUpload”,
"s3:DeleteObject”,
"s3:GetObject",
"s3:HeadBucket",
"s3:ListBucket",
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"s3:ListMultipartUploadParts",
"s3:PutObject"

1,

"Resource": |
"arn:aws:s3:::operator-metering-data/*",
"arn:aws:s3:::operator-metering-data”

]

}
]
}

spec.storage.hive.s3.createBucket % true [CFXE L TW\ %D\, F 7/ s3-storage.yaml 7 7 1 JL TR
BREICINTVWBREHZE. N7y NOERS S CHIBRD7ZOD/IR—3 v > a v HEFEh 5 aws/read-
write-create.json 7 7 1 L AR T 2HELIHYET,

aws/read-write-create.json 7 7 1 JL D

{
"Version": "2012-10-17",

"Statement": |
{

"Sid": "1",

"Effect": "Allow",

"Action": [
"s3:AbortMultipartUpload”,
"s3:DeleteObject”,
"s3:GetObject",
"s3:HeadBucket",
"s3:ListBucket",
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:ListMultipartUploadParts",
"s3:PutObject"

1,

"Resource":
"arn:aws:s3:::operator-metering-data/*",
"arn:aws:s3:::operator-metering-data”

]

}
]
}

432.S3HMRA ML —IADT—Y DRF

Noobaa 7 ED S3IHEMRA NL —VAEHTEE T,

FIR

1. s3-compatible-storage.yaml 7 7 {1 JL C spec.storage 27> 3 VA iREL 7,

fl: s3-compatible-storage.yaml 7 7 1 JL

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
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metadata:
name: "operator-metering"
spec:
storage:
type: "hive"
hive:
type: "s3Compatible"
s3Compatible:
bucket: "bucketname"
endpoint: "http://example:port-number” g
secretName: "my-aws-secret"

S3E#NT Y DOERIZIEEL T T,

AMNL—=YDITVRRAV M ETBELET,

909

data.aws-access-key-id & & ' data.aws-secret-access-key 7 1 —JL NIZ AWS ER5E1E
WEZSULA—4 ') > namespace D —7 L v NDEZHI, ##lE. LATD Secret & 7
VP MDY UTIVESRLTLEIL,

2. U FD Secret A 7z hAaFVTL—hELTHERALEY,

S3EHEMDH S Secret ATV hDHI

apiVersion: vi

kind: Secret

metadata:
name: my-aws-secret

data:
aws-access-key-id: "dGVzdAo="
aws-secret-access-key: "c2VjicmV0Cg=="

4.3.3. Microsoft Azure ~DFT—4% DR
AzureBlob A ML —VICTF—49 2 REFETDICIE. BEOIVTFHF—%2FRTIULELNHY T,

FIR

1. azure-blob-storage.yaml 7 7 1 JL T spec.storage 7 > 3 VA iRE&EL X7,

azure-blob-storage.yaml 7 7 1 JL D

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
storage:
type: "hive"
hive:
type: "azure"
azure:

23



OpenShift Container Platform 4.8 X—#4 1) > 4

container: "bucket1" ﬂ
secretName: "my-azure-secret" g
rootDirectory: "/testDir"

© -rr-aEEELIT,

9 Y=Ly h&EX—4") >V namespace ICIEEL £9, FFMIE. LLTD Secret 7 72 =
MDY FIVESRLTLEIWL,

9 FToavT—HEBRMTETALI M) —EIBELEY,

2. U FD Secret A 7z hAaF VT L—hELTHERALEY,

Azure Secret A 7 7 FDHI

apiVersion: vi

kind: Secret

metadata:
name: my-azure-secret

data:
azure-storage-account-name: "dGVzdAo="
azure-secret-access-key: "c2VjcmV0Cg=="

3. 9_9 I/\y I\%{/Eﬁzbi-a—o

$ oc create secret -n openshift-metering generic my-azure-secret \
--from-literal=azure-storage-account-name=my-storage-account-name \
--from-literal=azure-secret-access-key=my-secret-key

4.3.4. Google Cloud Storage ~D T — 4% D{RTE
Google Cloud Storage ICT—#% %R ET 3 II1E. BEEONT Y N2 FERTZ2HRELHY T,

FIR

1. gcs-storage.yaml 7 7 1 JL C spec.storage 27> 3 v AiREL 7,

gcs-storage.yaml 7 7 1 JL D

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
storage:
type: "hive"
hive:
type: "gcs"
gcs:
bucket: "metering-gcs/test1” 0
secretName: "my-gcs-secret" 9
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Ny bOBRERELET. 743V T F—SERET AT Y PRTT ALY b
)—EEET B ENTEET,

Y=Ly hEX—4') >V namespace ICIEEL £9, FFMIE. LLTD Secret 7 72 =
MDY FIVESRLTLEIWL,

2. U FD Secret A 7z hAaFVTL—hELTHERALEY,

Google Cloud Storage Secret # 7 = 7 hDfl

apiVersion: vi
kind: Secret
metadata:
name: my-gcs-secret
data:
gcs-service-account.json: "c2VjcmV0Cg=="

3. 9_9 I/\y I\%{/Eﬁzbi-a—o

$ oc create secret -n openshift-metering generic my-gcs-secret \
--from-file gcs-service-account.json=/path/to/my/service-account-key.json

435 . HBR) 2 —L~ DT —Y DRE

X=B VI TRETITAINTARAMNL—YZRELERA. LEL. X=F )V TRAML—YRIC
ReadWriteMany &ki#EHR 1) 2 — 4 (PV) E£7zld ReadWriteMany PV # 7OEY 3 =V 42T RTDR K
L—Y O SR%FEATELT,

pa 3

NFS # EREIRBECTHEARATE S EHEINFEA, RHELONFS H—/1R—% XA ML —
Ny IV RELTHERTRE, A=Y )V ITOEHEFLEST. X—4%) T
Operator DEENICHEBET BT DICMEBAN T+ —I VY 2AEHERWAREELSHY £ 7,

marketplace DD NFS & ICIE I N S OBBIREINARVWATGEEELHY £
(Parallel Network File System (pNFS) % &), pNFS (08 & & UM FIHEEE A F:F D NFS 3£
#T9¥, OpenShift Container Platform 37 QY R—R Y MIX L TEEI N TEEMED
HBTAMIETBEMERIE. ERDNFSRERVSF—ICBEBAVAEDELLEI N,

FIR

1. 2 b L= (2 ReadWriteMany kiR ) 2 —AL%ZfERAT %ICI1&. shared-storage.yaml 7 7 1
WEEBELET,

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
storage:
type: "hive"
hive:
type: "sharedPVC"
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sharedPVC:
claimName: "metering-nfs" 0
# Uncomment the lines below to provision a new PVC using the specified storageClass.

# createPVC: true
# storageClass: "my-nfs-storage-class”
# size: 5Gi

LTFOWTNADEREA T3 v EBRLET,

storage.hive.sharedPVC.claimName % Ef#F M ReadWriteMany 7Ki#fit/R ) 2 — AFER
(PVC) DARNCHRELF T, COFRER. BWAR) 2 —LATOEY 3 =V IR RVEE
P, KRR 2 —LDERAEZLYFRICHET 2UENHBIGRICKHETT,

storage.hive.sharedPVC.createPVC % true |ZFX7E

L. storage.hive.sharedPVC.storageClass % ReadWriteMany 7 7 2 XA E— KD X k
L—Y S 2ADAFICERELET, CORER. BNARY a—L7OEY 3 =V V% ERA
LT, R a1—LZBEMICHEKRLET,

2. A= VU ITRIENFS Y —N—%F 04T 2DICBBERUTO) Y —RF TV M
B L £9 ., occreate -f <file-name>.yaml <Y > R&FERALTA T N YAML 7 714 /L%
ER L ZE T,

a. PersistentVolume VYV —XA 7Yz MARELE T,

nfs_persistentvolume.yaml 7 7 1 JL D

apiVersion: vi
kind: PersistentVolume
metadata:
name: nfs
labels:
role: nfs-server
spec:
capacity:
storage: 5Gi
accessModes:
- ReadWriteMany
storageClassName: nfs-server ﬂ
nfs:
path: "/"
server: REPLACEME
persistentVolumeReclaimPolicy: Delete

Q [kind: StorageClass].metadata.name 7 1 —JL RD{EIC—HT 2 BEHLHY £,
b. Pod VY —2XA* 7Y x4 K% nfs-server O—JL THRE L 7,
nfs_server.yaml 7 7 1 JLDH

apiVersion: vi
kind: Pod
metadata:
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name: nfs-server
labels:
role: nfs-server
spec:
containers:
- name: nfs-server
image: <image_name> 0
imagePullPolicy: IfNotPresent
ports:
- name: nfs
containerPort: 2049
securityContext:
privileged: true
volumeMounts:
- mountPath: "/mnt/data"
name: local
volumes:
- name: local
emptyDir: {}

Q NFSH—NR—A A—SB5AL VR MN—=JLLET,

c. Service )YV —RA TV Y M% nfs-server O—JLTEREL X T,

nfs_service.yaml 7 7 1 JLDH:

apiVersion: vi
kind: Service
metadata:

name: nfs-service

labels:
role: nfs-server

spec:

ports:

- name: 2049-tcp
port: 2049
protocol: TCP
targetPort: 2049

selector:
role: nfs-server

sessionAffinity: None
type: ClusterIP

d. StorageClass )V —RXA 7V MR ELZET,

nfs_storageclass.yaml 7 7 1 JL D

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:

name: nfs-server 0
provisioner: example.com/nfs
parameters:
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archiveOnDelete: "false”
reclaimPolicy: Delete
volumeBindingMode: Immediate

[kind: PersistentVolume].spec.storageClassName 7 1 —JL KD{EIC—H T 2L E
NHYFET,

Digk

==
[=]

NFSRAML—YBLUVEETDYY—RAF TV MDEREF. X—F )T b

L—YIERTBNFS H—N—A A= ILL>TERYE T,

4.4.HIVE X 9 A N7 DERE

BF

A=)V JISIEHRDOBBET T, FFHBEDHEEIZMKA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEIYR—FINFITH., ZERBDSED) ) —XTHI
BRIz, FIRT IO XY P TOFERIIERINE A,

OpenShift Container Platform TIE#ERE E o> 72 h. F GBI I M- R BEEDRITD
—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicfget /o a v aSRLTCEI Y,

Hive X4 X N 7Il&, Presto 8L U Hive TERINZT—IR—XAT—TIVICETZIRTDOXYFT—
HERELZET, T7AINT, XIRAMNTIEZDERE. Pod ICEIY B TOHNBZKER) 2—LD
O— A D HIAH Derby T— I R—RITREL X T,

BE, Hive XA NTDT 7 4 MREINRER IS —THELITH., 1—F—IE Hve X ¥
ANTT—H %NS BODERDSQL T—INR—R%EFHATEZIET. VFRI—DNRNT$—%
VRAEWELLEY, AMNL—VEHO—REISRI—DOLHALILYTEET,

4.41. KfHRY) 21— LDRE
FI74ILNT, Hve ’EMET B7=0DIC 1 DDEEIRY 2 —ADXMREIZRY F£T,

hive-metastore-db-data (&. 77 # )L N TREEARZERKKERY 2 —LEK (PVC) TY, TDPVC
iE Hive X9 A RMTICE 2T, T—TI4&, F BAABREDT—TIVICEAT 2 X9 T -9 FRET -
DITEAINE T, Hive X ¥ X MT7I&. Presto 8L U Hive U —/N—IC&>T. 7T —DAERFIC
T—TIAIT =Y %2RBTBEOICEAINET., TOEHIF. Hive XIXMTT—FR—=2IC
MySQL 7% PostgreSQL = {#H9 2 Z & THIRTE XY,

AVAPM=ILTBICIE, Hve X9ZA NP TRANL—V ISR EFERLTCENARY 2—L7OEY 3 =Y
JEAMICL, BUAY A XDKGERY) 2 —LEZFENTERICERT 20, FLIEEEFED MySQL £k
I% PostgreSQL T — 9 RXR—R %= FHTIZ2HLELNHY T,

4411 Hive A9 A MNTPHDAML—U 95 ADEE
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hive-metastore-db-data kR ) 2 —LBERICZA ML —Y VS R%ZEEL. BETSICIFE. A ML —
Y9 2 X% MeteringConfig h X5 L)YV —XICEEL XTI, LLTIE. class 7 1 —JL K ' metastore-
storage.yaml 7 7 1 JLICEE /= storage 27/ > a > DY Y FILICRY £F,

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
hive:
spec:
metastore:
storage:
# Default is null, which means using the default storage class if it exists.
# If you wish to use a different storage class, specify it here
# class: "nul a
size: "5Gi"

Q CDFOARXAY NEBRL, nul 2FRT2ZANL—C VS 2OKBNCBEEXHAE T, @ null &
ZOEFILTDE, X—F YV TEISRAI—DF I MNDRANL—U OS5 25EALET,

4.41.2. Hive X9 AR TP7DRY 2 —LY A1 D%

LR D metastore-storage.yaml 7 7 1 L& 7> FL—h & LTHERAL. Hive X9 XA MT7ODRY 12— L4
YA XZRELET,

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
hive:
spec:
metastore:
storage:
# Default is null, which means using the default storage class if it exists.
# If you wish to use a different storage class, specify it here
# class: "null”
size: "5Gi" ﬂ

Q size DEENERREBICBIMZIF T, ZOY YT T 74 ILIE"5G" R LTWET,

4.4.2. Hive X% 2 K 712 MySQL Z 7|4 PostgreSQL % {FH 9 %

A=) TDT T AN VA M=JLIE, Hive % Derby E WD $HAHIAH Java T—HIR—R &FRHT
29LIICERELEFT, ThIFKBELQRIFEICITEL TOWEHAD, MySQL F72Id PostgreSQL 7—
IR—=ZDWTNMIBEZIRZ DI ENTEET, 7704 X MTHive IZ MySQL F 714
PostgreSQL T —49 R—ADRERIBEIE. UTOREZ7 71 ILOY Y TILEFERLET,

3DODHREA TV avAEFEALT. Hve A9 RN THEAINZ T —IR—EFIETEET
(url, driver. & & U secretName),

aA—H—FHE/NRRAT— KT MySQL F71d Postgres 1 Y 24 V A% ER L9, JRIC. OpenShift CLI
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(oc) F/FEYAML 7 7ML EFALTY— oLy MEEHRLET, 2OY—J Ly NARIERT 2
secretName (&, MeteringConfig 7 7> =~ k1) ¥V — 2 ® spec.hive.spec.config.db.secretName
T4 —ILRICRY TS 2RENHYFT,

FIE
1. JRIT. OpenShift CLI(oc) F/2EYAML 7 7 A L EFRALTY—I Ly NEERLE T,

e LIFOAVYY RZERALTY—ILy bEERLET,

$ oc --namespace openshift-metering create secret generic <YOUR_SECRETNAME> --
from-literal=username=<YOUR_DATABASE_USERNAME> --from-literal=password=
<YOUR_DATABASE_PASSWORD>

e YAML7 74 AaFEARALTY—2Ly NEERLET, LLTEHICHY FT,

apiVersion: vi

kind: Secret

metadata:
name: <YOUR_SECRETNAME> ﬂ

data:
username: <BASE64 ENCODED_ DATABASE USERNAME>
password: <BASE64_ENCODED_DATABASE_PASSWORD>

©® /L vrozEm
9 base64 TITYA— RINETF—IR—Z2D1—H—4,

g base64 TLY I— RXINEF—IR—IAD/IRZAT— K,

2. BRE7 714 I EER L T, Hive IT MySQL F 7 d PostgreSQL T—9 R— XA & FRAL X7,

e Hive ICMySQL T—9R—R%FHATZITIE. UTOREZ7 71 LYY IV EFERALZE
To X—=H YU TTIE, MySQL Y —NR—D/N\—T 3> 56, 57, BLUV80.FARAT B &
HICAHEE Hive XY XA RNTHRETEEY,

spec:
hive:
spec:
metastore:
storage:
create: false
config:
db:
url: "jdbc:mysql://mysql.example.com:3306/hive_metastore” 0
driver: "com.mysql.cj.jdbc.Driver"
secretName: "REPLACEME" @)
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X5
wi

R

56 57RREDHWNMYSQL H—/N—NR—=U 3V TEMET DL DICA—%

)V T ARBRET DIHE. R Hive XY XA MNTEERET HHRIC
enabledTLSProtocols JDBCURL /X5 A —4% — %BINT 2HENH DHE
nHY ET,

Q TLSVI2BES 2 A — M AERET %I, url % "jdbc:mysql:/<hostnames:
<port>/<schema>?enabledTLSProtocols=TLSv1.2" (R E L £ 7,

g base64 CHEELINAI—HF—EZHLV/IRRT— ROF—F R—BIFERHAES F
nav—2oLvy NSRRI

spec.hive.config.url Z A L TEM®D JDBC /AT X —4 —% BT N TEET, Fill
l&. MySQL Connector/J80 D RF a2 XAk ZSRLTLEIL,

® Hive |C PostgreSQL T —49RXR—&HRAT 2ICI1E. UTFOH Y TILERET7 7ML EERL
i_a—o

spec:
hive:
spec:
metastore:
storage:
create: false
config:
db:
url: "jdbc:postgresql://postgresql.example.com:5432/hive_metastore”
driver: "org.postgresql.Driver"
username: "REPLACEME"
password: "REPLACEME"

spec.hive.config.url Z A L TEM®D JDBC /AT X —4 —% BT &N TEET, Fil
l&. PostgreSQL JDBC RZA /N—=—DRF a2 XAV M Z5RLTLEIL,

45. L 7R— N OPERATOR D& E

BF

A=)V JIEIEHRDOHEEET T, FFHEDHEEIZMKA & L T OpenShift Container
Platform ICEFhTH Y, BIZTmMIVR—MINFTH, XERZDSHED) ) —XTHI
BRINZ0H, R IOMAY NTOFRIHEEINIEA,

OpenShift Container Platform TIE#E E o> 72 h. F GBI I M- ERBEEDRIFTD
—&IZDWTIE, OpenShift Container Platform 1) Y) — 2 / — b @ FEHER S & THIBR X
hicfget /o a v EaSRLTCEI Y,

L R— b Operator (. Prometheus 57 —# Z&E L. X M) U X% Presto ICfR#F L T, Presto I
WLTLR—KIITY—%ETL, ThODOER%E HTTPAPIRBTRABEL XY, LAR— b Operator
DEXEILEIC MeteringConfig H R 9 L)Y —ATERITINZET,

4.5.1. Prometheus #EHED X 1) 571 —(RE
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https://jdbc.postgresql.org/documentation/head/connect.html#connection-parameters
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A —4%1) > % OpenShift Container Platform (C4 > X b —JL§ %355, Prometheus (&
https://prometheus-k8s.openshift-monitoring.svc:9091/ THIATE XY,

Prometheus NDFEFEDEF 1) 71 —%RE T BDIC. TIAIWDDA—=85) 2V TDA VR M—=IL
T & OpenShift Container Platform DER:ER (CA) ZfEA L ¥#9, Prometheus 1 ¥ 2% /Z?b‘/”:']@ CA
HERAYT 5A. CAIRKREYY 7T2FEALTHATEEY, LAR— b Operator &, IEEI AN
Z—bh—9 2 %ERAL T Prometheus TEREET DL DICERET B I EEHETEET,

FIR

o REVTY TAHMAL T Prometheus 1 YAY VANERATZ CAARBEBALZT T, LUTIXBIICA
L) i-a_c

spec:
reporting-operator:
spec:
config:
prometheus:
certificateAuthority:
useServiceAccountCA: false
configMap:
enabled: true
create: true
name: reporting-operator-certificate-authority-config
filename: "internal-ca.crt"
value: |

Fold, —RICBWRAAEDY A7 LRIEBE%=FEHT %121, useServiceAccountCA & &
U configMap.enabled D& /5 % false ICERE L £ 7,

® Prometheus TERIET AIRT7o—h—0vAaBELE T, UTFEHICAHRY FT,

spec:
reporting-operator:
spec:
config:
prometheus:
metricsimporter:
auth:
useServiceAccountToken: false
tokenSecret:
enabled: true
create: true
value: "abc-123"

45.2. LiR— k APl DA

OpenShift Container Platform Ti&, T 7 2L bDXA—=%1) VT4 V2 M—)LiZIL— b &= BEIMICAR
L. LR—KMAPIZFIBHEBEICLET., ThicdY,. UTOMEMEEINET,

e HEIDNS
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FTABEA—HY)TD

X5

o USRH—CAILEDKBEHTLS

T, T2 MDA VA M—=)LTIE, OpenShift Container Platform % —E X & {fH L TAEEAE % 12
L., LAR—MAPI % TLS TIR#ET 2 2 EMNTEF 9, OpenShift Container Platform OAuth 7’00 =\=
Y —IELR— bk Operator DY 4 RAh—aVvFF—&LTFFO4 I, LR— b APl 23R CIR#E
7,

4.5.2.1. OpenShift Container Platform S2EE D&

TI7#IKNT, LR—MAPIOEF2) T4 —ETLS BL VR THREINE S, IhlE, LR—b
Operator % L 7R— b Operator ® 3 > 57— & U OpenShift Container Platform Z2sE 7O F > —% =
79214 RA—aV T F—DOEAEELC Pod AT 7O14 T BLDICERELTEITINE T,

LAR—BMAPIHICTVERT B7HIC. X—4% 1> J Operator ldI—bERBELET, L—FDB1 VR
h—bENH, UTFOOITY RZETLTUUL—MDKRAMEZERIGTEEY,

$ METERING_ROUTE_HOSTNAME=$(oc -n openshift-metering get routes metering -o json | jq -r
".status.ingress|].host")

RIS, Y—ERTAT Y N M—=0 2V FE 1 —RABLUVNNRT—RNILBERBIEOVT O A fE
FH n:buIE%uXiEL/i_a—o

45211 Y—ER7HhIoV M N— %GR U-REE

ZOFETIE, UWTFOaYY REFERALTM—2 %L KR— b Operator DY —ERXT7HD > N THEH
L. ZOXRT7S5— ~—2% 2% Authorization Ny ¥ —ITELE T,

$ TOKEN=$(oc -n openshift-metering serviceaccounts get-token reporting-operator)
curl -H "Authorization: Bearer $TOKEN" -k
"https://$METERING_ROUTE_HOSTNAME/api/v1/reports/get?name=[Report
Name]&namespace=openshift-metering&format=[Format]"

L EE®D URL @ name=[Report Name] & & U format=[Format] /NS X —4% —%2BEX# X 7, format
INT A= —I&, json. csv, F/zldtabulariCT B ENTEET,

45212 1—F—ZENRRT— R&aFERA LR

X—=%1) > JE, htpasswd 77 M IILOABRICEEINZ A —H—RENRT—ROBEAEDLEZHER
TREARDIMDEEEYR—MLET, TI7FIMT, ZODhtpasswd T—F 220> —V L v MHME
MINFET, /=72 L. reporting-operator.spec.authProxy.htpasswd.data & & Uf reporting-

operator.spec.authProxy.htpasswd.createSecret ¥ —%. CDAHEZFATHLDICEKETEET,

MeteringConfig TLEEZ#EELEIC. LTOOAYY RZETTEET,

$ curl -u testuser:password123 -k "https://$SMETERING_ROUTE_HOSTNAME/api/vi/reports/get?
name=[Report Name]&namespace=openshift-metering&format=[Format]"

testuser:password123 Zz BRI —H—HENXT— NOHEAEDLEICEITAET,

4.5.2.2. ZRAFDF Ec%

L R— K Operator T OAuth ZFEITERET 2H. FT7/IF|EWIC T B121E. MeteringConfig ') vV — R
T spec.tls.enabled: false 258 EJ 2 EIHY X T,
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Digk

==
[=]

ik, LR— b Operator, Presto, 8L U Hive BDTRTD TLS B LUEREH

BWMILET, INHDY Y —RIEFHTERET D2MEIHY XD,

REEEBEMICT BT, UTOF T avaZRELET, Ral2AMICT 5 E. LAR— K Operator
Pod #* OpenShift Container Platform Z85E 7O F ¥ —% Pod DY 4 KA—A VT F—& LTEITT3
EOICREINZT T, THICLYR—DRAEIN, LR—FAPIDPEELARINT, Kb YICERET
Ofy—YHYA4 Rh—avF+r—Tc7O0F>—3IhExd,

® reporting-operator.spec.authProxy.enabled

® reporting-operator.spec.authProxy.cookie.createSecret

® reporting-operator.spec.authProxy.cookie.seed

reporting-operator.spec.authProxy.enabled & & U reporting-
operator.spec.authProxy.cookie.createSecret % true |IC5%%E L. reporting-
operator.spec.authProxy.cookie.seed % 32 XF DTV ¥ LR FIIIRET 2HEIHY T,

UFoavY REFALT. 32XFDF VI LARBRXFINEERTETET,

I $ openssl rand -base64 32 | head -¢32; echo.

45221 b= V5
uijfva/ﬁmmnﬁi*ntwé%é\&15 N—2 v %ERT BRI LR— N REST

APLICH L TAEMICARY EFT, RTPS— M= VY —ERT7AD Y hFRFE1A—F—D0EON515
Ab\ L) i’a—o

® reporting-operator.spec.authProxy.subjectAccessReview.enabled
® reporting-operator.spec.authProxy.delegateURLs.enabled
REAEDNBEMCIND E, A—HF—FLBY—EXTAVYMDLR—MNAPIZ I T) —F 27D IER

INBERT7S—Kh=2 I, UTFOO=—ILOWTNHIAEFERTEZT7 IV EANTEINDZIMNEL,HY F
-a—o

® report-exporter
® reporting-admin
® reporting-viewer
® metering-admin

® metering-viewer

*X—41) >4 Operator &, spec.permissions 7> av|cH T2/ hO—E%EELT. O—Jb
NA VT4V THEERL, ThHDR—IvoavaF5TEET, &2 LUTFO advanced-
auth.yaml DR EFIZSL TS LIV
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apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
permissions:
# anyone in the "metering-admins” group can create, update, delete, etc any
# metering.openshift.io resources in the namespace.
# This also grants permissions to get query report results from the reporting REST API.
meteringAdmins:
- kind: Group
name: metering-admins
# Same as above except read only access and for the metering-viewers group.
meteringViewers:
- kind: Group
name: metering-viewers
# the default serviceaccount in the namespace "my-custom-ns" can:
# create, update, delete, etc reports.
# This also gives permissions query the results from the reporting REST API.
reportingAdmins:
- kind: ServiceAccount
name: default
namespace: my-custom-ns
# anyone in the group reporting-readers can get, list, watch reports, and
# query report results from the reporting REST API.
reportingViewers:
- kind: Group
name: reporting-readers
# anyone in the group cluster-admins can query report results
# from the reporting REST API. So can the user bob-from-accounting.
reportExporters:
- kind: Group
name: cluster-admins
- kind: User
name: bob-from-accounting

reporting-operator:
spec:

authProxy:
# hipasswd.data can contain hipasswd file contents for allowing auth
# using a static list of usernames and their password hashes.
#
# username is 'testuser' password is ‘password123’
# generated htpasswdData using: "hfpasswd -nb -s testuser password123’
# hipasswd:
# data:|
#  testuser:{SHA}y/2sYAj5yrQIN4TLOYdPdmGNKpc=
#
# change REPLACEME to the output of your htpasswd command
htpasswd:

data: |
REPLACEME

FlE. get/XA—3I v 3 V7% reports/export I 5T I —ILaH 2T RTOO—ILZFATEZX
9, Itk LAR— b Operator M namespace M Report 1) VYV —2 D export 7 1) YV —IIxHT %
get 77X TY, #l:admin & &£ TV cluster-admin
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T 74 MT, LIR— b Operator BLUA—4 1) >~ J Operator Y —ERT7HT Y MIIEEBLIZEH
NoDN—=Iv2aryhHy, TNLGDMN =V V%ZREHFERTEIENTEET,

45222 A—YF—ZENRT— R LEXTE

EHARFRSETld. reporting-operator.spec.authproxy.htpasswd.data 7 1 —JL RICaA—H—H &/
J—RERETEZIENTEFYT, 1—H—KE/XRXT—Rid htpasswd 771 ILICHZEDER LU
ANTHEIZRENHYFET, REINTWVWBIHS, htpasswdData DIV TV VICHIET BTV b —D
HB2A1—YHF—RZENRT—RKEIBET HLDICHTTP BEARIEEZFATETET,

4.6. AWS EKIFERDEEN 17 DERE

BF

A=)V JIEIEHRDOBBET T, FEHBEDHEEIZMKA & L T OpenShift Container
Platform ICEFhTH Y, BIZTmMIVR—MINFTH, XERZDSHEDY) ) —XTHI
BRINZEH, IR IOMAY NTOFRIEEIhIEA,

OpenShift Container Platform TIE#ERE E o 72 h. GBI I M- ERBEEDRITD
—E&ITDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicfget /> a v ESRLTCEI Y,

A=) VT VR —DFEAKRRICET 2188 %E. AWS OFHOERIER ICEEMIT. €8
(K& Y —2DBABIKEIYSTES, EC2 TEFTLTWE Y529 —DBE. LD aws-
billing.yaml 7 7 1 LYY TV AEBLTCINEBMITEET,

apiVersion: metering.openshift.io/v1
kind: MeteringConfig
metadata:
name: "operator-metering"
spec:
openshift-reporting:
spec:
awsBillingReportDataSource:
enabled: true
# Replace these with where your AWS billing reports are
# stored in S3.
bucket: "<your-aws-cost-report-bucket>" 0
prefix: "<path/to/report>"
region: "<your-buckets-region>"

reporting-operator:
spec:
config:
aws:
secretName: "<your-aws-secret>" 9

presto:
spec:
config:
aws:
secretName: "<your-aws-secret>" 6

hive:
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FAZ A —H )V TDEE

spec:
config:
aws:
secretName: "<your-aws-secret>" ﬂ

AWS FEKIEROBEEM T EBMICT 21T, FTAWS IR M EFERARKROLR— M EBMIILET,
L. AWS KF 2 X~ hD Creating Cost and Usage Reports S8 L T XL,

Q Ny N, BEEEEL. BLO) =3 VA AWS OEMERL R— NOBFTEHFLE T,

9 N TD secretName 7 1+ —JL NiE, data.aws-access-key-id & & U' data.aws-secret-

access-key 7 1 —JL KD AWS BREFIEHRAEEN D A —4 ") ~ ¥ namespace D¥— L v |~
DERICEEINZVELNHY FT, FllE. UTOY—I Ly 774D Y FILESRL
IV

apiVersion: vi

kind: Secret

metadata:
name: <your-aws-secret>

data:
aws-access-key-id: "dGVzdAo="
aws-secret-access-key: "c2VjcmV0Cg==

S3IIT—4 %= R7ET BITIE. aws-access-key-id & & U aws-secret-access-key DERFEIFEIRIC/NT v
NDHFAEET IV EANBEICAYET, IMARY Y —PRELNR—I v avaFE5T 26100
Tk, LU D aws/read-write.json 7 7 1 LA SR L TLEI W,

{
"Version": "2012-10-17",

"Statement”: [
{

"Sid": "1",

"Effect": "Allow",

"Action": [
"s3:AbortMultipartUpload”,
"s3:DeleteObject”,
"s3:GetObject",
"s3:HeadBucket",
"s3:ListBucket",
"s3:ListMultipartUploadParts",
"s3:PutObject"

1,

"Resource": |
"arn:aws:s3:::operator-metering-data/*", 0

"arn:aws:s3:::operator-metering-data”

"Version": "2012-10-17",
"Statement": |

{
"Sid": "1 "’
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"Effect": "Allow",

"Action": [
"s3:AbortMultipartUpload”,
"s3:DeleteObject”,
"s3:GetObject",
"s3:HeadBucket",
"s3:ListBucket",
"s3:ListMultipartUploadParts",
"s3:PutObject"

1,

"Resource": [
"arn:aws:s3:::operator-metering-data/*", 6
"arn:aws:s3:::operator-metering-data”

]
}
]
}

Mperator-metering-data ENTy NORRNICESHBRAZT.

I, A VAM—VRTERIEA VAN —ILEOWTNNMIRTTEET, 1 VAM—ILRICIhZE
T BE. LIR— b Operator TT T —HHET2HEENHY FT,
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%52 REPORT

5.. REPORT ([CDWT

BF

A=)V JISIEHRDOBEBET T, FFHEDHEEIZMKA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEIYR—FINFITH, ZERBDSED) ) —XTHI
BRINBiH, FIRT IO AV N TOFERIIERINE A,

OpenShift Container Platform TIE#ERE E o 72 h. 2 IFHIBRI M- R BEEDRIFTD
—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicfget /o a v EaSRLTCEI Y,

Report H X% L)V —R &, SQL 7/ ') —%{FEMA L TEHIMIZR ETL (Extract Transform & & U Load)
VaJEEBIIAEERELET, LAR—MI RTTZ2EEOSQLV I —%iRET 2
ReportQuery ') ¥V — 2%, ReportQuery & £V Report )V — A CHIETE ST —9 5 EEHET D
ReportDataSource ') V — 2R EDMD A —4 ) v J Y —RATHREINE T,

ZLDA—RAT—RAlE, A=F )V TEHITA VR M=ILINBERICERE I N7 ReportQuery $ &
U ReportDataSource ') V — XA THIGINET, LD >T. INSHDEFEREAD VY —IATHIG
INBVWI—RT—ZADRWEE, HEOERIIVEHY FtHA.

5.1.1. Report

Report HZH L)YV —RIE, LR—MDRTELIVRAT I RABTETZLHDIFERINET, X—

FYUTE FRREOT—FY—ZADORETEZLR—MEERLET, Ihid, FHlAQHTS LV
T4V —TCHEEATEET, BE—DReport )V —RlE, T—IR—RAT—TIEEETEZYVaT %R
L. SheRXRT7Ya—LIT L THLWERTERLES, LR—ME T—TILDT—%%LK—F
Operator HTTP API B 2EE TR L £,

spec.schedule 7 1 —JU KA EEE I N/ Report IFBICETINREERY, 79 DINEHE%E
MLET, A=)V IPRBAS vy MUV T20, FREFERATIRVKREICRSIGE. 7—%
DIEFLERFENIST—9ENRNY 774 LET, AT TV1—IHFREINTULAWEE, LR—KMZ
reportingStart & &£ U* reportingEnd TIEE I NAHBIC 1 ERTINE T, T 74 KT, LR—Fb
\& ReportDataSource ') V — AW L R— MNBIRD T -9 2ZL2ICA VY R— N 2D%5HF@LET, L
R=NMIRTT21—H 356, BELEBINTVWSHBEARADT—I DA VR— M IRTETTS
ITHELET,

5011 AT 21— EINIZLR— FDH

LAR D> 7 )L Report 1IZI3 3 X T®D Pod @ CPU BBRICDOVWTOIFEWMEFh, 18REICT1ERTE
h, LR—IDEFTINDZITEICZDI1RERINSDEET—MBMINET,

apiVersion: metering.openshift.io/v1
kind: Report
metadata:
name: pod-cpu-request-hourly
spec:
query: "pod-cpu-request”
reportingStart: "2021-07-01T00:00:00Z"
schedule:
period: "hourly"
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hourly:
minute: 0
second: 0

51122 27 Ja— IR LOY Y FILLR— b (1BODHET)

LLRDYH > IV Report 7 79 =9 MIld, 7 AFDTARTD Pod D CPUBRICDWTDIFHRIEF
hEd, TTRICBERITINDZERERHY TtHA,

apiVersion: metering.openshift.io/v1
kind: Report
metadata:
name: pod-cpu-request-hourly
spec:
query: "pod-cpu-request”
reportingStart: "2021-07-01T00:00:00Z"
reportingEnd: "2021-07-31T00:00:00Z"

5.1.1.3. query

query 7 4 —JLRiZ, LIR—MNEZEMT 57-DICERAIN S ReportQuery ')V —RICKRIZEEL &
T, LR=FIIT)—F HBROWEBFEEHIILR—PMORF—TEFIEL T,

query II%ET 1 —ILKTY,

T EE/: ReportQuery )V — R = —BRRTSICE. UTOaAYY RZFERALET,

I $ oc -n openshift-metering get reportqueries

Hh
NAME AGE
cluster-cpu-capacity 23m
cluster-cpu-capacity-raw 23m
cluster-cpu-usage 23m
cluster-cpu-usage-raw 23m
cluster-cpu-utilization 23m
cluster-memory-capacity 23m
cluster-memory-capacity-raw 23m
cluster-memory-usage 23m
cluster-memory-usage-raw 23m
cluster-memory-utilization 23m
cluster-persistentvolumeclaim-request 23m
namespace-cpu-request 23m
namespace-cpu-usage 23m
namespace-cpu-utilization 23m
namespace-memory-request 23m
namespace-memory-usage 23m
namespace-memory-utilization 23m
namespace-persistentvolumeclaim-request  23m
namespace-persistentvolumeclaim-usage 23m
node-cpu-allocatable 23m
node-cpu-allocatable-raw 23m
node-cpu-capacity 23m
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node-cpu-capacity-raw 23m
node-cpu-utilization 23m
node-memory-allocatable 23m
node-memory-allocatable-raw 23m
node-memory-capacity 23m
node-memory-capacity-raw 23m
node-memory-utilization 23m
persistentvolumeclaim-capacity 23m
persistentvolumeclaim-capacity-raw 23m
persistentvolumeclaim-phase-raw 23m
persistentvolumeclaim-request 23m
persistentvolumeclaim-request-raw 23m
persistentvolumeclaim-usage 23m
persistentvolumeclaim-usage-raw 23m
persistentvolumeclaim-usage-with-phase-raw 23m
pod-cpu-request 23m
pod-cpu-request-raw 23m
pod-cpu-usage 23m
pod-cpu-usage-raw 23m
pod-memory-request 23m
pod-memory-request-raw 23m
pod-memory-usage 23m
pod-memory-usage-raw 23m

raw ERHOHZLR—MI/ T —E, SYEHLRI T —%EMT 270IC1D ReportQuery (<
o THEAINET., ThHELAR—MIEBRFRATEEEA,

namespace- DEFEFEFHEHNTIF 5N/ ¥ T ) —IE namespace BlIIC Pod CPU B LU X E ) —EBR & &5
L. DY —REXRIZEDWT namespace BL UV ZNLDLARDFERARRIEDO—EZRBEELET,

pod- DEFEFEA T IF 5NV T 1) —IF namespace- DIFEBEFHFA T IF 5N/ T ) —ERAKRTT D, 1B
#z % namespace BITIEA < Pod BIICEKEILE T, ThHdD o T —IZiE. Pod M namespace & & U
J/—RAEFENET,

node- DEFEFHNTITONAI T) —13E/ — FOFAATRAEE) V—RICDVWTOERZRL X
-a—o

aws- DEFEFENMITONALZI T —IXF AWS ICEBEDHDTY, aws DEEFNMIIT5hZs T —
&, BEEHALORALCEZFDI T —EBALT—49%1RL., FERERKRE EC2EBRT—4 ICEERMITE
_a—o

aws-ec2-billing-data L R— MM IthD I/ T —ICL > THEAIN, R4V R7OYDLER—bELTIE
FRATXFtHA, aws-ec2-cluster-cost L’ R— K&, 75 RY—ILEFND/—RICED<CHEBIX+
E. LR— MO IR NOAETERHELE T,

DLTFoa<> R%z{#EAL T ReportQuery ')V —2% YAML & L THERfF L. spec.columns 7 1 —JL K
HRERLET, e, UTFERTLET,

I $ oc -n openshift-metering get reportqueries namespace-memory-request -o yaml
6l

apiVersion: metering.openshift.io/v1
kind: ReportQuery
metadata:

41



OpenShift Container Platform 4.8 X—#4 1) > 4

name: namespace-memory-request
labels:
operator-metering: "true"
spec:
columns:
- name: period_start
type: timestamp
unit: date
- name: period_end
type: timestamp
unit: date
- name: namespace
type: varchar
unit: kubernetes_namespace
- name: pod_request_memory_byte_seconds
type: double
unit: byte_seconds

5.1.1.4. schedule

spec.schedule s2 E7O0v 713, LIR—MDPEFTINZRKEZEHELZTT., schedule />3 vDER
7 14 —JL Rid period TH Y. period DIEICK > T. hourly. daily. weekly. & & T monthly 7 1 —
IWRTLR=IMDEITINZIMNIVIEILICARTEET,

=& Z . period 1° weekly ICEEEI N TUWS5HE. weekly 7 4 —JU K% spec.schedule 70 7 (C
EBMTEET, UTORIE. B &ICBEKBEEHD 1pm (hour13) ICETINFE T,

schedule:
period: "weekly"
weekly:
dayOfWeek: "wednesday"
hour: 13

5.1.1.4.1. period

schedule.period DENREAUTIC—ERRIINTH Y., HEOHMBICERETE 2:8IRgERA 7
YavE—BRTIINTVITY,

® hourly
o minute
o second
e daily
o hour
o minute
o second

e weekly
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o dayOfWeek
o hour

o minute

o second

e monthly

o dayOfMonth
o hour

o minute

o second

e cron
o expression

W@E. hour. minute. second 7 1 —JL NI 1 BHD EDBERAIC L R— MAIRITI N 2 H % HIH
L. dayOfWeek/dayOfMonth (&. L R— ~DHABEMBEEZIEB T EICRT SN TWBIHZEICLKR— b
NRITINZEHFZ/IEBEHELET,
EROET 4 —ILRICIE, BYRECHEIHY 7,

e hour (3 0-23 DEHYETT,

e minute (& 0-59 DEHYETT,

e second (% 0-59 DEHUETT,

o dayOfWeek [FBEEHNAZ ZENFRINDEZXFIDETYT (BEIFTICAADLET),

e dayOfMonth (£ 1-31 DEHETT,

cron BAfEIC D W T, BED cron XIEFBAMTT,

® expression: "*/5* * * *"

5.1.1.5. reportingStart

BET—9IC89 5L R— MDOERITEYR— N BITIE, spec.reportingStart 7 1+ —JL K% RFC3339
HA LR TIREL, LR— MDIRIEDOEETIEA <. reportingStart H* 538 % % schedule (ZE
DWTERITTELIICERLET,

pa 3

spec.reportingStart 7 1 —JL R &4 E DB ICERET 5 &, L R— b Operator H°
reportingStart DEFEIHA SIREDREEE TOBD R Y 12— LEARBICER L T8O ¥
TY)—%=ETI2TEESHYET, LR—MNIANPERLY ERIRES

1. reportingStart 2% » ARIICH 2156, 7T —OBIIHFIC LD AIEEDLH Y F
¥, reportingStart " REBEED L FDHE. LAR— MILR— MEREDRD
reportingPeriod £(A TETINZX T,
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ZDT74—ILROEVWAEZRT—HlE LT, Report 7 79 =) MIMEARALREDH S 2019FH 1H
FTHoLT—9%TTICELTWBIHE, UTOEZFEALTLR—MEERTEIT,

apiVersion: metering.openshift.io/v1
kind: Report
metadata:

name: pod-cpu-request-hourly
spec:

query: "pod-cpu-request”

schedule:

period: "hourly"
reportingStart: "2021-01-01T00:00:00Z"

5.1.1.6. reportingEnd

EEINIERETCOAERITINDLDICLR—MNEERET BITIE. specreportngnd?»f—)l/I\%

RFC3339 44 LAYV T ICERETEET, TD74—ILRDEICE LR— MNMIFAEBRFRNS
reportingEnd £ TOHIED L R— |\7_'“—'9@iﬁi@ﬂ%??ﬁt:l/f“}:L—)M:E’)“L\’Ciﬁ%%ﬂ: L&
ERP

2T 1—)L & reportingEnd ($EE) L R WEENZ WD, ATV 1 —IILORKEEBIZIEED
reportingEnd FFEICIR T T2 LD ICEEINE T, INHDRBEDXTFDHE., LR— MIKAILE
TEINDH. F/ld reportingEnd 'L R— MIREINZFTEITINZE T,

EZWE 7RBICETRERITIND LR—MERT 2HBEIF. UTOEDICAYFT,

apiVersion: metering.openshift.io/v1
kind: Report
metadata:
name: pod-cpu-request-hourly
spec:
query: "pod-cpu-request”
schedule:
period: "weekly"
reportingStart: "2021-07-01T00:00:00Z"
reportingEnd: "2021-07-31T00:00:00Z"

5.1.1.7. expiration

expiration 7 41 —JL REZBIML T, R TVa—)IINBA=9 )T LR—MIIRFHBERELZ
¥, expiration HiEIDEAZRET 2 &, LR— N EFHTHIRT 2L ZBITHIENTEET, RE
HEIE L R— ~ D Report 4 72 = 7 k@ creationDate |C expiration Z A 7/ZHiEEF L RY X
T, LR—MNFELEFLR—=—M2T) —DHRINDL R— MIUEKELAWEE., LER— MRBEHBO
BTRICVZRAI—DLHIRINET, LR— NI FR5—DLHIFRT 3 ICIEED DRFED DD S5
anhy F7,

p= =)
A—)L7 v TEIZEEH L R— MC expiration 7 1 —JL REZRET Z T & IFHREINFE
tA, DL R—MFLFLR—KFIT)—HFLR—-MIIKETZHE. TOLERE—b

ERFPEOKRTRICHBRINELA. LR—MREOREICEAELALYI IV ITODH
HZDODWTTF /Ny JLRJLT report-operator 0 7 A RRTEZE T,
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TEZE, UTDRT Y a—)LEI N LR— &, LER— MDD creationDate ® 30 #RICHIRI N ZE
£

apiVersion: metering.openshift.io/v1
kind: Report
metadata:
name: pod-cpu-request-hourly
spec:
query: "pod-cpu-request”
schedule:
period: "weekly"
reportingStart: "2021-07-01T00:00:00Z"
expiration: "30m"

Q expiration HARIDE ML BERIEAIE, ns, us (F/lE ps). ms. s, m. BLUPh T,

% Report 7 7 ¥ = ¥ b D expiration RIFHEIIEHRE TIZR <, (F/BTRAL) #oE
fROIEFTHEEL XY,

5.1.1.8. runimmediately

runimmediately % true ICERET &, LAR— MIEEICERTINET, ZOBEICLY., BIMORY
Ta— U TNRGA—=F =R LICLR— MO EIEEICAIES R, Fa—ICANLNIET,

runimmediately 7° true ICEREI N TW 3155, reportingEnd & & U reportingStart
DE=EERET DMHENHYET,

5.1.1.9. inputs

Report # 7> = 7 k@ spec.inputs 7 1 —JL Ki&, ReportQuery ') ¥V — X ® spec.inputs 7 1 —JL K
TEEZEINELZLESFLIEIRETHLHICHERATEET,

spec.inputs BRI EEDRT7D—ETY,

spec:
inputs:
- name: "NamespaceCPUUsageReportName" 0
value: "namespace-cpu-usage-hourly"

ﬂ inputs M name & ReportQuery @ inputs —EICHEEL TWBRENDHY £,

9 inputs @ value (& inputs @ type ICHEYRY 1 TTHEIBHENHY E T,

51110.A—IL7y FLKR—b

LR—=RMTFT—=FIEA RNV ZRBHRERRICT—IR—RIREEINDZ O, EEHELEO-LT Y TL

R—FCTHEATEFET, O—ILT7y FLR-PMOBEHMBRI—7T—2E LT, LR— MOERICBHER
FEZ L YRWEHBICODZ>THOMLET, Chic&Y, 7T —L. 1HBLEKRTOIRTDT—%
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EMTZARLR—MNIFBICRYET, LEAE RV ThEADT—HD1/30IKHLT
EHITINBZERLR—MIPEITEEY,

ARZLOO=IT Yy TLR—=MIE, ARIYLLER—NIIT)—HDHETY., ReportQuery ')V —
27y 7FL—hFOtyH—I& Report4 7Y =4 k® metadata.name 15 NERT—TILEE G
T X % reportTableName #eE & 12 L £ 7,

LT, #HARAATIT) —DRAZRY NTY,

pod-cpu.yaml

spec:

inputs:

- name: ReportingStart
type: time

- name: ReportingEnd
type: time

- name: NamespaceCPUUsageReportName
type: Report

- name: PodCpuUsageRawDataSourceName
type: ReportDataSource
default: pod-cpu-usage-raw

query: |

{I- if .Report.Inputs.NamespaceCPUUsageReportName |}
namespace,
sum(pod_usage_cpu_core_seconds) as pod_usage_cpu_core_seconds
FROM {| .Report.Inputs.NamespaceCPUUsageReportName | reportTableName |}

aggregated-report.yaml O—JL7 v 7L iR— k Dfl

spec:
query: "namespace-cpu-usage"”
inputs:
- name: "NamespaceCPUUsageReportName"
value: "namespace-cpu-usage-hourly"

511101 LIR—FDRFT—4 R

ATV 21— INZLR—PMDETIE, status 74 —ILRAFEALTEWNTIFET, LAR— MNDOEKF
ICHRELZIS—IEZ ZICRBHEINET,

REFR T Report 7 72V D status 7 41 =)L RICIE 2 DD 7 1+ —IL KHHY X T,

e conditions: 2N ik, ENENIC type. status. reason. LU message 7 1 —/L KDH B
REEICDWTO—ETY, RED type 7 1 —JL KICHEH T X % {&IX Running $ & U Failure
ThY., ATV 1—IInLR—MDREDKEZRLZF T, reason (L. condition A°
true. false 7-(&. unknown DL FhH D status TRINZIMIEDREICHZEHETRLE
9, message |d. condition NIREDKREICH Z2IBAICDVTDOANHEITE 21FHREIRMHHL
9., reason DEDFEHIIFERIC DWW TIE. pkg/apis/metering/vi/util/report_util.go =58 L
TLEIW,
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e lastReporiTime: X —% ) VI DNHRRICT Y EZRELBFERLET,
5.2. A ML — DGR

BF

A=)V JISIEHRDOBEBET T, FFHBEDHEEIZMKA & L T OpenShift Container
Platform ICEFNTH Y, BIEHEEYR—FINhFIH, FEZOSED ) ) —XTHI
BRINBid, FIRT IO AV N TOFERIIERINE A,

OpenShift Container Platform TIE#E E o 72 h. 2 IFHIBRI M- ERBEEDRITD
—E(ZDWTIX, OpenShift Container Platform 1) 1) — X / — b @ FEHERE & & THIBR X
hi#gEtE o o a v ESRBLTLEIY,

StorageLocation 7R % LYY —R &, T—9HLR— b Operator ICL > TREINDIGAAEHZREL
F9, INITIE, Prometheus BHIEINET—4 & Report HRY LYY —REHEM L TEHRIN
DERNEEIFNZET,

BED S3 /N7y X S3 & HDFS Ol AR EDEBDBRICT — 9 2R ET 2UENH 2IHE .
A=8 Y TICE > TERINT WAL Hive/Presto DT —IR—RIZT VAT I2HENH D55
\&. StoragelLocation H XY L)Y —RADHZRET DVENDHY T, IFEAEDI—F—DIFE.
CDBRERFFETHY, RERIARTODAMNL—YVAVER—XXVMNEBRETBICIE, X—9 ) v TDE
EILDWTDRFaXY N 2B8RBTZEFTHATY,

521 A ML —CDIBATOH

DTFoflE. EVMvO—ANZANL—=VF T3V ERLTVWET, Ihid. Hive 2ERAT 2 LD
ICEREINTWET, 774 MT, T—FIE Hive R ML —Y (HDFS, S3. F7zi&
ReadWriteMany kiR ') 2 —AEK (PVC)) 2FEHAT 2 LD ICREINDIHZEICIEIBICREINE

ER

O—HAILA ML —TDH

apiVersion: metering.openshift.io/v1
kind: StoragelLocation
metadata:
name: hive
labels:
operator-metering: "true"
spec:
hive:
databaseName: metering 9
unmanagedDatabase: false 6

Q hive t V2 3a U ERET 2HBE. Hve b —N—%ZFALTT—7 I %2{EM L. StoragelLocation
%7 —4% % Presto ICIRET 5 & D ICERE L £9, databaseName & & UF unmanagedDatabase
DHMNHET 1 —ILRTT,

Hive RD T —4 N— 2 D£&Hl,
true M54&. StorageLocation ') V — R IFEEEIMICEIE I 1 d'. databaseName 7' Hive ICE IC

BHETZIENFREINE T, false DIFE. LAR— k Operator [&F—4 RXR—2 % Hive ICYER L
i’a—o

o0
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LUTFOHITIE, ARNL—=YICAWSS3 NSy haERALE T, EAT S/ SR ZFERY BHRIC. HREN
Ny NEITEMINE T,

DE—MRML—T DB

apiVersion: metering.openshift.io/v1
kind: StoragelLocation
metadata:
name: example-s3-storage
labels:
operator-metering: "true"
spec:
hive:
databaseName: example_s3_storage
unmanagedDatabase: false
location: "s3a://bucket-name/path/within/bucket” 0

a3y F—IR=—RIFEHT S Presto 8LV Hive DT 74 ILY AT LD URL, THhiC
&, hdfs:// F7/lEs3a:/ 77 4I Y RATFLAURLEFHTEET,

hive £/ > aVILETEZ28MDA F>avy 71 —ILREHY FET,
e defaultTableProperties: Hive A L CT— IV A EX T 25 EA T a vaEFEhET,

e fileFormat 7 7 {1 VY AT LILT 7AWV ERFETZDLDICERTZ 77 A IVBATY, 77
T3 VDO—EPFHMICDOWTIE, File Storage Format @ Hive K¥ a2 XY b #8RLTLEX
LY,

e rowFormat: Hiverow 7 #—~< v b ZHIfEIL X T, Ihid. Hive T2 V7354 X/72 )
ToAXTBAEEEHELET, 5. Hive Documentation on Row Formats and SerDe %
SHBRLTLKEIL,

522. 77 A KNDRANL— DB

7 / 7—< 3~ D storagelocation.metering.openshift.io/is-default #*77£ L. StorageLocation ')
Y—RTtrue ICEREINTWRIHZE, TOYY—RETI7AI MDA M=) Y —RILRYFT,
AMNL—YDBAMBEINTVWAVWR N —VYREAF TV aVvERDOIRTOIVR—RY MET
T7ANVMNDARL—=Y )Y —REFRALET, T7AILINDRAML—Y )Y —REFE1D2DHTY, 7/
T2 avERFIOERD) Y —ZANBFEET BHE. LAR— K Operator 87 7 # )L M 2RI TE 2L
HIZ—HAOJICREIZFEINET,

FTIAINBMDA ML —TOH

apiVersion: metering.openshift.io/v1
kind: StoragelLocation
metadata:
name: example-s3-storage
labels:
operator-metering: "true"
annotations:
storagelocation.metering.openshift.io/is-default: "true"
spec:
hive:
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#5% REPORT

databaseName: example_s3_storage
unmanagedDatabase: false
location: "s3a://bucket-name/path/within/bucket”
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BEE X —F ) VT DEH
BE

A—481) U JISIEHREOBEETT, FFHREDHEEEILKIA L L T OpenShift Container
Platform ICEENTH Y., BIESHIYR—PbINZFTH, XERZDSED) ) —ZTH|
BRINDH, FRTIOAAY N TOFERIIHEINEI A,

OpenShift Container Platform TIE#EE E o 72 h. FIFHIRI M- ERBEEDRITD

—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicget /> a v EaSRLTCEI Y,

6.1. RIS
o X=X/ x4 VAN=)LLET,

o LAR—KICRECTEZFIATRAA FYave, TOREOFMEZRIRL TIEIL,

6.2. L R— NDYERK
LR—MDERKIE, X—%) V5 FRLTT—9%20EL, 2T 25FETT,

LR—KNEERT ZICIE. YAML 7 74 )L TReport )YV —R%EH L. BDER/NNSXA—F—%IBE
L. ZMh*% openshift-metering namespace IC{ERR T 2 ELH Y £,

AR
o A=YV IHRALVAN=IFEHTT,

FIR

1. openshift-metering 7O =7 MIYYEBZET,
I $ oc project openshift-metering

2. Report ) V—2% YAML 7 74 JLE LTHERLET,

a. UFTORBEELYAML 774 ILAEERLZET,

apiVersion: metering.openshift.io/v1

kind: Report

metadata:
name: namespace-cpu-request-2020 ﬂ
namespace: openshift-metering

spec:
reportingStart: '2020-01-01T00:00:00Z'
reportingEnd: '2020-12-30T23:59:597'
query: namespace-cpu-request 9
runlmmediately: true 6

© aueryix. LR—FOEMICHEAT 3 ReportQuery ZIEELET. LA— LT 2R
BICHLT, COEEZEBLET, #7723 vD—EBICDWTIE oc get
reportqueries | grep -vraw = E{T L £ 7,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/metering/#metering-install-operator_installing-metering
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@ | £ t75 metadataname IKOWTEGTT 2NBEHAT LA AMALE T, (&
ALEITY— RTVa—LELREMEHRBT 2B REMEHAL TR

© HATELT-SEFALTRATISLIT BT runimmediately % true |
BRET BHH. H/cld reportingEnd D IFET 2D ERFHKT B L D ICT 2 ITI false I
BRELET,

b. MTFDa< Y K%EETLTReport )V —R%EEMLET,
I $ oc create -f <file-name>.yaml
Al
I report.metering.openshift.io/namespace-cpu-request-2020 created
3. UTFDIYYRT, LR—FELVZENSD Running A7 —9 A% —ERRTIET,

I $ oc get reports

ol
NAME QUERY SCHEDULE RUNNING FAILED LAST
REPORT TIME AGE
namespace-cpu-request-2020 namespace-cpu-request Finished 2020-12-

30T23:59:59Z 26s

6.3. LIR— MNERDERT

LR—MDERERTTZITIE. LAR—BMAPIHL— M&EERA L. OpenShift Container Platform 52EE1E
WAEFALTAPHCH L CERFAET 2 EDHY E T, LAKR— ML, JSON. CSV, ZF7 (& Tabular i
TERIETEEY,

Gl s
o A—HYVITHRALVAN=ILINTWS,

o LIR—PMDIERIZTIVERTBICIE, V53R —BEETH M. F7ziL openshift-metering
namespace T report-exporter D— /L ZEAT 27V AN EINZIBENHY X7,

FIR

1. openshift-metering 7O =7 MIYPYEBZET,
I $ oc project openshift-metering

2. LR—=MAPITHRICOWTYZITY—LZET,
a. *—41) > Y reporting-api )L — N DEHEEHR L. I—PEREBELET,

I $ meteringRoute="$(oc get routes metering -o jsonpath="{.spec.host}')"
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52

I $ echo "$meteringRoute"

. BRTCEAYTZRITI DI VZERIELET,

I $ token="$(oc whoami -t)"

. reportName Z/E L7 L R— FDEZRNREL X T,

I $ reportName=namespace-cpu-request-2020

. reportFormat % csv. json. F7-(d tabular DWIFNMNITERE L. APIIGBEDHAFRR %

BELEY,

I $ reportFormat=csv

 BREMBIBICIE, curl ZEALTLR-MIDWTDLR—FMAPIHIIHT 2EKREZE

TLET,

$ curl --insecure -H "Authorization: Bearer ${token}"
"https://${meteringRoute}/api/vi/reports/get?
name=%${reportName}&namespace=openshift-metering&format=$reportFormat"

reportName=namespace-cpu-request-2020 & & U reportFormat=csv D i 71l

period_start,period_end,namespace,pod_request_cpu_core_seconds

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
apiserver,11745.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-apiserver-
operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
authentication,522.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
authentication-operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-cloud-
credential-operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-cluster-
machine-approver,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-cluster-
node-tuning-operator,3385.800000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-cluster-
samples-operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-cluster-
version,522.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
console,522.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-console-
operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-controller-
manager,7830.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-controller-
manager-operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
dns,34372.800000



BEEAX—F YV TDEHA

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-dns-
operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
etcd,23490.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-image-
registry,5993.400000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
ingress,5220.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-ingress-
operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-kube-
apiserver,12528.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-kube-
apiserver-operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-kube-
controller-manager,8613.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-kube-
controller-manager-operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-machine-
api,1305.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-machine-
config-operator,9637.800000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
metering,19575.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
monitoring,6256.800000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-network-
operator,261.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-
sdn,94503.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-service-
ca,783.000000

2020-01-01 00:00:00 +0000 UTC,2020-12-30 23:59:59 +0000 UTC,openshift-service-ca-
operator,261.000000
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B7EX—51) v TDERAB
BE

A—481) U JISIEHREOBEETT, FFHREDHEEEILKIA L L T OpenShift Container
Platform ICEENTH Y., BIESHIYR—PbINZFTH, XERZDSED) ) —ZTH|
BRINDH, FRTIOAAY N TOFERIIHEINEI A,

OpenShift Container Platform TIE#EE E o 72 h. FIFHIRI M- ERBEEDRITD

—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicfget s> a v ESRLTCEI Y,

LT Y FIVLR—MEFEBALT, 759 —KHNDOBE. FHELCERRIORAEEZRABLET,
INLDHYYTIVTIE, X—F ) VTP RETEIIFIFERYA TOLR— MDFRIICERINAS T
) —DRBIREFKICRRIINDE T —XAERLTVWET,

7.1. BB SR
o A=)V A VAN=ILET,

o LR—FDIERBELIVRRICDOVWTOFMERERLZFT,

72. 75 A9 —REDEBRS L VHRDAIE

UFDOLR=KME VSR —BEZBRSIVTARICAET 2HE2RLTVWEY, BHRLVLER—ME
BELR—MORBREEFFT L TERINET,

LR 7529 —DCPUBREZBRICHIET H5LR—KTT,

95 A9 —DEFRD CPUBREDH

apiVersion: metering.openshift.io/v1
kind: Report
metadata:

name: cluster-cpu-capacity-hourly
spec:

query: "cluster-cpu-capacity"”
schedule:

period: "hourly" ﬂ

Q ZDEREIE daily ICEBELTHRLAR—NERBTZIEATEZIN,. KEELAT—9 Y b

e, BRELR—MZEALTHIS, BT -9 ZHRLR— MIESHT2HNEZDICHENT
_a—o

UFDOLR=ME, BT —9ZHRLR—MIEKHLET,

95 A9 —DHZRXD CPUBEDHI

apiVersion: metering.openshift.io/v1
kind: Report
metadata:

name: cluster-cpu-capacity-daily ﬂ
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BIEA—F) v TOERAM

spec:
query: "cluster-cpu-capacity" g
inputs:
- name: ClusterCpuCapacityReportName
value: cluster-cpu-capacity-hourly
schedule:
period: "daily"

© L F—OEREHNT B, OBOVThAEEET SBAICLK— kO name 2EET
BESILTIREL,

9 cluster-memory-capacity ZBIEE 952 &ETEXY, BEMITONABRLA— T/ —
EEHFITEHELEIICLTLEIL,

inputs /> 3> Tid, TOLR—MEBRLAR—MEEFHTEELDICHRELET, EFMIC
l&. value: cluster-cpu-capacity-hourly (Z&EFt I N2 EBFL R— MNDHZRIICAY T,

73. 1B DAHETINBLAR—bE2FERALELI SRS —EFRKEDAIE

UFDOLR=KME V53R —DFERRAZ/HECHBBALUENASAELE T, LR—MNI—ELTFE
TIh, TORIRFELTEARALEY,

95 RA49—0 CPU AR DOH

apiVersion: metering.openshift.io/v1

kind: Report

metadata:
name: cluster-cpu-usage-2020 ﬂ

spec:
reportingStart: '2020-01-01T00:00:00Z' g
reportingEnd: '2020-12-30T23:59:597'
query: cluster-cpu-usage 6
runlmmediately: true

LAR— N DR ZH#RFT 5ICIE, ROEOVWTIHZEET BIHEICLR— D name ZZET
BEIICLTLETW,
AzRKBIZLIICKRELET,

CITYI)—%AELZET., cluster-memory-usage 7 L) —TI SR Y —DERAKRRERET

9 L R— k%, reportingStart ¥ 1 L X% > TH 5 reportingEnd ¥ 1 LAY Y TETDT—H DIE
9 52&EHTEEY,

LR—be, RESIVERRT CICEITIBLDIICKRELET.

7.4.CRONRAEFARA LIS Y —FRRKIDAE

LAR— N DHBEZRET 5BRICcronREFHATZIEETEXY, UTFOLR— NI FHD 9am-
Spm DREICY S 25 —DERARRZEHE L T CPU DERRRZAEL XY,

PSR —DEHRD CPU AR DOH
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apiVersion: metering.openshift.io/v1
kind: Report
metadata:
name: cluster-cpu-utilization-weekdays ﬂ
spec:
query: "cluster-cpu-utilization" g
schedule:
period: "cron"
expression: 00 * * 1-5 6

LAR— DR ZH#IFT BICIE, tDEBOVWTNINZEET BI5EICLAR—bDname ZEE Y
BEIICLTLETIL,

o

ZZTYI)—%AELZF T, cluster-memory-utilization 7 L) —T4H 5 249 —DFERIRR % A
ETDHIEHETEET,

o

cron DEABICDWTIE, BED cron ABNBR T,
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FEBA—HYVIITDIS TN a—FT4 Vv TBLCETNRY T
BEEA—HYVITDINS TN a—FT4 T8IV TNY Y

BF

A=)V JIEIEHRDOHEBET T, FFHBEDHEEIZMKA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEIYR— b INFITH. ZERDSED) ) —XTHI
BRINBiH, FIRT IO AV N TOFERIIHEREINE A,

OpenShift Container Platform TIE#EE E o 72 h. FIFHIRI M- ERBEEDRITD
—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicget /> a v EaSRLTCEI Y,

LTI avasRLT X9 YV JICHESZRHEDEBED NS TN a—FT4 v TET Ny
TafTo> TSI,

CDEIaVDBRICMAT, ROMNEY IV EERLTLIEIW,
o X—HYUTDA VA N—ILDOBHREM

e X—8 )V ITDEREICDWVWT

BILX—=FVYITDNZ TN a—FT4VT

A—H YV JICEET 2RI ARBESE LT, Pod ARENCKKT 2BEL,HY ET, Podid!)V—2R
DRV, F 7zl StorageClass 721 Secret 1) YV — 27 &, FHELABWY Y —ZAANDKFEFRLH
2HEICEIICKHNT SRS HY £,

811 +42ayEa—N)Y—2HHW

A=) TDAVRAMN=ILERLIFEFTEIC, OVE2—RMN)Y—BRVWEVWIBBEINLCELE
To VIR —DHERL, JYUBLDLR—IDMERIND E. LR— b Operator Pod ICId & VW %<
DAEY—DREBEIZRYET, AT —FHED Pod DFHIRIZET BE, V5 AY—IEPod DA E
) —ARRE (OOM) #EE L. Ih% OOMKilled R 77— A THTLET, X—9 YV TITA VA M—
IWOFHRZGETHEAINTVWER/NEDY YV —ABEIABAINTWE I E2MALET,

pa 3

A—%1) 2T Operator (&, ¥ 529 —DARFICEDIWTLR— b Operator Z HEI R
=NV LEHA, TDRD, VSR —HNKELKRBE, LR— b Operator Pod D
CPU ERXRIFEML ZHA.

BENY) Y —RFLERAT T 2—IVICEETZ2HNE DI D ZHFIT ZICIE. Kubernetes RF¥F a1 XY hD
Managing Resources for Containers IZ# 2 b T 7Y 2 —F 4 YV TDI/RICHE > TLEI L,

AVEa— MY Y—2ZADBRBWVWEHICBBD NS TV a—TFT 14 VT %475 ICIE. openshift-metering
namespace I CLLFA2HER L £ 7,

AR

o IREDNIE I openshift-metering namespace T#H %, LLTF %34T L T openshift-metering
namespace ICHIUE X T,

I $ oc project openshift-metering
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FIR

L ETLAD2/A—41Y > Report )V —RADEHAFER
L. ReportingPeriodUnmetDependencies D X257 —4% X %#R KL £,

I $ oc get reports

Al
NAME QUERY SCHEDULE RUNNING
FAILED LAST REPORT TIME  AGE
namespace-cpu-utilization-adhoc-10  namespace-cpu-utilization Finished

2020-10-31T00:00:00Z 2m38s

namespace-cpu-utilization-adhoc-11  namespace-cpu-utilization
ReportingPeriodUnmetDependencies 2m23s
namespace-memory-utilization-202010 namespace-memory-utilization
ReportingPeriodUnmetDependencies 26s
namespace-memory-utilization-202011 namespace-memory-utilization
ReportingPeriodUnmetDependencies 14s

2. NEWEST METRIC QBN L R— b D# T H &L Y £/hX L ReportDataSource ') ¥V — X = #ER
LET,

I $ oc get reportdatasource

o
NAME EARLIEST METRIC NEWEST METRIC IMPORT
START IMPORT END LAST IMPORT TIME AGE
node-allocatable-cpu-cores 2020-04-23T09:14:00Z 2020-08-31T10:07:00Z
2020-04-23T09:14:00Z 2020-10-15T17:13:00Z 2020-12-09T12:45:10Z 230d
node-allocatable-memory-bytes 2020-04-23T09:14:00Z 2020-08-30T05:19:00Z

2020-04-23T09:14:00Z 2020-10-14T08:01:00Z 2020-12-09T12:45:12Z 230d

pod-usage-memory-bytes 2020-04-23T09:14:00Z 2020-08-24T20:25:00Z
2020-04-23T09:14:00Z 2020-10-09T23:31:00Z 2020-12-09T12:45:12Z 230d

3. ZHD Pod DHEIREDICDWT, reporting-operatorPod ')V — XD IEEM%#MHEE LT,

I $ oc get pods - app=reporting-operator

apall
NAME READY STATUS RESTARTS AGE
reporting-operator-847c9b7b6-fr697 2/2 Running 542  8d €))

ﬂ L R— b Operator Pod dE@WETHEE L £,

4. reporting-operator Pod ') ¥ — 2 T OOMKilled D& T ICDWTHEEREL £,

I $ oc describe pod/reporting-operator-84f7c9b7b6-fr697
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H A B

Name: reporting-operator-84f7c9b7b6-fr697
Namespace: openshift-metering

Priority: 0

Node: ip-10-xx-xx-xx.ap-southeast-1.compute.internal/10.xx.xx.xx
Ports: 8080/TCP, 6060/TCP, 8082/TCP
Host Ports:  0/TCP, 0/TCP, O/TCP
State: Running

Started:  Thu, 03 Dec 2020 20:59:45 +1000
Last State:  Terminated

Reason:  OOMKilled @)

Exit Code: 137

Started:  Thu, 03 Dec 2020 20:38:05 +1000

Finished: Thu, 03 Dec 2020 20:59:43 +1000

ﬂ L /R— K Operator Pod £ OOM IC & 28HIIR TICL W T LTWE T,

reporting-operator Pod X €Y —HIRD3| X E(F

Pod ODEEEN> OOM IC & Z3&HIEL T 4 R MAIBINL TWB5HBE. LR— Kk Operator Pod ICFRE X
NERAEDXE) —FHIRZHERTETET, AT —FIRZEPT &, LAKR— b Operator Pod L R—
NTF—49YV—REBHTEXEY, BEQIFEIL. MeteringConfig ) vV —ZXD X E ') —HIfR % 25% -
50% BlE EIFE 9,

¥R
1. reporting-operator Pod |) V —RDIRIED A T —HIR &AL £ 7,

I $ oc describe pod reporting-operator-67d6f57¢56-79mrt

Al
Name: reporting-operator-67d6f57¢c56-79mrt
Namespace: openshift-metering
Priority: 0
Ports: 8080/TCP, 6060/TCP, 8082/TCP
Host Ports:  O/TCP, O/TCP, O/TCP
State: Running
Started:  Tue, 08 Dec 2020 14:26:21 +1000
Ready: True
Restart Count: 0
Limits:
cpu: 1
memory: 500Mi ﬂ
Requests:
cpu:  500m

memory: 250Mi
Environment:

ﬂ L /R— b Operator Pod ®IRFED X E ') —HlR,
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2. MeteringConfig ) vV —XZfEEL TAE) —HIRZEFFHF L X7,

I $ oc edit meteringconfig/operator-metering
MeteringConfig J ¥V — Xl

kind: MeteringConfig
metadata:
name: operator-metering
namespace: openshift-metering
spec:
reporting-operator:
spec:
resources:
limits:
cpu: 1
memory: 750Mi
requests:
cpu: 500m
memory: 500Mi

Q MeteringConfig ') ¥ — XD resources 7 1 —JL RKATX T —HIRZEMEIFBIE L
F£9,

pa 3]
XEY—FIRNBIZLEIFONALETESZHE OOM TRHER T IN/EHDA
Ry MHZHEEIE. HIOBENLR— N2 REBREBICLTWEZEEZREBLT
WS AREEDNHY FT,

8.1.2. StorageClass ') ¥V — A AR E I AL

AX—H&YVTTIE, 774/ D StorageClass ') YV —ZAHWEHNTOEY 3 ZV JICREINTW S
ENHY ET,

V5 RY —ICEREINT- StorageClass ' H 2N EI DN %EF v V9§ 2HE 774 NDEREHE.
BLIUA—F NV TETIAINNUADRIMN L=V ISR EFERAT DL DICERET DHEICDOVTOH
MIE. XA—9 )V TDREFEICODVTDORFIAYMNESBLTLEIY,

813. =7 L v MAELLKEREINTLAW

A—=H YU JICEET 5 —BIAEREE LT, KEANMN L —YVDORERICR>7Z—I Ly MDIBES
NaZeEPrHYES, BEZ7AILDOY Y TILEHRBL, ANL—2TONRMT—DHA K14 VIC
HoTY—V Ly bEERRT 5 & &R LTIV,

82 X=X/ )V ITDTINY T

A=F Y TDOTFNy JIE, EEODIAVEA— Y NEEENET 2HBEICKBICEZICRYET, UTF

DtY 3 TIE Presto BL U Hive ND#EfRE IV T —HiE HELU Presto BLUWHDFS OV
R—=RV MDY Y2 R—RORFAEICDOWTELCEHBELET,
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R

OtV arvnaATRY RTIETANT, X—4 1) v T % openshift-metering namespace
® OperatorHub AT VA M—=JILLTWB Z & &FIIRE L E T,

8.2.1. L’ R— I Operator O OEE
DFoa<x Y R%{#EAL T reporting-operator D O 7 IZHEWVE T,

$ oc -n openshift-metering logs -f "$(oc -n openshift-metering get pods -I app=reporting-operator -o
name | cut -c 5-)" -c reporting-operator

8.2.2. presto-cli Z{#H L /= Presto DV L) —

DLFDa< Y R, Presto =V L) —TEBWEEBD presto-clityavz@EEzd, 2Oty 3
Vi Presto CERLCIYTFFHF—HTEITIN, PodDAE! —#IRE/ERTE ZEBIMMD Java 1 VAV ¥
2EBEILET, TNDAEITINDIBEIE. PrestoPod DA EY) —EBEBRS L VHIRAEBIZ EIFBME
"HYET,

T 74 NTIE, Presto i TLS #FAL TBET DL ICKEINE T, Presto VT —%5FTT 3
ICIE, UTFOaAY Y RAFERTIHNELRHYET,

$ oc -n openshift-metering exec -it "$(oc -n openshift-metering get pods -
app=presto,presto=coordinator -0 name | cut -d/ -f2)" \

-- /usr/local/bin/presto-cli --server https://presto:8080 --catalog hive --schema default --user root --
keystore-path /opt/presto/tis/keystore.pem

DAYV REERFTTRE, V1) —2E2FTEBLHIC7OVY T IHPRTIINZE T, show tables
from metering; 7V T —%2FRALTCT—7ILO—EERRFLET,

I $ presto:default> show tables from metering;

H A B

Table

datasource_your_namespace_cluster_cpu_capacity_raw
datasource_your_namespace_cluster_cpu_usage_raw
datasource_your_namespace_cluster_memory_capacity_raw
datasource_your_namespace_cluster_memory_usage_raw
datasource_your_namespace_node_allocatable_cpu_cores
datasource_your_namespace_node_allocatable_memory_bytes
datasource_your_namespace_node_capacity_cpu_cores
datasource_your_namespace_node_capacity_memory_bytes
datasource_your_namespace_node_cpu_allocatable_raw
datasource_your_namespace_node_cpu_capacity_raw
datasource_your_namespace_node_memory_allocatable_raw
datasource_your_namespace_node_memory_capacity_raw
datasource_your_namespace_persistentvolumeclaim_capacity_bytes
datasource_your_namespace_persistentvolumeclaim_capacity_raw
datasource_your_namespace_persistentvolumeclaim_phase
datasource_your_namespace_persistentvolumeclaim_phase_raw
datasource_your_namespace_persistentvolumeclaim_request_bytes
datasource_your_namespace_persistentvolumeclaim_request_raw
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datasource_your_namespace_persistentvolumeclaim_usage_bytes
datasource_your_namespace_persistentvolumeclaim_usage_raw
datasource_your_namespace_persistentvolumeclaim_usage_with_phase_raw
datasource_your_namespace_pod_cpu_request_raw
datasource_your_namespace_pod_cpu_usage_raw
datasource_your_namespace_pod_limit_cpu_cores
datasource_your_namespace_pod_limit_memory_bytes
datasource_your_namespace_pod_memory_request_raw
datasource_your_namespace_pod_memory_usage raw
datasource_your_namespace_pod_persistentvolumeclaim_request_info
datasource_your_namespace_pod_request_cpu_cores
datasource_your_namespace_pod_request_memory_bytes
datasource_your_namespace_pod_usage_cpu_cores
datasource_your_namespace_pod_usage_memory_bytes

(32 rows)

Query 20210503_175727_00107_3venm, FINISHED, 1 node
Splits: 19 total, 19 done (100.00%)
0:02 [32 rows, 2.23KB] [19 rows/s, 1.37KB/s]

presto:default>

8.2.3.beeline Z{EH L7/ Hive D/ L) —

UTFDaOY Y KTl Hve 29 L) —TCEXBNEFEED beelinetyYava@EsFxzd, 2Oy a3y
IEHive E AL YT FHF—ARTERITIN, PodDA T —HIREVERTEZ ZBIMD Java 1 YV AY VA%
BELEFT, INPEITINBDHBEIE. HvePod DX EYY —EBRBELCEIEEB|I S EIFBZ2NENHY
i’a—o

$ oc -n openshift-metering exec -it $(oc -n openshift-metering get pods -l app=hive,hive=server -o
name | cut -d/ -f2) \
-C hiveserver2 -- beeline -u 'jdbc:hive2://127.0.0.1:10000/default;auth=noSasl’

ZDARV RERTTDE, VTN —%RTTEDEHIICTAOY T IHARRIINZE T, show tables; 7
I)—AFARALTT—TILO—EEZRRLET,

I $ 0: jdbc:hive2://127.0.0.1:10000/default> show tables from metering;

6l
+- -+
| tab_name |
+- -+

| datasource_your_namespace_cluster_cpu_capacity_raw |

| datasource_your_namespace_cluster_cpu_usage_raw |

| datasource_your_namespace_cluster_memory_capacity_raw |
| datasource_your_namespace_cluster_memory_usage_raw |

| datasource_your_namespace_node_allocatable_cpu_cores |

| datasource_your_namespace_node_allocatable_memory_bytes |
| datasource_your_namespace_node_capacity_cpu_cores |

| datasource_your_namespace_node_capacity_memory_bytes |
| datasource_your_namespace_node_cpu_allocatable_raw |

| datasource_your_namespace_node_cpu_capacity_raw |

| datasource_your_namespace_node_memory_allocatable_raw |
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| datasource_your_namespace_node_memory_capacity_raw |

| datasource_your_namespace_persistentvolumeclaim_capacity_bytes |
| datasource_your_namespace_persistentvolumeclaim_capacity_raw |

| datasource_your_namespace_persistentvolumeclaim_phase |

| datasource_your_namespace_persistentvolumeclaim_phase_raw |

| datasource_your_namespace_persistentvolumeclaim_request_bytes |
| datasource_your_namespace_persistentvolumeclaim_request_raw |

| datasource_your_namespace_persistentvolumeclaim_usage_bytes |

| datasource_your_namespace_persistentvolumeclaim_usage_raw |

| datasource_your_namespace_persistentvolumeclaim_usage_with_phase_raw |
| datasource_your_namespace_pod_cpu_request_raw |

| datasource_your_namespace_pod_cpu_usage_raw |

| datasource_your_namespace_pod_limit_cpu_cores |

| datasource_your_namespace_pod_limit_memory_bytes |

| datasource_your_namespace_pod_memory_request_raw |

| datasource_your_namespace_pod_memory_usage_raw |

| datasource_your_namespace_pod_persistentvolumeclaim_request_info |
| datasource_your_namespace_pod_request _cpu_cores |

| datasource_your_namespace_pod_request_memory_bytes |

| datasource_your_namespace_pod_usage_cpu_cores |

| datasource_your_namespace_pod_usage_memory_bytes |

+- -+

32 rows selected (13.101 seconds)

0: jdbc:hive2://127.0.0.1:10000/default>

8.2.4. Hive Web Ul ~MDR— NERE

UFoavy REETL T, Hive WebUINDR— MErEERITLE T,
I $ oc -n openshift-metering port-forward hive-server-0 10002

TS YH— 4 ¥ KT httpy//127.0.0.10002 A#B=, HiveWeb 1 v ¥ —7 x4 R%&2&kRLET,

8.2.5.HDFS N /R — MERiX
LFoavwy R&EETFTL T, HDFS nhamenode ADR— MERIEAEITLE T,
I $ oc -n openshift-metering port-forward hdfs-namenode-0 9870

TS YH— 4 ¥ RYT httpy//127.0.0.1:9870 2B1%, HDFSWeb{ ¥4 —T7 1 RARRLE T,

UFoaAv Y REEFTLT, RO HDFS T—4 / — RADR— MEEEZETLE T,
I $ oc -n openshift-metering port-forward hdfs-datanode-0 9864 ﬂ

ﬂ oF—% /) —K&EF v U932l hdfs-datanode-0 %R A KRR T % Pod ICE X Z F
-a—o

8.2.6. X—% 1) >4 Ansible Operator
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X—%1) > 7% Ansible Operator 2 LTI SR —RIEDY V—XZEMHRL. ABLET, £ —%
) TDA VA N=ILDOKRE%ET /Ny ¢ ZHE. Ansible 07 %, MeteringConfig h X4 L)Y —2
DRAT—H RA%EHRT DI EMNMZIULLEET,

8.2.6.1.Ansible A ~D7 VR

T7AIERDA YA N—=IVLTIE, A—%1) > Operator i Pod & LTTF7O1INhET, TDEFA.
Ansible AY 7 F—DOY % Pod N THEETE XY,

$ oc -n openshift-metering logs $(oc -n openshift-metering get pods -I app=metering-operator -o
name | cut -d/ -f2) -c ansible

F7zlE, Operator AV T F—DOJ THADENZMHERTE XY (-c ansible % -c operator |CE I #2
2ET).
8.2.6.2. MeteringConfig A 7—% XA DHESR

BEDBEEICDWTT /Ny 7§ %ICIE. MeteringConfig H X9 L)Y — D .status 7 1 —JL K% FE
RBIBIENRIUEET, UTOATY RIE Invalid 91 TORT—9 A v 22—V 5RRLET,

$ oc -n openshift-metering get meteringconfig operator-metering -o=jsonpath="{.status.conditions[?
(@.type=="Invalid")].message}'

8.2.6.3. MeteringConfig 1 X h DOHESR

A—#%1)> T Operator NEKT 2 ARV MNaFERLET, Thid. A VA M—IBFELET Y T
L—RBEED) Y —ZABEEDTNY JICRIBEET, 1RV MNEREDIA LAY Y TTHREZFT,

$ oc -n openshift-metering get events --field-selector involvedObject.kind=MeteringConfig --sort-
by=".lastTimestamp'

HABICIE, MeteringConfig Y VYV —RADRFODERLARETINT T,

LAST SEEN TYPE REASON OBJECT MESSAGE
4m40s Normal Validating meteringconfig/operator-metering Validating the user-provided
configuration

4m30s Normal Started meteringconfig/operator-metering Configuring storage for the
metering-ansible-operator

4m26s Normal Started meteringconfig/operator-metering Configuring TLS for the metering-
ansible-operator

3m58s Normal Started meteringconfig/operator-metering Configuring reporting for the
metering-ansible-operator

3m53s Normal Reconciling meteringconfig/operator-metering Reconciling metering resources
3m47s Normal Reconciling meteringconfig/operator-metering Reconciling monitoring
resources

3m4is Normal Reconciling meteringconfig/operator-metering Reconciling HDFS resources
3m23s Normal Reconciling meteringconfig/operator-metering Reconciling Hive resources
2m59s Normal Reconciling meteringconfig/operator-metering Reconciling Presto resources
2m35s Normal Reconciling meteringconfig/operator-metering Reconciling reporting-operator
resources

2m1i4s Normal Reconciling meteringconfig/operator-metering Reconciling reporting resources
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FOBBA—HYY IV TDODT VA VARN=I

BF

A=)V JIEIEHRDOHEBET T, FFHBEDHEEIZMKA & L T OpenShift Container
Platform ICEENTH Y., BIEHMEIYR— b INFITH. ZERDSED) ) —XTHI
BRINBiH, FIRT IO AV N TOFERIIHEREINE A,

OpenShift Container Platform TIE#E E o 72h. FIFHIBRI M- ERBEEDRITD
—E&IZDWTIE, OpenShift Container Platform Y 1) —Z / — b @ FEHER S & UHIBR X
hicget /> a v EaSRLTCEI Y,

A—%1) > J%BFEWND OpenShift Container Platform 7 S A4 —D\LHIBRT 22 ENATEET,

pa )

A=) JI1E AmazonS3 NNy hTF—4ABBLY., BIRLZY LEHA, X—%
Do TDT VA VAN=IVEIL, X=9 )V IT—9%RIETDHIFERINSG S3IN
Fy NEFETOY—V Ty TT2URERADY T,

01 VSR —HEDA—41) > OPERATOR DHIR

Operator D7 S 29— LDHIBR ICOWTD RF a2 XY MESRBLT, X—% Y >~ Operator % Hllf&
Lji_a—o

pa )

PRI —HHA—=HF1) > Operator ZHIFRL TH., TDARI LYY —AEHVEER
INZ)Y—RFEIBRINEFREA, BYDA—F YV TaAVR—2Y N2HIRT 2 5%
ICDWTIE, X—% 1) >V namespace D7 VA VAR—=IL BLT A—F YV ITHRSY
L)Y —=ZAEEDT VA YAR=ILIZDWTSRLTEIY,

9.2. X—% 1)~ %7 NAMESPACE D7 VA4 VA N—JL

MeteringConfig ') ¥V —X #EX Y R X, openshift-metering namespace #HIfR L CT. X—% Y5
namespace (f§: openshift-metering namespace) # 7 >4 Y XA h—JIL L £ 7,

[} =355
o X—41)> 7 Operator NV TR —DLHIBRINFE T,

FIR

1. A—=#1Y V7T Operator ICL > TERINZITANTD) Y —XZHIFRLZF T,

I $ oc --namespace openshift-metering delete meteringconfig --all

2. BRIOFIENTT L5, openshift-metering namespace D §RTD Pod A BIRI L5 H\
FIFRTREEREL WS EA2BRALET,

I $ oc --namespace openshift-metering get pods
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3. openshift-metering namespace ZHlIf&f L £7,

I $ oc delete namespace openshift-metering

OB AX—=F NV ITHRAI L)Y —RAEREDT VA VA M=)

A=)V TDHAY LYY —RAEFE (CRD) IEA—41Y > J Operator D7 VA4 VA M—=ILB LV
openshift-metering namespace DHIFREEL 7V 5 X9 —IZHKY £7,

HE

X—%1) >V CRDZHIfRT 2 &, VT RY—DMD namespace TOEIMDXA—4F1) ¥

TAVAMN=ILDRTINE T, RIEDRIC, fDA—=5 1) TDA VA M—=ILH
WZ EEBRLET,

[} =355
e openshift-metering namespace M MeteringConfig 1 24 L) YV — XD HIRINTW S,

e openshift-metering namespace MHIFRINTW 3,

FIa
e KYDA—41) VT CRDZHIFRLZ Y,

I $ oc get crd -0 name | grep "metering.openshift.io" | xargs oc delete
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