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XTI IPPRLRE, ERK L7 AmazonEC2 4 VR v R ICEEMITE T,

OpenShift Container Platform @4 Y XA h—JL & IF 24 Y #ER L7 AmazonEC2 4 VY R4~
A% SSH ¥ —R7ICEAEMITZIBENHY FT, Thilid( ¥ —xv b%& OpenShift
Container Platform 7 5 24 —® VPC IC 7)) v VR $ % 728D SSH bastion & L TDHDE
ABEE L DR WD, DAV RIVRILEDFRL—T 4 VIV AT LEREIRL TEHREE
HYFEFHA, €D Amazon Machine Image (AMI) ZERAT 2 NMIDOWTIE, FEIMBETT,
7= & Z &, Red Hat Enterprise Linux CoreOS (RHCOS) Tl&., 1 Y R h—5—E @RI,
Ignition THF—ZIBET B I ENTEIXT,

. AmazonEC2 4 YRV RAHT7OEYa=v 5L, ZHICRLTSSH Z#ETL7=%IC.

OpenShift Container Platform 1 ¥ 2 h —JUICBEEST 1T/ SSH ¥ —% BN 2 HELHY F
T, TDF—Ildbastion 1 YV RAIVADF—EIFBRBGFENHY FIHN, ERZF—ICLAE
FNIERSRWERTIEH Y FH A,

pa )

BEDSSH7/7tRE, BEEIREENETIGARICOAMEINE T,
Kubernetes API DM ISE§ %158, 1M E Pod ZRDYICEITLET,

. ocgetnodes #3£1TL., HALZKREL, YRY—TH5/ —RFOLWThHEZBIRLFT, KR

N £ (Z ip-10-0-1-163.ec2.internal IZFELIL 72 £ DICARY 7,

6. Amazon EC2 ICFEEITF 704 L7z bastionSSHERR VS, ZOI Y hO—ILTFL—VKR

MRIBAYRAY—HRAMICHLTSSHZEITLET, 1 VAM—JIVBEICIEELLLEDERL
SSH ¥ —%EAYT5LDICLET,

I $ ssh -i <ssh-key-path> core@<master-hostname>



83%E *v h7—* >4 OPERATOR O ZE

$F3FE v N7 —F%> % OPERATOR O E

OpenShift Container Platform &, B8 D& 1 7O %y N7 —F> 4 Operator EHR— KL EFF, &
noDOxy hTJ—7 Operator 2L T, 75R9—Xy NT—VZEEBTEET,

3.1. CLUSTER NETWORK OPERATOR

Cluster Network Operator (CNO) &, OpenShift Container Platform ¥ 2 24 —RD Y S A H—x v bk
D—0AVR—FV  eTTOMBLVOERBLIT, ThiCE, 1 VA M—IHIZY 525 —AIGER
X 7z Container Network Interface (CN) DT 7 )L b3y M=o a4 =751 D770
AAXY M EENFE T, FEMIL. OpenShift Container Platform IC$ 13+ % Cluster Network Operator %
SBLTLEIN,

3.2. DNS OPERATOR

DNS Operator I&, CoreDNS #7704 L TCEE L. Pod ICARIFRT—EXZRHBLET, ThiC
& V. OpenShift Container Platform T DNS R— 2 M Kubernetes % —E RMHENAEEICARY £§, 5%
#iL. OpenShift Container Platform @ DNS Operator &8 L T 72Xy,

3.3.INGRESS OPERATOR

OpenShift Container Platform 7 2 24 —%{Efl§ 5 &, V7RI —TEIFTLTWS Pod 5LUH—E
AR ZENZNDIP 7 FLADEYHTOHNRET, IPT7 RL R, B TEITINTWVWSMD Pod ¥
H—EXDLTIEATEEITN, IS4 7Y NOAEHSIET VA TEEH A, Ingress
Operator (& IngressController APl =24 L, OpenShift Container Platform ¥ 5 24 —H#—E X~ D4}
7R EAEEICLF T, ML OpenShift Container Platform @ Ingress Operator &8 L T <
72X,

1


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#cluster-network-operator
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#dns-operator
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-ingress
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52 4% OPENSHIFT CONTAINER PLATFORM (8175 CLUSTER
NETWORK OPERATOR

Cluster Network Operator (CNO) I&, 1 Y R M—JLBFICY 5 R4 —AITEIRI 115 Container Network
Interface (CN) T 7 #JL bRy KO =0 FONA =TS 74 > %&EL. OpenShift Container
Platform 7 5 249 —D&EED YV S RY—Fy NT—VAVR—%xv 7704 L, ThHzBELE
ER

4.1. CLUSTER NETWORK OPERATOR

Cluster Network Operator I&. operator.openshift.io API 7 JL—7H 5 network APl #REL X7,
Operator &, 7—E vt v b %{EA L T OpenShift SDN 7 7 # JL b Container Network Interface
(CN) XY RD—=07ONA =T34, FEITRI—DA VA M—IVBEICEIRLEZT 7 4L
hxy ho—07OnN45—FS 714057704 LEY,

FIE
Cluster Network Operator I, 4 ~ X b —JLBFIC Kubernetes Deployment & L CF 704 X Z 9,

1. LTFDOY Y RAEEITL T Deployment DAT—49 R %&KRKLET,

I $ oc get -n openshift-network-operator deployment/network-operator

Hh 6
NAME READY UP-TO-DATE AVAILABLE AGE
network-operator 1/1 1 1 56m

2. LTFDOY Y REEFTL T, Cluster Network Operator DkREAFRRL £,

I $ oc get clusteroperator/network

H A B

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
network 4.5.4 True False False  50m

LLFD 7 14 —)JU Ri&. Operator DA 7—% X (AVAILABLE. PROGRESSING. & & U
DEGRADED) ICDW T DfE#R%ZRMH L £9, AVAILABLE 7 1 —JL K&, Cluster Network
Operator A Available 27 —#% AZH%ZHRET % EIC True ICRY £ 7,

42. 95 RAF—y ND—UEBREDRR

I RTDOHFHH OpenShift Container Platform 4 >~ 2 b —JLICI&. cluster & L\ D &FTD network.config
FTIVIMDHYZET,

FIR

e ocdescribe AY Y KEFERALT, V75RY—Xv NI—VF&KEEXRTLET,

I $ oc describe network.config/cluster

12
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H A B

Name: cluster
Namespace:
Labels: <none>
Annotations: <none>
API Version: config.openshift.io/v1
Kind: Network
Metadata:
Self Link: /apis/config.openshift.io/v1/networks/cluster
Spec:ﬂ
Cluster Network:
Cidr: 10.128.0.0/14
Host Prefix: 23
Network Type: OpenShiftSDN
Service Network:
172.30.0.0/16
Status:g
Cluster Network:
Cidr: 10.128.0.0/14
Host Prefix: 23
Cluster Network MTU: 8951
Network Type: OpenShiftSDN
Service Network:
172.30.0.0/16
Events: <none>

Q Spec 71 —ILRIE. VSR —RYy NT—VDEREFHDREERRLET,

Q Status 74 —JIL KiE, V529 —%Xv NI — O DREOREELRZRLET,

4.3. CLUSTER NETWORK OPERATOR D R 57— % AFRR

oc describe < > K% L T, Cluster Network Operator DA T —4 R %#R&E L. TDFM%ERT
THIENTEET,

Fa
o LFmav v K%EREFTL T, Cluster Network Operator DA 7T —49 A=K KLET,

I $ oc describe clusteroperators/network

4.4. CLUSTER NETWORK OPERATOR O 7 D&~

oclogs ¥~ R%&fEMA L T, Cluster Network Operator A/ 2 KRR CTEX XY,

Fa
o LIFmav Yy K%EZREFTL T, Cluster Network Operator DOV KRR LE T,

I $ oc logs --namespace=openshift-network-operator deployment/network-operator

13



OpenShift Container Platform 4.8 *v k7 —%

4.5. CLUSTER NETWORK OPERATOR (CNO) D&% 7E

PSR =%y N7 —UDEREIE. Cluster Network Operator (CNO) R ED—E & L THREX
. cluster EWIZRIDARY L)Y —R(CR)F TV Y MIEEINET, CRIE
operator.openshift.io AP| 7 )L— 7'M Network API D7 1 —JL REIREL XY,

CNO & I&. Network.config.openshift.io APl 7' )L—7® Network API 59 S A9 —DA VA ~—
WEHCATD 7 4 —IL RE#EAL, ThoDT74—ILREEETIE A,

clusterNetwork
PodIP7 RLZDEIYHTIERTZIP7 KLRT—IL,
serviceNetwork
H—ERDIP7RKLRT—I,
defaultNetwork.type
OpenShift SDN % 7z1& OVN-Kubernetes RED Y S X —x v N7 —0 7O 5 —,

R

PSR —DA4 VA M=)L1EIC, BRIOEI Y 3V T—EBRRIINTWSE 714 —I)ILRK%E
LTETBHIEIITEEEA,

defaultNetwork # 72 7 hD7 4 —JL K% cluster E WO ZRID CNO ATV U MNMIRET D &
IC&Y, V9SR9—DISAY—y ND—=0TONA ¥ —BREEIEBEETCZTZET,

4.5.1. Cluster Network Operator 58 €4 72 = ¥ b

Cluster Network Operator (CNO) @7 1 —JU RKIZLL T DR THBAINTWE T,

4. Cluster Network Operator A 7 ¥ b

Z4—J)LK 547 B4

metadata.name string CNOA 7Y/ hD&RFL, ZTDERIEEIC cluster T,
spec.clusterNet  array PodID 7 RLZDEIYHT, ¥ 7xy MERBEORIDI R
work 4 —HNOER /) — RADEIY B TIFEAINZIP7RLRADT

Ay J%ZEETSH—ETY, UFICHERLETS,

spec:
clusterNetwork:
- cidr: 10.128.0.0/19
hostPrefix: 23
- cidr: 10.128.32.0/19
hostPrefix: 23

ZDEIFARYERTHY, 75R9—0DA14 VA N—JUEFIC

cluster &\ 5 #7510 Network.config.openshift.io 7 72 =
I ADOMEINET,

14
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74— K 547 B
spec.serviceNet array Y—EZDIP7RKLZDTOY Y, OpenShift SDN & & U
work OVN-Kubernetes Container Network Interface (CNI) v k7 —

27anNA 85—, Y—ERRXYNT—IDE—IPF7RLRT
Ay IDO#%EHR—MLET, UFICHZERLET,

spec:
serviceNetwork:
-172.30.0.0/14

CDEIRFAMYERTHY., V7R85 —D1 R b—IVEFIC
cluster & 5 #7510 Network.config.openshift.io 7 7> =
I hDOMEINET,

spec.defaultNet  object P 5 AH—3v KT —7% D Container Network Interface (CNI)

work Xy ho—o7anN( 5 —%BELET,

spec.kubeProxy object IDFATITY bDT 4 =)L RIE, kube-proxy sREEIEE L &
Config ¥, OVN-Kubernetes 7 5 24—y N —0 FONA ¥ —%

FRALTWBIBA, kube-proxy SREITHEE L T H A

defaultNetwork & 7 x4 F&
defaultNetwork # 7Y = 7 hDEIX. ULTORTEEINZE T,

F4.2defaultNetwork & 7 x4 b
74—JK 947 ShBA

type string OpenShiftSDN 7= (& OVNKubernetes D\ §'h
N VSRI9—Fy h7—0 7O F—lg(4 VR
M—ILBEFISERS N E T, ZDER. 75R9—0
A VAN —IVEREETEEHA,

pa 3

OpenShift Container Platform (&7
7 # )L kT, OpenShift SDN
Container Network Interface (CNI)
PSR —xy NO—=070ONA
—=ERALET,

openshiftSDNConfig object DA T Y M OpenShift SDN 7 5 R9 —x v
NO—=o 70N 5 —ICDHBEMTT,

ovnKubernetesConfig object ZDA T Y MME OVN-Kubernetes 7 5 24 —
XY NT—=07ONL T—ILOHBEMTT,

OpenShift SODNCNI 7 5 R4 —Xx vy kD —9 FONR4 ¥—Ds%

15
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LUFDOFRIE, OpenShift SDN Container Network Interface (CNI) 7 S A9 —XRy N —9 JA/NA & —
DERET A —ILRICDOVWTEHBALTWET,

4.3 openshiftSDNConfig4 7> = 7 b

Z14—J)K 547 tEA
mode string OpenShiftSDN D& v N 7 — 7 HBEE— KR,
mtu integer VXLAN 4 —/N—L A Ry T —J DRKEZEEL (MTU), B

B, COERRBEFNICKREINE Y,

vxlanPort integer FTARTDVXLAN N7y MERY B R— b, T7 7)1 MER
4789 CY,

pa

DSRAG—DAVAN=IEICOIFRISAY—FRYy ND—07ONA 5 —DBREELE
TBRIENTEET,

OpenShift SDN & EDH

defaultNetwork:
type: OpenShiftSDN
openshiftSDNConfig:
mode: NetworkPolicy
mtu: 1450
vxlanPort: 4789

OVN-KubernetesCNI 2 S RAY —% v N7 —2 7O/X1 §¥—DHE
LT DRI OVN-KubernetesCNI 2 S RF —%wy KT —9 7ONA Y —DRET 14 —IL KICDWTEEH
LTWET,

4.4 ovnKubernetesConfig object

J4—JEK 947 ShBA

mtu integer Geneve (Generic Network Virtualization Encapsulation) 4 —
N—=L ARy NT—20 O MTU (maximum transmission unit), &
B, COEREPNICKREINIT,

genevePort integer Geneve #A—/N—L A Xy NT—27® UDP R— K,

ipsecConfig object 71— RBHBHE. IPsecld I S 2H—IIF L TEMICIHN
9,

policyAuditConf object FYRNIT—=ORY—BEEOF VI ENRITA XS DEES

ig TV MEBELET, EEINTVWARWESIF. 774

POEEOVRENMEAINIT,

4.5 policyAuditConfig object

16
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J4—IEK 947 ShBA

rateLimit integer /= RTEIBMERINZ Ay E—YDRAE, T74I 5
BlE, 1#H7Y 20Xy E—ITY,

maxFileSize integer BEEOJTDRRY A X (N NEALD, 77 40 MEK
50000000 (50 MB) T,

destination string UTOBEMDEER VY —45y hOWTFINITARY T,
libc

AR b ED journald 7O+ Z2® libc syslog() B,
udp:<host>:<port>

syslog tt—/3Y—, <host>:<port> % syslog H—/X—DHK R
FELUVR—MNIBESH]AZET,

unix:<file>

<file>s TIREINAL Unix RXAI VY Ty 7740,
null

BEEOJEEBMNDY—5y MIEFLRVWT I,

syslogFacility string RFC5424 TEZEIN 2 kern R ED syslog 77 ) F 14— T
7 #JU MMEld locald T,

pz o-1o)
PDSRAG—DAVAN=IEICOIFRISAY—RYy ND—07ONA 5 —DBREELE
THIENTEZET,

OVN-Kubernetes 5% Dl

defaultNetwork:
type: OVNKubernetes
ovnKubernetesConfig:
mtu: 1400
genevePort: 6081
ipsecConfig: {}

kubeProxyConfig4# 7 ¥ b&&%
kubeProxyConfig # 7> =V NDEIIUTODERTERZRINZE T,

#4.6 kubeProxyConfig# 7/ b

74—JLK 947 ShBA

17
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4.5.2. Cluster Network Operator D& E I

18

LU D BIT I,

74— K

iptablesSyncPeriod

proxyArguments.iptables-
min-sync-period

apiVersion: operator.openshift.io/v1

kind: Network
metadata:
name: cluster
spec:
clusterNetwork: ﬂ
- cidr: 10.128.0.0/14
hostPrefix: 23
serviceNetwork: g
-172.30.0.0/16
defaultNetwork: 6
type: OpenShiftSDN
openshiftSDNConfig:
mode: NetworkPolicy
mtu: 1450
vxlanPort: 4789
kubeProxyConfig:
iptablesSyncPeriod: 30s

B4

iptables JL— )L DE#HAR, 77 )L MEIZ 30s T
¥ AMARERFICE. s. m B8LThREHER
N, IhBICDOWTIE, Gotime /Ny — K¥Fa
AV MNTHREAINTWEY,

pa )

OpenShift Container Platform 4.3 LA
BTRIEIN/RATA—T Y ADA
LiZk Y, iptablesSyncPeriod /¥
A=Y —%RETDIBERLAR
Y& L7,

iptables L — /L =& 210z HE, D

74 —ILRICELY., BEFOHEEI B RYBIEL4L
LOIKTEFT.,. AULREREFICE. s. m 8LU
hiEREFh, INSICDVWTIE, Gotime /Xy
T—Y THBIhTWEY, 774/ ME:

kubeProxyConfig:
proxyArguments:
iptables-min-sync-period:
- 0s

MR CNORREMNMEBEINTVWET,

Cluster Network Operator # 7 x 7 bDY >V FIL


https://golang.org/pkg/time/#ParseDuration
https://golang.org/pkg/time/#ParseDuration

#54% OPENSHIFT CONTAINER PLATFORM IZ&1F % CLUSTER NETWORK OPERATOFR

proxyArguments:
iptables-min-sync-period:
- O0s

M/yszy—ow VARN—IBEICORBEINE T,

4.6. BEHEFHR

e operator.openshift.io AP| 7' )L— 7D Network AP

19


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/api_reference/#network-operator-openshift-io-v1
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5555 OPENSHIFT CONTAINER PLATFORM M DNS
OPERATOR

DNS Operator I&, Pod ICx L CTRBIFRT —ER %IRRT 57HIC CoreDNS 7 7O1 L. Ih%k
B L. OpenShift Container Platform T® DNS R— 2 @ Kubernetes  —E XK A TEEIC L £ T,

5.1. DNS OPERATOR
DNS Operator |&. operator.openshift.io API 7 )L—7H 5 dns APl #R% L £9, I D Operator
id. T—EvEYy hEERALTCoreDNS 27704 L. 7—EVEY hOY—EREZ/ERKL.

kubelet & Pod Xt L TEBIERIC CoreDNS H—ERIP AR T2 LIICIHERTELIICHEELE
EP

FIE
DNS Operator l&., 1 ¥ A b—JLBEIZ Deployment A 7V =7 A FERLTTF 704 I F T,

L. ocgetIX Y RAFALTCT 7OM XY MDRT—YR%ERRLET,

I $ oc get -n openshift-dns-operator deployment/dns-operator

ol
NAME READY UP-TO-DATE AVAILABLE AGE
dns-operator 1/1 1 1 23h

2. ocget A< R%{#A L T DNS Operator DREARTL X T,

I $ oc get clusteroperator/dns

H A B

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
dns 4.1.0-0.11 True False False 92m

AVAILABLE. PROGRESSING & & U DEGRADED (&, Operator DX 7 —% ZIZDOWVWT DI
HLAHEIEM L 9, AVAILABLE (. CoreDNST—FE vty k5D 1D ED Pod A°
Available 2 7—4% R &G A RET 1551E True ICRY T,

5.2. DNS POD & il

DNS Operator (ZId&. CoreDNS Fi & /etc/hosts 7 7 A L BB T 2/-DD 2 DDT—FEV Y M H
YEF, letc/hosts ICEREINLET—EVIE, AX=VDTINVEYR—KNTBISAI—A A=V LY
AN)=DIVR)—%BMTBDIC. TRTD/ —RKRANTERITTIREIHYET, X2
TA4—R)Y—IZ&Y, /—RORTHEDBEIREILEIN, CoreDNSDT—EVEY TR TD
J—RTEITTERLARYET,

VSR —EEBEIZ, hRAIL/—REL IS —%FERAL T, CoreDNSDT—EV Y hZHED
J—RTEITTED, FLEETLBVWLDICKRETEZET,

AR

20
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e ocCLIZAVAM—=ILLTWBZ &,

e cluster-admin #ER%#F D1 —H—& LTI/ >RY—IlOJ14 > LTWB T &,

FIR

o BEMD/— NEIDBE%FICIZ. spec.nodePlacement.nodeSelector APl 7 4 —JL R % 5% E
LE9.

1. default &\\5 ZFID DNS Operator # 7V =7 hA2ZEBLF T,

I $ oc edit dns.operator/default

2. spec.nodePlacement.nodeSelector APl 7 1 —)L KICO>Y hO—J)LTL—> / — RDHH
BENd/—RELISY—ZEBELZET,

spec:
nodePlacement:
nodeSelector:
node-role.kubernetes.io/worker: ™"

® CoreDNSODT—EVEY ha/—RTEITINDLDICTBICE. T4V MNBLUVBEREHRE
LEY,

1. default &\\5 ZFID DNS Operator # 7V 7 hA2ZEBLF T,

I $ oc edit dns.operator/default
2. TAVIRDTAV N F—BLUVBRRBEEBELET,
spec:

nodePlacement:

tolerations:

- effect: NoExecute
key: "dns-only"
operators: Equal

value: abc
tolerationSeconds: 3600 ﬂ

Q T4V~ dns-only TH 356, TNITEFIRICEFETEZXY, tolerationSeconds
BB TEES,

5.3. 77 #JL b DNS DX~

T RTDOHFHH OpenShift Container Platform 4 >~ Z b —JLICI&, default &L\ 5 ZF1D dns.operator A°
HYFET,

FIR

. ocdescribe AY Y RAEFEHLTT 74 D dns #RRLF T,

I $ oc describe dns.operator/default

21
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H B
Name: default
Namespace:
Labels: <none>

Annotations: <none>
API Version: operator.openshift.io/v1
Kind: DNS

Status:
Cluster Domain: cluster.local ﬂ
Cluster IP:  172.30.0.10 @

ﬂ Cluster Domain 7 41 —JL KiE, Z2BEiPod BL VY —ERXRAA VEEERT DD
ICFERAINBZRXR—ZXADNS KXA4VTT,

g 55249 —IP %, Pod BNEBIBRDE=DICH/T)—F 27 RKLRATE, IPIE. ¥—E2R
CDREFDIOHFEED7 RLATEREINZET,

2. V5 R9—DH—EXCIDRZREDIF3ICIE, ocgeta~ Y R&EFEALET,

I $ oc get networks.config/cluster -o jsonpath="{$.status.serviceNetwork}'

H A B

I [172.30.0.0/16]

5.4. DNS #nx D {F F

DNSEriX%FHT 2 &, BEDY —VILEDR—LY—N—%FHAT 2N AEIEETSHIET. V=V
Z &IC letc/resolv.conf THRHIEINBEREREE AT —/N\—S5 4 RTEFEJ, GEINZY—UN
OpenShift Container Platform IC& 2 TEE I N 5 Ingress KX A Y THhDi5E. 7Yy TAN)—LA
R—LHY—N—DBNRAAVICDWTERIINZIHELHY £,

FIR

1. default &\\5 ZFID DNS Operator # 7V =7 hE2ZEBLF T,
I $ oc edit dns.operator/default

Zhnic&Y., Server ICEDEBIMDY—/N—ZE7OY U %EHL T dns-default & L5 &)
® ConfigMap Z/ER L. BHICEEJd, VT —II—RIT BV —VEFOH—N—H2RWNE
. BEIfERIZ /etc/resolv.conf TIEEIN/R—LY—N—ZT7 4= Nv I LET,

DNS Ol

apiVersion: operator.openshift.io/v1
kind: DNS
metadata:
name: default
spec:

22
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servers:
- name: foo-server ﬂ
zones: g
- example.com
forwardPlugin:
upstreams:
-1.1.1.1
-2.2.2.2:5353
- name: bar-server
zones:
- bar.com
- example.com
forwardPlugin:
upstreams:
-3.3.3.3
-4.4.4.4:5454

Q name (E. rfc6335 —EXZDEICENT ZNENHY £ T,

zones (3. rfc1123 @ subdomain D EFRICENT IZHEINHY E T, 75 AY—RKXA
>~ @ cluster.local I£. zones DEX)7/: subdomain T3,

g forwardPlugin & & IR A 15 D upstreams AFA I FE T,

R

servers EZINTULARWLD, FIFEMAIZE, ConfigMap IZIET 7 )L b
H—N—DHEIEEFNET,

2. ConfigMap Z#%Xk R~ L X7,

I $ oc get configmap/dns-default -n openshift-dns -o yaml
LaidDY >~ 7L DNS ICE T < DNS ConfigMap Ol

apiVersion: vi
data:
Corefile: |
example.com:5353 {
forward . 1.1.1.1 2.2.2.2:5353
}
bar.com:5353 example.com:5353 {
forward . 3.3.3.3 4.4.4.4:5454 §)

}
5353 {

errors
health
kubernetes cluster.local in-addr.arpa ip6.arpa {
pods insecure
upstream
fallthrough in-addr.arpa ip6.arpa

}
prometheus :9153

23
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forward . /etc/resolv.conf {
policy sequential

}

cache 30
reload

}
kind: ConfigMap
metadata:
labels:
dns.operator.openshift.io/owning-dns: default
name: dns-default
namespace: openshift-dns

ﬂ forwardPlugin ~NOZFEIZL Y, CoreDNSTF—EV &y hoO—) Y JEHNA N H—
IhFxFd,

BIER R

o DNS#rEDEF#IE. CoreDNSforward D KF a2 X b #BBLTLEIW,

5.5.DNS OPERATOR DX 7 —% X

oc describe <Y >~ KA@M L T. DNS Operator DAT—Y ZAAREL, TOFMERTTZIEN
TEXY,

FIE
DNS Operator DAT—4% A %&RR~LET,

I $ oc describe clusteroperators/dns

5.6.DNS OPERATOR O/

oclogs ¥~ K%M L T, DNSOperator Y #RRTEXZ T,

FIE
DNS Operator DAYV %R KL E T,

I $ oc logs -n openshift-dns-operator deployment/dns-operator -¢c dns-operator

24


https://coredns.io/plugins/forward/
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56E OPENSHIFT CONTAINER PLATFORM @ INGRESS
OPERATOR

6.1. OPENSHIFT CONTAINER PLATFORM INGRESS OPERATOR

OpenShift Container Platform 7 2 24 —%{Efl ¥ 5 &, V5 RY—TEFTLTWS Pod 5LUH—E
AL ENZENHBDOIP 7 RLRAAEYETOHNET, IPT7 RLRIFE, GBS TEITINTVWBMHOD
Pod ®H—EXDNLT IV EATEXIN, ARV A7 FOARLLIFT IV EXATELZH A, Ingress
Operator I& IngressController API %%é& L. OpenShift Container Platform 2 2 A4 —H—E XA D
NEBT VR %EABEICTHIAVR—RY NTT,

Ingress Operator Zf#AT 2 &, IL—T 4 V7 %R 51 DLLED HAProxy X—ZX M Ingress 31~ k
O—S— %27 7014 BLVBEEBTRIEICEY, AEBISATY MDY —ERICTIERATESR LI
72Y) 9, OpenShift Container Platform Route & & T Kubernetes Ingress ') YV —X & 8EL T, b3
7499 %I—T 4T 3DIT Ingress Operator #fEH L £9 ., endpointPublishingStrategy %
1 7EL VAT ETOHETEET DHEERED Ingress AV PO—F—HDFREIE. Ingress A~ hO—
S—IVRRAVMNERATIAHAEEZRBLET,

6.2.INGRESS 2 E7 v b

42 M=)V TOY S LTIE config.openshift.io APl 7 )L—7® Ingress )V —ZATT7 v M &E&ERK
L %9 (cluster-ingress-02-config.yml),

Ingress ') YV — XD YAML EF

apiVersion: config.openshift.io/v1
kind: Ingress
metadata:
name: cluster
spec:
domain: apps.openshiftdemos.com

AVAN=TATZLIE. ZOF7 Y % manifests/ 71 L 7 k) —®D cluster-ingress-02-
configyml 7 7 1 JLICRTFL X T, T D Ingress )V — R, Ingress DY 5 R Y —2EDHRE%E EEH
LEJ., ZDIngress F&EIF. UTOLDICHERAINZET,

® Ingress Operator &, 75X % —Ingress sXED KA A V%, T 7 #J)U N Ingress I~ hA—
Z—DRAAVELTHERLET,

® OpenShift APl Server Operator (&, 2 5 X4 — Ingress SRENLD R XA VAEFEHALET,
DRKAAVIE, BHRMARERAMNEIBEELR WV Route VY —2Z2DT 74 )L N RZA N EEKT B
IKEFERAINET,

6.3.INGRESS O NO—F5—EZTE/INT X —4H —

ingresscontrollers.operator.openshift.io ) YV — X LA T DERENTA -9 —%RHBL X T,

NRIA—5— B
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domain

replicas

endpointPublishingStr
ategy
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B4

domain (& Ingress A hO—5—IC& > TIREEI 1 5 DNS & T, EHDHEE
HERET HLHOICHERAINET,

° LoadBaIancerService IVRRAYMNRRARNS T -0
&. domain [EDNS L O— RERET B LHDICFERAINE
¥, endpointPublishingStrategy # S8 L T X\,

o EMINDT 74 MNIEFAEZFERYT %1546, SEAEIE domain & &
' ?D subdomains TEXTY ., defaultCertificate =& L T<
IV,

o ZDEIXEBID Route RF—4 RICARAI N, T —H—IXHER DNS
LO—KDY =45y NEZR#TEDLDICLET,

domain BT RTD Ingress AV hO—5—DHRTEEEDETHY . BH
TXFEtEA,

ZDHAE. T 7 4L MElE ingress.config.openshift.io/cluster
.spec.domain T,

replicas & Ingress AV hA—5—L T HORBELRETY, BREINTWVA
WiEE., 774 MEIEZ2ICRY £,

endpointPublishingStrategy (& Ingress 3> hO—5—I Y KR4 v M %
xRy hT—=2ICRAFAL. O— RSV —DHEEEMICL, O T
LADT IR ERMT B7HICERAINET,

BEINTULWAWEGS, 774V MEE
infrastructure.config.openshift.io/cluster .status.platform Zz X— =z &
LET,

e AWS: LoadBalancerService (#Z2a—7HY)
e Azure:LoadBalancerService (&2 1—THY)
e GCP:LoadBalancerService (#2820 —7HY)
e Bare metal: NodePortService

o ZDft: HostNetwork

FEAEDTZ Y b7 +—LDGHE, endpointPublishingStrategy f& (3%
%?3iﬁnotﬁbsecpr

. loadbalancer.providerParameters.gcp.clientAccess + 77 1 —JL
I~ ’a’:"“'“C e
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defaultCertificate defaultCertificate {&(%. Ingress ¥ hO—5—ICL > TIRHEINZ T 7 +
JVNIEBAEAREEN DV —I L Y bADSRTY, IL— M HMBEOIIRRE %5
E L7aWwigs, defaultCertificate MERINZE T,

S=OLY MIUIUTOF—BLUVT—IDEENDIBENHY £7: *tls.crt:
SERRZE 7 74OV T VY *tlskey: F—T ANV F VY

BREINTULWARWES., 74 NA— NEREEFEEMICERI N, FHEIN
9. HBZEI Ingress I~ b —5—® domain & & U subdomains THE%)
THY., ERINKIEAECAL I SRAY—DEFER MTICHEMICKEAE IO
E3

FERDPOIRAE (ERINEH, I—HF—EEDFEI EMDAWV) I
OpenShift Container Platform @ EJL b A > OAuth #—/\—|CBEIMICIHEE S
nFxd,

namespaceSelector namespaceSelector (&, Ingress I¥ hO—5—ICL > TRMHIN S
namespace Y h &7 4 L¥ —FBLHOIFERAINET, chids+—RKD=E
RICIRIBET,

routeSelector routeSelector &, Ingress Y hO—5—IC& > TR I N % Routes DY
NaT A —F2DICERINET, ChiFPvy— ROERICEIBF
ER

nodePlacement nodePlacement (£, Ingress Y hO—5—D R T ¥ 2 —)LICRT %BARH

REEHZBMICLES,

BREINTUWRWEGSIE. 774 MENERAINIT,

pa 3

nodePlacement /X5 X —#4 —(Z(X. nodeSelector &
tolerations ® 2 DOEHEAMNESENE T, UTFICHIZRLFE
ERR

nodePlacement:
nodeSelector:
matchLabels:
kubernetes.io/os: linux
tolerations:
- effect: NoSchedule
operator: Exists
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NRIA—5— B
tisSecurityProfile tisSecurityProfile (. Ingress 3> hO—5—D TLS EHROHREEIEEL X
7,

INDBREINTUVAWNEE, T7 1)L MEIE
apiservers.config.openshift.io/cluster ) V —2Z~RX—2 & L THEI 1
=

Old. Intermediate. #£U'Modern D707 7MY 1 T%5ERAT %5
G, BYRIO7 74 VERER) Y —RABTEEINDAgEEIHY T, 7=
ExE VY= XY.ZILF7O4 X hizIntermediate 707 7 1 L& FEA
T5EHGHBZHE. VY —ZAXNZHI~ADT vy TTL—RICELY, 3RO
TO7 74 IVEREN Ingress I bO—Z5—|EEAI N, O—ILT7 V7 MDEL
LEEEENHY 9,

Ingress A¥ hO—5—DHRNTLSN—=TaviF 1.1 T, JKTLSNN—=Y 3V
$1.2TY,

8%

HAProxy Ingress A~ hO—5—A A=Y TLS 1.3 2 R—
MLEEA., Modern 707 7 4 JLICIE TLS1.3 DB UETH
Z&EDL, INREYR—KMINFH A, Ingress Operator I
Modern 7O 7 7 1 JL % Intermediate ICZ#: L £ 7,

F 7. Ingress Operator I& TLS 1.0 ® Old % 7= (& Custom 7
O7740%1.1I1CE# L, TLS1.3® Custom 7O 771 )L
E1.2ICK#HBLET,

OpenShift Container Platform JL—4 — &,
TLS_AES_128_CCM_SHA256.,
TLS_CHACHA20_POLY1305_SHA256.
TLS_AES_256_GCM_SHA384, & T
TLS_AES_128_GCM_SHA256 %#{#fH9 % TLS1.3BES X 1 —
M@ Red Hat 81 OpenSSL 77 # )L kv M EBMICL &
9. OpenShift Container Platform 4.6, 4.7, & &' 4.8 Tl
TLS13 MY R— b IhTWALKTHE, V54 —1F TLS1.3
BEHREBERM—MNaZIFANDIIGZELNHY T,

pa 3

BEINAEEF2I) T —7OT7 7M1 ILDESS LTR/NTLS
N—2 3 D TLSProfile A 7 —4% R ITRMI N F T,

28



8563 OPENSHIFT CONTAINER PLATFORM @ INGRESS OPERATOF

NRIA—5— B

routeAdmission routeAdmission &, ## ®D namespace TOERDFA F /2 IFETHRE, #
BFIL—PNEREWNBTZODRY V—%2EHELET,

namespaceOwnership (&. namespace BITHRRA NZDEREZWIBT 5 4%
HERMLET, 774/ h&Strict T,

e Strict: )L — M H'EHD namespace B TRILKRRAMNEEERTZ &
ZEHEALER A,

e InterNamespaceAllowed: )L — k H'#&# D namespace B TH Uk
ANEDRBDZNRAEBERT DI EEFHFTLET,

wildcardPolicy (&, 74V RAH—RKRY > —%FEHT 5)L— bA¥ Ingress 3
YhO—5—IC&>TUEBINDAEARRLET,

e WildcardsAllowed: 71 JL K Ah— KRR > —&EHITIL— kDY Ingress
AV PO=5—RE>THAINTWE I EZRLET,

e WildcardsDisallowed: 71 JL Kh— KK~ —dD None 3D
IW—hD#HHIngress AV hA—F—ICL>THAINDZ I & %R L
%49, wildcardPolicy % WildcardsAllowed 5
WildcardsDisallowed ICE#3 2 &, T4 RKA—RKR)>—0D
Subdomain DRI N/l — MDA HEAFEIELET., ChHD
Jb—HNIE, Ingress A hO—5—IC& > TEFT I NS & 5 IC None
DITANRA—=RRY)—IIH L THBERINZUENHY F
9. WildcardsDisallowed (&5 7 + )L NE&ETT,
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NSA—4H—

IngressControllerLoggi
ng

B4

logging 30V ICEBFINIARE L VCBARONRSIA—9—52FHELFEFT,
D7 14—V RHZEDZE, BEQATRBEMICRY ITTHN, 772207 XEY

ICRYEY,

e access (3.

D247V NEREOQOVICRHT DA ELZRBRLET,

ZD74—ILRPEDIHE, TOEAOXF Y TIENICRY £,
o destination (FO07 X vy —YDEEELRL T,
m type ZOJDEEDY A1 T T,
e ContainerZ. OJHY A FA—2VFTF—ICBET S

ZEEBELFET, Ingress Operator I& Ingress 3> b
O—>—Pod Tlogs EWHEZRID IV T F—%%E
L. Ingressd> bO—5—pO7 %7 F—IlEX
AOEDICBELET, EBENCOIVFTF—HSO
JaFHIMBARYLOAFXF VIV )1 -3 VERET
ZENFRINEY, AvF+F—OJ5FERTZ &,
OJ7DEENAVTFTF—Z V91 LDBENXHRY LD
¥Frorya—ravoRrEEBAZ O ROY S
IhaZerHY ET,

Syslog (. A A Syslog T KR4S ¥ MZREEIN S
ZEEEBELET, BEHEIL Syslog X v E—UEFE
TEBIVRRAVMNEEBETHILENHYET, BE
EDNRY LSyslogA VAIVRAERELTWSZ &
NFRINZET,

m container (& Container DX > 758591 TD/IR5 X —

g_

AR LET, WE, AvFF—OF v TD/IRSA—

=R, TDT1—ILREETHZIBENHY X

3—0

m syslog i&. Syslog OFX > JBEY A TDNRSA—9—%
sEikLET,

e address (. OV XAy t—T%F{ET % syslog TV K

RAVKMNDIPT7RLARATY,

portid, OV X v E—Y%%{ET % syslog TV KRS
Y hDUDP R— hESTY,

o facility idn s/ Xy t—YDsyslog 77> T4 —%15

ELET, TDT74—ILRDPZEDIFE, 772714 —
& locall iC4Y £9, ThUADIFE., A syslog
727 ) 74—

kern. user. mail. daemon. auth.

syslog. Ipr. news, uucp. cron. auth2, ftp.
ntp. audit. alert. cron2, local0. locall.
local2, local3) #iEEd 2wmENHY F

¥, locald. local5. local6. Z7:-idlocal7,

o httpLogFormat (&, HTTP ZRDOOJ A v E—Y DX ZHEE
LET, TDT74—ILRDPZEDHZE, O AV E—VREREDT
TAILNHTTP O ZFER L £9, HAProxy DT 7 #J)L kD
HTTP OJHRICDWTIE. HAProxy R¥a x> h #8BLTL

EEW,


http://cbonte.github.io/haproxy-dconv/2.0/configuration.html#8.2.3
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httpHeaders httpHeaders (F HTTP AY ¥ —DR) > —5EHEL T,

IngressControllerHTTPHeaders @ forwardedHeaderPolicy %% E ¥ %
Z & T, Ingress A~ kO—>—7" Forwarded. X-Forwarded-For, X-
Forwarded-Host. X-Forwarded-Port. X-Forwarded-Proto. & & U X-
Forwarded-Proto-VersionHTTP ANy ¥ —& WD ED &L S ICRET B HEE
LEd,

T4 MTIE. RY>—id Append ICEREI N E T,

e Append (F. Ingress Y hO—F—HANv ¥ —%EMNT 5 & D ICIF
EL. BEOAYY—ERFLET,

e Replace (F. Ingress AV hO—F—HPANv ¥ —%EET DL D ICIF
EL. BEOANY Y —%HIBRLET,

e IfNone &, Ny ¥ —MEEFZEINTWVWARWEEIC, Ingress TV K
O—S—HDNY ¥ —%BETDHLIIEBELET,

e Never (&, Ingress Y hO—F =Dy ¥ —%FZELAWVL D ITIF
EL. BEOAYY—ERFLET,

headerNameCaseAdjustments %#E L T, HTTPAY ¥ —&ICE ATE
25—2ADRABERETEET, ThThOREIE, DELAXFILEEEL
THTTPAY Y —Z & LTHREINFT, /& 2E. X-Forwarded-For % 15
ETDE. BEINLARAXFLEBMCIT %7291 x-forwarded-for HTTP
Ny S —5HRAETINEN DD EETRBRTEET,

INODFEEIE, 7Y T7T7F XM, edge terminationd. & & U re-encrypt
I—MIDOHBERAIN, HTTPN A2EAT 2B8ICOABEAINET,

BRAY H—DIFE. Ih5OFEEIL haproxy.router.openshift.io/h-
adjust-case=true 7 / 7—> a3 VEF DI — MIDWTDOAHBEAINE T,
REANY T —DHFE, INODOREIETRTOHTTP BREICEAINEY, &
D74 =L RDBEDIFZE, BRANY I —FHEBINI A,

httpCompression http Compressioni. HTTP k57 1 v VEBOR) > —%2E&HL X T,

e mimeTypes 3. EiEEHEAT I2HLENHD MIMEY A TDY X M%&
EELZET, (Bl text/css; charset=utf-8, text/html, text/*,
image/svg+xml, application/octet-stream, X-
custom/customsub, using the format pattern,type/subtype;
[;attribute=value]typesid. 77U osr—>a >, 41 A= Av
=Y, JIFNR=b TFRAM ETH FLEX-THEZHRSY
LA T, BIMIMEZ A TEHTHA TORRBKRILEHIRT I
&, RFCI341ZZHRLTKEI W,

httpErrorCodePages httpErrorCodePages (&. 1 X% LD HTTP T5—1— RDBRBER—V %15
ELET., T 74 MT. IngressController & IngressController 1 X —J(ZE
WREINAEIS—R—V%EFALET,
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httpCaptureCookies httpCaptureCookies (. 77207l F% v+ FF+—9 % HTTP Cookie &
57 L £ 9. hitpCaptureCookies 7 1 —JL RH'ZEDHE, 7/ RO JIE
Cookie ¥+ 7Fv—LEtH A,

FvTFvr—925F_RTD Cookie [ICDWVT, RD/IXFA—4—H
IngressController B EICEFNTWBRENHY X T,

e name (F. Cookie DEHEIEZIEEL X,
e maxLength (%, Cookie DERARAEIEEL XY,

e matchType (4. Cookie ®7 4 —JL K ®name #*, ¥+ 7Fv—
Cookie SR E EFTRIC—HT M. F+ FF + — Cookie 3% E DIEEFF
THH M EEELFT. matchType 7 1 —JL Nid Exact 8 £ O
Prefix XS X—4%—%FEALZFY,

UFRICHlZERLET,

httpCaptureCookies:

- matchType: Exact
maxLength: 128
name: MYCOOKIE

httpCaptureHeaders httpCaptureHeaders (. 77207 ICF+ TF v —F B HTTP Ay ¥ —
HIEE L £, httpCaptureHeaders 7 1 —JL KA ZEDIHE., 7o/&207
BNy S—%Fv TFr—LEEA,

httpCaptureHeaders ICi&. 77ROV ICF v TF v —F 2 v 5—D2
DOYRAMDREFATVWET, AvF—T14—ILRD2DD') Z hd request
Eresponse T4, E55MDY XA NTE, name 7 1 —JLRigAy ¥F—F%
5 L. maxlength 7 1 =L RigAY Y —DRAREIEET Z2HENHY F
T UFICHIZRLET,

httpCaptureHeaders:

request:

- maxLength: 256
name: Connection

- maxLength: 128
name: User-Agent

response:

- maxLength: 256
name: Content-Type

- maxLength: 256
name: Content-Length
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tuningOptions tuningOptions (4. Ingress I~ hO—5—Pod D/ T+ —I Y A %FAET 2
DDA T avERELET,

e headerBufferBytes I&. Ingress A bO—5—#&EfKtzy > a VA
IKCFHINDAE) —DE%R/NA NEMTEELET, Ingress AV
NO—S—THTTP/2 B BMICAR>TVWBIEHEE., OERRDARCE
£ 16384 THEIMENHY F T, REINTVWRWEE, T 74
MEIE 32768 /X1 MZRYET, CDT7 1 —ILREBRETZZ &
HEIH L T A. headerBufferBytes [EA/NX§ X 3 & Ingress O
v hO—3 =BT 208N H Y. headerBufferBytes fEH' X
XFYEDE, Ingress AV hO—F—DREBLUEOXAEY) —%FERT
LAREMENHBHTY,

o headerBufferMaxRewriteBytes (. HTTP ANy ¥ —D&EX#Z &
Ingress AV hA—5—#Fimty > a v OBMDEDHIC
headerBufferBytes "5 #9232 X ) —DE%/NA NEFITHEE
L £9. headerBufferMaxRewriteBytes O &/\i&(% 4096 T,
{5 HTTP E3KIZIE. headerBufferBytes i&
headerBufferMaxRewriteBytes & Y £t X E < @2iFhidRY &
Ao REINTULWARWES, 774V MEIZ8192/81 MIAY F
T IDT74—IVRERETDIERIBEHDLIE
A, headerBufferMaxRewriteBytes {EA'/NX ¥ X% & Ingress O
Y hO—Z5 - T 2 RIEEMEDL D
Y. headerBufferMaxRewriteBytes {fEN' KX g X2 &, Ingress
A hA—F—DREULEDAE) —%FERTAEENHZHT
ER

e threadCount (. HAProxy 7O R ZTEICERT AL v RO %
BELET, JUBKDRALY REEHT 2E, FRAINDE VAT A
)Y —R&BPTIET, &lingress I hA—F— Pod B8k Y %<
DEGENVEBTEDLDICARY ET, HAProxy K64 DAL v K
EHR—MLET, DT 14— KHPEDHE, Ingress A bO—
=BT 74 MEDERL Y REFRLEY. 7740 MEE &
KDY —RATEEINDHEENSHYET., TDT7 41—V FERE
T2 B EH LEE A, HAProxy AL v ROBAEDT &,
Ingress A~ kA —3 — Pod &R CPUBEAE LU S HERATE
&£ Y, #hD Pod AERITICHEARACPU Y Y —REZIFTENA
WEDILRBHTT, ALY ROEER ST &, Ingress IV b
A—5—ONR7 4= AMET S 28I HY FT,

y s 0

FTRTCDNGA—Y—EFT>a VT,

6.3.1LIngress Y hA—5—DTLSEFa )74 —7O7714)L

TLSEFa VT4 —7TO774iE. —N—IlERT IBRICERI ZA 7Y NIMERTE 0BS5S %
HT2AEEY—N—IIRELET,

6.31LTLSEXa VT4 —7OT 74 INICDOWVWT

TLS (Transport Layer Security) E¥ 2 U7 4 —7O7 74 L &FERA L T, I £ X &7 OpenShift
Container Platform Y R—R Y MIMEBATLSHESZEHZTEE 9T, OpenShift Container Platform
DTS EFaVF4—TOT 74L&, Mozilla BHET ZHE ICEDVWTVWET,

AVAR— Y MTEIIC, LTFOTLS X2 YT —7 0774 ILOVWTIDEIRETCITET,
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Oid

Intermediate

Modern

ZDTAT7AINIE LAY—0S5AT Y NFERESA TS —TDEFE
AEaEMNELTWET, 2OTO7 74 Ik, Old B AE#RME OHERES
EICEDWTWE T,

old7o774)ICIE, |INTLSN—=I3 V10D RETT,

pa

Ingress I~ hA—5—DHE. TLS DER/NINN—Y 3V
[F1ODS NICEBRINET,

R

ZDTO7 74 REBODI ATV MHEINZERETT, &
i, Ingress I bO—35—, kubelet, BLvar bO—ILTL—V
DOF 74NV MDTLSEFa) T4 —7OT7 74 TY, 2OTOT774
JUiE, Intermediate B4 OHRFZEICEIVTVET,

Intermediate 707 7 A LICIE, RINTLSNRN—=V 3V 12 HDMET
E

Zo7O7 74k, BAEBRMEANES LAV Modern DY 54 7V
NTCOFEAZEMELTVWEY, 20707 74L&, Modern B #u4
DOHRLEICEIVWTWVWET,

Modern 7O 7 7 1 JLICIZ, RINTLSNN—=Y 3 VI3 HMETT,

R

OpenShift Container Platform 4.6, 4.7, 8&£1U'4.8 T
IZ. Modern 7O 7 7 A LY HR—FIhTWEH
Ao EIRT % &, Intermediate 7O 7 7 1 ILDERIC
RYFET,

»

BE

Modern 7O 7 74 JLIFIREY R— I hTWFH
Ao



https://wiki.mozilla.org/Security/Server_Side_TLS#Old_backward_compatibility
https://wiki.mozilla.org/Security/Server_Side_TLS#Intermediate_compatibility_.28recommended.29
https://wiki.mozilla.org/Security/Server_Side_TLS#Modern_compatibility
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JOz74) B
HARAY A ZDTAT7 7AWV EFERTSEE, FRTZTLSNN—Ya v EEsSeEsER
TXFEY,

Digk

H
[=]

W AREIC L U BENRET DM B

&, Custom 7O 7 7ML AFERTIEICITER
LTLEIW,

R

OpenShift Container Platform JL—4 —(&. Red Hat &
BlD OpenSSL F7 4L by hDTLS1.3BES XA —
b EHEICL F 9. OpenShift Container Platform

46, 47. LV 48 TIEFTLS1.3NHR—bINhTW
BLTH, V3R —IETLS1.3FEHEWBERM1— &
ZITANDIHZEDHY X7,

pa )

EREEINATO7 7491 TOVWT IO AFERET 2548, BWR07 74L&
ElEY ) —RABTEBRINDZAEMEIHYET, &2 VY)—2AXYZIZF7OA
ANz Intermediate 7O7 7 M IV EFERAT A H BHE. )Y —ZAXYZHAD

Ty TTL—RICEY, FIRROTOT7 7 A IILRENERAIN, O—ILT7I "RHELZH
MDY ET,

6.3.12.Ingress A hO—5—D TLS ¥ VY714 —FOT7 7M1 IL D%

Ingress A hO—5—DTLS X2 Y T4 —TO7 71 I%EZRET 5ICIE. IngressController 77 2
HL)Y—Z(CR)ZREL T, BRIERBFAFZLIEHARILOTLS EFa)F4+—7FO7 711 %35
ELET, TLSEFaUVT4—TOT77AIUDBREINTVWRWEGEE, T7 4 MBI APl H—/—(C
BREINAETISEFa) T —7A7 74 NVICEDVWTVET,

OdTLSDEFx V714 —7O7 714 %ERET Y > 7SI IngressController CR

apiVersion: operator.openshift.io/v1
kind: IngressController

spec:
tisSecurityProfile:

old: {}
type: Old

TLSEFa)F4—7OT774J)lIE, Ingress A hO—5—D TLS FEHRDR/NTLS N—=Ya v &
TLSESZEZHLF T,
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BREINALTISEF2) T —7O7 71 ILDES E&R/NTLS /N—2 3 V&, Status.Tls Profile Bt
® IngressController 12 % L)Y —X (CR) & Spec.Tls Security Profile BB FDEREI N7/ TLS =
Fa2YF4—7TOT7 74N THRETEEYT, CustomTLSEFa)F4—7OT7 71 ILDIFE. BHED
ESERNTLSN—2 3 VIFEADNI A=Y —DFIC—EBERRINET,

BF

HAProxy Ingress A~ hO—5—4 A —JIE TLS1.3 % HR— M LE A, Modern 7’0
T77AIICIETLS13IDMETHE I END., ThIFHR—KFINhFEFE A, Ingress
Operator |& Modern 7O 7 7 1 JL % Intermediate [CZ# L ¥ 7,

F /2. Ingress Operator |£ TLS1.0 D Old £ 7% Custom 7O 7 7 1 )L % 1.1 ILE#:
L. TLS1.3® Custom 7O 7 71 L& 1.2 ICE#LE T,

AR

e cluster-admin O—J)LAEFDODI—H—E LTISRY—ILTIVEATE S,

FIR

1. openshift-ingress-operator 7O = ¥ kD IngressController CR %##F5% L T, TLStF2a
V74— 7 74 EBRELET,

I $ oc edit IngressController default -n openshift-ingress-operator

2. spec.tlsSecurityProfile 7 1 —JL K&EBIML £,

Custom 7’07 7 4 LD > 7L IngressController CR

apiVersion: operator.openshift.io/v1
kind: IngressController

spec:
tisSecurityProfile:

type: Custom ﬂ
custom:

ciphers: 9

- ECDHE-ECDSA-CHACHA20-POLY1305
- ECDHE-RSA-CHACHA20-POLY1305

- ECDHE-RSA-AES128-GCM-SHA256

- ECDHE-ECDSA-AES128-GCM-SHA256
minTLSVersion: VersionTLS11

Q TLSEFal)F4—7O7 741454 7 (0Old. Intermediate, Z7-(E Custom) %357 L
9., 774/ Mi& Intermediate TT,

@ EBERLASATICEDRT 4 —IL REBELET,
e old: {}
e intermediate: {}

® custom:
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© custom v T, TLSHESO—BERNFETLS A—YavEREL T,

3. ZEABEBATLEDICT7MIVERELET,

HREE
e IngressController CRICTO7 7 A ILARREINTWR I & &R LE T,

I $ oc describe IngressController default -n openshift-ingress-operator

DBl
Name: default
Namespace: openshift-ingress-operator
Labels: <none>

Annotations: <none>
API Version: operator.openshift.io/v1
Kind: IngressController

Spec:

Tls Security Profile:
Custom:

Ciphers:
ECDHE-ECDSA-CHACHA20-POLY 1305
ECDHE-RSA-CHACHA20-POLY1305
ECDHE-RSA-AES128-GCM-SHA256
ECDHE-ECDSA-AES128-GCM-SHA256

Min TLS Version: VersionTLS11

Type: Custom

i
\

6.3.2.Ingress AV hO—5—I YV RRA Y NDORBEA NS T

NodePortService T KR4~ hORARRA NS T —

NodePortService T KRA4 > hDABARA M5 F Y —I&. Kubernetes NodePort t—EXAFEHL T

Ingress A~ hO—5—% ALY,

CDERETIE. Ingress AV PO—ZF—DF7OM AV MNEOAVYTF—DRYy 7=V %FRALE
9. NodePortService (7 704 XV MERHTIHDIERINE T, HED/ — RKRER—KMIE
OpenShift Container Platform IC& > TEIRICEIY HTHNETH, #HR— MOEIY HTEHR—b
I 35HI1IC, BEXIN S NodePortService D/ — R R— M7 4 —JL RADEENMREEINZE T,
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B46.1 NodePortService D&

A

Client

Connect

10.0.128.4
10.0.128.5
10.0.128.6

IngressController

www.yourapp.openshift.com

!

=]

NodePort
41000

l

Node 1 Node 2 Node N

Pod Pod Pod

e 10.0.128.5 10.0.128.6

OpenShift Cluster

BB DB TIL, OpenShift Container Platform Ingress NodePort T KR4 > b D /AFIERE ICBE T % 1L
TOLOBBEERLTVET,

o VSRH—THAMMEER/ —RICIETART, AWHrLT7 IV EZRAAERMEDIP 7 KL ZAHEY
LTOHNTWET, VSRY—KNTEET BZH—ERIE. £/ — RICEBE®D NodePort IC/84
YRINET,

o 2l ZIE, VSATYRDPEPFEDIP 7 KL RX10.0.1284 ICE/HmLTY I LTWB/ —RIC
BHRLEZEIC. /—RR—=ME, Y—EREZRTHTHREITRER/ —RIZISATV NEE
BEHRLET, COVFIATIE, O—RNRS YOV TEREBELY FHA, 1 A—IDNTRT L
1, 10.0.1284 7 RLZANF o LTE Y., RHDYICHDIP 7 KL AZFERTI2HENHY
9,

pa 3

Ingress Operator &, % —E 2 ® .spec.ports[].nodePort 7 1+ —JL KADEHFH=HEEL
7,

TI7#IMT, R—MNIEEWICAIYETSH, EBOMEADOR—MEIYHTICT Y
ERATEFET, £EL. BBEOAVISARNZIVFv—ERETE2DICHRAR— D
B B THARBICADZEDHY FTH. HIFERIR— MMIHIEL TEHBICERET
TRWEENHY FT, BN/ —NR—MEDOMEEZRTT 2ICIE. BENROY—E
ANV —R=EEFHRTEIT,
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S¥HHIE. NodePort ICDWT D Kubernetes  —ERIZDWTORFa XV N ZHBBLTLEIL,
HostNetwork T KiRM4 ¥ FOLRRA NS T

HostNetwork T KR4 >~ NORABER M STV —IE, Ingress A bO—Z5—AFFO/4INhhd/—R
R—KTlingress ¥ hO—Z—2RFELFT,

HostNetwork T KR4 ¥V AR N STV —%RFDIngress A hO—F—IlId. /—RTE&ICE—
DPod LTV WDHEHRBRETEET, nOLTY HEFERT 2HE. ThoDL TV AHERTYa—IL
TEBHnllED/ —REFERATIVENHYET, EPod @RIV 1—IbEIND/—RKRAMNTR—

h8OBLVWAIEEKRTZDT, AL/ —RTRHDPod ZENHDR—MEFERALTWSIEE. LY
JHh%E/)—RICRATT1—-)ILT2IEREFTEEEA.

64.774#JVNINGRESS O hO—5—DRE

Ingress Operator I&. OpenShift Container Platform A% &R 2 EETH Y. BIIDRERLICER
IKTEEY,

T RT D OpenShift Container Platform 4 ~ 2 b —JLIZIE. ingresscontroller D &RIHE DT
7 EDBHYET, Inid, 557][]0) Ingress A hO—5—CRHETEEzY, 774/ ~D
ingresscontroller IR X 1L 5354, Ingress Operator (& 1 QLRIC I h & BEIMICEER L E T,

FIR

e F7#J)hIngressAY hO—5—45KRRFLET,

I $ oc describe --namespace=openshift-ingress-operator ingresscontroller/default

6.5.INGRESS OPERATOR X 7— 4% XA DR~

Ingress Operator DAT—48 XA %ZRIZL. RETEHIENTEET,

FIR

® Ingress Operator A7 —%9 A =R KL ET,

I $ oc describe clusteroperators/ingress
6.6.INGRESS O~ hO—Z—HO 7 DR
Ingress A hO—5—OJ%KRTEET,

FIa
® Ingressd¥ hO—5—0OJ%&RRLET,

I $ oc logs --namespace=openshift-ingress-operator deployments/ingress-operator

6.7.INGRESS O~ hO—5—RT—4% ADRKRR

BEDIngress AV FO—F5—DAT—Y RAAERRTCEET,

39


https://kubernetes.io/docs/concepts/services-networking/service/#nodeport

OpenShift Container Platform 4.8 *v k7 —%

FIR

® IngressIY bO—5—DRAT—9R&EXRTLET,

I $ oc describe --namespace=openshift-ingress-operator ingresscontroller/<name>

6.8.INGRESS O hO—5—DHFE

an

6.81. HRY LT T #J)L NSFBAZDHBTE

EEHE LT, Secret VY —R%/EMK L. IngressController 1 2% L1') Y —X (CR) #fR&EL T
Ingress AV NA—Z—HD AR LFEAEEZFRT LD ICRETEE T,

([} =355
¢ PEMIYI—RNRINLT7AIIGIRAE/F—DRT7HRIFNIEHRY FHA. T T, fAHEE
BEBEINZRARELIE DRI LPKI TREINALETSAR—NDOEBEINZRIAFTES
IhExFd,
o JIEAENLUTOEREZMEZLTWRBENHY £T,
o FEEAZE A Ingress KA A VICRH L TEMEINTVWERHRELHY X7,

o FEEAZEIIILAR%ZF A L T, subjectAltName 33k % {FF L T. *.apps.ocp4.example.com
BREDITAINRKRA—RRALAVERELET,

e IngressController CR "3 iEieY A, 774NN NDCRAEFRATEET,

I $ oc --namespace openshift-ingress-operator get ingresscontrollers

H A B

NAME AGE
default 10m

R

Intermediate sSEBAZEN'H BHE. TNOIFXHRI LT 74V NEBAENEFN BV —7
Ly hDtlsert 7 7 A JLICHAIAFNZHELHY £, SfBAEZEEIEET 2EDIER I
BEICQRY FT, Y—/N—ZEBAZEDZIC Intermediate SFFAZ A —EBRRL F T,

FI7

UTFTld, ARV LFREEEF—ORTH, BEOFEET LI M) —Dtlscrt 5LV tiskey 7 7 1
WICHDZEEFIHRELFE T, tiscort 8LV tls.key Z#EED/NAZICBEIMI F T, I 51T, Secret
)V —R%&EMK L. Ih% IngressController CR THERY SEIC. custom-certs-default % 5 D& #EIIC
BEXBZAET,

R

DT avIiliy, Ingress AV NO—F—@E 7704 AV NI RS TFI—%FEAL
TBETF7aM3Ihzxd,
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. tisert 8L U tlskey 771 IV EFEALT. WA LFIAEZZL Secret )V —R %
openshift-ingress namespace IZ/ER L £,

$ oc --namespace openshift-ingress create secret tls custom-certs-default --cert=tls.crt --
key=tls.key

2. IngressController CR &, ##RAAES —I L v NSRRI DI DICEHLE T,

$ oc patch --type=merge --namespace openshift-ingress-operator ingresscontrollers/default \
--patch '{"spec":{"defaultCertificate":{"name":"custom-certs-default"}}}'

3 BN EBICITONTWS I & %A LET,

$ echoQ |\

openssl s_client -connect console-openshift-console.apps.<domain>:443 -showcerts
2>/dev/null \

openssl x509 -noout -subject -issuer -enddate

2T, LTFD LD IChY £,

<domain>
PDSRAI—DR—ARAA VEEIRELET,

H A B

subject=C = US, ST = NC, L = Raleigh, O = RH, OU = OCP4, CN = *.apps.example.com
issuer=C = US, ST = NC, L = Raleigh, O = RH, OU = OCP4, CN = example.com
notAfter=May 10 08:32:45 2022 GM

BV b
Fold, UTOYAML # @B L THRYLDT 74 )L NEAEZEARZRETEET,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

defaultCertificate:

name: custom-certs-default

SEAEY— /Ly FOAHNE. CREBEFHTILODICHERINLEIC—RTIHELNHY FT,

IngressController CR "ZEB X N7/ (l. Ingress Operator &R Y LAFIBAE#FHETE S LI
Ingress AY hO—5—OF7FOM XV bEEHLET,

6.8.2. AR Y LT 7 # )L MEERAE DHIFR
BEEEIL. AT % Ingress Controller Z5%E L7 h R4 LFEAEZHIRR T ZF 7,

AR
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e cluster-admin O—J)LEFDODI—H—E LTISARY—ICITIVEATE S,
e OpenShift CLI (oc) B4 Y 2 h—ILI T W3,

® Ingress Controller DA R Y LT 7 # )L NEEBAE AR EL TW 3,

FIR

o HRH LFRAZE%HIER L. OpenShift Container Platform ICEIMI N T WS RAEAETT %
Ik, ATFoav Yy REAALET,

$ oc patch -n openshift-ingress-operator ingresscontrollers/default \
--type json -p $'- op: remove\n path: /spec/defaultCertificate’

PSR —DHFLWIAEREZAE L TV B E. BENRET SARMENHY T,

¢ TNV SRS —FRAENETIN I EZMRT SHICIEE, ROIATY FZAALET,

$echoQ]\

openssl s_client -connect console-openshift-console.apps.<domain>:443 -showcerts
2>/dev/null |\

openssl x509 -noout -subject -issuer -enddate

ZZTIE. LFD&LD IChY £,

<domain>
PSR —DR—ARAA VEEIRELET,

H A B

subject=CN = *.apps.<domain>
issuer=CN = ingress-operator@1620633373
notAfter=May 10 10:44:36 2023 GMT

6.83.Ingress AV hO—F—DAT—) VT
Ingress A~ hAO—5—I&, RI—Tv NEBRIEZLZODEGE2EL. W—TFT 1V TDIRT+—<
VAR A ARICEAYT 2 REEHICRGT 27OICFETRT—Y Y JTEEYd, oc ATV R
i&. IngressController )V —ZDR 7 —Y Y JIERINET, UTFOFIETIE. 774D
IngressController = 27— L7 v 7§ 5H%RLET,

Pz

RT=0 0T BREBBOLT)AEERTZ2OICEEIDNZH. TCICETT
TB702avTRHYIEA,

-

¥
1. 77 #JU b IngressController DIREDFIAAEER L 7)) h#EaRTLE T,

42



8563 OPENSHIFT CONTAINER PLATFORM @ INGRESS OPERATOF

$ oc get -n openshift-ingress-operator ingresscontrollers/default -o
jsonpath='{$.status.availableReplicas}'

H A B

| -

2. ocpatchad~ > RE@FEHEAL T, 7%/ kD IngressController = HERL 7)) AU R —
)T LET. LTDHFITIE. 77 2/ kD IngressController % 3 DD L 1) AICZA 4 —1)
YJLTWET,

$ oc patch -n openshift-ingress-operator ingresscontroller/default --patch '{"spec":{"replicas":
3}}' --type=merge

H A B

I ingresscontroller.operator.openshift.io/default patched

3. 77 #JL @ IngressController BEE L7L 7Y AR T —) Vv I TWE Z & &R
L/i-a—o

$ oc get -n openshift-ingress-operator ingresscontrollers/default -o
jsonpath='{$.status.availableReplicas}'

TPl
E

)

Frzld, UTFOYAML # @A L Tingress Y hO—5—%3D2DL FYHICRT—) VU JF
52&EBTELY,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:

replicas: 3 ﬂ

Q REZEOL T ADBERIBEE replicas BEEZE L X7,

6.8.4.Ingress 7V 20XV JDERE

TOEZAO75BMITEEIICIngress AV PO—5—%RETEEFT, KED M 71 v V5%
LBWI S RY—DBHBHE. Y4 RA—ICOJAVTEET, V7RI—DIZT74 v IH%WNE
B, OF VIR IDBEEABABRWLIIC LY. OpenShift Container Platform #AD O ¥ > 7' 4
VIZARNSIFA—EHMAELRLYTEZEDIC, OV % DRI LsyslogTY RiRA Y MIEZET B &
NTEXFT, 7/EAOTDOELZEETSHIEETEET,
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aAvFF—axvJiE, BFED Syslog AF VT4 VY TS A NZ 7 F v —HRWEEP. Ingress TV b
A—>—CHBZZIT 2BICRPEAERT2HE8IC. BN 74 v IDIZRY—DT7 /A0 T%
BMCTEDICEIEET,

7 tZ287H OpenShift Logging R4 v V DRE%ZBADAREENHENZ T4 v IDEVWIF R
H—», OF VTV Y a1a—2 a3 VB EDSyslog AF VY IA VY ISANS IV F v —EBETIHED
HBBRETIE, syslog MBETT, SyslogDI—RT —RISEET DABEELHY £,

AR
e cluster-admin ¥R =HFEo>1—H¥—& L TAJ1 L TW5,

FIE
HA4 RA—"Dingress 7/ 2O0F v V=R ELET,

® Ingress 7V EZAOFX VU %ERET 5L, spec.logging.access.destination % {#fH L T3E %
HIRETIMENHYET, Y4 RAh—aVFF—~0OF YV %IEET 5ICIE. Container
spec.logging.access.destination.type Z1#EEJ 2 HENHY FT, UTOHIE. AT+ —
Container D3E5CICXS L COJEEERT % Ingress IV hO—5—EF&HTY,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
replicas: 2
logging:
access:
destination:
type: Container

® IngressA¥V hO—S—%HA RA—IIRLTOV%EERT 2L DICERET % &, Operator &
Ingress I~ hAO—5—Pod Wil logs E WO ZEIDOAV T F—%ERLZE T,

I $ oc -n openshift-ingress logs deployment.apps/router-default -c logs

H A B

2020-05-11T19:11:50.135710+00:00 router-default-57dfc6cd95-bpmk6 router-default-
57dfc6cd95-bpmk6 haproxy[108]: 174.19.21.82:39654 [11/May/2020:19:11:50.133] public
be_http:hello-openshift:hello-openshift/pod:hello-openshift:hello-openshift:10.128.2.12:8080
0/0/1/0/1 200 142 - - --NI 1/1/0/0/0 0/0 "GET / HTTP/1.1"

Syslog T RIRA ¥ bA®D Ingress 77 220XV V5B ELE T,

® Ingress 7V EAOFX YV %ERET 5IIE. spec.logging.access.destination % {#fH L T3E %
HIEETIHNELNHY ET, Syslog TV KRR Y MBEADOFY TEIEET B I
I&. spec.logging.access.destination.type IC Syslog %18 2 ENHY £9, BEY 1
7h Syslog M54, spec.logging.access.destination.syslog.endpoint % {1 L T3E% T >
KRSV NEIRETIHENHYET, £
7=. spec.logging.access.destination.syslog.facility #EE L TC7 7> )71 —%ETEXE
o LT DOHIE, Syslog 585cicx L TO Y/ %58% 9 % Ingress AV NA—Z5—DE&HTT,
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apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
replicas: 2
logging:
access:
destination:
type: Syslog
syslog:
address: 1.2.3.4
port: 10514

ya 13!
| syslog 585c/R— N iZ UDP TH B MENHY T,

BHEDOVJHATIngress 7/ ERAOFX VY J&FBELET,

e spec.logging.access.httpLogFormat Z35E L C. OJHREZHRITA XTEEXY, LLTD
BllE, IP7 RLAA123.4BLVR—F10514 D syslog T KR4 > MIFLTOY %5
TBIngress IV hO—Z5—DEEHETT,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
replicas: 2
logging:
access:
destination:
type: Syslog
syslog:
address: 1.2.3.4
port: 10514
httpLogFormat: '%ci:%cp [Y%t] %ft Y%b/%s %B %bq Y%eHM %HU %HV'

Ingress 77 EZ2OF¥ Vv V= EMICLET,

® Ingress 7V EZ2OF YV J&EMICT BICIE. spec.logging & 7= i3 spec.logging.access % 22
DFEFICLET,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:
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replicas: 2
logging:

access: null
6.8.5.Ingress A~ bO—5—R L v REDRE

VSR —EBEIF, ALYy FEREL T, V7RI —DNUEBTII2ZEHEMOELIECT I ENT
TET, BFEDIngress A bO—F—IC/Ny FZBERAL T, ALY ROBZEPT I ENTEIXT,

AR

o LIFTIE Ingress AV hO—F—DAFTIERINTWVWE I E%2RIIRELET,

FIR

® IngressAV hO—F—ZFHLT. ALy FEZEPLIET,

$ oc -n openshift-ingress-operator patch ingresscontroller/default --type=merge -p '{"spec":
{"tuningOptions": {"threadCount": 8}}}'
)z 6
RKED)YV—R%ZRTTED/— R K1H 515
#. spec.nodePlacement.nodeSelector =, EFINTWE ./ — KDEEIZ—

Be 2RI TEHREL. spec.tuningOptions.threadCount % Bl & \WMEICER E
LE9.

6.8.6.Ingress I~ hO—5—D¥ v+ — Kt

NS 749 IDNIFRI—ICEEINDIEELRAANZZALELT, Ingress I bO—F—FIF)L—
F—ADERNVKRELBRZERED’HYET., V7RI —BEEE. UTE2ETTHLHICIL—M%E
Yy —RNETEEXY,

e Ingress AV hO—F—FLBEIN—F—Z2BEBDIL— MMIPHEL, ZEEICHTHREZMEL X
_a—o

o HEDI—MEfDI—FEFERRZEFHORIEZRF OLDICEIVETET,
o FFEMDIngress AV hO—F—ICERZRYV—42EFEHTDHIEEFALET,
e HEDI— MDAV ENMKEZERIZIEZHTLIEY,

o cEZiE, BRBTVRLATELSZI—PE2RARL. ABI—F—BLUOAHI—F—DER
I—PhERHETEDLIICLET,

Ingress > hO—5—I&, Jb— b SR FIE namespace FRILDWTFhhES v — NMEDAEE L
THEATEET,

6.8.61.)IL— SR EFEALK Ingress A bO—5—0D> v — K{EDF%

W—RrIRLVEFERALEIngress A bO—Z—D2 v — R{E&id, IngressAY hO—Z5—MNIL—hE
LO4—Il& > TGERINBER namespace DIEREDI— M &21RET 2 E5BHRLET,

Ingress A~ hO—5—D>+—KiE, —&E®DIngress AV hO—5—BTEHEENS 71 v /D&%
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DEL. RS T4 v I EBEDIngress AV PO—F—IINBTIRICERIEE T, & AL
CompanyAD RS 7 1 v V% %H % Ingress A~ hA—Z—IZHE L. Company B % BlI®D Ingress 3~
PO—5—ICEEETEET,

FIR

1. router-internal.yaml 7 7 1 L = {R&EL £ 7,

# cat router-internal.yaml
apiVersion: v1
items:
- apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: sharded
namespace: openshift-ingress-operator
spec:
domain: <apps-sharded.basedomain.example.net>
nodePlacement:
nodeSelector:
matchLabels:
node-role.kubernetes.io/worker: ™"
routeSelector:
matchLabels:
type: sharded
status: {}
kind: List
metadata:
resourceVersion: "
selfLink: "

2. Ingress 3~ hO—3—® router-internal.yaml 7 7 1 L= BERA L £ 9,
I # oc apply -f router-internal.yaml

Ingress A~ b O—3>—I{d, type: sharded &5 S X)LDH % namespace DIL— b = FER L
x7,

6.8.6.2. namespace I NIV & L7 Ingress A hO—5—D > +— K{EDEX

namespace I NIV AERA L7 Ingress A bO—5—D> v+ — K&, Ingress AY hO—5—7H
namespace ZL 74 —IC & 2 TEIRI N ZEED namespace DEEDI— M ERHETE &5 EBKL
7,

Ingress A~ hO—5—DY +—KiE, —&E®DIngress A hO—5—BTEHEENS 71 v VD&%
PDEL. RS T4 v I EBEDIngress AV PO—F—IINBTIRICKRIEE T, & AL,
CompanyAD RS 7 1 v V% %H% Ingress I~ hA—Z—IZ#E L. Company B % BlI®D Ingress I >~
FO—5—ICEETEZET,
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Digk

==
[=]

Keepalived Ingress VIP 27 704 § 33553, endpoint Publishing Strategy /%
T X —4 —|Z Host Network DENEIY BT o7z, T 7 %)L ML D Ingress
Controller #7704 LABAWTKEIW, 77O/ LTLED & BMEIRET S
ATEEMEMNH Y £ 9, endpoint Publishing Strategy IC Host Network Tld 72

<. Node Port Et WO EZFERA LTI,

Fa
1. router-internal.yaml 7 7 1 L = {R&EL £ 7,

I # cat router-internal.yaml
DBl

apiVersion: vi
items:
- apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: sharded
namespace: openshift-ingress-operator
spec:
domain: <apps-sharded.basedomain.example.net>
nodePlacement:
nodeSelector:
matchLabels:
node-role.kubernetes.io/worker: ™"
namespaceSelector:
matchLabels:
type: sharded
status: {}
kind: List
metadata:
resourceVersion: "
selfLink: "

2. Ingress 3~ hO—3—® router-internal.yaml 7 7 1 L= BRA L £ 9,

I # oc apply -f router-internal.yaml|

Ingress A~ b O—Z>—I&. type: sharded &\\D S N)LD#H % namespace ZL V9 —IC &>
TEIRI NS namespace DIL— K& BIRL F T,

6.8.7. AO— KNS H—%FEHEATELIICIngress AV NO—S5—%RET S

9259 RTSY NTA—LTIngress AV hO—F—%EXT 2355, Ingress AV hNO—5— 77 #
WRTRT Yy o957 RO—RNSUH—ICE>TRAINhET, BEEHIFZ. AEI/ 7 RO— KN
SUHY—%FERHT B Ingress AV hO—5—%5FRTEE T,

48



8563 OPENSHIFT CONTAINER PLATFORM @ INGRESS OPERATOF

==
[=]

>

259 RO/ 4 —H Microsoft Azure D&, /— RK&EHSBTZ/T) vy
O—RNSUH—DBDPRCEEHETIDRETY, INHRBWVWEE, IXTOD/—RKH
48—y hAD egress xRk T,

BF

IngressController # 7 =V D RA—F % ZEE$ 2MENH D%
AN

&. IngressController 7 7Y =/ N ZHIFRL TH L., ThEBERTILEN HY X
T, BRY L)Y —2R (CR) DIERKIKIC

.spec.endpointPublishingStrategy.loadBalancer.scope /X\T XA —4% —%ZZE$T 5 &
ETEZXHEA,

Be20— KNSV —DE

A

Client

.

Cloud Provider
DNS

[ ]
apps.foo.openshift.example.com foo.az.lb.cloudprovider.com

Load balancer

!

’ Ingress ’
load balancer
www.yourappl.openshift.com www.yourapp2.openshift.com
Node 1 Node 2 Node N
Pod Pod Pod
>ﬁ;e+ge< 10.0.128.5 10.0.128.6

Cluster
(Service yourapp1:8080, yourapp2:4200)

BB DETIL, OpenShift Container Platform Ingress LoadBalancerService T KR4 > b D /NFRERE
KT BUTOL D BfizeRmLTVWEY,
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o BRIE. AFHSITURTONAF—DO—-— KNS UH—%FRATZHh. AEHLILS
OpenShift Ingress Controller Load Balancer Z A LT, 28 TZ 7,

o O—RKNSYH—DIVITILIPTRLRE, HKHZIFRXI9—DLIIT. 8080 % 4200 &
WO BIRHBDHZR— M 2ERATEHIENTEEY,

o ATLODO—KRNSUH—HDLDRNZTTav01F, oL/ —RDAVAY YV ATREEHIN

TW3&EDIZ, PodDABEICEDS SN, O— RS UH—DEELET, BEDOFEMICOWVWT
&, Kubernetest—ERZARFa XU N A#BEBLTLLIEIWL,

([} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin tgfR=fFo>a1—H—& L TCOJ/1 352 &,

FIR

1. LFOBID & S IZ. <names>-ingress-controller.yaml &\ D ZRID 7 7 1 JLIC
IngressController 7 2% L)Y —2Z (CR) #/EHR LT,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
namespace: openshift-ingress-operator
name: <name>
spec:
domain: <domain> g
endpointPublishingStrategy:
type: LoadBalancerService
loadBalancer:

scope: Internal 6

Q <name> % IngressController 7 72 =V NDRZFIIEI|MAF T,
@ IV PO-S—KEOTRRAINBTTUT—2avd KAV ZEELET.
9 AEO— RSV —%FERATZ7%0IC Internal DIEEIEEL T,
2. LTFDOT Y RZETLT, BERIOFIRTEREIN/ Ingress AY bA—F—Z2 ML ZF T,
I $ oc create -f <name>-ingress-controller.yaml ﬂ

Q <name> % IngressController # 72 =V NDEZFIIEZIMA F T,

3. 47 av: lFoaAT Yy REERITLTingress A hO—Z5—HERINTWE I & #/EEEL
i-a—o

I $ oc --all-namespaces=true get ingresscontrollers

6.8.8.GCP TDIngress A hO—5—DFO—/N)LT7 7 ADERE
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REO— KNS UH—T GCP TERI Nz Ingress AV hA—5—ld, Y—EZXDREIP 7 KL R %
ERLET, VSRAY—BEEZIX, F7O0—NIWT7I9ERFTVavEEETEET, chil&y, AL
VPC 2y NT—VARDEED) -V 3V TISRY—%=BMIL, O—KKRSyH—¢ L TavEa—
NY—2avaEEMILT, V75RAY—TERIINEZT7—I70—RICEETELLIICTEET,

R HRIE. GCP RFa AV D 70— N7 IR ICDVWTHSRLTLCEIV,

(1} =355
® OpenShift Container Platform 7 5 249 —% GCP A Y 73R NSV Fv—IZ7 704 LTV
%,

o RIMO—RNZUH—%FHETZLIICIngress IV PO—F—%F/EL TV,

e OpenShift CLI (oc) 4 Y &2 h—JILI N T W3,

¥R
L 78—V T7 9 2R%HFTTEELIICIngress AV bO—5—) Y —REHRELZF T,

R

Ingress A~ hA—Z—%{ER L. YO—NIVT I EZADA T aVEEET S
ZEHTEZXY,

a. Ingress A bA—5—) YV —REHBELET,
I $ oc -n openshift-ingress-operator edit ingresscontroller/default

b. YAML 7 74 )L A&fRELZF T,

%> 7L clientAccess 5% E % Global ICEXEL 9,

spec:
endpointPublishingStrategy:
loadBalancer:
providerParameters:
gcp:
clientAccess: Global ﬂ
type: GCP
scope: Internal
type: LoadBalancerService

Q gcp.clientAccess %= Global ICERE L £,

c. EEAEBAYTRLDICT7MILERELET,
2. UTFOaOT Y REEFTLT Y—EXNITO—NIVT7 IR ZHFTT 2 & %2MREBLET,
I $ oc -n openshift-ingress edit svc/router-default -o yaml

ZOEATIE., 70—V T7 U 2ANT / T—= 3~ networking.gke.io/internal-load-
balancer-allow-global-access T GCP ILDWTAEAMICINTWE I &EARLTVWET,
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6.89. VAN —%ARMICEET 5LIICDT 7 A4 NIngress I hO—5— %% 7E
EES)

HIFRPBENRZEITLT. V7R —Z2AERICEET 2 £ D IC defaultingress A hO—5—%FET
XEd,

DI

==
[=]

25 RO/ 4 —H Microsoft Azure DigE. /— RK&ESBTZ/T) vy

A—RNSYH—DDREEHTIDBETY, INDARBWEE, INTD/ —RP
48—y hAD egress FEfixRKWNE T,

BF

IngressController # 7> =V hD RA—F 2 ZEE$ 2MENH D5
AN

&. IngressController 7 7Y =V hZHIBRL TH S, ThZeBERTIHRENHY X
T, BRY L)Y —ZR (CR) DIERKKIC
.spec.endpointPublishingStrategy.loadBalancer.scope /X XA —4% —%2ZE$T 5 &
ETEZHA,

[} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin R =HFo>a1—H—& L TOJ/1 352 &,

FIR

. BIRYBEREEITLT. 7529 —2WEICEET 5L D IC default Ingress A hO—5—
HRELET,

$ oc replace --force --wait --filename - <<EOF
apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
namespace: openshift-ingress-operator
name: default
spec:
endpointPublishingStrategy:
type: LoadBalancerService
loadBalancer:
scope: Internal
EOF

6.8.10. L— FDFZMRY ¥ —DERE
BEESLIVCT7 T S—a VKRB BURXA VEEFEDEROD namespace TP Y — 3

VERTTIXET., IhiE, EBOF—LPRILCFAMNETABRINSZ I 70 —EXZFHFET 5
BERRELTWVWET,
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Digk

==
[=]

BED namespace TOERDEFAI 1L, namespace BEIDEFEDH 2V T R — TN
LTOHENCT2HENHYEY, BMICLAVWE, BROHZI—F—DKER
NEERESMBAREMELHY ET, DD, TITAIMDZMRY O —FEHD
namespace Bl CORRA NZDERZHFAT L FH A,

AR

e USR5 —EEBEDHEIR,
FIa

e LIFoav Yy R%uEAL T, ingresscontroller ')V — X Z# D .spec.routeAdmission 7 1 —
IWRZEwRELIT,

$ oc -n openshift-ingress-operator patch ingresscontroller/default --patch '{"spec":
{"routeAdmission":{"namespaceOwnership":"InterNamespaceAllowed"}}}' --type=merge

A A—=yay baO—>—%EH

spec:
routeAdmission:
namespaceOwnership: InterNamespaceAllowed

(D S
FolEk,. UTFTOYAML A @B LTIL—MOZRARY S—52BETCETET,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:
routeAdmission:

namespaceOwnership: InterNamespaceAllowed

6.81. 74 RA—RKRIL—MDFEMA

HAProxy Ingress A hA—Z5—IZIE 7ML RA—RIL— MDY R—KFDHY £, Ingress Operator

(& wildcardPolicy Z{#F L T, Ingress 1~ hO—3>—®O ROUTER_ALLOW_WILDCARD_ROUTES
RIELEHZRELZT T,

Ingress A hA—5—DFT 7 #JL NDEMETIE. 74 KA—KRY > —OD None (BEFD
IngressController ') V —X EDEAEBRMENH D) 2R/ DI — N EFFAILE T,

FIR
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L 74 RA—RFRR)—%RELET,
a. LTI R%&EREL T IngressController )Y — X% fREL X T,

I $ oc edit IngressController

b. spec ® T, wildcardPolicy 7 1 —JL K %Z WildcardsDisallowed Z 7= (&
WildcardsAllowed ICEXE L £ 9

spec:
routeAdmission:
wildcardPolicy: WildcardsDisallowed # or WildcardsAllowed

6.8.12. X-Forwarded ~v ¥4 — D {#

Forwarded # & U X-Forwarded-For 2 21 HTTP ANy ¥ —DMEBHERICOVWTORY O —%EET S
& D IC HAProxy Ingress A~ hA—5—%E&E L £9, Ingress Operator (& HTTPHeaders 7 1+ —JL K

AR LT, Ingress 1> hO—35—0 ROUTER_SET_FORWARDED_HEADERS B Z# %5 %€ L
9,

FIa
1. Ingress A~ hO—35—FICHTTPHeaders 7 1 —JL K& EL £,

a. LFDO~ Y R%&EREL T IngressController )Y — X %#fREL X7,

I $ oc edit IngressController

b. spec D FT. HTTPHeaders ;R ~—7 1 —JL K% Append. Replace. IfNone. Z7z(&
Never ([CEEEL £,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

httpHeaders:

forwardedHeaderPolicy: Append

fE=mH
ISR —EBELLT, UT2RTTEIY,

® Ingress ¥ bO—5—|Cl85iX 9 %R1IC. X-Forwarded-For Ny ¥ —% &) J TR MIEAT
ZAMIOFS—ERELET,
ANy —EEREEFTIETLIICIngress A NOA—F—%RET HICIL. never R ¥ —%35
ELEFT, ChIZLY, IngressAY hO—F—lEAv ¥ —%BRELALLRY, 7TYUHs—> 3
VIEABTOF L —HDRBITEIAVI—DHEZELET,

o AETOFI—IAEYISRY—BEKAEZHZET 5 X-Forwarded-For Ny ¥ —aZHEHFITES
&Il IngressAY hO—F—%FZELZE T,
AETOF—%RiELAVAEY 5 R4 —FKIC X-Forwarded-For ~Nv ¥ — %% ET 5 & D
ICIngress A hO—5—%5RET ZITIL, if-none RY P —%BELET, AWTOF—R
HTHTTP BERICAY Y =D T TILREINTWBIBA, Ingress A O—F— X h & RE
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LET, EXATOFD—5BBBEL TOVAVEDIIANY F—HRWESE. Ingress I hO—
@Ay FT—EEBMLET,

FIVr—oavRAREELT UTERTTEIT,

e X-Forwarded-For Ny ¥ —%3@A$ 27 ) r—>a VEEOABIOF > —%28EL T,
i Route DR L —ICHBEEXIC. 7TV —2 3V DRoute AICAY S —%EKEEY
ICET LDICIngress AV MO—S5—%/ETICE. 7FUT—>avDRoute il 7/ 57—
< a3 v haproxy.router.openshift.io/set-forwarded-headers: if-none 7z (3
haproxy.router.openshift.io/set-forwarded-headers: never #Ei1 L £ 9,

pa )

Ingress I~ hO—Z—D 7 O—/NJVICBREIN/EE (X5
IC. haproxy.router.openshift.io/set-forwarded-headers 7 / 57— 3 V%
IW—hZEICRETEET,

6.8.13. HTTP/2 Ingress #E#H DA 1L

HAProxy TEBMATLIY RY—TY RHTTPR2EH{GEZBMNICT R ENTEEY, Chicky., 77
Vr—2avOmEEIR. B—E&K. Nv Y —ElB. XM FY—X M) —LE, HTTP27OMIL
HREZERATEET,

@BID Ingress AV hO—F—FE VT RF—2FICDOWVWT, HTTP2 EmZBMICTH I ENTE
i’a—o

954 TV MBS HAProxy NDEFICDWT HTTP/2 DFEREZEMICT 37201, IL—MIHRY A
EAEAIEETH2RENHYET, 774N NDIEAEZFERT 2 — MIHTTPR2 2RI 2 I &N
TEEtA, ZOFHIRIF. 757472 M ELCAIAE.2FERAT2E8BOERS I — MIEREZBFERAT
RED, EHRDES (coalescing) DREIBEABIE T 2 7-DICHETT,

HAProxy ™57 71— 3 ¥ Pod ~D#EflL. re-encrypt b— hDHIZ HTTP/2 2FATE. edge
termination b— M FE7ZFFFEEF 2 7RI —MIEFERALEFRHA. ZDFHIRIE. HAProxy ¥ TLS #5538 T
# % Application-Level Protocol Negotiation (ALPN) 2B L T/N\v Y T RTHTTP/2 DERA%= T
PI—MNTBEHIZHYET, TDRH., TV RY—ITY RO HTTP/2 IF/NARIL— & U re-encrypt
FRTEEITH, FEFa2 74— b F/IE edge termination L— M TIIFERATETEHA,

DIk

==
[=]

BEES{E)L— N T WebSocket Zf#F L. Ingress Controller THTTP/2 ZBMICY

%Il&. HTTP/2 =1t L 7= WebSocket DY R— KDAMETY, HTTP/2 LD
WebSockets I& HAProxy 2.4 D#eETH Y. IREFR TIE OpenShift Container
Platform TlEHR— b I TWEHA,
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BF

IRZZN—BADIL— FDIFA. Ingress AV NOA—5—IF 754 7V MH S DERHE I
BILTCT7 AV T—vavADEREXIVI—NLET, 2FY, 9547V D
Ingress ¥ hO—Z—ICEHLTCHTTP/1 2RI T —bM L, IngressAY hO—F—
WERICT ) r—2avIiIlERGLTHTTP2 22 I I —bML, 7TV 5—2arAd
HTTP/2 AR LTI 5S4 7Y M HTTP/EHHA S DERDEZEEERTTEE T,
Ingress 1> b O—5 —Id& WebSocket & HTTP/2 ICERETE 9. TD HTTP/2 &Eiii &
WebSocket ICFLTT Yy UL —RKTERWED, 75472 MHERICHTTP/1I DS
WebSocket A K AICERHE Ty T L —RLELDETHEREIRELE T, TD
=B, WebSocket EfmEZIFTAND I EDRBRMINALT TN r—>avhhdiga. &
NIEHTTPR2 7O M ANDORITVI— M 2HFATERVELDICTIHLENHYET,
HLBWE, V54 F7 2 ME WebSocket 7O R AIADT Yy T L —RICKBLET,

FIR
B —Ingress ¥ hO—Z5—THTTP/2 ZBMICLE T,

® Ingress A hO—Z—THTTP/2 ZHB®ICT 5ICIE,. ocannotate AV REZAHNLZET,

$ oc -n openshift-ingress-operator annotate ingresscontrollers/<ingresscontroller_name>
ingress.operator.openshift.io/default-enable-http2=true

<ingresscontroller_name> %7 / 7—> 3V %{fl+ % Ingress AV hO—Z—DHZFNCE X #
ZFE9d,

ISR —2ETHTTPR Z#BRICLF T,

o USRY—RKTHTTP/2 #8MICT BICIL. ocannotate I REAADLET,

I $ oc annotate ingresses.config/cluster ingress.operator.openshift.io/default-enable-http2=true

ek
Feld, UTFOYAMLZBERALTY /77— a3V ZEBMNMTEET,

apiVersion: config.openshift.io/v1
kind: Ingress
metadata:

name: cluster

annotations:

ingress.operator.openshift.io/default-enable-http2: "true"

6.8.14.Ingress 1~ hO—>—® PROXY 7O h JIL DR E

7529 —EEBHEIE. Ingress O~ b O—S—7n HostNetwork Z 7zi& NodePortService T KRA ~
NORERARNSTI—94 TOWTNOEFERT ZEIC PROXY 7O )L 2BRETEET, PROXY
FORANICEY, O=RNS YUY —EIngress AV NO—5—DRETI2ERDTDISA TV INT
NLRAERFETZIEDNTEEFT, TDOIVZA TV N7 RLRE, HTTPAY S —0RFV T, 740
Y=V, BEITEAEZRTTZHEICENTT., 774V MRETIE, Ingress AV hA—F—
ZETHIHEHIE. O— KRNV —ICEAEMITLONEY —RXAT7 RLZADHDEFNET,

COMEEIE. V39 RTTOMAY M TR YR—bIhTLWERA, ZODHFIBRIE. OpenShift Container
Platform B2 2 K75 v N 7 4 —ATRITINZHA. IngressController [ —EHA RS U H—
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EATBELDICHBEL. Ingress Operator ldA— KNSV H—H—EXEZH{REL. V—RXAT7 KL%
RETDTIY M7+ —LEHICEDWTPROXY 7O h:)b%*ﬁ“mﬂ“ét&m YEYS,

BF

PROXY Z7ORJVFERIETCP 2fAT %ITIE. OpenShift Container Platform & #-&B
— KNSV —DOlA%ZRET DRENHY LT,

Digk

==
[=]

PROXY 70O b OJLi&k. Keepalived IngressVIP RT3 0750 RUADTZ v b

TA—LEDA VR N—=F5—IL&oTTOEY 3=V NI SR —%ERAT
5774 bDIngress AV hOA—5—TRYR—FINhTLEHA,

AR

® Ingressd¥ bO—5—%ERH L TW5,

FIa
L IngressaAv hA—5—YV—R&RELZET,

I $ oc -n openshift-ingress-operator edit ingresscontroller/default
2. PROXY REZHREL T,

® Ingress ¥ hO—Z5—7n hostNetwork T RRA Y MR NS TIV—4 4 T5FERT S
% &k, spec.endpointPublishingStrategy.nodePort.protocol 77 4+ —JL K% PROXY
ICEREL XD,

PROXY ~® hostNetwork D% EHI

spec:
endpointPublishingStrategy:
hostNetwork:
protocol: PROXY
type: HostNetwork

® Ingress O~ b O—3—75" NodePortService T KR4 ¥ KRR NS TV =44 T%ER

9 315451k, spec.endpointPublishingStrategy.nodePort.protocol %+ 77 1 —JL K %
PROXY ICRREL F 7,

PROXY ~DY >~ 7IU nodePort 5%

spec:
endpointPublishingStrategy:
nodePort:
protocol: PROXY
type: NodePortService
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6.8.15. appsDomain 7 7> a VR LEREB I SR Y — KA1 VDIEE

9529 —EEEL, appsDomain 7 1 —IL REEREL T, 21— —DNERLEIL—bDTT74IL LD
PSR —RAAVDRDOY ERBEDERIBETET XY, appsDomain 7 1 —JL Kik, domain 7 1 —
IWRTHEREINTWET 7 4L hOKRDHYIZERAT % OpenShift Container Platform @A 7> a > ®d K
AAVTE, RERAA VEEBETZHE. CNEFRIL—MDTF 73 MRANEHBTES LI
THEMTT 74ILMNDISRI—RNAAVELEEZLET,

& ZIE, FIBEEDDNS RXAVE, VSRV —ETETFINZE TV 5r—>arvoIl—hELT
ingress DT 7 4L b RXA 2V ELTHERATEEY,

(1} =355
® OpenShift Container Platform 7 S 24 —%7 704 LTW3 I &,

¢ oCOANXNYVRSAVA VI —T AR EA VA M=ILLTWS,

FIR

L A—HF—DEHRT 2 — MIREDT 74 b KX A U %$FE L T appsDomain 7 1 —JL K%
BRELEFT,

a. Ingresscluster ) V — X & fR&EL X7,

I $ oc edit ingresses.config/cluster -o yaml

b. YAML 7 74 )L A&fRELZF T,

test.example.com ~® apps Domain D& EHl

apiVersion: config.openshift.io/v1

kind: Ingress

metadata:
name: cluster

spec:
domain: apps.example.com ﬂ
appsDomain: <test.example.com> g

@ FANPRXAVEEELES. AVRM—LBRICTIA I RS VEEES S
ZEEFETEZEA

9 AFoav: 7)) r—>3vIb— MIEAT % OpenShift Container Platform 1 > 7
SANZVFv¥v—DRAALY, T4V NOEFEFHTH % apps DXHYIC, test D
SO RBIDOEEFAFEATIEY,

2. Wb—bZEREL, W—MRXAVOEEZHRL T, BEHFEDIL— K. appsDomain 7 1 —Jb
RTHELLERAA VEADNEFNTWR I EERRLET,

Pz
JL— N %/ABE¥ %A1 openshift-apiserver "O0—Y v JBEH AR T T 2D %
*% L/ i’a—o
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a. —hZERELET,

$ oc expose service hello-openshift
route.route.openshift.io/hello-openshift exposed

H 5

$ oc get routes

NAME HOST/PORT PATH SERVICES PORT
TERMINATION WILDCARD

hello-openshift hello_openshift-<my_project>.test.example.com

hello-openshift 8080-tcp None

6.8.16. HTTP N ¥ — 4 — 2 DL

HAProxy 2.2 Tld, 772V KR THTTPAY ¥ —Z%&ZMXFILLFT, =& ZIE. Host: xyz.com %
host: xyz.com ICEBLEF T, LAY—T TV I5—2a VA HTITPAY Y —ZDARANFE%RHT 515
A. Ingress Controller M spec.httpHeaders.headerNameCaseAdjustments APl 7 1 —JL K%, {EIE
INZETCLAY—T7 V5= avilwginddy)a—ravIilERBLET,

B

OpenShift Container Platform 4.8 ICI& HAProxy 22 A& Eh 37, 7v 7L —K¥
% a1l spec.httpHeaders.headerNameCaseAdjustments % £ L THERFRE % BN
TBHLIICLTLEI W,

Gl s
e OpenShift CLI (0c) B’ Y2 h—ILI T W3,
e cluster-admin A—J)LEF DODI—H—E LTISARY—IITIVEATE S,

FI7

P25 —EEHIE. ocpatch AT Y RZANTBHH, FldIngress IV hA—F—YAML 7 74
JLD HeaderNameCaseAdjustments 7 1 —JL RZFREL THTTPAY Y —DIT— A2 ZEMTEXET,

e ocpatchdY Y KRZAHL T, HTTPAY ¥ —DAXF{LEIEELE T,

. ocpatch ¥ Y KEAALT, HTTP host Ny ¥ —% Host ICZEEL X T,

$ oc -n openshift-ingress-operator patch ingresscontrollers/default --type=merge --
patch="{"spec":{"httpHeaders":{"headerNameCaseAdjustments":["Host"|}}}'

2. 7)== avol—KNNIT/T—avERTET,
I $ oc annotate routes/my-application haproxy.router.openshift.io/h1-adjust-case=true
RIC, Ingress A¥ hO—F—ldhost BXkANY ¥ —ZIBEES YV ICHAELE T,

® Ingress AV hO—F5—DYAML 7 74 J)L%Z5&E L. HeaderNameCaseAdjustments 7 1 —
IWRZFERALTHEZEELETT,
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W= R"ANDHTTP/TEXRICDWT host Ny ¥ —7% Host ICFAEE L 7,

Ingress A~ hA—35— YAML ®Y% > S

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
httpHeaders:
headerNameCaseAdjustments:
- Host

2. LFDY% Y FILIL— bk TlE. haproxy.router.openshift.io/h1-adjust-case 7 /

EFEALTHTITPISEAY Y —R2DT—AFE=AMICLET,

JL— b YAML DYV )L

apiVersion: route.openshift.io/v1
kind: Route
metadata:
annotations:
haproxy.router.openshift.io/h1-adjust-case: true ﬂ
name: my-application
namespace: my-application
spec:
to:
kind: Service
name: my-application

Q haproxy.router.openshift.io/h1-adjust-case % true ICFXEL £,

6.9. BEEF#H

60
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BIE LY FRA Y bAOEROMHSE

BIZE TV RRA Y MADEHEORES
Cluster Network Operator (CNO) &, 72 X4 —RD )V —ABDEEANIVAF Ty I %=ET$T5aY
FO—5—TH3EREFzv /A A—F—%2RTLET, NRFz v I DORKERZHEL T,
BLTW2HEENRETE L 2EOBEZZM LY., Ry 7 —JERZHRLAEZY TEXT,
70 ERITT2EHANIVAF VY

PSR —)Y—RILTIVECATEBIEABRTHICE. ULTDISRI—APIH—ERDZENEN
I LT TCPEmMNMITHhNE T,

e Kubernetes APl —/N—H—E2Z

® Kubernetes APl H—/N—TIT ¥ KRA v k
® OpenShift APl #—/N—H#—E X

® OpenShift APl #f—/X—T Y KRS ¥ b
e O—RFNSUH—

Y—ERXRBLIUVY—ERIVRRSA VMDD ISRI—HDIRTD/ — RTELERRETH D T & % HER
T2ICIE. UTORY—4 v MIN LT TCPEHEMNTHhNET,
o NILAFIv I =45y hF—ER

o NUVRFTw I/ =Ty TV RKRASAV S

72.BBENIVRAF Ty I DERE

BRFzvrsarb0—5—l@ IR —ROEHRLEF v I %2F—T7A ML —2a v LET, #
7 A hDOFERIE. openshift-network-diagnostics namespace @ PodNetworkConnectivity 7+ 7
VIV MIREINET, BET AN, 19T &ICHTLTEITINET,

Cluster Network Operator (CNO) (&, EHRMEANILRAF TV I 5 ERETHLDICV DD Y —2 %
757\&_‘:7_"‘7“:‘4 L/i_a—o
ANIVAFTYvIDY—R

D707 LI, Deployment 4 7Yy NTEEBINZE—DPod LY Aty MIFFOA
LEd. 2DFO%Y S AL PodNetworkConnectivity # 72 =7 N &H&E L, &4 7YY NTiE
E XN % spec.targetEndpoint ICERINE T,

ANNARAFTYIDY—Fy b

PSR —DIRTD/—RIZTF—FrEY hO—8 &L TTFFOA SNz Pod, Pod i34 /N
VROANWNZRF TV IOEYY RV LET, TRTD/—RICZDPod B EETDE, &/ —RAD
BHETANTBZIENTEET,

7.3. PODNETWORKCONNECTIVITYCHECK # 7> x4 74 —JU R
PodNetworkConnectivityCheck 7 72 7 b 7 4 —JL KIZDW T, UTFORTHBAINTVLET,

#*7.1PodNetworkConnectivityCheck # 77 b7 4 —JL K
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74— K

metadata.name

metadata.namespace

spec.sourcePod

spec.targetEndpoint

spec.tisClientCert

spec.tisClientCert.name

status

status.conditions

status.failures

status.outages

status.successes

547

string

string

string

string

object

string

object

array

array

array

array

B4

UTOmKXDA 72 bDAR: <source>-to-
<target><target> TiEik S 23EEICIE. LATD
WINLDXFINEZENET,

load-balancer-api-external
load-balancer-api-internal
kubernetes-apiserver-endpoint
kubernetes-apiserver-service-cluster
network-check-target
openshift-apiserver-endpoint

openshift-apiserver-service-cluster

7Yy MNHEEM T 5N B namespace, D&
I&. &IC openshift-network-diagnostics (C7: Y

ij—o

BHRFry ooRaE s Pod DART (F:
network-check-source-596b4c6566-rgh92),

api.devcluster.example.com:6443 7; & O #E#t
FIvIDI—=T v bk,

fHA9 % TLSSEFAZDHRTE.

FRAINS TLSIBAZDARI (HDHE). T 74/
MEIZZZEDXFIITT,

BEHETANDOREERYT., BLUREDERDRKID
BLUOKBKICODWTOOY,

BERTFTv I ERHDODAT—YRELURDRAT—%

Ao

ATICKRLAERTA OO,

FIENE CABENEENSEHET A OO Y,

ATICERBLAEERTA OO,

LAIFdFKIZ., status.conditions FCIRADA TV TP hDT7 4 —IL RICDWTERBALTWE T,

7.2 status.conditions
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lastTransitionTime string BRORELH DREN S BIDIREEICFEIT LB
o

message string ADHIFHT B HRADREDBZITICOWTDFM,

reason string T VDAY AR TOBRITORED R
7__ - & A o

status string REOT—4 2,

type string REDY 1 7,

LI FdDFIZ. status.conditions ECHIARDA TV bDT7 4 —IL RICDWTERBBLTWE T,

7.3 status.outages

Z14—LK 547 B4

end string BEROBEENFERINLERNISDI A LRY Y
7,

endLogs array BEROJIVN)— (FLOEELAKRTICEET 20
7“1\/ I\ U _%‘:gt})o

message string ADHIFETEZHADELICDOWTHEBROE
#9o

start string BERmOBEENRCRMINIERNLODY M LR
s 7,

startLogs array TOREEAETCHEFEOI/OIY MY —,

EmOJ74—IFK
BHROJIVRN)—D7 14—V ROFRBBIEFUTORTHBAINTWET, 77V MIUTDT7 1 —
IWRTEHEAINhET,

o status.failures[]

e status.successes|]

e status.outagesl].startLogs|]

e status.outages[].endLogs[]
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74—J)E 547 BLL]

latency string 7o avOEEZRELE T,

message string RAT—Y 2 ADHIHTEIHATRBELET,

reason string ATF—4 ZADERET Y VHHFHETE A TRE
LEY, B

TCPConnect. TCPConnectError. DNSResol
ve. DNSError oW hniciay £39,

success boolean ATy M) —DRMFELIIEBMTHIDERLE
ER
time string BinF = v o OB,

7.4. TV RKRAY MNDRY NT— U EHEDOHESR
PSR —EFEBHIZ, APIY—N—, O—RKN\SUH— H—FEFR, FHlEPodREDITY RIRA VK
DEGEEERATEET,
B
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A—J/LEFDODI—H—E LTISRY—IITIVEATE S,

FIR

1. IR7E D PodNetworkConnectivityCheck # 7Y = 7 h A —EBRR9 5101k, UTFoav > K%
AALET,

I $ oc get podnetworkconnectivitycheck -n openshift-network-diagnostics

H A B

NAME AGE
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-kubernetes-apiserver-
endpoint-ci-In-x5svOrb-f76d1-4rzrp-master-0  75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-kubernetes-apiserver-
endpoint-ci-In-x5svOrb-f76d1-4rzrp-master-1  73m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-kubernetes-apiserver-
endpoint-ci-In-x5svOrb-f76d1-4rzrp-master-2  75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-kubernetes-apiserver-

service-cluster 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-kubernetes-default-
service-cluster 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-load-balancer-api-
external 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-load-balancer-api-
internal 75m
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network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-ci-
In-x5sv9rb-f76d1-4rzrp-master-0 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-ci-
In-x5sv9rb-f76d1-4rzrp-master-1 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-ci-
In-x5sv9rb-f76d1-4rzrp-master-2 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-ci-
In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh ~ 74m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-ci-
In-x5sv9rb-f76d1-4rzrp-worker-c-n8mbf ~ 74m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-ci-
In-x5sv9rb-f76d1-4rzrp-worker-d-4hnrz ~ 74m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-network-check-target-
service-cluster 75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-openshift-apiserver-
endpoint-ci-In-x5svOrb-f76d1-4rzrp-master-0  75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-openshift-apiserver-
endpoint-ci-In-x5svOrb-f76d1-4rzrp-master-1  75m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-openshift-apiserver-
endpoint-ci-In-x5svOrb-f76d1-4rzrp-master-2  74m
network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-openshift-apiserver-
service-cluster 75m

2. T AMOJERRLET,
a. BRIOAYY ROBEANS, BEOJT MBIV RRA VM 2RELET,

b. 7721V heRERTZICIF. UTFOATY REZABDLET,

$ oc get podnetworkconnectivitycheck <name> \
-n openshift-network-diagnostics -o yaml

Z T . <name> | PodNetworkConnectivityCheck + 7> =V hD&RIZEELE T,

H A B

apiVersion: controlplane.operator.openshift.io/vialphai
kind: PodNetworkConnectivityCheck
metadata:
name: network-check-source-ci-In-x5sv9rb-f76d1-4rzrp-worker-b-6xdmh-to-kubernetes-
apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0
namespace: openshift-network-diagnostics

spec:
sourcePod: network-check-source-7¢88f6d9f-hmg2f
targetEndpoint: 10.0.0.4:6443
tlsClientCert:
name: ""
status:
conditions:
- lastTransitionTime: "2021-01-13T20:11:34Z"
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp
connection to 10.0.0.4:6443 succeeded'
reason: TCPConnectSuccess
status: "True"
type: Reachable
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failures:
- latency: 2.241775ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: failed
to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443: connect:
connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T20:10:34Z2"
- latency: 2.582129ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: failed
to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443: connect:
connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T720:09:34Z2"
- latency: 3.483578ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: failed
to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443: connect:
connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T720:08:34Z2"
outages:
- end: "2021-01-13T20:11:34Z"
endLogs:
- latency: 2.032018ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0:
tcp connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T20:11:34Z"
- latency: 2.241775ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0:
failed to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443:
connect: connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T20:10:34Z2"
- latency: 2.582129ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0:
failed to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443:
connect: connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T20:09:34Z2"
- latency: 3.483578ms
message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0:
failed to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443:
connect: connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T20:08:342"
message: Connectivity restored after 2m59.9997891865s
start: "2021-01-13T20:08:342"
startLogs:
- latency: 3.483578ms
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message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0:
failed to establish a TCP connection to 10.0.0.4:6443: dial tcp 10.0.0.4:6443:

connect: connection refused'
reason: TCPConnectError
success: false
time: "2021-01-13T20:08:34Z"
successes:
- latency: 2.845865ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:14:342"
latency: 2.926345ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:13:342"
latency: 2.895796ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:12:342"
latency: 2.696844ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:11:342"
latency: 1.502064ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:10:342"
latency: 1.388857ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:09:34Z2"
latency: 1.906383ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T721:08:342"
latency: 2.089073ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp

connection to 10.0.0.4:6443 succeeded'
reason: TCPConnect
success: true
time: "2021-01-13T21:07:34Z2"
- latency: 2.156994ms
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message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp
connection to 10.0.0.4:6443 succeeded'

reason: TCPConnect

success: true

time: "2021-01-13T21:06:34Z"

- latency: 1.777043ms

message: 'kubernetes-apiserver-endpoint-ci-In-x5sv9rb-f76d1-4rzrp-master-0: tcp
connection to 10.0.0.4:6443 succeeded'

reason: TCPConnect

success: true

time: "2021-01-13T21:05:34Z"
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F8E /— RR— M —EXRGBEDEE

V529 —EEBEZ, FIRTER/ —FOR— MIEZHGRTEEY, VSR —THZHD/ — FKR—
FMERINDHE,. FIATRAR— NORZIEBECITVENHZHENHY FT,

T 7 A I)L hDR— MNEEEIE 30000-32767 T3, RAICT 7 4L hEEEABZ TR L7233 A TH.

R— NEEEAEINT D2 EIETEEHA

8.1. iR &

o VISRHI—AVISAMNSVFv—Iid. LRI NABEHERNTIEETSIR—MMOTIEREE

AT EZMEIAHYETT, EZIKX. /—ROKR— MNEEE% 30000-32900 (CHHET 288, 77
AT I4A—=IFRLIFINTY N T4ILF =)V TDERTEICLY ZhicEEFh b R— MNEEHE 32768-
32900 %A T Z2MELDHY £ 9,

8.2. /— RDR— NEEE DILER

PSR —D/)—RKRR— M MNEEAIGRTE T,

([} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin R %=F>1—H—& LTV SR =AM VT 5,

FIR

1. /—ROR—MEEZIEERT 2. LTFOIATY FEANLET, <port> %, FROEEN
THRADR— FMESICESHWAIT,

$ oc patch network.config.openshift.io cluster --type=merge -p \
{
"spec":
{ "serviceNodePortRange": "30000-<port>" }
}l

BV
F/zld. UL TOYAML #BRELT/ —RODR—  NEEEEHITHIEEHTEET,

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
serviceNodePortRange: "30000-<port>"

H A B

I network.config.openshift.io/cluster patched
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2. RENT VT4 T THDHIEZMET2ICE, UTFOATY FZANDLEY, ERNVEAIN
2ETICHDOEREIIDND I ELHY XY,

$ oc get configmaps -n openshift-kube-apiserver config \

-0 jsonpath="{.data['config\.yamI']}" | \
grep -Eo "service-node-port-range":["[[:digit:]]+-[[:digit:]]+"]'

H A B

I "service-node-port-range":["30000-33000"]

8.3. FE B R

® NodePort Zfff L7z ingress 7 2 A9 —NZ7 4 v U DERE
® Network [config.openshift.io/v1]

® Service [core/ V]
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Yy NEBELET., VS5RY—ICIBEBDOIP 7MWV A—NR—DF 7O/ XV NEEERFLE3 T
ENTE, TNETNHIPEERVIP7Z RLADHEDEY N2EEBLET, P74 IA—N—REDE
J—=RIFIP7TA4ILA—/"—Pod & LTEITIN., ID Pod Id Keepalived ZE1TL X7,

VIPAFRLTRAMNRY NT—0%5FDPod ICT7 7V ERTBIBE. 7SV 5r—>3 v PodidIP7x
ANWA—NR—Pod ZEITLTWVWBIARTD/ —RTEIFTINET, ThIZLY, WFNRDIP 71/ I)L
F—N—/)—=REIRY—ICRY, BDERICVIP 2RI 22N TEEd, 7Y 45— 3 Pod
DIPT AN —NRN=—DITRTD/ —RKRTERITINTUVWAWEGEE, —EDIP7zAIF—/"—/)—FK
NVIP IR TELRVD, FLIEFE—EOT7 TV r—> 3V Pod DN NS T4 v I 5RETERARYE
T TOR—HEHSCTEDIC, PTzAINA—NRN=,TT ) r— 3V Pod DEAICRLCEL VY —
ELTN =y avEFERLET,

VIPA#FRLTY—ERICT7I7EALTWBREIZ, 77V —2 a3y Pod AERITINTWBIGAICEZ
B, IRTDO/—RTH—ERICEETESLH, FED/—KRE/—RDIP 74 I)LA—/N—
LYy MIEHBZIENTEFT, WTHDIP7ZAILA—/N—/—KE, WOTETRY—ILT BT
ENTEFT, Y—ERIEFIALIPBLVOY—ERR—NAEFEHT SN, F/-1Z NodePort 2 FHT 2
ZENTEET,
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Y—EAEHZTHRIP ZFEAT 2HE. VIPIEARIPICEREIN., P7zAIILA—N—DE=F—)
VIR—MIP—ERR—MIBREINEY, /—FNR— b 2FATZHE. R—MNIISZRI—HD
TARTD/—RTHEM, Y—ERIE, BEVIPICY—EREZRHELTWEIH LD/ —RHLD NS
T4V IDAFREDSHLET, TDFAE. P72 AIA—N—DE=ZF—) VI R—MNIV—EREE
T NodePort ICEREINZE T,

BF
NodePort Dtz v k7 v 734N X DRI TEITINE T,

BF

H—EXVIP DEEMEIAEWGETE, N7+ —I VRAIIHENHITREELIHY £
9, Keepalived I&. & VIP B EEERD—EBD /) — RICL>TH—ERIN B I & A2MHER
L. lidD/ — RICVIP A RWEETE., BREOVIPARL / — RICEEI NS0 8EMED
HYET, PTZANF—N—ICF>TEHDVIPHAREL / —RICEEINZ &, VIP
Dty NEETHEEI SARDHMINZIHBELIHIFOSNEAEELGHY £,

ingressIP 2 FH 3 2581k, IP 7M1 )4 —/N—% ingressIP & B U VIP S5H%#FD & D ICERE
TEFET, T, E=F—VVIR-—IEEWNITEZIEETEIEY, ZDFAE. IRTOVIPHY S
Z9—ARADEL/—RIZRRINET, §RXTOI—H—NingresslP TH—ER %2ty b7 v FL.
heagsWIAMDHIY—ERILTEIENTEET,

BE
PSR —KHD VIP DRAH#IL 254 T,

OLIP 7T A4 ILA—/IN—DIRELTH
LUTFDRIE, P72AINA—N—DRFREIHERAINZEHEZRLTVET,

FRKOIIP 7 M IWA—N—DERBLTH

OPENSHIFT_HA_MONITOR_POR 80 IP 7 T4 LA —/3— Pod 3. &IRAEIP (VIP) DI D
T R—MCHLTTCPEHFARIT D & LET,

BEINDE, Y—ERIFETHTHDERALIN
F9, COR—PMDOILKREINSEFZE. TAKMIE
wICRALET,

OPENSHIFT_HA_NETWORK_INT IP 7 =4 )b —/3—7" Virtual Router Redundancy
ERFACE Protocol (VRRP) N5 7 1 v 7 DEEICFERAT 54
yg_j I’f Z%%o 7__“7 7."}[/ I\{Eti etho —C‘\j—o

OPENSHIFT_HA_REPLICA_COU 2 ERRT 2L T ADETYE, Thidk, P74
NT F—nN—=F7T04 X MRED spec.replicas {&(C
—RITIHBENDHY XT,

OPENSHIFT_HA_VIRTUAL_IPS BERHITDIP7RLABED—ETY, ChIFEEY
2MENHY FTH:1.2.3.4-6,1.2.3.9
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IN BEMIEML., VRRP NS 749054 2ICT 3
CEEFATHEDICERINET, ZOEIRE
INTWARWEE, iptables L—ILIZEMINE
ho FI—UDNEFEELAWGEIIERINIEA,

OPENSHIFT_HA CHECK_SCRIP TNV r—2avhEELTWB I E AR 57

T DICERMICETINZ R ) T RO Pod 77141
VAT LHDTER/INREZTY,

OPENSHIFT_HA_CHECK_INTER 2 check 2% 1) 7 M BAEFT I N B HIR (&M TT,
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OPENSHIFT_HA_NOTIFY_SCRIP RENLTEINBZALWCICETINBERIYTRO

T Pod 774NV AT AHRDEL/IRZAZTT,

OPENSHIFT_HA_PREEMPTION preempt HIRBEEOEWRZA NEMET /DDA NS
_nhodelay F2—7T9Y, nopreempt A k57 —Tld, ¥R
300 Y —HBEEODEVWEI N OBEEDRVERZ M

ICRBEIL A

92.IP 7 AINA—NN—DEFE

PSR —BEBEIE, VSAY—L2FICIP I AN F—N—%BETZIEE, SRNILELIY—D
EFICEDVWT/—RDOYTEY MIIPTIIANF—NRN—BRETEHIEHLTEET, T, BHOD
P7ZAINA—N=—DFTOAAA Y NREE IV TAY—RNIKRETDIEETE, TNThOREE Y
SAY—HNTHEICUYBHT I ENTEET,

IP7TAINA—N—DFTOA XY MBEICLY., 7244 —/N—Pod lF. #IWF/EIFERAINS
SRWIC—BT BE/ — NTCHREICETINET,

Z D Pod I Keepalived ZZTLEJ, Ihid. D/ — KPP —ERFLIFIY KRS > MIEE
TERWSGEIC, TV RRA > M%EEBER L. Virtual Router Redundancy Protocol (VRRP) % L TR
BIPVIP)ERID ) — RICT A LA —N—TEZET,

REEBRETHEAT 2HEE, PRCEE200/ - FZFERL, BRLA/ - FOBCHESAT S

replicas %= 5% FE 9 % selector 258 E L £ 7,
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AR
e cluster-admin #ER%#F D21 —H—& LTI/ ZR4—IlOJ1 > LTWBZ &,

o TI¥—ULy RNEERLTWS,

=S ]
LIPZ7TANVA—NN—DHY—ERT7HO Y MAERLET,

I $ oc create sa ipfailover

2. hostNetwork M SCC (Security Context Constraints) #B# L £ 9,

$ oc adm policy add-scc-to-user privileged -z ipfailover
$ oc adm policy add-scc-to-user hostnetwork -z ipfailover

3. F7AA4 XY NMYAML 7 74 ILAEERLTIP 724 ILA—N—%RELZET,

IP7ZxANA—N—FEDTFOA4 X M YAML OfI

apiVersion: apps/v1
kind: Deployment
metadata:
name: ipfailover-keepalived 0
labels:
ipfailover: hello-openshift
spec:
strategy:
type: Recreate
replicas: 2
selector:
matchLabels:
ipfailover: hello-openshift
template:
metadata:

labels:
ipfailover: hello-openshift

spec:

serviceAccountName: ipfailover

privileged: true

hostNetwork: true

nodeSelector:
node-role.kubernetes.io/worker: "

containers:

- name: openshift-ipfailover
image: quay.io/openshift/origin-keepalived-ipfailover
ports:

- containerPort: 63000
hostPort: 63000
imagePullPolicy: IfNotPresent
securityContext:
privileged: true
volumeMounts:
- name: lib-modules
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mountPath: /lib/modules
readOnly: true

- hame

: host-slash

mountPath: /host
readOnly: true
mountPropagation: HostToContainer

- hame

: etc-sysconfig

mountPath: /etc/sysconfig
readOnly: true

- hame

: config-volume

mountPath: /etc/keepalive

env:
- hame

value:
- name:
value:
- name:
value:
- name:
value:
- name:
value:
- name:
value:
- name:
value:
- name:
value:

#- nam

: OPENSHIFT_HA_CONFIG_NAME

"ipfailover"

OPENSHIFT_HA_VIRTUAL_IPS g

"1.1.1.1-2"

OPENSHIFT_HA_VIP_GROUPS 9

Q"
OPENSHIFT_HA_NETWORK_INTERFACE G
"ens3" #The host interface to assign the VIPs
OPENSHIFT_HA_MONITOR_PORT 9
"30060"

OPENSHIFT_HA_VRRP_ID_OFFSET G

"o

OPENSHIFT_HA_REPLICA_COUNT ﬂ

"2" #Must match the number of replicas in the deployment
OPENSHIFT_HA_USE_UNICAST

"false"

e: OPENSHIFT_HA_UNICAST_PEERS

#value: "10.0.148.40,10.0.160.234,10.0.199.110"

- hame

value:

#- nam

: OPENSHIFT_HA_IPTABLES_CHAIN @
"INPUT"
e: OPENSHIFT_HA_NOTIFY_SCRIPT @)

# value: /etc/keepalive/mynotifyscript.sh

- hame

value:

- hame

value:

- hame

value:

livenes

: OPENSHIFT_HA_CHECK_SCRIPT@
"/etc/keepalive/mycheckscript.sh”

: OPENSHIFT_HA_PREEMPTION m
"preempt_delay 300"

: OPENSHIFT_HA_CHECK_INTERVAL @
non

sProbe:

initialDelaySeconds: 10

exec:

command:

- pgrep

- keepalived
volumes:

- name:

lib-modules

hostPath:
path: /lib/modules

- name:

host-slash

hostPath:
path: /

- name:

etc-sysconfig

hostPath:
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@ 9 O ® 6 6000

o0 O O o

path: /etc/sysconfig
# config-volume contains the check script
# created with “oc create configmap keepalived-checkscript --from-file=mycheckscript.sh
- configMap:
defaultMode: 0755
name: keepalived-checkscript
name: config-volume
imagePullSecrets:
- name: openshift-pull-secret @

P27 A A—N=F704 X ~D&HI,
BRHIDZIP7RLREHO—ETY, ChIFIBEET2HENHY F9:1.2.3.4-6,1.2.3.9

VRRP ICERRT 2 I —TDETT, ThDREINTVWAWEES., FIL—FiF
OPENSHIFT_HA VIP_GROUPS ZH THEEINTW AR IPEHE T & ITERINZE
£

P7xANF—NR=DVRRP b5 74 vV DEEICERT DM VI —T (A R%, T74
LK Teth0 AMERINET,

IP7xA)A—/"—Podlt, EVIPOZDR—MIHLTTCPEHRABRIYELET,
BEENREIND E, U—ERIFIETHRTHBERLINFT, TOR—MHOICHRES
nNaGae. TAMIBIINRRALET, T74J)LMNEIZ 80 TTY,

RABI—F—IDDEREIFEAIND A 7ty ME, BR24 7ty NMEAERTZ &,
BHEDIP 7 TANA—N—REIPE LI SRAY—RNICEETETELIICRYET, T
T7AILNDA 7Y MIOT, FIINBZEHIT0ONS 255 FTTY,

ERTZL T HOETT, Thid. IPT7AIA—N"—=FTO4 XY FEED
spec.replicas [EIC—HT 2 MELNHYET, 774/ MEIF2TT,

iptables F T — > DEZAEITH Y. iptables L —ILEBEMITEML., VRRP AT 71 v S
EAVICTBIEEFHATTHLOICHERINTT., COEINREINTULAWNG

A. iptables L—JLIZEBIMINFEFTA, F—UHEFEELRBRVGEIFERINT,
Keepalived 31 =F v A NE—RTEMELZEX T, T74JL MIINPUT TT,

REPEEINZZWCICETINDZRIYY T RO Pod 7742 AT LRDTR/NRAEZT
ER

F7Vr—2avhEaffLTWa I E2HRY 2LOICEHMIICETINGRI Y T D
Pod 771 ILY AT LAADTL/INREZTY,

HERBEEDOEWRRA NAWIEBT Z22ODANSTI—TF, 774/ MEIZ
preempt_delay 300 T. BEIBLMDEWNT R Y —H VIP ZREFT 255 IC. Keepalived
A VA VADVIP S5 DEICBISHEITET,

check 22 Y 7 M HEITINZHAR (WEAL) TT., T 74 MEIX2TT,

FTFOAAXAY NEFERTBRIICTIVY—I Ly MEERLET, ERLABRWVESICIE. T
O A NOERBREBICTS—HDRELET,

903.IREIP 7KL RIZCDWT
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Keepalived I&d—EDRBIP 7 KL R (VIP) BB L F Y9, BEERIINSITRTOT7 KL RIZDWT
UTOREHRT2BENHYFT,

o RIEBIPT7RNLRRBREINLKRAMNTISRAI—HANLTIELIATES,
o REIP7Z7RLRAIFEVSAI—ATINUADBEHTHERAINTULAL,

%/ — KO Keepalived I, HMBEINZH—EIXDNRTHTHEINEI N ZHBLET, RTHODH
B, VIP A HR—bIh, Keepalived EX TV IT—2 3 VIZBMLTED/ — KM VIP 2RET 200 %
RELET, ThIZBNMTE/—RIZDOWTIE, TOH—ERADNVIPDER R—FTY v RV LTV
5, FLEREFIVIDPERIINTVWEBRELNHY XTI,

i )
COa Yy FROE VIP ZRIEHICHID / — RISk > TIRES N B THREMLIHY T,

9.4.CHECK RV ) T B FLUNOTIFY RV ) T NDEHE

Keepalived I, 7> 3 v DaA—H—3B8ED check RV ) T N EHMICEITLTCT TN r—>a v
EEMEE=ZY—LEFT, cExE. TORIYTMIERERITL, ISEEMIIT 5 I & T web
H—N—%FRXMLET,

FIv IRV TRBIEEINLWGE, TCPEKATANTZEMATIAINKNRY ) T RBERTI
NEFT, COTFTT7AILITRAMEI, EZH—FR—KrHDO0DFEIIMHEINZET,

ZBIP 74 I)bA—/"—Pod &, Pod AETINTWVWE/ —RTIDULEDREIP(VIP) #EET 3
Keepalived 7T—E VA BHE L X9, Keepalived 7T—EVId. /—RDOE VIP DREEZHIFLET,
ED/—REDRED VIP &, master. backup. F7=(3 fault IKR&ICH B ATEEMEL DY T,

master RKEEICHD / — R TZDVIP D check RV ) T hHKET D E, 2D/ — KD VIP I fault ik
RBICAY, BRIVI—YavhAhN)A—3hFd, BRIVI—Y 3 vOFRIC fault IREEICARW S/ —
REDTRTDVIPIE, ED/—RKHPVIP ZB|EMCHZRET DI EICSMLET, RIEBICVIP &
—E8?D / — KT master DIREEICA Y, VIP (ZMhD / — KT backup IREED F FITARY £7,

backup JREED VIP 25D/ — RICEEI’HLET 2 &, TD/ — FOD VIP I fault RRE&ICAY F

T, fault JREED / — R ED VIP D check 27 1) 7 M HBENRRTZE, ZD/— KD VIP IE fault JREE
T L. master REEICAZ/=HICKRIYI—MLET, RIC, D/ — KD VIP I&. master JREEF
7= lE backup KEEDOWF IR Y FT,

PSR —EEBEE, A T3 VDnotify RVY T RERBETEFET, TORV ) T MIREHIEFRX
NZECICHEVPHINE T, Keepalived IFATD 3 DDA =9 —%ZDRI) FTMIELET,

e $1- group X7 lJ instance

e $2:group %7 |& instance DEFI T,

o $3: FIFDIREE: master. backup. 7 (L fault
check 8L W notify RV Y 7 hiE, IP 7z AN A —/N—Pod TEITIN, RAN I 7MLV AT ALT
372 Pod 77 AV AT L%ERALEY, L. P74 F—/N—Pod FRAMT 74T R
T LD /hosts ¥ Y MXZATHAFREICLE T, check £hld notify R ) T N ERET 2I5E L.

ROV TIANDRENRREEETDHVEIHYET, RV T 2RHTZHEELT REYY TD
ERA M HRINT T,
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check 8L W notify 27 ) 7 K DEE/NR &1L, Keepalived 5RE7 71 /L
(_/etc/keepalived/keepalived.conf) IEMINE T, TDT 74 JILIE. Keepalived D ENT % =TI
O—RKRINFET, RVYTME ULTOEDICEREYY TAFEHALTPod IEBMNTEET,

AR
e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

e cluster-admin #ER%#FD>D21—H—& LTI/ >R4—IlOJ14 L TWBZ &,

FIR

1. BWEBELRRY ) FREEHRL. ChERBIIZEYY TEERLET. 27 ) T MIEAAE
BIZIEEINT., OKDIHBEIL 0%, fail DIFEIE 1 2 RITHELHY T,
check 2 2 Y 7'k mycheckscript.sh:

#!/bin/bash

# Whatever tests are needed

# E.g., send request and verify response
exit 0

2. FREX Y THEEKRLET,
I $ oc create configmap mycustomcheck --from-file=mycheckscript.sh

3. ) FhEPodICEBMLEFT, YUY MINFEREYY T 7 740D defaultMode (£, oc
A9V REFRALT, FERETTOAMA VY MNEREEREL CEITTIINEIHYET, BE
i&. 0755, 493 (10 #H) OENERINET,

$ oc set env deploy/ipfailover-keepalived \
OPENSHIFT_HA_CHECK_SCRIPT=/etc/keepalive/mycheckscript.sh

$ oc set volume deploy/ipfailover-keepalived --add --overwrite \
--name=config-volume \
--mount-path=/etc/keepalive \
--source='{"configMap": { "name": "mycustomcheck", "defaultMode": 493}}'

pa

ocsetenv ATV RIFZERAZRXALET, =2B80@EAICEAEXZANS I EIET
" XFEHA
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vk
F7-1F. ipfailover-keepalived 7 704 XV MR EERET DI EETEET,

I $ oc edit deploy ipfailover-keepalived

spec:
containers:
-env:
- name: OPENSHIFT_HA_CHECK_SCRIPT ﬂ
value: /etc/keepalive/mycheckscript.sh

volumeMounts: g
- mountPath: /etc/keepalive
name: config-volume
dnsPolicy: ClusterFirst

- volumes: e

- configMap:
defaultMode: 0755 @)
name: customrouter

name: config-volume

Q spec.containerenv 7 1 —JL KT, YOV NINERI) TN I7 74V %5BRT 3
OPENSHIFT_HA_CHECK_SCRIPTIRIEZ#AEML X7,
spec.container.volumeMounts 7 1 —JL RZEBMLTY VY hRA VY M EERLE T,

#31D spec.volumes 7 1 —J)L RZBINL TREX Y FICERLET,
INET7AIDRITN—Iv 2 aVaBRELET, HANONBIFEIF 10 EE (493) T
RRINFET,

TEAEREL, IT149—%28TLET., ThiZLY ipfailover-keepalived A HEEIX N F
_a—o

95.VRRP 7TV 7> a3 vD&E

J—RORIEIP (VIP) i check 7 ) R &ET Z & Tlault REEAR T T2, /—RDOVIPIX, IR
£ master JRE&ICH S / — RD VIP & Y L BEEMEWEE L backup IREICARY F 9, 72720, fault
KEEKLTITE/—ROVIP DBEENBWEEIE. TUYIVTYavA NS TI—ILL&>2TISR
Y—HNTOZTOAO—IIREINET,

nopreempt X b 572 —(f master 2 R X N EOBEEDEWVRZX NS HRZ N EDBIEEDF W VIP
ICBBILEEA. T 74/ bD preempt_delay 300 DIFE. Keepalived I&18E X 17z 300 # DR 14
L. master 2R h LOBEEDE W VIP ICEEL X T,

(1} =355

e OpenShift CLI (oc) 4 Y &2 h—ILXI N T W3,

FIR

o J)IVTFTavEIRET SICTIE. oc edit deploy ipfailover-keepalived # A L. JL—% —
DF7TOA AV NEREERELFT,

Fit
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I $ oc edit deploy ipfailover-keepalived

spec:
containers:
- env:
- name: OPENSHIFT_HA_PREEMPTION ﬂ
value: preempt_delay 300

€@ OPENSHIFT_HA_PREEMPTION D% EL £ 7.

o preempt_delay 300: Keepalived I&. #EE I 17z 300 W DOEFFH L. master ZR R
NEDBEEDEWVIPICBEILET, ChidT 74 METT,

o nopreempt: master XX N EDBEEDEW VIP SRR b EDBEEDZW VIP
IKRBLEE A

9.6.VRRPID A 7Yy MIDWT

P7TANA—N—DTTOA AV MNEETEEBINDZIP 7z A I)A—/N\—Pod(/—RK/LT A
H7-Y 1Pod) I& Keepalived T—EVEETLET, REINZIP T AINA—N—DFTOA XY
FREMNZ < RBE, ERIND Pod £Z <Y, HBOD Virtual Router Redundancy Protocol
(VRRP) R IYI—>3avIlBMT 3T —EVELZLARAYEY, ORIV I—3vVIEFTRTOD
Keepalived T—E VICL > TERITIN, ChIFED/ —RHPEDREIP (VIP) 2RET 2D EREL X
ER

Keepalived [FREBCTEBD vrrp-id Z& VIP ICEIY ETEY, RIVIT—2 3V EID vrrp-ids £
ZHEAL. RERICEIEBEIND vrrp-id ICHIET 2 VIP AMEBEINDS / — RTRHEI W F T,

LI 2T P7ZANWNA—NR—DFTOM AV MEETERINDITRTOVIPIZDWT, IP7
AT —/"— Pod &5 T % vrrp-id #E|Y Y TEHEZMREIHYET, Th

i¥. OPENSHIFT_HA_VRRP_ID_OFFSET A 58384 L. B ICHE> T vrrp-ids % VIP D—EICE] Y
T3 EIE>TERITINE T, vrrp-ids I IFEEHFH 1..255 DEARETETET,

BEOIPI7ANF—N—DFTO4 XY "NREDHDHE
l&. OPENSHIFT _HA VRRP_ID OFFSET #38E L T. 704 X FEREARD VIP #5180 9 Rith
NHY, vrrp-id BEHINELRLBWVWELDICTHI2RENHY XY,

97.254 5 BA BT RLRICDWTDIP 74 I A—/N—DEFE

P7xAINA—N—EEE, RIEIPVIP) 7 KLAD 254 JIL—FICHIRINTWET, 74/ b
Tl&. OpenShift Container Platform & I —FIC1DDIP 7 KL RAEE|Y ¥ TFE

4, OPENSHIFT_HA_VIP_GROUPS Z¥ xR L CINAEZEL, EBDOIP 7 RLAARIIL—TF
IKEENDELDICLT IPT7 A F—/N—%5&ET % & X IZE Virtual Router Redundancy Protocol
(VRRP) 4 Y R4V A CEATRER VIP I —TOHAEEETEET,

VIP DERRICE Y. VRRP 7 T A IIVA —/N—DREBFOLEEBED VRRP DY Y THAERI N, Zhit

PSR —HNDITRTDRRA RN O—AIICH—ERICT VAT DHBAICERIBET, & ilE.
H—E XD ExternallP TRAEINTWBBARENAZNICEZFNE T,
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R

TIANFA—=NRN=DIL—=ILELT, =9 —BEDH—ERIIFED 1 DDKRR MMIH
BRLEHA. £DYIZ, H—ERIE, IP 724 IIA—N—DFREEFICH —EZADTFRK
2 MCBERINBWVWEDICERRRA MIERARELDIREICT 2HEI HY T,

ln% é ;
P2
' OpenShift Container Platform DAL AF v V&AL TWAIEE. P 7z A )LA—

N=BLVCITI—TOMELE, JI—TAHDITRTDAVRAIVARF v IINFE
Ao TDT®, Kubernetes NILRAF T v AF>TH—EADNENTHD I E%ERT
ZNENHY T,

AR

e cluster-admin #ER#F D21 —H—& LTI/ ZR4—IlOJ14 > L TWBZ &,

FIR

o BIUIN—TICEIYLUTONLIPTRLRADHAZTET 3
|&. OPENSHIFT_HA VIP_GROUPSZHDEZZE L 9, RIHlZRLET,

IP 7 A I)LA—/X—F&FED Deployment YAML D4l

spec:
env:
- name: OPENSHIFT_HA_VIP_GROUPS ﬂ
value: "3"

Q fcEZIE 72D VIP D& % EET OPENSHIFT_HA_VIP._GROUPS #* 3 ICEREI T W
BFEE. ZhE3 D207 IV—THEK L. 3D2DVIPAERIDTIL—TFIZ. 2 DD VIP %
2DODBRYDTIVL—TICEFRNFREY Y TET,

Pz -
OPENSHIFT_HA_VIP_GROUPS T EI N/ TIW—TDEN, 74 I A—/N— 5%
EINZIPT7 RLADELYDRWGEE, JIL—TICIEBDIP 7 RLZANEZF N,
TRTODFZRLANMTIDOA=y hELTHELET,
9.8.INGRESSIP O 5o A
IS5 RUADYISAI—TIE IP T ANF—N—BLVH—EZX~DingressIP ##lAEHEZ T
ENTEFT, BRELT, ingresslP 2R L TH—ERZERT 21— —ICBTRHT—EZADR
HIhzx7d,

ZDAHETIE. F9 ingressIPNetworkCIDR £ = 157E L. JRIC ipfailover B E %= E T SR IC[E UER
EEERALET,

P7IANA—N—FI SR —2FEICHLTERAR25DVIP 2 R—hTEB
&®. ingressIPNetworkCIDR (& /24 L FICERET 2 HELIHYE T,
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BIOERTAZINY S RH—THD SCTP (STREAM CONTROL
TRANSMISSION PROTOCOL) D{F A

959 —EEBHEIE. U5 AXH—TSCTP (Stream Control Transmission Protocol) #f#HTEX X9,

10.1. OPENSHIFT CONTAINER PLATFORM T® SCTP (STREAM
CONTROL TRANSMISSION PROTOCOL) OH7R— k

PSR —BEEE, V7RI —DKANTSCTP ZBMICTE £, RedHat Enterprise Linux
CoreOS (RHCOS) T, SCTPEYV a—IIET 74 N TEMICINTVWET,

SCTP X, IPRXY NT—VDLEEBTEITINBZERETIZAyvE—IR=—207OMIILTT,

INEBMITTSHE, SCTP % Pod, H—ER, LRy hT—2RYY—TFOraIE LTHER
TXEXYJ, Service# 72 ¥ ~id. type /X5 X —4% —% ClusterlP % 7=|1& NodePort DL I D&
ICBRELTCERT DMENHY XD,

10.11.SCTP 7O b JJLA{FERE L =2 EH

protocol /X5 X —4 —% Pod £/ ldH—ER ) Y —XEED SCTPEIZFRE L T, Pod F¥7zldH—E
2% SCTP =T 2L DICERETEE T,

LUTDBITIE, Pod lESCTP AT 2L I ICREINTVET,

apiVersion: vi
kind: Pod
metadata:
namespace: projecti
name: example-pod
spec:
containers:
- name: example-pod

ports:
- containerPort: 30100
name: sctpserver
protocol: SCTP

UTFDFTIE, —EXIZSCTP 2 AT HELIICKREINTVIETY,

apiVersion: vi

kind: Service

metadata:
namespace: projecti
name: sctpserver

spec:

ports:

- name: sctpserver
protocol: SCTP
port: 30100
targetPort: 30100

type: ClusterIP
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AR DBITIE, NetworkPolicy 7 72 7 MME, HED I NILD W Pod NMSHR— bk 80 D SCTP
FYRIT=O RS T4 v IICEBRTZLDICKREINET,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-sctp-on-http
spec:
podSelector:
matchLabels:
role: web
ingress:
- ports:
- protocol: SCTP
port: 80

10.2. SCTP (STREAM CONTROL TRANSMISSION PROTOCOL) OE %1k

VSR —BEBEIEF. VTRY—DT—H—/—RTTZv V) AMIIBELELZSCTP A—XRILE
yl_)b%gﬁgj‘ﬂgj\ E&%‘:—Gﬂ@ij—o

([} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin O—J)LAEF DODI—H—E LTISARY—IITIVEATE S,

¥
1. LAFD YAML B& DS £ % load-sctp-module.yaml & WD ZHEID 7 7 1 ILEER L T,

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
name: load-sctp-module
labels:
machineconfiguration.openshift.io/role: worker
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- path: /etc/modprobe.d/sctp-blacklist.conf
mode: 0644
overwrite: true
contents:
source: data:,
- path: /etc/modules-load.d/sctp-load.conf
mode: 0644
overwrite: true
contents:
source: data:,sctp
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2. MachineConfig # 7> = ¥ M &{EK T 2ICIE, UTFOOTY REAANLET,
I $ oc create -f load-sctp-module.yaml

3. # 7 3 >: MachineConfig Operator W' ELXE % BA L TWAEIC/ —RORT—49 2%
BRI BICIE. UTFOaAT Y REAALEY, /—RODRFT—% XAH Ready ICB1TT5&. BRE
DEHFRNERAINZXT,

I $ oc get nodes

10.3. SCTP (STREAM CONTROL TRANSMISSION PROTOCOL) BE#IC
o> TWBZ EDHER

SCTP AU SAY —TCHBET DI AT BICIE. SCTP NS 74 v o5 Y RAVT BT ) r—
23V TPodZER L., chzet—EXRICEAEMIT,. 2AINAEAY—ERICERLEI,

Gl s
o VISRHI—DHA VI —RYNITIEAL,. ne Ny hr—VB AV RAN—ILT BT E,
e OpenShiftCLI(oe) =4 YA M—ILLZE T,

e cluster-admin O—J)LAEFDODI—H—E LTISARY—IZITIVEATE S,

¥R
1. SCTP )R+ —%i& ¥ % Pod 2FE L £,
a. LLF®D YAML T Pod 2 &% % sctp-server.yaml & WD ZRID 7 7 1 ILEER L E T,

apiVersion: v1i
kind: Pod
metadata:
name: sctpserver
labels:
app: sctpserver
spec:
containers:
- name: sctpserver
image: registry.access.redhat.com/ubi8/ubi
command: ["/bin/sh", "-c"]
args:
['dnf install -y nc && sleep inf"]
ports:
- containerPort: 30102
name: sctpserver
protocol: SCTP

b. MTFTDAT Y KZAHDLTPod 2L ZET,

I $ oc create -f sctp-server.yaml

2. SCTP Y)Y R+ —Pod DY —ERZER L X7,
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a. L'F®D YAML TH—E X% %E#H T % sctp-service.yaml & WD ZEID 7 7 1 L &ERK L %
ER

apiVersion: vi
kind: Service
metadata:
name: sctpservice
labels:
app: sctpserver
spec:
type: NodePort
selector:

app: sctpserver

ports:

- name: sctpserver
protocol: SCTP
port: 30102
targetPort: 30102

b. Y—ERXAERTBICIE. UTOaYY REAALET,

I $ oc create -f sctp-service.yaml

3. SCTPYZ54A4T7Y b®D Pod Z{ER L E T,

a. LLF®D YAML T sctp-client.yaml E WD ERID 7 7 1 L EER L E T,

apiVersion: vi
kind: Pod
metadata:
name: sctpclient
labels:
app: sctpclient
spec:
containers:
- name: sctpclient
image: registry.access.redhat.com/ubi8/ubi
command: ["/bin/sh", "-c"]
args:
['dnf install -y nc && sleep inf"]

b. Pod# 7 xV baEXT BICIE. UTFOITY REAALET,
I $ oc apply -f sctp-client.yaml

4. Y—/N—TSCTP YR+ —%FXTLFT,

a. —/N\—Pod ICEHKTSICIE, UTFDavY RKEAALZET,

I $ oc rsh sctpserver

b. SCTP YV RFT—%Z&EHT 2ICE. UTFOATY REZABDLET,

I $ nc -1 30102 --sctp
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5. H—/NR—DSCTP YR F+—IEHELET,
a. Y—3IFINTOTSLTHFRROY—IFII4 VY RoFRIFY TARESET,

b. sctpservice t —EXDIP 7 RLAZEFELFET, UTFOITY FZAALET,
I $ oc get services sctpservice -0 go-template="{{.spec.cluster|P}}{{"\n"}}'

c. V74TV NPodIlERYTBICIE. LFOIYY REAALET,
I $ oc rsh sctpclient

d. SCTP 72547V M =iRET 2ICIE. LFOOY Y FZ AN L EFT, <cluster_IP> %
sctpservice Y —EZXD ISR —IP7 RLRAICEZ#|AFT,

I # nc <cluster_IP> 30102 --sctp
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ENEPTPN—KYT 70D
ENEPTP/N— RO T 7DETE

R

BEOIOY I EFEAZPTPNAN—RI 7 IX—RMICFATEETH Y. OpenShift
Container Platform 4.8 TREICHR— M I TWVWET,

NLPTP/N—RKDT7ICDWT

OpenShift Container Platform ICi&. / — K_ET Precision Time Protocol (PTP) /N— KD = 7 %A
DHEENSENE T, linuxptp U —ERIE. PTPRISN—RD 7 2EBH LIV SAYI—THRETEZE
ER

pa

PTP Operator l&, RPAFIAVITISANZ IV Fv—TOHFTOEY 3=V TINB)
SR —DPTPHMIET /N4 REBHELET,

PTP Operator #7 7’04 L. OpenShift Container Platform YV —JIL&EHALTPTP 241 Y XA h—
IWTEZEY, PTP Operator (&, linuxptp ¥ —EXZ{E L. B¥EL £9, Operator [(FLLT DHERE % 1R
HLET,

e US54 —KDPTP ®HT /N ZDMHH.,

o linuxptp Y —EXDHREDEE,

N2.PTP Xy N7 —UF /N4 RO BEMRE

PTP Operator I NodePtpDevice.ptp.openshift.io 1 2% 4 1)V — X 7EZ (CRD) % OpenShift
Container Platform 23801 L £ 9, PTP Operator (7 5249 —T. &/ — KD PTP®IERY T —7
TNNA R%ERFEL XY, Operator I, BEMEDH 2 PTP 7/ A& RHETEE/— KD
NodePtpDevice h X% L)Y —RX (CR) ATV U MR L. BFHLET,

1DDCRM/—=RZTEIERIN, /—REBLERIZHEBEL X9, .status.devices — &I, /— K
EDOPTPFNARIIDWTOIBEREREL F T,

BUF &, PTP Operator IZ & > THER S 11 5 NodePtpDevice CR DI TY,

apiVersion: ptp.openshift.io/v1
kind: NodePtpDevice
metadata:
creationTimestamp: "2019-11-15T08:57:11Z2"
generation: 1
name: dev-worker-0 0
namespace: openshift-ptp 9
resourceVersion: "487462"
selfLink: /apis/ptp.openshift.io/v1/namespaces/openshift-ptp/nodeptpdevices/dev-worker-0
uid: 08d133f7-aae2-403f-84ad-1fe624e5ab3f
spec: {}
status:
devices: 6
- hname: enof
- name: eno2

87



OpenShift Container Platform 4.8 *v k7 —%

- name: ens787f0
- name: ens787f1
- name: ens801f0
- name: ens801f1
- name: ens802f0
- name: ens802f1
- name: ens803

name /NS X —4 —DfElIX/ — ROELBIER LT,

CR I PTP Operator IZ & 2 T openshift-ptp namespace ICIERINE T,

909

devices AL 7 avillE, /— KLE® Operator ICL > THREINZTRTD PTP ®/ET /N1 R
D—EBINEENET,

1.3. PTP OPERATOR O 1 X h—)b

75 A4 —EEH(IE. OpenShift Container Platform CLI £7zld Web >V —JLAFER L T PTP
Operator 4 YA M—)LTEZET,

1.3.1. CLI: PTP Operator 1 ~ X h—JL
9S24 —EEHIF. CLIZHERAL T Operator 24 VA M—JILTEXZXT,

AR
o PTPICNIGNT BN—KRO 75D/ —RTRFPXZIVN—RITTICTA VA MN=ILINY
51&_0

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin tgfR=fFo>a1—H—& L TOJ/1 352 &,

¥R
1. PTP Operator M namespace Z{E T 5 ICIE. LTFOAYY RZAHNLET,

$ cat << EOF| oc create -f -
apiVersion: v1
kind: Namespace
metadata:
name: openshift-ptp
annotations:
workload.openshift.io/allowed: management
labels:
name: openshift-ptp
openshift.io/cluster-monitoring: "true"
EOF

2. Operator @ Operator ZIL—F%&ERR T 2 I1CiE. UTFOAYY READLET,

$ cat << EOF| oc create -f -
apiVersion: operators.coreos.com/v1

88



ENEPTPN—KY9 70D

kind: OperatorGroup
metadata:
name: ptp-operators
namespace: openshift-ptp
spec:
targetNamespaces:
- openshift-ptp
EOF

3. PTP Operator ICH 7RV 54 7 LE Y,

a. UTOav Y RE3EFTL T, OpenShift Container Platform DAY v —H L UI~Y A F—/N—

TavEBELTHELTEELET, ZNIZROFIET channel DfEE L THEAINZE

ER

$ OC_VERSION=$(oc version -0 yaml | grep openshiftVersion |\
grep -0 '[0-91*[.][0-9]1*" | head -1)

b. PTP Operator D% 7RV ) T2 a v &ERT ZICIE. LFOAY Y READLET,

$ cat << EOF| oc create -f -
apiVersion: operators.coreos.com/vialphat
kind: Subscription
metadata:
name: ptp-operator-subscription
namespace: openshift-ptp
spec:
channel: "${OC_VERSION}"
name: ptp-operator
source: redhat-operators
sourceNamespace: openshift-marketplace
EOF

4. Operator B’ YA R —I)ILINTWB I & ZHERT 2ICIE. LTFOIYY REZAALET,

$ oc get csv -n openshift-ptp \
-0 custom-columns=Name:.metadata.name,Phase:.status.phase

5
Name Phase
ptp-operator.4.4.0-202006160135 Succeeded

11.3.2.Web O3> —JL: PTP Operator D1 > X h—)b

PSR —EEHEIF. WebdVV—JLZERAL T Operator 24 YA M—JILTEZT,

pa )

DY a v THBAINTWLS LD IC namespace & & U Operator 7 IL— T %= ER T

LMENHYET,

FIR
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1. OpenShift Container Platform Web 3> Y —JL%{#H L T PTP Operator 4 Y X h—JL L &

+

a.

C.

2. F

a

b

o

OpenShift Container Platform Web 3> —JL T, Operators —» OperatorHub =2 ') v
LEd,

FIFAATBE 4R Operator D—EH 5 PTP Operator Z:#IRL TH S Install 22 1) v 7 LFE
E

Install Operator XR— M A specific namespace on the cluster® T~ T openshift-ptp %
BIRLET, RIS, Install 7 ) v 2 LET,

73V PTP Operator NIEEICA VA R—ILINTWE I EAHALET,

. Operators - Installed Operators R— Y [CH Y E X X T,

. PTP Operator #* Status #* InstallSucceeded DIKRET openshift-ptp 7O TV MMI—

BRRINTWBRIEA2FHERLET,

R

4 VA M—JUBFIC. Operator |3 Failed 27 —4% R AR T DABEMENDH Y
F9d, 41 VA M—=JLDEIC InstallSucceeded X v —Y % H L TIEFEICE
TINDHBEIE. Failed X v E—VAERTEET,

Operator B’ Y A h—=JLiFH & LTRRIINABWEEIC, ISIKMNSTIVya—Fav T
=ERITLET,

e Operators — Installed Operators XR— ICFE) L. Operator Subscriptions & & U
Install Plans ¥ 7T Status ICTS—A"H 20 EINERELET,

e Workloads » Pods R— (L&) L. openshift-ptp 7O =4 KT Pod O Y %R
LE9.

11.4. LINUXPTP 4 —E X DB E

PTP Operator & PtpConfig.ptp.openshift.io 7 24 L) ¥V — 2 EF (CRD) % OpenShift Container
Platform IZBINL £ 9, PtpConfig h R L)Y —X (CRYA TV b&EMEKL T, Linuxptp —E

A (ptp4l.

=S5

phc2sys) ZEETE X7,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin ¥R =HF>1—H¥—-—& L TAJV1 L TW5,

® PTP Operator "1 YA h—J)LINTWVWB T &,

FIR

1. LR @ PtpConfig CR % {ERK L TH 5. YAML % <names-ptp-config.yaml 7 7 1 JLICIRTE L
Y, <name> Z ZDREDERINICEIHLATT,

90

apiVersion: ptp.openshift.io/v1
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metadata:

name: <name> ﬂ
namespace: openshift-ptp 9

spec:

profile: e
- name: "profile1" ﬂ
interface: "ens787f1" e

ptp4lOpts: "-s -2" G

phc2sysOpts: "-a -r"

ptp4iCont: " @)
recommend:

- profile: "profile1" )
priority: 10
match:
- nodeLabel: "node-role.kubernetes.io/worker"
nodeName: "dev-worker-0" @

PtpConfig CR D&RIAIEEL X7,
PTP Operator &1 ~ A b —JLE¥ N T % namespace 2 EL 7.
1D ED profile 7 7V =V FhDERHAEIEELE T,

TAT77ANF T Ne—BICHEBNTZOIERINE a7 74 ILF TV K
DEREEBELE T,

ptpdl Y —EXTHERATZ2RxY NT—014 V9 —T7 x4 R %BEL T (f: ens787f1),
ptpdl Y —EXDY AT LEBEA T ay Bl -s-2) ZIBELET., ThITE. 15—
7 x4 X% -i <interface> 8 L U —ERXFRE 7 7 1 )L -f Jetc/ptpdl.conf Z 2 7\ T <
IV, IhLIFBEFNISGENINET,

phc2sys H—EZXDY R FLEREA T3> (fl-a-r) ZIBELE T,

T 74 ND letc/ptpdl.conf 7 7 A L EB XA ZBRENSEFNEIXFIEEELET,
TI7AIVKREEFRATSICIE. 74— ILREZEOFFICLET,

profile n*/ — RICEAINZ HEAEEET 5 1 DL LD recommend 4+ 72 =7 b DEF!
EHERELEFT,

profile /> a VICEEREINS profile # 7V 7 hEEIBELE T,

05 99 £ TODEHKYET priority #18EL FT, HENMRKEIWIEBLEENMES RS
H, 9DEBEEIF10LYEESRYEYT, /—K match 71 —ILKRTEEZEINS
W—ILIZEDWTEROTO7 74 IVIC—HT %56, BEIBAOEW 707714 ILH%
0)/_ F‘:Eﬁﬁﬁnij—o

match JL—JL %, nodelLabel % 7|3 nodeName T EEL £,

oc get nodes --show-labels <> R&FHALT. /—RKATVxI K
Mdnode.LabelsDkey TnodeLabel #15%E L £ 7,

ocgetnodesd~v Y RaFEAL T, /— R4 7YY bDnode.NameThodeNameZ# 35
ELEY,
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2. LTFDOAY Y RERITLTCRAEEHRLET,
I $ oc create -f <filename> ﬂ

Q <filename> %, EDOFIETERLEZ7 7M1 ILDORBICBIMAIZFT,

3. #7> av:PtpConfig 7O 7 7 1 JLH. nodeLabel % 7zi& nodeName IC—2F % / — KIC
BRAINDZEARERALET.

I $ oc get pods -n openshift-ptp -0 wide

H A B
NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES
linuxptp-daemon-4xkbb 1/1 Running 0 43m 192.168.111.15 dev-worker-0
<none> <none>
linuxptp-daemon-tdspf 1/1 Running 0 43m 192.168.111.11 dev-master-0
<none> <none>
ptp-operator-657bbb64c8-2f8sj 1/1  Running 0 43m 10.128.0.116 dev-master-0
<none> <none>

$ oc logs linuxptp-daemon-4xkbb -n openshift-ptp

1115 09:41:17.117596 4143292 daemon.go:107] in applyNodePTPProfile
1115 09:41:17.117604 4143292 daemon.go:109] updating NodePTPProfile to:
1115 09:41:17.117607 4143292 daemon.go:110]
11115 09:41:17.117612 4143292 daemon.go:102] Profile Name: profile1 ﬂ
1115 09:41:17.117616 4143292 daemon.go:102] Interface: ens787f1

11115 09:41:17.117620 4143292 daemon.go:102] Ptp4lOpts: -s -2 9
1115 09:41:17.117623 4143292 daemon.go:102] Phc2sysOpts: -a -r ﬂ
1115 09:41:17.117626 4143292 daemon.go:116]
1115 09:41:18.117934 4143292 daemon.go:186] Starting phc2sys...

11115 09:41:18.117985 4143292 daemon.go:187] phc2sys cmd: &{Path:/usr/sbin/phc2sys
Args:[/usr/sbin/phc2sys -a -r] Env:[] Dir: Stdin:<nil> Stdout:<nil> Stderr:<nil> ExtraFiles:[]
SysProcAttr:<nil> Process:<nil> ProcessState:<nil> ctx:<nil> lookPathErr:<nil> finished:false
childFiles:[] closeAfterStart:[] closeAfterWait:[] goroutine:[] errch:<nil> waitDone:<nil>}

11115 09:41:19.118175 4143292 daemon.go:186] Starting ptp4l...

1115 09:41:19.118209 4143292 daemon.go:187] ptp4l cmd: &{Path:/usr/sbin/ptp4l Args:
[/usr/sbin/ptp4l -m -f /etc/ptp4l.conf -i ens787f1 -s -2] Env:[] Dir: Stdin:<nil> Stdout:<nil>
Stderr:<nil> ExtraFiles:[] SysProcAttr:<nil> Process:<nil> ProcessState:<nil> ctx:<nil>
lookPathErr:<nil> finished:false childFiles:[] closeAfterStart:[] closeAfterWait:[] goroutine:[]
errch:<nil> waitDone:<nil>}

ptp4l[102189.864]: selected /dev/ptp5 as PTP clock

ptp41[102189.886]: port 1: INITIALIZING to LISTENING on INIT_COMPLETE
ptp41[102189.886]: port O: INITIALIZING to LISTENING on INIT_COMPLETE

ﬂ Profile Name IZ. / — K dev-worker-0 ICERA I N 5 EZRITT,

g Interface (&, profilel 1 Y9 —7 14 274 —JILRICIEEINS PTP /N1 R T
T, ptpdl Y —EREZDA VI —T (A ATEITINET,

9 PTP410pts (£, profilel Ptp4lOpts 7 4 —JL R TIEE XN ptp4l sysconfig # T~ 3 >~
LSERP
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Q phc2sysOpts (&, profilel phc2sysOpts 7 1 —JL K TIEE I 1L % phc2sys sysconfig 4 7
>3v7TY,
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Javd = S (o] ~
BRE XY MT—IR) Y —

RILEXYRNT—DR)—IZDWT

VSR —BEBEE. NS T74v0%I TR —HDPod ICHIRT By hT—VR)—%FEHT
TET,

1211 %y hT7—2R1) O —IZDWT

Kubernetes *v kD —2 R 1) & —%+R— k9 % Kubernetes Container Network Interface (CNI) 75
TAVEFRTDZIIRAY—TIE, *v NT7—27 D9 EEE NetworkPolicy # 7V =7 MlL > TES
ICHIEI S N E 9, OpenShift Container Platform 4.8 Ti&., OpenShift SDN T 7 2L hD Xy K7 —
VRBME-—RTORY FT—ORYS—DFERZFR-—ILTVET,

pa 3

OpenShiftSDN 7 S A9 —% v D=0 JONA ¥ —%FRT 3H5E. *v hT7—27 K
) —IZD2WT, UTOHIBRNMERINE T,

e egress 74 — )L RTIREIND egress Y hT—V R o—lgHR—MINT
WEtA,

® |PBlock g%y hT7—20R)>—THR—FMINFITH, except DIEHR—IL
FtA. except A% 2L IPBlock £V avDHdRY) —%EHT 2358,
SDN Pod IZE& 42O 1IC5E8k L. TDRY > —D IPBlock £ ¥ 3 V21K ITE
BINET,

DIk

==
[=]

FY hT7—=0R)D—E, RRAMDRY T —7% namespace ICIFBEAINF

Ao MAKMRY RT—=OBEBMIINTWS Pod iRy hT—0RY—IL—)b
KL BREERITE A,

FT7F2ILMT, 7OV PDTRTDPod lEtEbD Pod 8L VXY NT—V DTV KR4V MDBT
JEATEEY, 7OV MTIDULEDPod 2089 2101k, 07OV Y M T
NetworkPolicy 7 7> = 7 M a{ERK L. Al 9 2&GEEMAIBEL LY., 7O ) NEEBEEIHBEOD
70Y x4 MAT NetworkPolicy 7 7Y =2 b DER S L VHIRERITTEE T,

Pod A1 DLLED NetworkPolicy # 72 27 kDL V49 —T—HT 315E. PodidETh 5D 1D E
@ NetworkPolicy # 72 =0 h THRAII N3 ERDOA%2Z T ANZE T, NetworkPolicy # 72 7 k
ICE > TEIRINTULWAW Pod IFREICT V ZRARETT,

LIFD4 > )L NetworkPolicy 7 7> 0 M3, BBODERZV TV FE2YR—NF22E%ERLT
WZEd,

¢ INRTDIZT T4 v I %EBLET,

70Y x4 MIdenybydefault (77 #J)V b TER) ARTIEBITIE. TTOD Pod IT—H
T3, b 7414y %—tIFFA LA NetworkPolicy # 72 =7 M &BIMLE T,
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kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: deny-by-default
spec:
podSelector: {}
ingress: []

OpenShift Container Platform Ingress A~ b O—5 =D 5 DFHRDOAEHFTL X T,
7’0 2 b T OpenShift Container Platform Ingress A~ kO—5—Hh 5 DFEHKD A & FFAI
%ITlE. LLF D NetworkPolicy # 7>z b &EBML £,

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: allow-from-openshift-ingress
spec:

ingress:

- from:

- namespaceSelector:
matchLabels:
network.openshift.io/policy-group: ingress

podSelector: {}

policyTypes:

- Ingress

7OV PARD Pod hSDERDHEZITANE T,

Pod AEILZ7OY TV NROM®D Pod B 5 DHEMAZIFANSD A, DT OY Y MD Pod
NODEMEIERT 2L D ICHET HICIE. LD NetworkPolicy # 72 =7 M &EBML F
-a—o

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector: {}

ingress:

- from:

- podSelector: {}

Pod SRIVICEDWTHTTP 8LV HTTPS bS5 71 v VDA EFALE T,
RHEDZ NIV (LLTFDBID role=frontend) DfF\L 7z Pod AD HTTP 8L T HTTPS 7V A D
HEBFWICT BITIE. LT EERD NetworkPolicy # 7V =7 K &BIML X9,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-http-and-https
spec:

podSelector:

matchLabels:
role: frontend
ingress:
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- ports:
- protocol: TCP
port: 80
- protocol: TCP
port: 443

® namespace BL U Pod ZL V4 —DEAAFERL TEREAZITANET,
namespace & Pod €L V9 —%ZAEDLETRY NI —I KNS T4 v IDIYFUIT%T B
ICI&. LU & E# D NetworkPolicy # 7Y =V & EHTEZ T,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-pod-and-namespace-both
spec:
podSelector:
matchLabels:
name: test-pods
ingress:
- from:
- namespaceSelector:
matchLabels:
project: project_name
podSelector:
matchLabels:
name: test-pods

NetworkPolicy 7 7Y =V NIMBEIN2Z2EDTY, DF Y. #HHOD NetworkPolicy 7 7t/ b %
HAEHLETEMARY NV — VBB EETIEDNTEET,

& zE, ZDBITEZEI N/ NetworkPolicy # 72 =7 hDIiFE., AL 7OY = bAIC allow-
same-namespace & allow-http-and-https R > — DM AEEET B EHNTEET, ThITL Y,
S~ role=frontend DfF\W\ 7z Pod IEBRY O —THAINZ TR TCOEREZIFANET, O F
Y. [ L namespace D Pod ™M5DITRTDR— I, BLUTARNTD namespace D Pod hM5DR— k
80 B LUV M3 TOEmMEZITANZE T,

1212. %v N7 —20 R o—D &b

*y RT7—0RY>—%FRAL T, namespace HTINILTHEICKRINS Pod 208t L £ 9,

R

2y RNT—=OR)S—IL—IVENRBEIFERT 272D HM1 RZ 4 &, OpenShift
SDN Y S R9—%y N7 =0 7ONA ¥ —DHBHRINET,

-

NetworkPolicy # 7> = ¥ k% 88— namespace ADZEHDIER Pod IOERAT 2 Z & ITMERMTIEH Y
Ft A, Pod TRILIZIP LRIVICIKBEELRWEZD, Xy N7—2K1) P —[L, podSelector TiEiR
XINBFTRTOPod BOTRTDY V7 I2DWNTDFED Open vSwitch (OVS) 7 O—JL—JL & 4R L
7,

Te& 2K, 8D podSelector & & U' NetworkPolicy + 72 = 7 NH®D ingress podSelector M Z 11

ZFhH 200 Pod IC—H T %8B E. 40,000 (200*200) OVS 7 A—Ib—ILAERINE T, ThilE
Y, /—ROZEEMET T 2AEENHY XT,
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XY M7 —=0R) D —%BRETDIHEE. UTOHA RSAVESRBLTLEI W,
® namespace AL TOMTIHNEDH S Pod DI —TEHHIHAH, OVS 7O0—IL—ILD
HeE=RmbOLET,
namespace £k % &R 9 % NetworkPolicy & 7> = 7 k&, namespaceSelectors % 7 (& 22
® podSelectors % f#F L T. namespace ® VXLANRERY hT—2 IDIC—HT 28 —D
ovVS 7O0—I—ILDHEERLET,

o BT ZMEDR\ Pod IETTD namespace ([CHERF L. DT 2EDH S Pod 11 DL LD
272 % namespace IZFB L £,

o EMDH—4y FEREINT namespace DRy hT—VRY O —%FEHR L. DBEI N/
Pod B HEfFAI T 2MEBEDHD/HEDNZ T4 vV ZFREICLET,

1R13.RORFY 7
o Ry KNT—URYT—DIER

o XS a3 FIAINMNRYNDI—UR)S—DESR

12.1.4. EAEIE R

o 7O xy kLU namespace
o IILFTFYIRRY NT—UR)I—DF%E

® NetworkPolicy API

2Ry NIT—9RYS—ARY b OOFVT

PSR —EEBEL, VIRI—DFxy NT—IR)—BEEOFVIEBZREL. 1D2UED
namespace DOFX YV JABMICTEE T,

pa

Xy ND—0R)—DEEOX Y JIE OUN-Kubernetes 7 5249 —% v KO —4 70O
NA Y — TOAFBABETT,

2Ly h7—0RY—BEEFEOFXVT

OVN-Kubernetes 7 2 24 —%w b7 —%2 7F0O/34 ¥ —{&, Open Virtual Network (OVN) ACL % {&
LTRYNT—ORN—%BELFET, BEEOFVIJEACLARY NOFASLITESEZLHALE
-3—0

syslog ' —/N—P UNIX RAA VY Ty NeEDRY NT—0R)—BEEOTDRBEEZRETEE
. BMOKREICEARRLS, BEEOJIIEICI SR —ADE OVN-Kubernetes Pod M
/var/log/ovn/acl-audit-log.log ICREFEINFE T,

LLFDFID & S IZ. namespace IC k8s.ovn.org/acl-logging ¥—TCT7 / 7—>ava[{i1d 2 &Il &
Y, namespace T&ICRY NT—VRY—BEEEOJTEZBMCLET,

namespace 7 / 57— a v DOHl

I kind: Namespace
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apiVersion: vi
metadata:
name: example1
annotations:
k8s.ovn.org/acl-logging: |-
{
"deny": "info",
"allow": "info"

}

AOF Y JHRIL RFC5424 ICL > TEEIND syslog EHRMEAHY £9, syslog 772U T 14 —IkE%
EFBETT, T 74/~ locald TY, OF T b —Dflid, ATDLDICRY FT,

ACLIEEOJV TV M) —0DfHl
2021-06-13T19:33:11.590Z|00005|acl_log(ovn_pinctrl0)|INFO|name="verify-audit-logging_deny-all",
verdict=drop, severity=alert:

icmp,vlan_tci=0x0000,dl_src=0a:58:0a:80:02:39,dl_dst=0a:58:0a:80:02:37,nw_src=10.128.2.57,nw_dst=
10.128.2.55,nw_tos=0,nw_ecn=0,nw_ttl=64,icmp_type=8,icmp_code=0

LUFDOXRIE, namespace 7/ T— 3 VDEICDWTERBALTWE T,

KRIxY M7= R)>—BEHOX > Y namespace 7/ 57— 3V

Annotation &

k8s.ovn.org/acl-logging namespace DXy NT—JRY P—EEOXFV JEEFMIT S
ICiE, allow, deny., FREEADIH, P E&EH1D%1E
ETIRLENHY XS,

deny
# 7> 3 v:alert. warning. notice. info. F7 (&
debug ##EE L 7,

allow

# 7> 3 v:alert. warning. notice. info. F7 (&
debug ##EE L 7,

1222. %Y NTD—9 RS —EEDERTE

EBOX YV DHRTEIE. OVN-Kubernetes 7 S RAY —%w N —0 TONA Y —BED—EE L TIEE
InFEFT, LTFOYAMLIZ, Ry N —0 RS —DEBEOX Y JH#EDT 74U MEETRLTWE
E

BE&EOYY TRE

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
defaultNetwork:
ovnKubernetesConfig:
policyAuditConfig:
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destination: "null"
maxFileSize: 50
rateLimit: 20
syslogFacility: local0

UFoxRIF, 2y NT—0R)—EEFEOQOXVIDORET 4 —ILRICDOVWTEHBALTWET,

512.2 policyAuditConfig object

J4—JLEK 947 ShBA

rateLimit integer J—RZERBHERSNG A v E—VOBAM, FT 4~
Bl 1WHEY 20 Xy £E—ITT,

maxFileSize integer BEEOJTDORRY A X (N NEALD, 77 40 MEK
50000000 (50 MB) T,

destination string UTOBEMDEER VY —45y hOWTFhNITRY T,
libc

AR b ED journald 7O+ 2O libc syslog() B,
udp:<host>:<port>

syslog tt—/3Y—, <host>:<port> % syslog H—/X—DHK R
FELUVR—MNIBESH]AZET,

unix:<file>

<file>s TIHREINA Unix RXA VY Ty K774,
null

BEEOQJEBMNOY—5y MIEFLRVWT I,

syslogFacility string RFC5424 TEEHEINZ kern BED syslog 77> V)74 —, T
7 4 )L MElx locald T3,
223. 95 RA9—Dxy N7—9R) O—BEEBEDHRE
PSR —EEBEIEX. V7A9—DRYy bI—OR)—BEEFEOX V52 HAIIYAXATEET,
AR E A
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
o cluster-admin #ERZHE D1 —H—& LTUV > R4—ICOJ1 0T 3,

FIR

o Xy NT—UR)I—DEEOFVIDEREEHAITAXTBICIE. LTFOATY REASD
L/i-a_o

I $ oc edit network.operator.openshift.io/cluster
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(D S
FlE, LTFOYAMLZHRIRA XL TCHEBAYTSZET, BEEOFXF VAR ETEET,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
defaultNetwork:
ovnKubernetesConfig:
policyAuditConfig:
destination: "null"
maxFileSize: 50
rateLimit: 20
syslogFacility: local0

&
qEI-I'l

L. ®2y b7—2KR)>—%ERAL T namespace #ERT 2 ICIE. ROFIEEERITLET,
a. MEEFA® namespace ZFE L £7,

$ cat <<EOF| oc create -f -
kind: Namespace
apiVersion: v1
metadata:

name: verify-audit-logging

annotations:

k8s.ovn.org/acl-logging: '{ "deny": "alert", "allow": "alert" }'

EOF

6
I namespace/verify-audit-logging created
b. BEEOX Y JE2F/MICLET,

$ oc annotate namespace verify-audit-logging k8s.ovn.org/acl-logging='{ "deny": "alert"
"allow": "alert" }'

I namespace/verify-audit-logging annotated
c. namespace DXy N7 —VR) O —%EHML T,

$ cat <<EOF| oc create -n verify-audit-logging -f -
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: deny-all
spec:

podSelector:

matchLabels:
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policyTypes:

- Ingress

- Egress
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: allow-from-same-namespace
spec:

podSelector: {}

policyTypes:

- Ingress

- Egress

ingress:

- from:

- podSelector: {}
egress:
- to:
- namespaceSelector:
matchLabels:
namespace: verify-audit-logging

EOF

H A B

networkpolicy.networking.k8s.io/deny-all created
networkpolicy.networking.k8s.io/allow-from-same-namespace created

2. V—ZAMNZ7 1 v YD Pod % default namespace ICER L £ 9,

$ cat <<EOF| oc create -n default -f -
apiVersion: v1
kind: Pod
metadata:
name: client
spec:
containers:
- name: client
image: registry.access.redhat.com/rhel7/rhel-tools
command: ["/bin/sh", "-c"]
args:
["sleep inf"]
EOF

3. verify-audit-logging namespace IZ 2 D® Pod #{/EE L £7,

$ for name in client server; do
cat <<EOF| oc create -n verify-audit-logging -f -
apiVersion: v1
kind: Pod
metadata:

name: ${name}
spec:

containers:

- name: ${name}
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image: registry.access.redhat.com/rhel7/rhel-tools
command: ["/bin/sh", "-c"]
args:
["sleep inf"]
EOF
done

H A B

pod/client created
pod/server created

4. NS TavPEERL. RYNTD—ORY)V—EBFEOITITVN)—&EFERTBICIE. LTOF
IBEA={TLET,

a. verify-audit-logging namespace T server & WD ZREID Pod D IP 7 KL XA B L
ER

I $ POD_IP=$%(oc get pods server -n verify-audit-logging -o jsonpath="{.status.podIP}')

b. default M namespace @ client & \\ D ZEID Pod DEFIOIYY KNS IP 7 KL R
ping L. IRTO/NRYTy b ROY TINTWB I EERALET,

I $ oc exec -it client -n default -- /bin/ping -c 2 $POD_IP

H A B

PING 10.128.2.55 (10.128.2.55) 56(84) bytes of data.

--- 10.128.2.55 ping statistics ---
2 packets transmitted, 0 received, 100% packet loss, time 2041ms

c. verify-audit-logging namespace @ client &L\ ZEID Pod 5 POD_IP & T JVIRIEE
IKEREINTWSIP7 KL RICping Ly, IRTO/NAT Y EAFFRIINTWS Z & ZHER
LEY,

I $ oc exec -it client -n verify-audit-logging -- /bin/ping -c 2 $POD_IP
Al

PING 10.128.0.86 (10.128.0.86) 56(84) bytes of data.
64 bytes from 10.128.0.86: icmp_seq=1 ttI=64 time=2.21 ms
64 bytes from 10.128.0.86: icmp_seq=2 ttl=64 time=0.440 ms

--- 10.128.0.86 ping statistics ---

2 packets transmitted, 2 received, 0% packet loss, time 1001ms
rtt min/avg/max/mdev = 0.440/1.329/2.219/0.890 ms

5. %Y h7—OR)Y—BEBEOQIJOEHIVN)—%ERTLET,

$ for pod in $(oc get pods -n openshift-ovn-kubernetes -1 app=ovnkube-node --no-
headers=true | awk '{ print $1 }') ; do
oc exec -it $pod -n openshift-ovn-kubernetes -- tail -4 /var/log/ovn/acl-audit-log.log
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I done

H A B

Defaulting container name to ovn-controller.

Use 'oc describe pod/ovnkube-node-hdb8v -n openshift-ovn-kubernetes' to see all of the
containers in this pod.
2021-06-13T19:33:11.590Z|00005|acl_log(ovn_pinctrl0)|INFO|name="verify-audit-
logging_deny-all", verdict=drop, severity=alert:
icmp,vlan_tci=0x0000,dl_src=0a:58:0a:80:02:39,dl_dst=0a:58:0a:80:02:37,nw_src=10.128.2.57
nw_dst=10.128.2.55,nw_tos=0,nw_ecn=0,nw_ttI=64,icmp_type=8,icmp_code=0
2021-06-13T19:33:12.614Z|00006|acl_log(ovn_pinctrl0)|INFO|name="verify-audit-
logging_deny-all", verdict=drop, severity=alert:
icmp,vlan_tci=0x0000,dl_src=0a:58:0a:80:02:39,dl_dst=0a:58:0a:80:02:37,nw_src=10.128.2.57
nw_dst=10.128.2.55,nw_tos=0,nw_ecn=0,nw_ttI=64,icmp_type=8,icmp_code=0
2021-06-13T19:44:10.037Z|00007|acl_log(ovn_pinctrl0)|INFO|name="verify-audit-
logging_allow-from-same-namespace_0", verdict=allow, severity=alert:
icmp,vlan_tci=0x0000,dl_src=0a:58:0a:80:02:3b,d|_dst=0a:58:0a:80:02:3a,nw_src=10.128.2.59.
nw_dst=10.128.2.58,nw_tos=0,nw_ecn=0,nw_ttI=64,icmp_type=8,icmp_code=0
2021-06-13T19:44:11.037Z|00008|acl_log(ovn_pinctrl0)|INFO|name="verify-audit-
logging_allow-from-same-namespace_0", verdict=allow, severity=alert:
icmp,vlan_tci=0x0000,dl_src=0a:58:0a:80:02:3b,dl_dst=0a:58:0a:80:02:3a,nw_src=10.128.2.59.
nw_dst=10.128.2.58,nw_tos=0,nw_ecn=0,nw_ttI=64,icmp_type=8,icmp_code=0

12.2.4.namespace Dy k7 —2 R O—EFEOFX >V 7 OEFME

PSR —EEEIL, namespace DR Y NT—VR) O —DBEEOFXFV JEBMETEET,

(1} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin R %=F>1—H—& LTS RY—ICATM VT 3,

FIR

o A7 avinamespace DRy N7 —VRYI—BEEOXFVJE2FMITZITIE. UTFoav
FeAALZEY,

v
$ oc annotate namespace <namespace> \
k8s.ovn.org/acl-logging="{ "deny": "alert", "allow": "notice" }'

2T, LTFD LD IChY £,

<namespace>
namespace DZRATEBEL X7,
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)
Feld, LTFTOYAML 2 B8R L CEEOXF VT 2BMETEET,

kind: Namespace
apiVersion: vi
metadata:
name: <namespace>
annotations:
k8s.ovn.org/acl-logging: |-

{

"deny": "alert",
"allow": "notice"

}

H A B

I namespace/verify-audit-logging annotated

e Xy MI—URYI—EBEOJTORFTI VM) —ZRRLET,
$ for pod in $(oc get pods -n openshift-ovn-kubernetes -1 app=ovnkube-node --no-
headers=true | awk '{ print $1 }') ; do

oc exec -it $pod -n openshift-ovn-kubernetes -- tail -4 /var/log/ovn/acl-audit-log.log
done

H A B

2021-06-13T19:33:11.590Z|00005|acl_log(ovn_pinctrl0)|INFO|name="verify-audit-

logging_deny-all", verdict=drop, severity=alert:

icmp,vlan_tci=0x0000,dl_src=0a:58:0a:80:02:39,dl_dst=0a:58:0a:80:02:37,nw_src=10.128.2.57

nw_dst=10.128.2.55,nw_tos=0,nw_ecn=0,nw_ttI=64,icmp_type=8,icmp_code=0
12.2.5.namespace DX v N7 —2V R O—EFEOFX > JDEME

95 R4 —EEBEIL. namespace DXy N7 —OR) —BEFEOX VT EWETEET,

(1} =355
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin R %=F>1—H—& LTV SR =AM VT 3,

FIR

® namespace DXy NT7—V R I—EEOX YV EE\WICT BICE, LTFTOaARY REAHDL
i’a—o

I $ oc annotate --overwrite namespace <namespace> k8s.ovn.org/acl-logging={}
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ZITE UTFOLDICRY T,
<namespace>
namespace DEZRIAIBEL £,
BV
Frzld, UTOYAML # @A L CEEOX Y /2 E\METEET,

kind: Namespace
apiVersion: vi
metadata:
name: <namespace>
annotations:
k8s.ovn.org/acl-logging: null

H A B

I namespace/verify-audit-logging annotated

12.2.6. B:EIB#R

o XY KRT—URYI—IZDWVT

123. %y N7 —20 R > —DERK

admin O—J)L&F D21 —H—I&, namespace DRy N7 —U R O —%ERTEET,

12.31. %y N7 —2 R > —DERK

9 5 24 —® namespace ICEFAI XN 3 Ingress F/cld egress *y NT7—V NS 74 v U %k d 55¢
AL —ILEERT BIE. XY MNT—IRYS—ZFERTEET,

R

cluster-admin O— /L& FDO221—HF—TOJ1A Y LTWVWBIHFE., V7R —ARDEED
namespace TRY N7 —ORY O —%ERTEZT,

AR
e U524 —(%, NetworkPolicy 7 7YV &Y R—b F20525—3v bT—o 77O/
& —%FET % (ffl: OVN-Kubernetes *v k7 —%2 Z70O/N1 ¥ —, F7|& mode:
NetworkPolicy A& € X 117 OpenShift SDN xv k7 —2 FONA ¥ =), ZDE— K&
OpenShiftSDN OF 7 # JL N T,
e OpenShift CLI (oc) 54 Y Z h—LINT W3,
o admin#EREZFODIA—HY—-&LTI/FRS—ICOTM1 v LTWES,

o Xy NIT—UR)I—DEAHINS namespace TEEL TW3,
FIg
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1L RYY—I—ILEFERLET,
a. <policy_names.yaml 7 7 1 L &ERK L £ 7,

I $ touch <policy_name>.yaml
ZZTE, UTFOEHICRY FT,

<policy_name>
XY NT—=ORYS =T 74 ILEEEELET,

b. fERL7EDNY D7 74T, UTFOBRIDL >Ry NT—VR)—%EFHLET,
4 RTD namespace DI RTD Pod A5 ingress HHEEFL X,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: deny-by-default
spec:
podSelector:
ingress: []

@ L namespace M RT®D Pod M5 ingress ZFFAI L X7,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector:

ingress:

- from:

- podSelector: {}

2. FY RT—=O RO =TI MafElT 5ICE. UTDOITY REAALET,
I $ oc apply -f <policy_name>.yaml -n <namespace>
ZZTE, UTFOESICRY FT,

<policy_name>
XY NT—=ORYS—T74IEEEELET,
<hamespace>

FTvav: ATy MHBRED namespace LA D namespace ICEZINTWBIHBEIE
namespace Z¥EEL 7,

HHH

I networkpolicy.networking.k8s.io/default-deny created

106



BRERXY MI—IRY>—

12.3.2. >~ 7 )L NetworkPolicy £ 7> = ¥ b

LUFIE. %~ 7L NetworkPolicy 7 73z M7/ T—2a v aHTET,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-27107 ﬂ
spec:
podSelector: g
matchLabels:
app: mongodb
ingress:
- from:
- podSelector: 6
matchLabels:
app: app
ports:
- protocol: TCP
port: 27017

NetworkPolicy # 7Y = ¥ b D&HI,

®9

VIV MEEINZTOY IV MDD Pod DAEBRIRTEET,

o

l&. NetworkPolicy &8 U namaspace IC#% % Pod #1B& L THREL 9,

Q RST4woESHFANS 1D LD RER—FDY Z N,

124. %y N7 —OR) —DRR

admin O—)L%#&F D1 —4—(d, namespace DX Y NT—UKR) O —%5RRTEET,

1241. ry N7 =20 R O —DRR

namespace D3 v NT—U RS —%ARETETET,

R

cluster-admin O—J/LAFD>21—H—TOJ1 VY L TWBFEE, 77RAY—HDEED

XY RND—OR)Y—BRRTETET,
AR
e OpenShift CLI (0c) 1’1 Y 2 h—IL I T W3,
o admin#ERA=FO>A—H—-&LTI/ZR¥—=IlOT1 > LTWS,

o Xy NI—UR)Y—HDFET S namespace THEEL TW 3,

FIR

RVS—FTIT I MDPAARNS T4 vV %FATS S Pod IL—HBIBELIVS— ELISH—

RYY—DERAIND Pod 25T 2L V49—, R)P—F T x4 ~ME NetworkPolicy & 7
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® namespace DRy hT—ORY Y —%2—BXRRFLZFT,

o namespace CEZINLFRY NT—OR)>—F TPV MaRRTSICIE. LTFOO<T
YRERTLET,

I $ oc get networkpolicy

o FTVIVIKEDRY NT—IR)Y—%RETZICIE. UTFTOAYY READLET,
I $ oc describe networkpolicy <policy _name> -n <namespace>
ZITIE. UTFOEDICRYET,

<policy_name>
BRETZ2RY NT—ORYS—DERIZHELIT T,
<namespace>

T av: ATy MHIRIED namespace LA D namespace ICEZIN TS5
#l& namespace ZIBEL XY,

UFICHZERLET,

I $ oc describe networkpolicy allow-same-namespace

oc describe A¥ > KOH A

Name: allow-same-namespace
Namespace: nsf
Created on: 2021-05-24 22:28:56 -0400 EDT
Labels: <none>
Annotations: <none>
Spec:
PodSelector:  <none> (Allowing the specific traffic to all pods in this namespace)
Allowing ingress traffic:
To Port: <any> (traffic allowed to all ports)
From:
PodSelector: <none>
Not affecting egress traffic
Policy Types: Ingress

12.4.2. > 7')L NetworkPolicy # 7> = 7 b

IR, $~ 7L NetworkPolicy 7 73V M7 /77— a v aGTET,

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-27107 ﬂ
spec:

podSelector: 9

matchLabels:
app: mongodb
ingress:
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- from:
- podSelector: 6
matchLabels:
app: app
ports:
- protocol: TCP
port: 27017

NetworkPolicy ## 7Y = & b D&HI,

RYY—DERAIND Pod 25T 2L V49—, R P—F T x4 M NetworkPolicy & 7
VI MIEEINETOV TV MDD Pod DAHEERTEET,

®9

RV—FATIT IV MPAANST T4 vV %FAT S PodIl—BT2ELIS— ELIY—
l&. NetworkPolicy &8 U namaspace IC# % Pod #1B& L THREL £,

o

QD RST4wsESHFAND 1D LD RER—FDY 2 N,

125. %xv DO —20 R o—DiR&E

admin O—J)L&F D21 —H—IL. namespace DEEEFED XY RT—U R > —%iRETITE T,

1251 %y NT7—20RY S —DiRE

namespace D3 v N7 —U RS —%{FETEET,

pa )

cluster-admin O— L FD21—HF—TOJ1A Y LTWVWBIHFE. V7R —ARDEED
namespace TRY N7 —O RO —%RETEZT,

AR
o V524 —I%, NetworkPolicy 7 7YV &Y R— 20525 —3v bT—o 7O/
& —%FET % (ffl: OVN-Kubernetes *v k7 —%2 Z7O/N4 ¥ —, F7I& mode:
NetworkPolicy A& X 17 OpenShift SDN xv k7 —2 FONA ¥ =), ZDE— Ni&
OpenShiftSDN O 7 7 # JL N T,
e OpenShift CLI (oc) B4 Y Z h—ILINT W3,
o admin#EREZFODIA—HY—-&LTI/FR4—ICOTM1 v LTWS,

o Xy NT—UR)I—HFET % namespace THEZEL TV,

FIR

. 7Y 3 v:inamespace DXy N7 =V RO —F TV ) MNe—BRRTZICIE. UTD3
YUY REAADLET,

I $ oc get networkpolicy

2T, LTFD LD IChY £,
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<hamespace>

AT av: ATy MHBRED namespace BAA D namespace ICEZINTWBIHBEIE
namespace Z¥EEL 7,

2. XxY NT—=ORVS—F TV MafRELFT,
¢ XYKNI—URYI—DEZRZIT7ANIERELEGEIR. 771V EREL TUELRE
BZzmATHLE, UTFOaAY Y RZAHNLET,
I $ oc apply -n <namespace> -f <policy_file>.yaml
ZIT UTFTDELYICRY XY,

<hamespace>

T av: ATy MHIBIED namespace LA D namespace ICEZINTWBIF
Al namespace #1EE L £ 7,

<policy_file>
XY NT—OR)O—%ECT7MIDEFIZEELEF T,

o XRYNI—URYI—FTIVT) N BEEFITILENHBIHE. UTOITY FZA
NTEEYT,
I $ oc edit networkpolicy <policy _name> -n <namespace>
ZITE UTFTOESICRY FT,
<policy_name>
XY MNI—ORY)S—DEFIEERELE T,
<hamespace>

FFav:ATT ) MHBRED namespace LA D namespace ICEZEINTW S5
#1& namespace I BEL XY,

3 RYNTI=ORYS—FTI I MPEHFINTWDE I EZHRLET,
I $ oc describe networkpolicy <policy _name> -n <namespace>
ZITE, UTFOEHICRY FT,

<policy_name>
2y hNI—0RY) S —DEZRIEERELE T,
<namespace>
FTvav: ATy MHBRED namespace LA D namespace ICEZINTWRIHBEIE

namespace Z¥EEL 7,
12.5.2. > 7 )L NetworkPolicy # 7> = ¥ b

BUFiE, %>~ 7L NetworkPolicy # 7YV 2 M7 /=Y a3 v aE[HITE T,
kind: NetworkPolicy
apiVersion: networking.k8s.io/v1

metadata:
name: allow-27107 ﬂ
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spec:
podSelector: 9
matchLabels:
app: mongodb
ingress:
- from:
- podSelector: 6
matchLabels:
app: app
ports:
- protocol: TCP
port: 27017

NetworkPolicy ## 7~ = ¥ b D&HI,

RYY—DERAIND Pod 25T 2L V49—, R P—F T x4 ~ME NetworkPolicy & 7
VI MIEEINDETOV IV MDD Pod DAHEERTETET,

®9

RV —FATIzIMDPAANT T4 vV %FAT S PodIil—RT2ELIS—, ELIY—
l&. NetworkPolicy &8 U namaspace IC# % Pod #1B& L THREL £,

o

QD RST4woESHFANDE 1D LD RER—FDY 2 N,

12.5.3. BEEEIE R
o Xvw NI—URYI—DIEK

126. xv N7 —29RY) —DHIR

admin O—J)L&F D21 —H—I&, namespace SRy hT—U KRV —%HIRTETET,

126.1. %y N7 —2 R > —DHIRR

namespace DRy N7 —U R O —%HIBRTE XY,

pa

cluster-admin O— /LA FD>21—H—TOJ1 VY L TW3BBE. 77A9—HDEED
XY NT—=OR)—%HIRTEZET,

AR
e U524 —I(%, NetworkPolicy 7 7Yz V haHR—b F20525—3v 7= 77O/
& —%FEET % (ffl: OVN-Kubernetes *v k7 —%2 Z7O/N4 ¥ —, F7I& mode:
NetworkPolicy A& X 17 OpenShift SDN xv k7 —2 FONA =), ZDE— Ni&
OpenShiftSDN O 7 7 # JL N T,
e OpenShift CLI (oc) 54 Y Z h—LINT W3,
o admin#EREZFODIA—HY—-&LTI/FR4—IlOT1 v LTW5S,

o Xy hNT—UR)I—HFET % namespace THEEL TV,

m
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FIR

o Xy NI—URNS—FTII MEHIKRYTBICIE. UTFDIATY REAALET,

I $ oc delete networkpolicy <policy _name> -n <namespace>
ZITE, UTFOESICRY FT,

<policy_name>
XYy MNI—ORY > —DEREBELET.
<namespace>

FFav: ATy MHBRED namespace LIS D namespace ICEZEINTWSIHEIE
namespace Z3EE L £,

HAf

I networkpolicy.networking.k8s.io/default-deny deleted

7.7 MDTF 74N EMNRY NT—O R —DESH

VSR —BBEE, FHRIOD ) NOERIFICRY KD —0R)—%BENICED D LD ITHR
TRz NTFYTIL—NEEETEEY, FIRTOP I MOARITA XS NIT Vv TL— MDY E
ERWEEIKIE. FTT7VvTL—NEERT 2RENHY £,

RZ1LEFR IOz bDTF YT L —NDERE

VSR —EBEEF. TIANMMOTOVI VN TUTL—REEREL, IR IOV NEARY A
BHICESVWTERT B I ENTEET,

BMBOARYLTOY Y N Ty TFL—MNEERTZICE. UTFEERTLET,

FIR

12

. cluster-admin ¥R 2 Fo>21—H¥—-& L TOJ/M1 V95T &,

. TFI74bhoTav o NTF YT LM EERLE T,

I $ oc adm create-bootstrap-project-template -o yaml > template.yami

ATV NEBNT B, FEEBEAF TV NETRETEIEICLY. TFRARNIT 4

¥ —TEMRI NS templateyaml 7 7 1 LEZELZF T,

. FOY Y T FL— ME openshift-config namespace ICIERXINZMELAHY £T, &

BLETYTIL—bMemPrsEzT,

I $ oc create -f template.yaml -n openshift-config

. Web VY —JLERIECLIZFERL, 7OV MEEY Y —R%ERELET,

e WebIdVVY—ILDER

i. Administration - Cluster Settings R—J ICBEIL £ 7,



BRERXY MI—IRY>—

ii. Global ConfigurationZz7 ') v/ L. $XRTDERE") Y —RAZ2RTLET,
ii. Project DTV ) —%RDIF, EditYAML%Z2 Y v I LET,
e CLIDEHA

i. project.config.openshift.io/cluster ')V —X#REL X7,

I $ oc edit project.config.openshift.io/cluster

6. spec 27 < a %, projectRequestTemplate & & U name /N XA —4 —ZHHAIAL L D ICE
FL. 7y 7O—RInk7OPz o M TV L—bOERIZRELET, T 74 MR
project-request T3,

AR LTOV Y TV TL—bed80C 7OV FEEYV—2R

apiVersion: config.openshift.io/v1
kind: Project
metadata:

spec:
projectRequestTemplate:
name: <template_name>

7. BEARELEE. TEAEEICERAINAIEARRETIAEOIC. FLLWTOY T M
’ﬁbi’g—o
RI2Z.FRITOT T hADIRY KT —0RY S —DEN
HDSRY—BBEIE, Xy NT—IRY—%2FHRTOVT I NDFT T4 M FY T L— MIBINTE

F 9, OpenShift Container Platform i, 7AY Tz 7 hDF Y FTL—MIEBEINLTRTOD
NetworkPolicy # 7> = 7 M = BEIMIIC/ER L £ 7,

EIE= Jia
o U524 —I%. NetworkPolicy # 7YV NaHR—b T 2T 74 MDCNIRY hT7—0F
A/NA & —%ER L TW3 (4: mode: NetworkPolicy *5% & X 117z OpenShift SDN & v k
7—7 7OnNg ¥—), TDOE— KX OpenShiftSDN DF 7 #JL K TT,
® OpenShift CLI (oc) *f Y XA h—JLI N TW3,
o cluster-admin R ZH o1 —HF—& LT/ R¥—IcOJ4 9 %,

o HRTIOPIVMNDARY LT 74N MTOAV I MNTFYTL—MEFERLTWS,

FIR
L UTFOARY RERFTLT, FIR IO I MOT 74 NTY TL—bERELE T,

I $ oc edit template <project_template> -n openshift-config

<project_template> %, VSR Y —ICRELLET 74NN TV L —MOEZRNICESRAF
T, 774N bDT YT L — h£&IL project-request TT,

13
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2. TV T7L—bTIE % NetworkPolicy 7 72 =7 b =83%& & LT objects /X5 X —% —|TEMN
L9, objects /NS XA—4—|&, 12U LEDA T/ bDAL IV aVEZITANET,
LIFDBITIE. objects /85X —4—DaL U2 3 »IiIlW< DHD NetworkPolicy 4 7 = &
AAEFNET,

objects:
- apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: allow-from-same-namespace
spec:
podSelector: {}
ingress:
- from:
- podSelector: {}
- apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: allow-from-openshift-ingress
spec:
ingress:
- from:
- namespaceSelector:
matchLabels:
network.openshift.io/policy-group: ingress
podSelector: {}
policyTypes:
- Ingress

3 AT avi MTOIATY REEFLT FIRTOY I MEEHRL, Ry hT7—0R) o —F
TV MDEBICHERIND I & 2HALET,

a. RO MEERLET,
I $ oc new-project <project> ﬂ

Q <project> &, fERLTWA 7OV Y NOLZRNICBEHBIET,

b. R 7OP IV MTFYTL— b DRy NT—OR)—FATII "BFRTOD U b

IKFET R E2HRLET,
$ oc get networkpolicy
NAME POD-SELECTOR AGE
allow-from-openshift-ingress <none> 7s
allow-from-same-namespace  <none> 7s

128. X2y NT7—O RO —%FRLETILFT TV MDBEDRE

VSR —BEBEE., SNFTFVRRY NIV DRBEERITTELEDICRY NT—VR) O —%%
ETEEY,

14
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R

OpenShiftSDN 7 S A9 —%w =0 FONA ¥ —%FHALTWRIFE,. At/ 3
VTHBINTWAEDIIRY NI—VOR) Y —%BET D&, XIWFTFFHVME—NR
EEKRDRY NT—O BN TONETH, XY MT—ORYS—F—RHPBEINZE
-a—o

1281 %Y NI—OR)O—%FRLETIFTT Y NDBEDERE

D FOY Y b namespace D Pod BL VY —EZADNSHBMTEZLHICTOV IV MNAERETEFE
ER

=55

o U524 —I%. NetworkPolicy # 7YV NaHR— N N§ 20525 —%v hT—o70O/11
& —%FEET % (ffl: OVN-Kubernetes *v k7 —%2 Z70O/N1 ¥ —, F7I& mode:
NetworkPolicy A& X 17 OpenShift SDN v k77— FONA ¥ =), ZDE— Ni&
OpenShiftSDN O 7 # JL N T,

e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

o admin#ERA=FO>A—H—-&LTI/ZR¥—=ICOT1 > LTWS,

¥
1. IR @ NetworkPolicy 7 72 7 M /ER LT,

a. allow-from-openshift-ingress & \\ ) ZRIDR Y ¥ —:

$ cat << EOF| oc create -f -
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: allow-from-openshift-ingress
spec:

ingress:

- from:

- namespaceSelector:
matchLabels:

policy-group.network.openshift.io/ingress: "
podSelector: {}
policyTypes:
- Ingress
EOF

R

policy-group.network.openshift.io/ingress: ""'l&. OpenShift SDN D#E%E
® namespace T L 7% —3~NJ)LTT, network.openshift.io/policy-group:
ingress namespace L 79 —S R EFHETEE TN, ChiFLAY—F
NIVTY,

b. allow-from-openshift-monitoring &\ > ZREIDR Y ¥ —,
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$ cat << EOF| oc create -f -
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: allow-from-openshift-monitoring
spec:

ingress:

- from:

- namespaceSelector:
matchLabels:
network.openshift.io/policy-group: monitoring

podSelector: {}

policyTypes:

- Ingress
EOF

c. allow-same-namespace &\ ZEIDR Y ¥ —:

$ cat << EOF| oc create -f -
kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector:

ingress:

- from:

- podSelector: {}

EOF

2. A7 avi MTFOaAT Y REEFGFL, Fy M7= R)Y—FA TV MAREOTOV Y
MITFETBHIEZHABLET,

I $ oc describe networkpolicy

H A B

Name: allow-from-openshift-ingress
Namespace: examplei
Created on: 2020-06-09 00:28:17 -0400 EDT

Labels: <none>
Annotations: <none>
Spec:

PodSelector:  <none> (Allowing the specific traffic to all pods in this namespace)
Allowing ingress traffic:
To Port: <any> (traffic allowed to all ports)
From:
NamespaceSelector: network.openshift.io/policy-group: ingress
Not affecting egress traffic
Policy Types: Ingress

Name: allow-from-openshift-monitoring
Namespace: examplei

16
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Created on: 2020-06-09 00:29:57 -0400 EDT

Labels: <none>
Annotations: <none>
Spec:

PodSelector:  <none> (Allowing the specific traffic to all pods in this namespace)
Allowing ingress traffic:
To Port: <any> (traffic allowed to all ports)
From:
NamespaceSelector: network.openshift.io/policy-group: monitoring
Not affecting egress traffic
Policy Types: Ingress

1282. RDRAFTv S

o FIFIKMDRY NT—VUR)Y—DER

12.8.3. & B

® OpenShiftSDN ®*y N7 —0 DBEE— R

17
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BIBEEBRY NT—7

BLEHRRY NT—2I12DWT

Kubernetes Tl&, I 7+ —%v M7 —7 (% Container Network Interface (CNI) #3R%& 93 % v b
D=0 TS T4 VICEEINET,

OpenShift Container Platform &, MultusCNI 7574 Y2 FBE L TCNI IS4 v DF = — 2 %A
LET. V5R9—DAVRAM—ILBIZ, TIAID DPod 3y NT—VAEBRELET, 7740
DEY NT—=VE V5RAI—DITRTOBEDRY NIT—I NS 74 v 7 %0BLEY, FIAATRER
CNI 7S 74 VIZEDWT additional network # & L. 1 DXL IXEBDRY N7 —0 % Pod IZEIY
BTCBHIEDTEZET, BEILWHLT, 75 R9—DEHDXRY N7 —V % BINTERT BHIENTE
Fd, IhiF, R4V FFERRBIL—FT AV TREDRY NT—VHEEAIRMT 2 Pod 23X ET 5154
ICEREHMEAERRLET,

1311 8M%RY NO—2DFERYF ) %

T8 TL—rvEay b A—LTL—VORERE, Xy M7=V ODEIRERKR TEMD R Y +
D=V %ATBIENTETY, T4 v IDREEEE. UTDELIBNT =TV ABLTEF2
)74 —BEEDCERTREICRY T,

NI A—T VR

ETL—VDINS T4 v IBBEBIBTL-HOIC. 2D0DERDZTL—VICNS 74 v VA ZEETEE
£

¥alYrq1—

WENS 709703, EXx2) T4 —LOEBICEDVWTBEBEINTWS XY N —JITFEET
X, TTFVNFARARIVT—BTCHATEIRWVWTSAR— NAEDBTZENTEET,

JSRA9—DIRTDPod EV SR —2EDT 7L bRy NT—0 %K RE LTHERL, 752X
H—LARTOEGEELHMTFLES., IRXTDPodICIE. 75 R9—2KD Pod *y NT7—2IZEY H
TohdethOf V9 —T A ADNHYET, Pod D1 ¥ —7 x4 X, oc exec -it <pod_name> --
ipad~v Y REFHALTRRITEEY, MultusCNI ZFAHT 2%y NT—2 % BINT 2568, Thod
Za0iE net1, net2, ... netNIZRY F T,

BIIDRY NT7—2% Pod ICEIYHTBICIE, A1 V9—T7 1A RADENY LB THEEAEERT DREEE
KTD2ULEAHYET, TIHTNDA V9 —7 14 A&, NetworkAttachmentDefinition 1 XA ¥ A1)
Y—ZX(CR)ZFERALTHEELEFT., ChOEDCRDZNTNIZHZ CNIREIE. 1 V9 —T T4 AD
A EEEZLE T,

13.1.2. OpenShift Container Platform @ EMxy h7—72

OpenShift Container Platform (&, 2 5 X% —IZEBIMD xR Y NT— 0 ZEMT 27<DICERT HLUTOD
CNI 7S 714 v aRHELET,

® bridge: 7)) v YNR—ZDEMFY NI =V %EET S & T, AUKRRMIHS Pod HHEE
IS, MDORRAMEBIETEET,

® host-device: RA N T/NAf ZDEMFY NT—V 5B ET S ZET, PodBHERRANYRTF AL
DYEBA —HRY RRXYNT—OFTNA AT IV ERATBIENTEET,

e ipvlan:ipvlan X—ZDEMFRY NT—V ZZHET S T E T, macvlan X—2DEMRY kT —
7 EBRRIC. RAMLEDPod MEDERA RPENLDHRRAMD Pod &EBETEZXJ, macvlan
N—ZDEMDFRY hT—0 LIFERY, & Pod FFHOMERY NT—014 25 —T (R &
ECMACZ7RKLRE=HBLET,

18


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#nw-multus-bridge-object_configuring-additional-network
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BREEHRY NI —

® macvlan: macvlan R—2ZDEMFY T =V %M §52 & T, KA MLED Pod H"¥ER Y
F7)—0AV 89— x4 R%EFALTHDORAMNPENODRRA MDD Pod EBETEET,
macvlan R—ZDEBIMX Y FT7—2ICEY B TE5NEE Pod ICIKEBD MAC 7 KL AHEIY
YTonEd,

® SR-IOV:SR-IOVAN—ZDEMFY hT—V%HETSH Z&ET, Podz RA MY RATLLED
SR-IOV fitx/N— K7 = 7 ®D Virtual Function (VF) 41 Y9 —7 24 AICEIY HBTEHIENTEE
ER

13.2.8BID%RY N —D DERTE

PSR —BEEIZ, VSRAI—DEMORY NTD—V5BETEFET, UTDOXRY NT7—24894 FIC
WL TWET,

o JUvwY
o KRAKF/INAR
e |PVLAN

o MACVLAN

1B2LEMDFRY NT—02EERTZHOT7 TO—F

BIMLAERY RD—0D54 7HA VIV EEETZILE. 2207 FO0—FrHYEY, &7 0—F
EEIFICERTEY, BNOXRY hT7—V2BEBTEB/ICI 207 7O0—FLIMERTEEHA, W
THOAETE. BMORY hT—0F, BBEKRDERE L 7= Container Network Interface (CNI) 75 &
1 VTEELZEY,

EBiNxy hT7—0DBEICIE. IP7 RLRIE EBIIRY hT7—7D—8& LTERET % IPAM(IP
Address Management)CNI 7544 v c7OEYa=vJX¥hEd, IPAM 7554 &, DHCP &
BEIY B THRE, SEFIFRIPTRLRAEYYSTOAEREYR—MLTVWET,

e Cluster Network Operator (CNO) D& E%=ZE 3 %: CNO (& EEBIIC Network Attachment
Definition # 72 =7 h&{ER L. BELZE T, CNOW, ATV MDA 784 JILER
ICIIZA T, DHCP TEIYHTONAEZIP 7 KL RAEAT 2:B8MDO Ry b7 —72 THEEIC DHCP
AFEATESLIICLET,

e YAML V=71 X N%ERT %: Network Attachment Definition 7 7YtV N A2 {ER T3 Z &
T, BMOXRY N7—V 5 EEETETEET, TOAETIE. CNI TS 54 v EEHEIES
ENTEET,

13.2.2. %y N7 —2BMEIY ¥ TOERE

EAND Ry M7 —2 1%, k8s.chi.cncf.ioAP| 7' )L— 7 Network Attachment DefinitionAP| TR E X
NET, APIOREICDOWVWTIE, UTFORTHIBINTVLWET,

Z%13.1NetworkAttachmentDefinition AP1 7 1 —JL K

Z14—JLK 547 B4
metadata.name string BMORY NT—JDEZRITY,
metadata.namespace string 72y MHEEMIT 5N D namespace,
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74—JLK 947 B

spec.config string JSON D CNI 75 71 V& TE,

13.2.2.1. Cluster Network Operator IC L %3 BIM% Y f 7 —2 DERE

BMDxy b7 —2F|Y BTDREIE. Cluster Network Operator (CNO) DEREN—E & LTIHEL
ER

LLF®D YAML IE, CNO TEMD Ry N7 —V 5EB T BLODERE/NTA—F—% L TWET,

Cluster Network Operator (CNO) D& E

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
#...
additionalNetworks: @)
- name: <name> 9
namespace: <namespace> 6
rawCNIConfig: |-

{

}
type: Raw

1 DEIFEBDEMR Y b7 —JREDET,

EE L TW2EMRY T —7EIY B TOHFL, BHEIFIEESI N7’ namespace AT—ETH B
ENHY ET,

Ty hT7—0DEIY HTHIEMT % namespace, EZIFE LA WEE. default ® namespace H°
FRINET,

O 9

Q JSONED CNI TS5 414 VERE,

13.2.22.YAMLY =7z A M DSDBMERY NT7—V DEE

BNy 7= DFREIF. UTOHDLIICYAMLERE 7 7M1 ILDBIEELE T,

apiVersion: k8s.cni.cncf.io/v1
kind: NetworkAttachmentDefinition
metadata:
name: <name> 0
spec:
config: |- @
{

}...
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Q ERLTWDEBIRY hT7—2EY Y4 TDEH,

g JSONFZED CNI TS5 414 VERE,

13.2.3.  BIMOXYy N —0 %4 TDEHRE

ROV a VT, BIIOXRY NT7—0DEFHNBREET7 1 —ILKICDWTERBBL X9,
13.231L TV YRy NIO—UDEMEE
LTOATO MNE TYUYSCNITSTAVDBENRSA—H—|IIDWTEHIALTWET,

#13.2Bridge CNI 7574 >~ JSONREA T/ b

74—J)E 547 EL]

cniVersion string CNI ft#kD/N—2 3>, E0.3.1 BRETT,

name string CNO REICLHEIICIEE L7z name /35 X — % — D&,

type string

bridge string FRTZRET) v VOZRIEEBELET, Ty MU —

TIAZADBRAMIEFEELREWVWGEIEZ. CThDMERINET,
F7 # ) MEIX cni0 T,

ipam object IPAMCNI 7S04 VY DREA TV by TST4 VI EIY
UTERICODWTDIPT7 RLADEIY L TAEEELET,

ipMasq boolean RERY NT—ODBHRT RS T4 v VICDVWTIPYRAL—
REBMICT ZICIE, true ITRELET, IXTONZ T4 v
JDY—=RIP7RLRIE, F7UvIDIPT7RLRAICEEZBRZIS
nNEF, TU9TIKIPT7 RLZADNABWERIE. ZORERFTE
E52FtHA, 772 MElXfalse TT,

isGateway boolean P7RLRZ2T Yy IICEYETSICE true ICRELERT, T
7 #J)U MMEld false T,

isDefaultGatewa boolean TV IBRBRY NTI—ODT 74V NT—bDz4&LT
y HETDICIE, true IRELZE Y, 774/ MEld false T
¥, isDefaultGateway #*true ICREI NS5
&. isGateway £ BEIHIC true ICRREIN E T,

forceAddress boolean RETY v OERFICEYHETONAEZIP7RLRDEIY HT%H
Y BICIE. true ICEREL £9, false ICEREINZHE.
EEYTEY MDIPVAT RLRAFRIZIPVE 7 KL ZAHDMRIET
Dy DILEIYETONDEIS—DPRELET, 774 ME
I false T3,
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hairpinMode boolean RET) v VD ZERICERLAARBR—bNTAI—H Ry T
L—L%ZFEETEELEIICTBITE true ICRELEY, D
E— Ri&. ReflectiveRelay (V7L V7147V 0L—)&LTH
mohTwxd, 77 =)L MéElE false TG,

promiscMode boolean 7w U CEIEAMRE E— N (Promiscuous Mode) B3I
ZICiE, true ICERELZF Y, T 74/ MEld false TT,

vian string RF LAN (VLAN) ¥ V= #HfEE LTHEELF Y, 774 b
T. VLAN 9 JIEIY L TEE A,

mtu string BRAEEEBEMN (MTU) 2 BEINEICERELEYS, 774 b
BIEA—FRILICE>TEBNICEREINE T,

13.2.3.1.1. 7Y v IFREDH

LR DOBITIE. bridge-net & WD ZEIDEMD R Y NI —V %R ELET,

"cniVersion": "0.3.1",
"name": "work-network",
"type": "bridge",
"isGateway": true,
"vlan": 2,
"ipam": {

"type": "dhcp"

!

1

13.232. KRR MTF/RAL Z2DEMRY M T—J DERE

pa )

device. hwaddr. kernelpath. Z 7% pciBuslD DWFNHD/INS A —4H —5REL
TExY MNT—IFNA RERELET,

UFRDATY U bME, RRAMTNAZRCNI TS T4 VDBRENTA—F—ITDVWTHBALTWET,

KIBIKRAMTFTIRLRACNI FZ T4 JSONRKREA T/ b

74—J)E 547 BL]
cniVersion string CNI ft#kD/N—2 3>, E£0.3.1 B ETT,
name string CNO B EICLRIICIEE L7z name /35 X — % —D{E,
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74—J)E 547 L]

type string RET D CNI 75714 > D4R host-device

device string F 7T av:eth0 REDT/NA D&,

hwaddr string AT av:FNAZAN=RITTFTDMACT KL Z,
kernelpath string #4 7> a v /sys/devices/pci0000:00/0000:00:1f.6 7 & D

Linux I—FRILT /N1 Z,

pciBusIiD string # 72 32:0000:00:1f.6 DRy kT —0F /X4 2D PCI
PRLRAZEELET,

ipam object IPAMCNI 7S04 VY DREA TV by TST4 VI EIY
LTCERICDWTODIP7 RLRADEY ETAEEBELET,

13.2.3.2.1. KRR b T34 ZF&EHI

LATFDOFITIE,. hostdev-net & WD ZEIDEMDRY N7 —V 428 ELZET,

"cniVersion": "0.3.1",
"name": "work-network",
"type": "host-device",

"device": "eth1",
"ipam": {
lltypell : "dthll

}
}

13.2.3.3.IPVLANBIRX Y k7 —Y D%
LTFOA TV ME IPVLANCNI TS T4 VDEBRE/INSA—H —ICDWTEHALTWE T,

FKIB.4IPVLANCNI 54 JSONEBEA TSI b

74—J)E 547 L]

cniVersion string CNI ft#kD/N—2 3>, E0.3.1 BRETT,

name string CNO ZEICLHEIICIEE L7z name /35 X — % — D&,

type string BEYT D CNI TS 74 v D&Hi:ipvlan,

mode string RExRY NT—VDBRIEE—R, ZOfEIE. 12, 13, £/ I3s

THEIRLENHYES, 774 MERI2TY,
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master string FYy NT—=JFY L TICEENITZS TRy M9 —Tx
1 2, master MEEINRLWGE., T 74 EEDRY N7 —
II— DA VI —T A ADFERAINET,

mtu integer BRAEEEBEMN (MTU) 2 BEINEICRELEYS, 7740
BIEA—RILICE>TEBNICEREINE T,

ipam object IPAMCNI 7S04 VY DREA TV by TST4 VI EIY
LTCERICODWTODIP 7 RLRADEY L TAEEELET,
dhep IFFEEELRBRVWTL IV, IPVLAN A Y9 —7 4 Rt

MACT7 RLRBERRAMNA VI —T A REHET B0,
IPVLAN @ DHCP SR EIFHR— b IhTWEH A,

13.2.3.3.1. IPVLAN % &5l

LT OBITIE, ipvlan-net & WD ZEIDEID Ry NT—V %ZZEL X,

"cniVersion": "0.3.1",
"name": "work-network",

"type": "ipvlan”,
"master": "eth1",
"mode"; "I3",
"ipam": {

"type": "static",

"addresses": [

{
"address": "192.168.10.10/24"
}
]
}
}

13.2.3.4. MACVLAN BN Y N7 —9 D%

UTFDATY o ME macvlanCNI TS5 74 Y DRE/INRTA—F—IZDWTEHBALTWE T,

FK13.5MACVLANCNI 554 >V JSONREA TV b

74—J)E 547 B

cniVersion string CNI ft#kD/N—2 3>, E0.3.1 BRETT,

name string CNO ZEICLHEIICIEE L7z name /35 X — % — D&,
type string %ET D CNI 7374 D& macvlan,
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J4—IEK 947 ShBA

mode string RERY NT—IDNZ T4y VDARMEZREL F
¥, bridge. passthru. private. Z7zidvepadWIFhHT
HEIVENHYFT, EHNBEINRWEE. T7 40 MBI
bridge IZA&Y £,

master string REBA V=T x4 REAERTZA—H Ry b RVT1V
J. FIIEVLANA Y9 —7 24 R, EIEEINLRWVGE,
RARNSRATLADTZAR) =4 —H Ry MM VI =T (4R
MERAINZET,

mtu string BRAEEEN (MTU) 2 8EINE, 7740 MEIFA—FIL
ICE > TEINICEREINE T,

ipam object IPAMCNI 7S04 VY DREA TV by TS5T4 VI EIY
UTERICODWTDIPT7 RLADEY L TEEELET,

13.2.3.4.1. macvlan 5% E D Hl

LUFOFITIE,. macvlan-net &\ D ZEIDEBIIDRY NT7—0 %/ ELX T,

"cniVersion": "0.3.1",
"name": "macvlan-net",
"type": "macvlan”,
"master": "eth1",

"mode": "bridge",
"ipam": {
"typell : "dthll

}
}

13.24.BIX Yy NT7T—2DIP7 RLREY Y THDEE

IPAM (IP 77 K L R &) Container Network Interface (CNI) 7S 74 v ik, ffD CNI S 1 VD IP 7
FLRERHLET,

LTDIP7RLRADEIY Y THA THFRHTEET,
o EEEIY YT,

o DHCPH—N\—%ERLAFMNEY KT, 8ET 5 DHCP H—/1—&, EMORY bT—2H
SEERRETHDIMELHY T,

® Whereabouts IPAMCNI 7574 V& ER LA#MNEY 4T,

1324188 1P 7 KL REY H¥TOD:H

UToxRIE, BHIPTRLADEYHTOREICOVWTHBALTVLWET,
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#F13.6ipam FMREA T/ b

1—JLEK
type string IPAM D7 KL 244 7, {g static " ETY,
addresses array RIEA V=T A RICEIYETBIPTRLREIEBET D47
Tl hOEF, IPv4 & IPV6 D IP 7 KL ZOEA MY R— b
TNnEY,
routes array Pod I CERET 2IN—MNEIEETZ2F TV Y FOERSITT,
dns array A7 3 V:DNSDEEEBEST 24TV 7 hDOEITY,

addressesDEFICIE. UTD 74 —ILRDHZA TV MHBRETT,

#13.7 ipam.addresses[] 2%l

J4—JLEK 947 ShBA

address string BEITDIPTRLABLVORY NT—V#EEEE, &
(¥, 10.10.21.10/24 215E I 2 &. BIMDEY hT—JICIP
7 RLZAD10.10.21.10 AEIY HTHH, *v MR IIF
255.255.255.0 (IC7% Y £ 9,

gateway string egress XY NT—U KNS T4 v 0 &BIN—FTAVTSTBT74)
NDT—bD x4,

#13.8 ipam.routes[] &7l

1—JLEF

string CIDRERX® IP 7 K L R&#iF (192.168.17.0/24, F/i37T 7 #
JU ~L— b @ 0.0.0.0/0),

gw string FYRT=ORSTAVIBN—F AV ISNBY—hY
1,

F13.9ipam.dns A7/ b

74— K 547 B4
nameservers array DNS /LY —DEEHXERZIDULEDIP 7 KL XDEF,
domain array RRAMNRAIEBMT BT 74 DD RAA Y, F&zE, RXA

v hexample.com ICEREI N TV 515G, example-host ®
DNS Ly 2 7 v 74 ') —I|& example-host.example.com
ELTESHAONZET,
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J4—JLEK 947 B

search array DNSIVy 97y 70 T —BICIHEMAR M&IBMIN S
R X4 > ZDBLS (BI: example-host),

BHIP 7 KL REY H{TOFHREH

{
"ipam": {
"type": "static",
"addresses": [
{
"address": "191.168.1.7/24"
}
]
}
}

13.2.4.2. 819 IP 7 KL X (DHCP) &IV 4 TD:%

AF®D JSON (&, DHCP Z{ER LB IP 7 KL XDENY B TOREICDWTEHALTVWET,

DHCP ') — XA DEH

Pod (. ERXBFICTTD DHCP Y —REZBfGLEY, V—RIE, V75 RH4—TEITLTWV
BZR/NED DHCP H—/NN—F 704 XY N CEEMICEHR T2 ELHY E T,

DHCP H#—N—DF7OA4 AV & MY H—FBITI1E, LLTFDHFIIH B & S IT Cluster
Network Operator SR E%#RE L Tshim *y 7 —2 Y B TAEERTIHELHY F
-a—o

shim ®*v b7 —238Y ¥ TOEZEH

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

additionalNetworks:

- name: dhcp-shim
namespace: default
type: Raw
rawCNIConfig: |-

{
"name": "dhcp-shim",
"cniVersion": "0.3.1",
"type": "bridge",
"ipam™: {
"type": "dhcp"
}

}
#...
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#*13.10ipam DHCP &EA 7> =/ b

J4—JEK 947 ShBA

type string IPAMD7 KL 244 7, fEdhcp "BETT,

M IP 7 KL X (DHCP) ElY 4T X EH

{
"ipam": {
"type": "dhcp"
}
1

13.2.4.3. Whereabouts A L 7B IP 7 KL X &Y H¥TDX

Whereabouts CNI 7S5 74 ViC&k Y, DHCP 4 —/N—%FRHEFICIP 7 KL AEZBIDRY T —7
ICEIMICEIY B TR ENTEET,

LATFDFRIZ,. Whereabouts Z#FRH LB IP 7 KL REIY HTOREICDODVWTEHBELTWET,

#F13.1Nipamwhereabouts &4+ 7 ¥ b

Z14—JLK 547 B4
type string IPAM D7 KL X% 4 7, & whereabouts »*HETT,
range string IP7 KL RE&E% CIDR&KEE, IP7 FLRIE, ZOHEARD

TRLANSEYETONET,

exclude array F7>aV:CIDRREDIP 7 KL R E&H (0EUL) D—E,
BRAINLET RLZAEERDIP 7 KL AGEIY B TO hEE
Ao

Whereabouts AT 2FHM IP 7 KL XEY B TODFHREH

{
"ipam": {
"type": "whereabouts",
"range": "192.0.2.192/27",
"exclude": [
"192.0.2.192/30",
"192.0.2.196/32"
]
}
}

13.2.5. Cluster Network Operator IC & ZBINR Y b7 —2EY B TDYER
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Cluster Network Operator (CNO) (F: 8% Y 7 —VDEZXEZBELE T, EXT DEMRY hT—72
HIETET 5/ A. CNO & NetworkAttachmentDefinition # 7 =7 M= BEIMIICER L £,

BF

Cluster Network Operator W& 9 % NetworkAttachmentDefinition 4 7> = 7 ki
ELBRVWTKESIW, ThZeETTHE BMRY MTI—JDRY NT—T 85T 4y
IO BREIBEMEDHY £,

AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin R =HFo>a1—H—& L TCOJ/1 952 &,

FIE
. CNOBREERET DICIK. UTFTOOYY REAALET,

I $ oc edit networks.operator.openshift.io cluster

2. MTFDOHY Y FIVCRDE DI, ERRINZEMRY NT—JDEREEEBIML T, fERLTWS
CRZZELZXT,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

#...

additionalNetworks:

- name: tertiary-net
namespace: project2
type: Raw
rawCNIConfig: |-

{
"cniVersion": "0.3.1",
"name": "tertiary-net",
"type": "ipvlan",
"master": "eth1",
"mode": "I2",
"ipam™: {
"type": "static",
"addresses": [
{
"address": "192.168.1.23/24"
}
]
}
}

3 EEEREL, TFRAMITA4H—%ZRTLT, EEZ2IY MLET,

R
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e LUTMOavTY RAEZETLT. CNO B NetworkAttachmentDefinition 7 7Y =9 M &R L TW
%R LET, CNODP AT TV NEERT D ETICEENELCZHEMELHY FT,

I $ oc get network-attachment-definitions -n <namespace>
ZITIE UTFOEDICRYET,

<namespace>
CNO DEEREICEM LRy T —2FIY BTD namespace ZIEEL £,

H A B

NAME AGE
test-network-1 14m

1326.YAMLY =7z A NEFEHALAEBMOXRY N7 —2FY L TOERK

AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin R =HFo>a1—H—& L TCOJ/1 352 &,

FIE
L UTDHIDLSIC, BIMDRY NT—VREEZSOYAML 7 74 )L =ERRLE T,

apiVersion: k8s.cni.cncf.io/v1
kind: NetworkAttachmentDefinition
metadata:
name: next-net
spec:
config: |-
{
"cniVersion": "0.3.1",
"name": "work-network",
"type": "host-device",

"device": "eth1",
"ipam": {
lltypell: "dthll

}
}

2. BIIDXY N7 —0&ERT BICIE,. ROAX VY RKEAHDLET,
I $ oc apply -f <file>.yaml
T, LTFOLDITRY 9,

<file>
YAMLYZ 7z RAM5EL 7714 ILOERIEIEELF T,
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BIREIL—FT 4 Vv ITBLVETEICTDWVNT

BILIREIL—FT 14 T ELVEEICIDWVT

VRF (Virtual Routing and Forwarding) 7/34 RI& IP JL—J)L & DAEDEICE Y. REBIL—FT1 > J
EEERXA U EERT DHEEEAIRMLE T, VRFIZ. CNF TRERNR—I v 3 VOMERS L.

tHVF )=y b= DFy b7 —0 b ROYV—DARMEABIELEFT., VRFIIVILFTFU¥—
MEEAIRM T Z2DICHERINE T, &2 ZOBE. 87 FY MIRBEEDIV—F4 v I5—7T
IWhHY, BRE2TI7IAIWVKNT—NI A HPBETT,

7OvRE,. VITY MEVRFTFNAARICNA Y RTEET, MM Y RISV Sy MEBRD/T Y b
&, VRF 1A RICEERM TSN —FT 1 VI TF—TIAFRLEY., VRF DEER#EES LT,
CNIFOSIETINLA Y —3ULICOAREEEZ DD, LLDPARED L2V —ILIIFEAZITEHE
ho THIZEY, RYUY—R=ADIN—T 4 VIREDBLEDESWVIPIL—ILD, BEDIZT1 v
J%ERET D VRF TNA RI—ILEYEHBXRINET,

13.3.1.1. Telecommunications Operator ICDWTD Pod DAV ¥ Y —x vy kT —9 DA

BEDI—RT—RATIE, ECNFARALT7 RLRAEEAHETI2ERHMDERZ XY NT—JICERES
NZAEELIHYET, DA VI )=y NT—=01F, V5RI—DAA Ry NT—2
CIDR &ERE T DAEEMNHY T, CNIVRF 7S JM4 v EFERTZE, *y bT7—21#EEIE. AL IP
PRLREFERALTERZI— YDA VISARNS IV Fr—IlERTE, EROERLZBERODE
INREEMIFLE T, IP 7 KL RI& OpenShift Container Platform M IP AR—R EEHE L T,
CNIVRF 75474 vid, CNF TRELNR—IvoavOREERS L. EAVYY)—Xvy NT—0D
Zy hD—4  ROD—DEHEREEDET,

13.4.%ILFxy NT—0R) O—DERE

PSR —EEBEIF. BMOXRY NT—IDRY NIT—IR) Y —BBETETET,

= -1o)

macvlan DBIIRY RT—I DAL T, YILFRY NI—UR)—%EET S

ENTEET, ipvlan WEDHMDEBMD R Y NT—0 8514 TEHR—FIhTWEE
/‘JO

BALTILFRY NT—=ORN O —ERYy RT—=0 R —DEWN

MultiNetworkPolicy API (%, NetworkPolicy API ZZEE L TWETH, WK DOHDEZEREWVLHY X
EE

o LUITDHEIE. MultiNetworkPolicy APl =T 2 MRENHY T,

apiVersion: k8s.cni.cncf.io/vibetal
kind: MultiNetworkPolicy

o CLIZERLTTILFRY NT—0 R >—EREET 35 EIE. multi-networkpolicy ) vV — 2
ZEFERATZ2RENHY T, /=& A, oc get multi-networkpolicy <name> O < >~ K% {§
ALTIYILFRYNI—OR)S—FATV ) NEaRRTEEXEY, TIT. <name> I ILF
2y RT—=OR)—DERNIRY ET,

® macvlanBIIXY hT—JZEHRT DY NV —VERERDRAMCTY /T—YaVEEET
LMENDHYET,
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apiVersion: k8s.cni.cncf.io/vibetal
kind: MultiNetworkPolicy
metadata:
annotations:
k8s.v1.cni.cncf.io/policy-for: <network_name>

ZZT UTFOLDICRY T,
<network_name>
Xy NI— U EGEEHEDRAIZEELET,
1342. VA9 —DTILFRy NT—0R)—DEME

VSR —BEBEE, VFRI—TIIWVFRYNTI—ORYS—DYR— M EBMITEZIENTEE
-a—o

[} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin #RZFODI—H—& LTI ZR4—ICOTM1 VT 3,
FIR
1. IR @ YAML T multinetwork-enable-patch.yaml 7 7 1 L& {ER L £ 7,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
useMultiNetworkPolicy: true

2. %MFRYNT—=ORYS—ZBMITELIICISIRI—ERELFT,

$ oc patch network.operator.openshift.io cluster --type=merge --patch-file=multinetwork-
enable-patch.yaml

H A B

I network.operator.openshift.io/cluster patched

1343. VI FRry hT7—0R)>—DER

VSR —EFEEIF, YILFRY NT—IR) I —%FH, RE R, BLVHIRTZIENTEE
-a—o

13.4.3.1. AR &4
o VSR —DVIVFRY NIT—=IR)—HR—KEBHMLTWS,

13.432.WIWF XYy b 72— R >—DYERR
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JRIWVFRY RT—0RYS—%ERKL. 75 A4 —D namespace IZFFRI I N5 Ingress X 7z ld egress

FYRNT—O NS T4 vV %ERT BFMRIN—ILEERTDIENTEET,

AR

e U524 —%, NetworkPolicy 7 7YV haHR—b 20525 —3v bhT—0 77O/

& —%FET % (ffl: OVN-Kubernetes *v k7 —%2 Z70O/N1 ¥ —, F7I& mode:
NetworkPolicy A& X 17 OpenShift SDN v k7 —2 FONA ¥ =), ZDE— Ni&

OpenShiftSDN D7 7 # JL N TY,

e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

e cluster-admin #ER#HF D1 —H—& L TU/ R4 —IlOJ14 > L TWBZ &,

o TIFRYMNI—UR)I—PEAINS namespace TEELTWB I &,

¥
L RYSY—I—ILEFERLET,
a. <policy_names.yaml 7 7 1 L &ERK L £ 7,

I $ touch <policy_name>.yaml
ZZTE UTFOESICRY FT,

<policy_name>
TIWFRYMNT—OR)S—DT7 74 IVEZEBELET,

b. EEL7ZENY DT 7A4IILT, UTFOBPIDE IR ILFRy hT—IR)—%EFHELZE

EE
4 RTD namespace DI RTD Pod i 5 ingress EIFEL X T,

apiVersion: k8s.cni.cncf.io/vibetal
kind: MultiNetworkPolicy
metadata:

name: deny-by-default

annotations:

k8s.v1.cni.cncf.io/policy-for: <network_name>

spec:

podSelector:

ingress: []

ZZTl UTFO&LDICRY T,
<network_name>
XY M=V EREREDERIZIEELX T,

A U namespace M9 RT®D Pod n 5 ingress Z5FaI L X 9,

apiVersion: k8s.cni.cncf.io/vibetal
kind: MultiNetworkPolicy
metadata:
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name: allow-same-namespace
annotations:
k8s.v1.cni.cncf.io/policy-for: <network_name>
spec:
podSelector:
ingress:
- from:
- podSelector: {}

2T, LFD LD IChY £,

<network_name>
XY M=V EREEDERIZIEELX T,

2. IVFRY NT—=OR)S—=FTI2 I baffd 5101k, UTFOIAYY FEZAADLET,
I $ oc apply -f <policy_name>.yaml -n <namespace>
ZIT UTDLYICRY XY,

<policy_name>
RIVFRY RT—ORYS—DI7 74 ILEEIBELET,
<hamespace>

FFoav: ATy MHBRED namespace LA D namespace ICEZEINTWBRIHEIE
namespace A3 EE L £,

HAf

I multinetworkpolicy.k8s.cni.cncf.io/default-deny created

13.433.WIF XYy NT—URY>—DiRE

namespace DY IF Ry RT—U R —%RETETET,

=55

o U524 —I%. NetworkPolicy # 7Yz NaHR— N N$ 20525 —%v NT—o 70O
& —%FET % (ffl: OVN-Kubernetes *v k7 —%2 Z70O/N4 ¥ —, F7I& mode:
NetworkPolicy A& X 17 OpenShift SDN xv k7 —2 FONA ¥ =), ZDE— Ni&
OpenShiftSDN O 7 # JL N T,

e OpenShift CLI (oc) 54 Y Z h—LINT W3,

e cluster-admin #ERZFDODI—HF - LTI/ ZRH4—ICOT4 VL TVWB I &,

o TIFRY NI—URY)I—HHFEET S namespace TIEEL TW 3,

FIR

1. # 7Y 3 V:namespace DYILNF XY NT—I RO —F TV MEa—BRRTBHITIE. U
Toax>v KEAHALET,

I $ oc get multi-networkpolicy
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2T, LTFD LD IRy £,

<hamespace>

AT av: ATy MHBRED namespace BAA D namespace ICEZINTWBIBEIE
namespace A3 EE L £,

2. VILFRY ND—=OR)O—F Tz M EiRELZET,

o VIFRYKNTI—VRIS—DEHRET7AINIRELZBEIF. 7714 ERELTY
BEREZREAMATHS, LTFOATYY REAALET,

I $ oc apply -n <namespace> -f <policy_file>.yaml
ZZTE UTFO&ESICRY FT,

<hamespace>

FFav: ATV MHBRED namespace LLA D namespace ICEZEINTW S5
Al namespace #1EE L £ 7,

<policy_file>
XY NT—OR)O—%EUT7MIDERIZEELEF T,

o TAFRYNTI—HRYL—FTIIY NEBEEHTIUENHHEE. LTFOITY
REANTEET,

I $ oc edit multi-networkpolicy <policy_name> -n <namespace>
ZZTE, UTFOESICRY FT,

<policy_name>
Xy MNI—ORY—DEFEBELET.
<namespace>

T av: ATy MHIBIED namespace LA D namespace ICEZIN TS5
#l& namespace I BEL XY,

3 VIVFRYNTI—OR)D—FATO2 ) MHBEFHRINTWEIEEERALET,
I $ oc describe multi-networkpolicy <policy_name> -n <namespace>
ZZTE UTFOESICRY FT,

<policy_name>
CILFRY NT—ORY S —DERIEEELET,
<hamespace>

AT av: ATy MHIRED namespace BAA D namespace ICEZINTWBRIHBEIE
namespace A3 EE L £,

13.43.4.7IWFXxYy hT—OR)>—DFERR

namespace DY I F Ry RT—U R —%RETETET,
AR
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e OpenShift CLI (0c) 1’1 Y 2 h—ILI T W3,
e cluster-admin #ER#F D1 —H—& LTI ZR4—IlOJ14 > LTWB T &,

o TIFRY MNI—URY)I—HHFEET S namespace THEEL TW 3,

¥
® namespace DY ILF Ry RT—I RO —%—BRRLZET,

0 namespace TEZEINLIILFRY NT—IR) O —F TV MNaRRTBITIE. UTF
DAY REETLET,

I $ oc get multi-networkpolicy

o FFVIaVHEDIINFRY NI—UR)—HRETSICIE. UTOAYY KEAAL
i’a—o

I $ oc describe multi-networkpolicy <policy _name> -n <namespace>
ZZTE UTFOESICRY FT,

<policy_name>
BRETZVILFRY T —OR) S —DEFZEELE T,
<namespace>

T av:F Ty MHIRIED namespace LA D namespace ICEZIN TS5
A& namespace I BEL XY,

13.435.WIFxy NT7—2U R >—DHIKR

namespace DI F Ry KT—U R —%ZHIRTETEY,

=50

e V524 —I%, NetworkPolicy 7 7Yz V haHR—b 20525 —3v hT—0 7O/
& —%FET % (ffl: OVN-Kubernetes *v k7 —%2 Z70O/N4 ¥ —, F7I& mode:
NetworkPolicy A& X 117 OpenShift SDN v k7 —2 FONA ¥ =), ZDE— Ni&
OpenShiftSDN O 7 # JL N T,

e OpenShift CLI (oc) 54 Y Z h—ILINT W3,

e cluster-admin #ERZFODI—HF - LTI/ ZRH4—ICO74 VL TVWB I &,

o TIFRY MNI—URY)I—HHFEET S namespace TIEEL TW 3,

FIg
o YIFRYMNI—VRYS—FTIx) M2BIRTZICIE, UTFOIAYY RZAALET,
I $ oc delete multi-networkpolicy <policy _name> -n <namespace>
ZITIE UTFDO&EDICRYET,

<policy_name>
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CILFRY NT—ORY S —DERIEZEELET,
<namespace>

FFav:ATT ) MHBRED namespace LA D namespace ICEZEINTWSIHEIE
namespace Z3EE L £,

HAf

I multinetworkpolicy.k8s.cni.cncf.io/default-deny deleted

13.4.4. BEE IR
o XY KRT—URYI—IZDWVT
o BHIXYKNT—IZDWT

® macvlan XY KT —VU DHRE

13.5.POD DEMDRY kT —I~DEIY HT

PSR —2—H—& LT, Pod ZEBIMDRY hT—=JICEIYHTEHIENTEXT,

13.5.1. Pod MEMR Y kT —F ~DEMN

Pod #BIMD Xy KT —2IBIMTEZE T, Podld, T72I KRy NT—ITREDY SRV —FEE
DERYNT—I NS T4y I EBENICEELET,

Pod MEK I N3 &, BIMDRY hT—I0EYYTENET, /5L, Pod BT TICFEIET 356
I, BIMORY h7—0%ZHICEYYHTBRIEEFTEEHA,

Pod AYEMN%R Y k7 —%2 &£E L namespace IZH B Z &,

AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e JSRA—IICOATA VT D,

FIR

L 7/7—23av%Pod 472y MIEMLET., UTOT7/T—YarvBXownwgshhroH
ZEATEEY,

a. ARAIAXAXEFTITEBMRY NT7—J%BIYHTBICIE, UWTFTOERTTPZ/ T—>avE
EBINL 9, <network> %, Pod ICEAEITZEMEXY NT—VDERIICEIBAFET,

metadata:
annotations:

k8s.v1.cni.cncf.io/networks: <network>[,<network>,...] ﬂ

© “EHoEMFY bT—UREETBLE, £Xy bT—UEIVITRYYET, 1
VTOBIEANR—ZEARBNTL LIV, FLEMEY b7 — & 8REHEEL
723%8. Pod BEHEDRY NT—0 AV =T A R%EZDRY hT—JICEIYET
i’g—o
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b. AR TA XL TEMDRY hT—0%&EYHTBITIE, UWTFOERT7 /57— avkE
EBmLEd,

metadata:
annotations:
k8s.v1.cni.cncf.io/networks: |-
[
{

"name": "<network>", ﬂ
"namespace”: "<namespace>",
"default-route": ["<default-route>"] 6

}
]

Q NetworkAttachmentDefinition 7 7 24 MMl &> TESI N2 BMD R Y kT —24
DEBI=ZIEELE T,

9 NetworkAttachmentDefinition 7 7> = 7 N AEZE I 115 namespace Z18E L &
ER

g 47 3:192.168.171 B EDT I A ML— MDA —N—54 REEELET,

2. Pod ZEK 9 BICIE. LTIV REAALEY, <name> % Pod DEFIICE XA LT,

I $ oc create -f <name>.yam|

3. #4723y 7/5—3VhHPodCRICIFEET DI &E%MRT 5ICIE. <names> % Pod D%
BICEZHZA T, UTFTOaAY Y RKEAALET,

I $ oc get pod <name> -0 yaml
LLFDfITIE. example-pod Pod DYEMRY hT—2® netl ICEIY HTOHNTWET,

$ oc get pod example-pod -0 yaml
apiVersion: v1
kind: Pod
metadata:
annotations:
k8s.v1.cni.cncf.io/networks: macvlan-bridge
k8s.v1.cni.cncf.io/networks-status: |-
[{
"name": "openshift-sdn"”,
"interface": "eth0",
"ips": [
"10.128.2.14"
1,

"default": true,
"dns": {}
3
"name": "macvlan-bridge",
"interface": "net1",
"ips": [
"20.2.2.100"
1,
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"mac": "22:2f:60:a5:18:00",
"dns": {}
1]
name: example-pod
namespace: default
spec:

status:

Q k8s.v1.cni.cncf.io/networks-status /X5 X —4 —|&, A7 Y b®D JSON EFITT,
BFATTOTU ME, PodICEIYHETOHLNZEINDRY NT—IDRAT—4 AT DWTERA
LEd, 7/ 57—>avDER7TL—yTHFAMNDEE L TREINE T,

13511 PodEBED7 KLRABLUIN—FT 1 v TF T avnigE
Pod Z8IMD %Y N7 —2ICEY B TBIHEE. BEDPod TZEDOXRY NI7—2ICET 20O 70O
NTF 4 —BEBETEIVENHDZBEDNHYET, ThICLY, W—FT 1V ID—EHALTETDZIENT
X, BHIP7RLRABEIPMACT RLAARIBETEE T, INEFRITTSHICIE. JSSONFERDT /
T—YavEFERATEEY,
Gl s

e Pod MENMFRY b7 —2 &R L namespace ICH B T &,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e JSRA—ICATAVTDBIE,

FI7

TFRULRABEW/FLRBN—TFT 4 TF T av%BET 2HIC Pod ZEBIMD R Y T —2I3EBINT %
IKiE. UTFOFIRZEITLET,

. Pod )Y —AEHEZRELFT, BEFEDOPod )Y —RERETZHEIF. ULTOOATY REE
TFLTT 74N MIT14 9 —TCEDEEERELFT T, <name> %, HEETD Pod!) V—AD
ZRICESH®AFT,

I $ oc edit pod <name>

2. Pod )YV —2XEZET. k8s.vi.cni.cncf.io/networks /X5 X —4% —7% Pod @ metadata ¥ v £~
JIBI L £ 9. k8s.vi.cni.cncf.io/networks (X, BIMD FONTF 4 —%$EET BT TR
<. NetworkAttachmentDefinition 1 X9 1))V —R (CR) &% 8R$ 24TV h—ED
JSON XFHEZIFANE T,

metadata:

annotations:
k8s.v1.cni.cncf.io/networks: '[<network>[,<network>,...]|' ﬂ

<network> %, UTDHICHBDELIICISONA TV MBS ZF T, —E3|HAF
MUHETT,

3. LTOHITIE, 7/ 57— 3> Tdefault-route /XS5 XA—49—%FAHALT, 774 MIL—F%E
BFoORxy MoO—2FYYHTAEIEELET,
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apiVersion: vi
kind: Pod
metadata:
name: example-pod
annotations:
k8s.v1.cni.cncf.io/networks: '
{
"name":
2
{
"name": "net2", ﬂ
"default-route": ["'192.0.2.1"] 9
y
spec:
containers:
- name: example-pod
command: ["/bin/bash", "-c", "sleep 2000000000000"]
image: centos/tools

netl"

Q name ¥ —Id. Pod ICEEM T 28MRY N7 —2 DELRITY,

Q default-route ¥ — . IL—FT 1 VT TF—TIIHDIL—F 4« VT T —TIL BB WIBEIC,
W—T AV ITEINBRNS T4 v IIFRINE - NI MEZEEELE T, EHD
default-route ¥ — % EET 3 &, Pod D70 F 4 T T<RKRYFET,

FIFIMDIL— KLY, BOIL—MNIHEBEINRTVWARERVWNS T4y IDNT— "I AICI—F 14V
JTINET,

BF

OpenShift Container Platform D7 7 #JL hDRY N =04 V5 —T 24 ZUHNDA >
B—TITARNDT T AIIDIL— M EBRETDE. PodBED IS T4 v IICDWVWTF
HMINBENS T4 v IDBDA VI —T A RATIL—FT 4 VI INZAREMENHY F

-a—o

Pod DIL—F 4 ¥ 7 70ONRT 4 —%RT2HBE. oc AV K& Pod AT ip IYY REETT B
OILFEATEET,

I $ oc exec -it <pod_name> -- ip route

pa 3

F 7. Pod D k8s.v1.cni.cncf.io/networks-status =& L T, JSONFERD—EDF
7Y 14 MNT default-route F—DEEEEZR L., T 74/ ML—MAEY BTSSR TW
EMRY NO—V5HRETBIENTEET,

Pod ICEHIIP 7 RLREF/IEMAC 7 RL ZRARET 2ICIE. JSSONBRDT /77— a v AFEHATE
F9, TNITIE, TOMEEZEICHFTTERY NT—V A ERTB2HENHY T, Ihidk. CNO
@ rawCNIConfig TIEETZE T,

L UTFOITY FZERITLTCNOCRZREL T,
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I $ oc edit networks.operator.openshift.io cluster

LUTF®D YAML (&, CNO DFRE/NFA—F —ICDWTEHALTWET,

Cluster Network Operator YAML D&%

name: <name> 0
namespace: <namespace> 9
rawCNIConfig: '{ €)

}l
type: Raw

ﬂ ERLTW2EMRYy N7—J&YULATORFIZIEEL T, ARIIEHIEE I T/ namespace AT
—BTHIMNEN’HYET,

Q 2y RT—UDEIY BTAEVENT % namespace ZIEEL £T, EEEELAVES. default D
namespace MMERAINE T,

g UTFDFYFL—RMIETLCNIFS54 VEREE JSONFERTIEELE T,

UTDOATT Y ME, macvlanCNI 554 VA FERALTEMUMAC 7P RLREIP 7 RLAEFERT
B1=DDEE/INTA—F—ICDWTHBALTWET,

HHUIPBLUTMACTZ RLRAEZFEHLZ macvlanCNI 7S5 4 Y JSONSBREA T 7 b

{

"cniVersion": "0.3.1",

"name": "<name>",

"plugins”: [{ 9
"type": "macvlan”,
"capabilities": { "ips": true }, 6
"master": "ethQ", ﬂ

"mode": "bridge",
"ipam": {
"type": "static"

}
b A
"capabilities": { "mac": true }, 6
"type": "tuning"
}]
}

ERY 2EBIMORY hT—78YETOHBIZIEEL FY., BEIFIEE S N7z namespace I T—
BECTHIUNENHYET,

CNI 7554 VREDRIEIKELE T, 12BOA TV Y ME, macvlan 5514 VEREEIR
FL. 220HDA TV I NEFa1a—=V I T7S554 VEEAIEELET,

CNIZSTA VDA LRTEMREEDTRN IP HEEEABNICT DOICERIEITINE LD IC
BELEY,

O ©® & o

macvlan 7S5 A4 UNMFERTBEA VY —T M RAE/ELET,
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© CNTSTAUOBBMACT KL ABBERNICT BLHKERNRTIND LS IHEELE
-a—o

LEDORY T —2FY HTIE, HEDPod ICEIYHTOLNBEHNIP7RLAEMACT KL %35
ETBF—EHII, SSONRDT7/FT—>a v TERBTEET,

DLTF%Z#EALTPod ZfmELZE T,
I $ oc edit pod <name>

HBHIPBLTMACTZ KL RAEFEHLZ macvlanCNI 7S5 4 Y JSONSBREA T/ b

apiVersion: vi
kind: Pod
metadata:
name: example-pod
annotations:
k8s.v1.cni.cncf.io/networks: '[

{

"name": "<name>",

llipSll: [ ll192-0-2.205/24" ], 9

"mac": "CA:FE:CO:FF:EE:00" €)
}

]l
ﬂ £52®D rawCNIConfig ZEM T BFRIC, FBEIN D LD IC <name> ZFEAL XY,
@ VXY IRRIEECIPTRLRERELET.

g MAC7 RLZAEELZET,

R

BHUIP7RLRABLUOMACTZ RLRAEZRERIERATSZEIEXTEEFEA, NS IE
AICERTZEE,. —BICERTR2EHTEET,

BMDORY NT—0%FDPodDIP 7 RLREMAC 7O/RF 1 —%MREET 5I1CIE, oc AV Y K%&fE
FALTPodATipaAY Y REEFTLET,

I $ oc exec -it <pod_name> -- ip a
13.6. BI0% Y kT —2H 5D POD DHIR
VSR —21—H—ELT. BMORY hT—UD5 Pod ZHIFRTEE Y,

13.6.1.BIN%RY N7 —2UH 5D Pod DHIR
Pod #HId 5713 T, BIMOXRY hT—9 D5 Pod 2HIBRTEZET,

AR
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o EMDOXY NT7T—Uh PodIlEIYYKTHNTWS,
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
e JSRA—ICOATA VT D,
FIa
o Pod ZHIRd BICIE. UTDOAYY REAALET,

I $ oc delete pod <name> -n <namespace>

o <names & Pod DEZRITT,

o <namespace> & Pod "& £M % namespace TY,

13.7.Bi0x%xy O —U DiRE

VSR —BEEEZ BEOEBMNRY NT—VDREECEETHIENTEET,

13.7.1L8M%Yy hT7—JE|Y Y TERZDER

V525 —EEEE, BFOEMRY NT—JICEBZMASBIENTEET, BIRY hT—JICE]
YETONBEEFED Pod FEHRINEEA,

=S5
o UVSRY—RICEMDRY 7=V %BELTWS,
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
e cluster-admin #RZF2>1—H¥ - L TATIVTBHI &,

FIF
VSR —DEMrY N7 =0 ERET BICIE. UTOFIEERITLET.

L UTFDARY REETL, 774 MDTFRAMI T 144 —T Cluster Network Operator
(CNO)CR =#m&E L £ 9,

I $ oc edit networks.operator.openshift.io cluster

2. additionalNetworks O L 22 3> T, MRy NT—VA2ZERNETCEHLZET,

3. BEAEREL. TFAMNITFA4Y—%5KRTLT, ZEEZIIVAMLET,

4. 73 LLTFTOaY Y R&EEFTL T, CNO H»* NetworkAttachmentDefinition 7 7> = 7 k
HEEFLTWABIEAERALET, <network-name> 2R RTBEMRY NT—VDEZRIICE
X# 2 £9., CNO »' NetworkAttachmentDefinition 7 7 x4 A H#H L TEERNA N R IL
INDETIGEENEUCDEBEEEDDHY £9,

I $ oc get network-attachment-definitions <network-name> -o yaml

FzEZIE, UTOoaryyY—ILOHEAIE netl & WD ZETD NetworkAttachmentDefinition 4 7'
) hERRLET,
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$ oc get network-attachment-definitions net1 -o go-template="{{printf "%s\n" .spec.config}}'
{ "cniVersion": "0.3.1", "type": "macvlan”,

"master": "ensb",

"mode": "bridge",

"ipam": {"type":"static","routes":[{"dst":"0.0.0.0/0","gw":"10.128.2.1"}],"addresses":
[{"address":"10.128.2.100/23","gateway":"10.128.2.1"}],"dns":{"nameservers":
["172.30.0.10"],"domain":"us-west-2.compute.internal”,"search":["us-west-
2.compute.internal"}} }

13.8. BI* v b7 —7 DHIFR

VSR —BEEE, BMOFRY hT7—J&YHTZRIRTELT,

13.8.1L.E8MR Y k7 —2F Y ¥ TERDHIR

95 A9 —EEBEIZ, BIM®RY kT —7% % OpenShift Container Platform 7 S A4 —H GBI TE &
T, BMRY b7—71F EYHTHNATWS Pod hSHIBRINEE A

AIRE 4
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
o cluster-admin R =fFo>a1—H—& L TCOJ/1 952 &,

FIE
VSR =HDHEBM*Y b7 =V %HIBRT 2ICIE. UTOFRERTLET.

L UTFDARY REERTLT, 774 MDTFRX NI T 14 —T Cluster Network Operator
(CNO) & FE L £ 7,

I $ oc edit networks.operator.openshift.io cluster

2. BIRLTWB xRy k7 —2EY Y TEZERD additionalNetworks I L 7> 3 U H HEREEHIRR
L. CRZZELZT,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
additionalNetworks: [] @)

Q additionalNetworks L 7> 3 v DBIMRY hT—2EY L TOADBRETYEV V%
IR 2BES. ZOAL YL avAaEIEETI2NENHY XTI,

3 EEEREL, TFAMITA4H—%ZRTLT, EEZAIY MLET,

4. 73V PUFOaT Y REEITLT, BMRY h7—2 CRAVHIBRINTWS I & %ML
ij—o

I $ oc get network-attachment-definition --all-namespaces
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139.VRFADtEAVHF )=y NT—IDE|Y YT

BF

CNIVRF 7S 474 i35 /09— L E1—#igEE LTOATHAWEZETET, T
7/0Y—7LE1—#EEld Red Hat DEBBRIETOY —EZALRILT I =XV b
(SLA) TlEHR— M I TWARWE®H, RedHat TIXEHRBBRETOFERAEZHREL TV
FtA. RedHat IEBRBRIECINOZFAT LI 2 HELTWERA, 77/0
V=Tl Ea—DiEEIL. RFOEMEEEZ VSR CIREL T, AREETHEEDT R
REfTWI 41— RNy O AERHBELTWEESZEZBHHNELTWEY,

RedHat D7V / AY—7L E1—#EED Y R— MEEIC D W TDFHM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8R L T £X
(A

1391LVRFADEAVSF) =2y hT—2DEY HT

9S24 —EEEIE., CNIVRF S5 4 Vv AFERALT, VRF RAXA VOBIMDRY NT—V BRET
XET, TOTSTAVICELYIERINZRERY N7 =213, IEET2YEA VI —T7 4 AICEE
Fironzxd,

pa 3!

VRF BT 27 N 5—2avaBEDT NS RIINA VY RTB2REFHY T, —
paERAAEE LT, Y4y M SO _BINDTODEVICE # 7Y a v A FHATE X

3, SO BINDTODEVICE (&, JBINZMA VY —T 1A RAEGTEEINTWVWET/NS R
iKYy N&ERA4 Y RLET (fl: eth1), SO_BINDTODEVICE % FH3 % ICi&. 771
r—3 3 VIZ CAP_NET_RAW HEENHZNENDHY £,

13.9.1.1.CNIVRF 7S 4 V& FERLZBMORY h7—2E8Y ¥ TOVER

Cluster Network Operator (CNO) (F: 8% Y 7 —VDEZXEZBELE T, EXT DEMRY hT—72
%IBET 535A. CNO I& NetworkAttachmentDefinition 1 X ¥ Y ¥V — 2 (CR) % BEIMICHER L £
ER

R

Cluster Network Operator &2 9 % NetworkAttachmentDefinition CR (375 L 4Ly
TLEIW, ThEETTZE. BMRY NT—0DRYy NT—9 8NZ 74 v 0 HFlf
TEHARMENHY XT,

CNIVRF 7S 74 Vv TEBMOXY N7 —2EYYTAEERT ZICIE. LTOFIEEAETLET,

(1} =355
® OpenShift Container Platform CLI (oc) &4 Y A b—JL L & 9§,

® cluster-admin #ERZFDI1—H—& LT OpenShift 7 5 X4 —icOs4 v LE T,

FIR
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L UAFTOHY Y FILCRDEL SIS, BMDRY hT—0F|Y HZTHOD Network AR Y LY Y —2R
(CR) #/Em L. BN+ v k7 —% ®d rawCNIConfig 52 E%##EA L £¥, YAML % additional-
network-attachment.yaml 7 7 1 L& LTREL X T,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:

name: cluster

spec:

additionalNetworks:

- name: test-network-1
namespace: additional-network-1
type: Raw
rawCNIConfig: '{

"cniVersion": "0.3.1",
"name": "macvlan-vrf",
"plugins™: [ ﬂ
{
"type": "macvlan”, 9
"master": "eth1",
"ipam™: {
"type": "static",
"addresses": [

{
"address": "191.168.1.23/24"

}
b
{
"type": "vrf",
"vrfname": "example-vrf-name", 9
"table": 1001 ﬂ

1]
X

plugins II—ETHZ2RENHY T, —EORKRVDIEBIE., VRF XY hT—0JDR—2
ERBEAVY) XYy ND—VTHBIZREIHYET, —ED2DBDIEHIK. VRF 7
S04 VERETTY,

type (Z vrf ICBRET 2WENDHY T,

vrfname (3. 1 V9 —TJ x4 ADEY KB THNAVRF DEZEITT, b Pod ICFEEL
BWGEEITFERINE T,

7 av, table i3I —F 14V F—TIIDTY, T74J)LNT, tableid /35 X —
Y—DNMFEREINFET, TN EINTULAWES., CNIHZZEDIL—F 1 TF—TILID
= VRFICEIY Y TET,

O 0 0o

pzo-1o)
i VRF I&. Y)Y —Z b netdevice ¥ 1 7DIFEICDOIHIEFICHEEL 9,

2. Network ')V —R & {ER L E T,
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I $ oc create -f additional-network-attachment.yaml

3. LTFDOv Y R&EZEFTL T, CNO »* NetworkAttachmentDefinition CR Z{Ef L TW 5 Z &
R L X9, <namespace> &, v M7 —7EY HTORERICIEE L 7= namespace ICE
X#: 2 ¥4 (#: additional-network-1),

I $ oc get network-attachment-definitions -n <namespace>

H oAl
NAME AGE
additional-network-1 14m

P
CNO M CRZFY 2 X TICBIEAE CBHREMLHY T,

BIND VRF 2y N7 —J8Y Y THIEETH S & DS

VRFCNIAELLKEREIN, BMORY NT—2ZYLUTHEREINTWSE I EZHRT 5ICIE. AT
=ERITLET,

. VRFCNI AT 2y NT—0 %K LZET,
2. XY NT—0 % Pod ICEIY H¥TET,

3. Pod D%y N7 —2ZIYHTHAVRF DEIMRY NT7—JICEKGINTWEZE5ERELET,
Pod ICYE— bz )ILEFETL, UTFRaAY Y REERITLET,

I $ ip vrf show

H oAl
Name Table
red 10

4 VRFA V=T A AP EAV I ) —A VI —TITA ADIYAY—THDIE%MELET,
I $ ip link
Hoh B

5: net1: <cBROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue master red
state UP mode
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BUABEN—RDIT7RY NT—7
14.1. SINGLE ROOT I/O VIRTUALIZATION (SR-IOV) N\— Rz 7 R v k

7—J1CDWT

Single Root I/O Virtualization (SR-IOV) ft#ki&, B—F /N4 R ZHEHD Pod THETE % PClI 7/84 R
Y HTHA TDOIZETT,

SR-IOV AEAT B &, EWUEFy FT—0FA R (FR b/ — K THIERME (PF) & L TR N
%) D Virtual Function (VF) ICEV A Y MET B2 ENTEET, VFIFORY T —0F /34

2 EARICERAINE T, TNARADSR-IOV XY NT—OFNAZARSAN—F, VFAIVFF+—
TRARAINZHEEHRILE T,

e netdevice KA /N\— OV FF—D netns ADBEDH—RILRY KT—0F /N4 X

o viio-pci RKSAN—OAVFF—IIII VY INBF+SI9—FTNA1 R
SR-IOV &y N7 =0 F /A4 Rl&, X7 X4 )LF7IF Red Hat Open Stack Platform (RHOSP) 1 > 7 5
EIZA4 V2 b—=JLE N7z OpenShift Container Platform 7 S A4 —ICxy N7 —2 &BIL T, &%
FLIIBEEE BRI IVDEOHDZ 7Y Sr—>a VIFERATEET,

ROATY REFEALT, /—RNTSR-IOVZBMICTEET,

I $ oc label node <node_name> feature.node.kubernetes.io/network-sriov.capable="true"

1411.SR-IOV XY D= FNA R %=EEBF a2V R—V K

SR-IOV Network Operator (& SR-IOV R ¥ v/ DAVER—% > b EEHR L. BELFET, LUTOHEE
EITLET,

® SR-IOVRY hT—=U TN ADBREBE L VCEEDF -7 A ML —2 3y

® SR-IOV Container Network Interface (CNI) @ NetworkAttachmentDefinition 1 X % L) ¥ —
ADEE

® SRIOVRY NI—IFNART STV DHREDIEMRS & OFH

e /— REH®D SriovNetworkNodeState 1 X % L 1)V — 2 DYERK

e % SriovNetworkNodeState 1 2 4 L»!) Y — X D spec.interfaces 7 1 —JL KR DEHT
Operator (A TOAVR—RY hETOEY 3=V LET,

SR-IOV *Yy N7 —IURET—EV
SR-IOV Network Operator DEEIFICT—Hh—/ —RICF A4 IhBTF—EVvEYy b, T—FV
&, V5 RY—TSR-IOV XY NT—UFN\A R%HHL., FHELLZET,

SR-IOV & v k7—% Operator Webhook

Operator HAY L)Y —REMRFEL. REBET 1 —IL NITEIRT 7 4L MEERET 2EINZ
¥ hO—7— Webhook,
SR-10V Network Resources Injector

SR-IOVVF R EDARILZRZY NT—0 )Y —ZADERS L VOHIFRD H 5 Kubernetes Pod {L#®D
Ny FHaERT-ODMEAIRHTT 28I hO—F— Webhook, SR-IOV Xy kT —%
DYy —24 x99 —E, Pod RORAOIA VT F—DHIC resource 7 1 —J)L K& BEFMICE
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mLErY,
SR-IOVRXY NI—IFNRARTZT4 >

SR-IOV & v k7 —7% Virtual Function (VF) ) YV — X D#RH., AR, BIYHTERTITETNIRTS
STAYVe TINARTSTAVIE, EYUDITYMEBTNA ATOFRINALY) Y —XDFEREFMIC
I B7HIC Kubernetes TERAINE T, T/N1 R TS5 4 ~Id Kubernetes A ¥ a2a—5—ICY)
Y—2DRHEEERBITED. RTV1—F—F) YA+ DICH B/ — KT Pod %Y
Ja1—-I)ITEET,

SR-IOVCNI 7S5 14 >~

SR-IOV XY NT—=I9FNARTSTA VUM BEIYYETOENDVFA VY —T 14 A% EHE Pod IC
YK TBCNITSTM4 >,

SR-IOV InfiniBand CNI 7S5 41 >

SR-IOV Y RT—0FNRARTFS T4 U BEIYH TSNS InfiniBand (IB)VF A ¥ —7 x4 R
HEEPodICEIYHTBCNI TS 71,

ya 13!
SR-IOV Network Resources Injector & & U SR-IOV Network Operator Webhook &, 7

74 b TEMICI N, default ® SriovOperatorConfig CR % #R5%E L TEMICTE F
ER

BINLYR— ENZ TSy b T4 —A
SR-IOV Network Operator (&, ATFD TSy M7 —AICRIGELTWE T,
o N7 A%

® Red Hat OpenStack Platform (RHOSP)

1411.2. Y R— b XBF/1 X

UFDOxy b7—04 V89 —7 x4 A3 bO—35—I&, OpenShift Container Platform THHR— b X
nTWwWEY,

KAV R— I RRORY NT—V 49 —T (A RAY hA—F—

T4 XD
Intel X710 8086 1572
Intel XL710 8086 1583
Intel XXV710 8086 158b
Intel E810-CQDA2 8086 1592
Intel E810-2CQDA?2 8086 1592
Intel E810-XXVDA2 8086 159b
Intel E810-XXVDA4 8086 1593
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Mellanox MT27700 Family [ConnectX-4] 15b3 1013
Mellanox MT27710 Family [ConnectX-4 Lx] 15b3 1015
Mellanox MT27800 Family [ConnectX-5] 15b3 1017
Mellanox MT28880 Family [ConnectX-5 Ex] 15b3 1019
Mellanox MT28908 Family [ConnectX-6] 15b3 101b
v D

PR=—KRINTWVWEH—RDHEHY A MBS LCFBEARERE#RMEDH 5 OpenShift
Container Platform /8—< 3 Y IZDW T, Openshift Single Root I/O Virtualization
(SR-IOV) and PTP hardware networks Support Matrix &8 L T 72X Ly,

14.11.3.SR-IOV X v k7 —9 F/34 RO A& H

SR-lIOV Network Operator (&, 2 5 A9 —T7—H—/—RKLEDSR-IOV IRy NT—0F/N{ X%
MZ}ELE 9, Operator &, BE#MEDH S SR-IOV XY KT —0FN\A R 5RHT 28 7—H—/—K
® SriovNetworkNodeState 1R ¥ &)V — R (CR) =/E L. BFHL X7,

CRICIEFZ—H—/—RERLCERDEY B TS5NZET, status.interfaces —&El&, /—RKEDxRv b
D—IFINA RIICDVWTDERAIBHEL X,

BF

SriovNetworkNodeState # 72 = 7 MIZEE LARWTL 72XV, Operator ldZh 5D
)Y —2%=B8MICEKRL. BELET,

14.1.1.3.1. SriovNetworkNodeState 7 7 = & D Hi

LUF® YAML (Z, SR-IOV Network Operator IC & o THER X 11 % SriovNetworkNodeState + 7 = &
hDFITT,

SriovNetworkNodeState # 7 ¥ b

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodeState
metadata:
name: node-25 ﬂ
namespace: openshift-sriov-network-operator
ownerReferences:
- apiVersion: sriovnetwork.openshift.io/v1
blockOwnerDeletion: true
controller: true
kind: SriovNetworkNodePolicy
name: default
spec:
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dpConfigVersion: "39824"
status:

interfaces: 9

- devicelD: "1017"
driver: mix5_core
mtu: 1500
name: ens785f0
pciAddress: "0000:18:00.0"
totalvfs: 8
vendor: 15b3

devicelD: "1017"
driver: mIx5_core
mtu: 1500
name: ens785f1
pciAddress: "0000:18:00.1"
totalvfs: 8
vendor: 15b3
devicelD: 158b
driver: i40e
mtu: 1500
name: ens817f0
pciAddress: 0000:81:00.0
totalvfs: 64
vendor: "8086"
devicelD: 158b
driver: i40e
mtu: 1500
name: ens817f1
pciAddress: 0000:81:00.1
totalvfs: 64
vendor: "8086"
devicelD: 158b
driver: i40e
mtu: 1500
name: ens803f0
pciAddress: 0000:86:00.0
totalvfs: 64
vendor: "8086"
syncStatus: Succeeded

Q name 7 1 —J)L ROEIET7—H—/ — ROLRFIERAL T,

interfaces 2% VHITI&, 7—H—/— KLE®D Operator ICL > THRHINDZ T ARTOD SR-IOV T
NAZAD—ENEENZET,

14.1.1.4. Pod T® Virtual Function (VF) O A

SR-IOV VF A*EIY 1T 5 TW 3 Pod T. Remote Direct Memory Access (RDMA) 7z (& Data Plane
DevelopmentKit (DPDK) 7 7Y s —> 3 vV AR{ITTCEE T,

LLFDFITlE, RDMA £— KT Virtual Function (VF) 2B 3% Pod # RLTWE T,

RDMA E— K% {89 % Pod
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apiVersion: vi
kind: Pod
metadata:
name: rdma-app
annotations:
k8s.v1.cni.cncf.io/networks: sriov-rdma-minx
spec:
containers:
- name: testpmd
image: <RDMA_image>
imagePullPolicy: IfNotPresent
securityContext:
runAsUser: 0
capabilities:
add: ['IPC_LOCK","SYS_RESOURCE","NET_RAW"]
command: ["sleep”, "infinity"]

UTDf)E. DPDKE—R®DVF D#H% Pod 2z’ "L TWET,

DPDK E— K& {9 % Pod {11k

apiVersion: v1i
kind: Pod
metadata:
name: dpdk-app
annotations:
k8s.v1.cni.cncf.io/networks: sriov-dpdk-net
spec:
containers:
- name: testpmd
image: <DPDK_image>
securityContext:
runAsUser: 0
capabilities:
add: ['IPC_LOCK","SYS_RESOURCE","NET_RAW"]
volumeMounts:
- mountPath: /dev/hugepages
name: hugepage
resources:
limits:
memory: "1Gi"
cpu: "2"
hugepages-1Gi: "4Gi"
requests:
memory: "1Gi"
cpu: "2"
hugepages-1Gi: "4Gi"
command: ["sleep”, "infinity"]
volumes:
- name: hugepage
emptyDir:
medium: HugePages

14115. AV FF—F7F IV 5r—>a V¢T3 DPDKS1 T35 —
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T arvs4 75— @ app-netutil I&, ZD Pod A TERITINZ AV TFH—H5 Pod ICDWVWTD
XY NIV EREINET 2ODEHRDAPI XY v RERBELET,

ZDZ4 73—k, DPDK (Data Plane Development Kit) €— K SR-IOV Virtual Function (VF) ® 1
VTT—ADHEEEZELET, TDTA4 T35 —IE GolangAPl & CAPI DB A AR LF T,

WIFRT3IDDAPI XYy RAERINTWET,

GetCPUiInfo()
ZOteEIk., AT F—THARREMRCPUZHBIL., —BZRLZFT,
GetHugepages()

C OB, £V T+ —D Pod At TEKRINS hugepage X E—DEAEHFIL., EERLE
-a—o

Getlnterfaces()

COEEIF, VT F—DAVY—T ARy MEHFIL, A VI—TTARIATEYM1 TE
BOT—YEHII—EBEZRERLET, RYEILIK, 1 V9—T A ADIATE A9 —T A
2ADFA TEEODT—IDE5FNFT,

SATZ)—DYVRI M) —ITIE. YT F—1 *— dpdk-app-centos %= EJL K§ B7bDH >
JU Dockerfile & FENE T, AVTFT—A A—TlE, Pod THDOBEZHUICE LT, 12fwd. 13wd 7
ix testpmd D DPDK %> FILT7 FY =2 3 VvOWTNDERITTEES, AVFFT—A A=

&, app-netutil 51 73 ) =%V FF—A A—YBEFIKETZHERELET, 1735 —%
NtAVYTF—ICHET 22 TEET, ntAVFFHF—RBIRELRT—952NEL, T—Y52BED
DPDK7—/-O—RIZET I ENTEET,

14.1.1.6. Downward APl ® Huge Page Y ¥V — XD A

Pod ft#kIC Huge Page @ ') V —RAZ R F 1 IFFIRNZF N S5HBE. Network Resources Injector (&
Downward APl 7 4 —JU K% Pod ft#RICEEIBIICEM L. Huge Page [BHA IV 7+ —ICIRHEL £
-a—o

Network Resources Injector &, podnetinfo & WD ZREIDRY) 1 —L%ZEML. Pod D&V TFT—H
IC /etc/podnetinfo IC¥ U > I EF T, R 21— LAlk Downward APl % {EF L. Huge Page DEX S
LUFRICOVWTDTI 7ML ZEEBIMLET, 77N ILDRERVILUTDELEYTY,

/etc/podnetinfo/hugepages_1G_request_<container-name>

/etc/podnetinfo/hugepages_1G_limit_<container-name>

/etc/podnetinfo/hugepages_2M_request_<container-name>

/etc/podnetinfo/hugepages_2M _limit_<container-name>
ERIO—ETIEEINTWS/NRIE, app-netutil 74 7Y —&E#BMELAHY FT, 774 KT,
>4 75" —I%. letc/podnetinfo 71 LV F)—D) YV —RERERRT DL DIEKEINZE T,
Downward API /XRIBE % FEITIEE T 2 BIRA 9§ 2154, app-netutil 51 73 —IZRIRD—ED /N
RICIMATUTONRRERRELET,

e /etc/podnetinfo/hugepages_request

e /etc/podnetinfo/hugepages_limit

e /etc/podnetinfo/hugepages_1G_request

e /etc/podnetinfo/hugepages_1G_limit
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e /etc/podnetinfo/hugepages_2M_request
e /etc/podnetinfo/hugepages_2M_limit

Network Resources Injector BMERR T E /32 EARKRIC, AIRO—EBED/IXRDKREICEA T3 v T
_<container-name> EE#H A2 (I35 &N TEET,

1412. RDRFTv T

® SR-I0V Network Operator D1 > A h—Jb

o 7 3 :SR-IOV Network Operator D& E

® SR-IOV Ry NT—9UF/INA ZDEE

® OpenShift Virtualization A 2355 RIEY > VD SR-IOV & v hT—20 7 /314 ZDETE

® SR-IOV Ry hT7—J&IYHTDEE

Pod @ SR-IOV MEMR Y kT — 7 ~DEN

14.2. SR-IOV NETWORK OPERATOR D1 X h—JL

Single Root I/O Virtualization (SR-IOV) * v k7 —% Operator 297 2 A% —ICA VXA h—JL L, SR-
IOVRY NT—=OFTNRARERY NT—VDEIY L TEZEEBTEET,

14.2.1. SR-IOV Network Operator 1 > X bk — )b

7524 —EEEIL. OpenShift Container Platform CLI £7 & Web 2> Y — L% L T SR-IOV
Network Operator =4 Y XA h—JLTEZX T,

14.2.1.1. CLI: SR-IOV Network Operator 1 > X b—JL

VSR —EBEIL, CLIZFHAL T Operator a4 VA M—JLTEZXT,

=S5

® SR-IOVICHIET BN—RIxT7%FE D/ —RKRTRTFPRAIIN—=RITTICA VA M=ILEN
TSR —,

e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin ¥R %=FED>2T7HU v b,

FIR

1. openshift-sriov-network-operator namespace Z{EfX 9 5 IClE. U TFOIAT Y RZAHDLZF
ER

$ cat << EOF| oc create -f -
apiVersion: v1
kind: Namespace
metadata:
name: openshift-sriov-network-operator
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annotations:
workload.openshift.io/allowed: management
EOF

2. OperatorGroup CR #{EfX 9 5 ICIE. UTFOaATY REERTLET,

$ cat << EOF| oc create -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: sriov-network-operators
namespace: openshift-sriov-network-operator
spec:
targetNamespaces:
- openshift-sriov-network-operator
EOF

3. SR-IOV Network Operator ICH 72954 7 LE T,

a. L TFDOY Y R%EZETTL T OpenShift Container Platform D XA Y v —B L UIT 1 F—/3—
VaveERBLET, chix, ROFIED channel DIEICHETT,

$ OC_VERSION=$(oc version -o yaml | grep openshiftVersion |\
grep -0 '[0-91*[.][0-9]1*" | head -1)

b. SR-IOV Network Operator M Subscription CR Z{Ef 9 5 ICi&. L TFDIAT Y RZAHDLZF
ER

$ cat << EOF| oc create -f -
apiVersion: operators.coreos.com/vialphat
kind: Subscription
metadata:
name: sriov-network-operator-subscription
namespace: openshift-sriov-network-operator
spec:
channel: "${OC_VERSION}"
name: sriov-network-operator
source: redhat-operators
sourceNamespace: openshift-marketplace
EOF

4. Operator " YA M —=)ILINTWB I EZMHERTBICIE. LTFTOAT Y REZABNLET,

$ oc get csv -n openshift-sriov-network-operator \
-0 custom-columns=Name:.metadata.name,Phase:.status.phase

DBl
Name Phase
sriov-network-operator.4.4.0-202006160135 Succeeded

14.2.1.2. Web O3> ¥ —JL: SR-IOV Network Operator 1 > X b —JL
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PSR —EEEIE, WebdV Y —I)LZfERAL T Operator 24 YA M—ILTEXT,

)z 6
, CLI %#f#F L T Operator J IV —T%ERT 2ELHY £,

Gl s
® SR-IOVICHINT BDN—RID T T75E D/ —RTRTFAIINN—=KRIZTICTA VA M=ILEN
=S58 —,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin ¥R %=&FED>T7HTU v b,

FIg
1. SR-IOV Network Operator @ namespace Z/Em L £,

a. OpenShift Container Platform Web O~ Y —JL T, Administration » Namespaces % 7
vy LET,

b. Create Namespacez /') v 7 LE 7,

c. Name 7 1 —JU RIZ openshift-sriov-network-operator # A1L. Create 27 ) v 7 L &
ER

2. SR-IOV Network Operator #4 Y 2 h—JLLE T,

a. OpenShift Container Platform Web 3>V — )L C. Operators - OperatorHub =7 ') v
L&,

b. FIFAAE%A Operator D—E A5 SR-IOV Network Operator %3&R L TH 5 Install % 2
vy LET,

c. Install Operator R—< M A specific namespace on the cluster® T~ . openshift-sriov-
network-operator &R L £ 7,

d. Install 22 1) v 7 LET,
3. SR-IOV Network Operator NEEEICA Y A P—ILINTWVWB & 2R LE T,
a. Operators — Installed Operators R—JICHEIL £,

b. Status #' InstallSucceeded DIKAE T, SR-IOV Network Operator ' openshift-sriov-
network-operator 7OY =V MNI—EBRRINTWR I &R LET,

Pz
4 YR N—JUBEIC, Operator I& Failed 27 —4% 22K $ AL H Y

F9, 41 VA M—=JLDEIC InstallSucceeded X v —I % H L TIEFEICE
TINZBEIE. Failled X v E—YBERTIZET,

Operator B’ Y A h—JLiEHE L TERRINBWGZEIL, IS TV a—FT142 7
ERITLET,
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® Operator Subscriptions & & U Install Plans ¥ 7T, Status D FTOXKF/IFTT—
DEEZWIEL T,

e Workloads —» Pods R—|[C#E) L. openshift-sriov-network-operator 7O = ¥ b+
TPod DOV ERERLE T,

14.22. RODRTv 7

o 7 3 :SR-IOV Network Operator D& E

14.3. SR-IOV NETWORK OPERATOR D% 7E

Single Root I/O Virtualization (SR-IOV) & v k7 —7% Operator i&, 7 5 A& —TSR-IOV &Y kT —
DTNARABLURY NT—DEYHTEEELET,

14.3.1. SR-IOV Network Operator D& E

BF

HWE. SR-IOV Network Operator REZZET DM BIFHY FHFA. T7 4 MEE
iE, FEAEDI—RT—ATHEINE T, Operator DF 7 4L NEIMEN I —R 7 —
2 EEMMENRWBEICOH, BETIRELEETIFIEERTLETS,

SR-I0V Network Operator |& SriovOperatorConfig.sriovnetwork.openshift.io
CustomResourceDefinition ') ¥V — X %Z3EIN L £9, Operator |&. openshift-sriov-network-operator
namespace I default &\ ZEID SriovOperatorConfig R4 A1) Y — X (CR) = BEIMIICIER L £
ER

pa 3

default CR ICIX, 2 5 A% —®d SR-IOV Network Operator s ENE F N F 9§, Operator
REELHETBICIE. COCRELEEITIZINELNHYET,

SriovOperatorConfig 4 72 = 7 M &, Operator Z:8E T 27HDEHD 7 1 —IL RERELE T,

e enablelnjector #{FA 942 &. 7OY Y MEEEIL Network Resources Injector 7 —E ~
Ty NEBMELBEMMITZIENATEET,

e enableOperatorWebhook %92 &, 7O0Y 9 MEEEIE Operator Admission
Controller webhook 7—E >ty NaBMEITBMICTHIENTEET,

e configDaemonNodeSelector #{FfHd 25 &, 7OV TV NEBHILEIRL K/ — K TSR-I0V
Network Config Daemon Z X7 ¥ 12—l TE XY,

14.3.1.1. Network Resources Injector ICDWT

Network Resources Injector & Kubernetes Dynamic Admission Controller 7 ) r—> 3> T9, Zh
&, AN OHEEZRHL T,

e SR-IOVYUY—RXRZ%SR-IOV Ry NT—JEIYETERY /T—2avIiE>TEMT 5
HD, Pod IR TD) VYV —RERB L VHIRDEE,
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o PodD7/T7—3av, N, BLWHuge Page DERB L VFHIRZ LNFHT 572HD
Downward API /RY) 2 — AT® Pod {ft#kDZEE, Pod TEITIN2IVTF—E. 2EIND
B3R IC /etc/podnetinfo /XA TT7 74 ILELTT IV ERATEET,

7 7 #JL h T, Network Resources Injector (& SR-IOV Network Operator IC& > TAMICI N, §RT
oA hO—LFL—Y /=K GBIAYRY—/—R)TT—EvEY P& LTEITINE T, UTE
320 A=V TL—>/—REFDI FRH—TE{TIN 3 Network Resources Injector Pod @
BT,

I $ oc get pods -n openshift-sriov-network-operator

HhH
NAME READY STATUS RESTARTS AGE
network-resources-injector-5¢z5p 1/1 Running 0 10m
network-resources-injector-dwqpx 1/1 Running 0 10m
network-resources-injector-lktz5 1/1 Running 0 10m

14.3.1.2. SR-IOV Network Operator Admission Controller Webhook IC DWW T

SR-10V Network Operator Admission Controller Webbook (& Kubernetes Dynamic Admission Controller
7)) lr—>3vTd, Ihid, UTOMEERELET,

o {ERKBF F 7 IZEHTBFD SriovNetworkNodePolicy CR DIREE

o CR DYERR F 7 I FEHBF D priority & &£ U deviceType 7 1 —IL RDFT 7 # )L MEDREICEL B
SriovNetworkNodePolicy CR DZ&H

77 # )L b T, SR-IOV Network Operator Admission Controller Webhook & Operator IZ& 2 THRIIC
Ih, $RTCOAYMA—LTFL—Y/—RTT—EVEY PELTEGTINET, UTE 3203
vhO—ILT L=V /) —REEDY T RY—TETIN 3 Operator Admission Controller Webhook
Pod OfI T,

I $ oc get pods -n openshift-sriov-network-operator

5
NAME READY STATUS RESTARTS AGE
operator-webhook-9jkw6 1/1 Running 0 16m
operator-webhook-kbr5p 1/1 Running 0 16m
operator-webhook-rpfrl 1/1 Running 0 16m

14313. ARI L/ —FELIHY—ICDOWVWT

SR-IOV Network Config F—E V&, 45289 —/—KEDSRIOV v kT —2 F/134 &R L,
BRELET, TI7AIRT, THIFIVSRI—HADITRTD worker / — RIZFFO1INET, /—
RS~ %EFEH LT, SR-IOV Network Config 7T —E VA ERTTE/ —RE2EBETIZET,

14.3.1.4. Network Resources Injector DML & 7= &G 1L

T 74 M TEMICTIN TS Network Resources Injector Z\AHICT B h . F2EBMICTT B ITIL,
UTFOFIE=ERTLET,
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AIRE 4
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
e cluster-admin ¥R =HFE>21—H¥—-—& L TAJV1 L TW5,

® SR-I0OV Network Operator B Y A h—JILINTWB Z &,

FIR

e enablelnjector 7 1 —J)L R%ERE L £9, <value> % false ICEB XX THBEEAEMICT S
M Tl true ICEIMA THBEZBMICLET,

$ oc patch sriovoperatorconfig default \
--type=merge -n openshift-sriov-network-operator \
--patch '{ "spec": { "enablelnjector": <value>} }'
Bk
Frld, LAFD YAML %5#MA L T Operator #EB#H 3§56 EHTEET,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovOperatorConfig
metadata:
name: default
namespace: openshift-sriov-network-operator
spec:
enablelnjector: <value>

14.3.1.5. SR-IOV Network Operator Admission Controller Webhook D #E3h{b % 7= (B 3E

T2 NTEPIIINTWVWS B>TWEZFY hA—SF— Webhook #EICT ZH. FLIEEM
KT3I, UTOFIBEAEIFTLET,

AIREH
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
e cluster-admin ¥R =HFE>1—H¥—& L TAJV1 L TW5,

® SR-IOV Network Operator B Y A h—JILINTWB Z &,

FIR

e enableOperatorWebhook 7 1 —JU FZE&E L ¥9, <value> % false [CiE I A THEEZ &
M BH, true ICEZSHA THBEEEZBMICLET,

$ oc patch sriovoperatorconfig default --type=merge \
-n openshift-sriov-network-operator \
--patch '{ "spec": { "enableOperatorWebhook": <value> } }'
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g 8
F7zlE. LLFD YAML %@ L T Operator 4B 52 &ETE XY,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovOperatorConfig
metadata:
name: default
namespace: openshift-sriov-network-operator
spec:
enableOperatorWebhook: <value>

14.3.1.6. SRIOV Network Config Daemon W/ X 4 s NodeSelector D&%

SR-IOV Network Config F—E Vi, 7528 —/—RLEDSR-IOV kv kT —4F /4 Z&EBRH L.
BRELET, T7A4IKMT, THIEFIVSRAI—HADITRTD worker / — RIZFFO1INET, /—
RS~ %EEAL T, SR-IOV Network Config T —E VA ERTTE/ —RE2EETIZET,

SR-IOV Network Config 7—E UM F7O143IN3/—RERET HICIE. LTOFIEEARTLET,

BF

configDaemonNodeSelector 7 1+ —JL K& &3 9 3FEIC. SR-IOV Network Config 7—
EVHNENTNOZBRINL/ — RICBERINE T, T—EVIBERKINTWS

B, 75X —D2—H—EFHHED SR-IOV Network / — RRY > —%@BA LY. #
D SR-IOV Pod Z{ER LY TE EE A,

FIR

® Operator D/ —RKREL 79 —%EHIT3ICIF. LTFOIYY FZAALET,

$ oc patch sriovoperatorconfig default --type=json \
-n openshift-sriov-network-operator \
--patch '[{
"op": "replace”,
"path": "/spec/configDaemonNodeSelector",
"value": {<node_label>}

1

LTFDEID L SIZ. <node_label> ZEHT 2 T NIVICEZ#Z 7 "node-
role.kubernetes.io/worker": """

vk
F7zlE. LLFD YAML %@ L T Operator A B¢ 52 &ETE XY,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovOperatorConfig
metadata:

name: default

namespace: openshift-sriov-network-operator
spec:

configDaemonNodeSelector:

<node_label>
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14.

BUAEN—FIVIT7RY T2

32 RORTv S

® SR-IOVRY NT—UFNA ZADBE

14.4.SR-IOV XY N7 —OF /N4 ZADETE

4 5 24 —T Single Root |/O Virtualization (SR-IOV) T/Nf R &R ETEXZ T,

14.

41.SR-IOV Ry KT —0 /—REBEF TV U b

SR-IOV *y kD=0 /—RR) Y —%FEHRLT. /—RDSR-IOV XY NT—0 7 /N4 RBRELEIEE
LEd, RI)—DAPI+ 7Y ¥ hi& sriovnetwork.openshift.io APl 7 )L— 7 D—E T,

LATF®D YAML IE SR-IOV &2y R —4 J— KRR —IZDWTERBBLTWE T,

@ ® o 009

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: <name> ﬂ
namespace: openshift-sriov-network-operator 9
spec:
resourceName: <sriov_resource_name> 6
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
priority: <priority> 6
mtu: <mtu>
numVfs: <num> ﬂ
nicSelector: 6
vendor: "<vendor_code>" Q
devicelD: "<device id>"
pfNames: ["<pf_name>", ...] m
rootDevices: ["<pci_bus_id>", ...] @
netFilter: "<filter_string>"
deviceType: <device_type>
isRdma: false

linkType: <link_type> ¢
AAYLYY—RA T MDEHIL
SR-IOV Network Operator 1 > X h—JLEN T\ % namespace 2 EEL X T,

SR-IOV XY NTD—OFNARTSTAVD)Y—RE, 12DV —REICTHEHD SR-IOV X v
NDO—OR) S —BIERTEET,
J—RELIVH—I3ERETD/ —REBELET, BIRLELZ/—KFRLEDSR-IOV Xy hT—0F N
A RDHDNEEINE T, SR-IOV Container Network Interface (CNI) 7S 74 v B L UVF /N1 R
TSTA4 v, BRLULIZ/—RICOAT7TO43INhFT,

FToa v BEERONDS 99X TOEBRETEEINET Y, ENMNIWEEBEEN B AY
TP, LEAE 10DEBEEIZ O LYEELLARYET, TT74IMEIXIITT,

Z 7> 3 >: Virtual Function (VF) Qi KEREENM (MTU), MTU DEKEIE. BEOERZ XY
D=4 29 —7x4 22 A—5—NIO) IKHLTERYET,
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o
&)

@ 99 O O

o

SR-IOV ¥Ry N7 =0 F /N4 ZBITENT 2 IREHEE (VF) DE, Intel Ry hT—0 45—
74 223Y hO—F— (NIC) DIFE. VF DEUET N, ABNYR—K T3 VF DEFFLYEKRE

NIC L 2% —I&. Operator "iXET DT NA AEHELE T, TRTDNINSA—Y—DIE%:TE
ETI2HEIFIHYFHEA, BERIETICTNSI ZERBIRLABWVED IS, XY NT—0 7 /A R %BH
TERICEET DI ENHEINRET,

rootDevices #3153 %354a. vendor, devicelD. F7z|& pfName DELIEET Z2HEIHY F
¥, pfNames & &£ U rootDevices Dl A = FAFICIEE T 256, TNOAEA—DT /N1 R &SR
LTWBZ %ML XY, netFilter DIEZIEET 2358, *Y hT7T—J DIEF—EDIDTH?
TeDICEDMDINTA—F —%BET 2REEEHY T A,

F 73 V:SR-IOVRY NT—OFNAZADRVET—D 16 EHI— N, HFaIXIN3{EIX 8086 &
L1153 DAY £,

T3 V:SR-IIOV XY RT—OFNRAZADTNA AD 16 EHI— K, 7=& ZI1E. 101b (E
Mellanox ConnectX-6 /8 AMDF /81 X ID TT,

F 7 a1 DUEDOT/INA ZDYPIEREE (PF) & DESTY,

73 FNAZOPFEADIDUEDPCI/RAT7 KL ZADEF, LTFTORKXTT7 KL 2%
E L & 9:0000:02:00.1

703V TS NITA—LEEDRY NT—0T7 48—, Y R—FINDBTSY T x—L4A
I% Red Hat OpenStack Platform (RHOSP) D#T9, A I3 (&

I&. openstack/NetworklD:XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXxX DX % FEH L Z

To XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX

% . |var/config/openstack/latest/network_data.json X ¥ 7—4% 7 7 A L DIEICE XX T,

Z 7> 3 : Virtual Function (VF) D K S 4 /X\—4 1 7, FFAI X 1 2B netdevice & & U vfio-
pci DHTY., T 7 4L MEIL netdevice TT .

Mellanox NIC Z~7 X 4 )L/ — K ® Data Plane Development Kit (DPDK) E— N THEEI & 5 IC
i, netdevice K51 /N\—4 4 F%HEAL. isRdma % true ICEREL 7,

Z 7> 3 >: Remote Direct Memory Access (RDMA) E— REZBMICTEZ2NEI D, T 74/ ME
| false TY,

iSRDMA /X5 X —4& —7* true ICEREI N IFE. Bl ZHiEX RDMA TR ®D VF ZBEDRY M7 —
JFNARELTHERTEET, TNM1 AR EESLOE—RTEHEFHETEET,

FTFa s NFDY) V994 F, 4A—H Xy DT T #4I)L MNMElL eth TF, InfiniBand DIFE 1.
ZDEAbICEELZET,

linkType A" ib ICEREINTWBIH A, SR-IOV Network Operator Webhook IZ & > T isRdma &
true ICEHBIMICEREINE T, linkType #'ib ICEREI N TW3I5E. deviceType I viio-pci 1T
BRETETFEH A

SriovNetworkNodePolicy @ linkType % eth [ZFRE L ABAWTLK IV, TRA R TS T4 U IC
O THREINZFEATERT/NNA ZADHHE L AL BB AREESRHY T,

14.4.11.SR-IOV v k7 —2 J — RDFHEHI

LAFOFITIE, InfiniBand 7/8 ADEREICDWTERBAL T,

InfiniBand /314 2 D% EHI
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apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: policy-ib-net-1
namespace: openshift-sriov-network-operator
spec:
resourceName: ibnic1
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
numVfs: 4
nicSelector:
vendor: "15b3"
devicelD: "101b"
rootDevices:
- "0000:19:00.0"
linkType: ib
isRdma: true

LUTFDFITIE, RHOSPRIEY 2 VD SR-IOV %Y KT —9 F /N4 ADFREICDOWTEHRALEFT,

k387> > D SR-IOV F7/31 Z D& EHI

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: policy-sriov-net-openstack-1
namespace: openshift-sriov-network-operator
spec:
resourceName: sriovnic1
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
numVfs: 1 ﬂ
nicSelector:
vendor: "15b3"
devicelD: "101b"
netFilter: "openstack/NetworkID:ea24bd04-8674-4f69-b0ee-fa0b3bd20509" 9

Q RET VD) =KXy RTD—9 R O—%ZET HBEIC. numVis 7 1 —JL RIZEIC 1 ICRES
nxd,

Q netFilter 7 1 —JL RiZ, R VA RHOSP ICF 704 SNBBBICRY NT7—2 1D 2#581BT 3
WENHY X9, netFilter DERNA{EIZ. SriovNetworkNodeState # 7 x4 hHHBIRTEX
£

14.4.1.2. SR-IOV 7 /34 A ®D Virtual Function (VF) /X—7 1 > 3 V&

Virtual Function (VF) % [ U¥IIEHEE (PF) HhSEBD ) Y — XA T—ILICDEIT 2 EHLH 6%’%75“% Y
F9, FcExE VFO—EET T4 b KSAN—THEHAH. YD VF % vfio-pci K51 /X\—T
FARORENHDZIFERETT, 2OLHRTTOA4 XY b ’C l&. SriovNetworkNodePolicy 1 X %

LYY —2Z (CR) D pfNames ZL 74 —ld, UTOHRAFERALTF—ILD VF OHEFE%EIBET 57D
ICfEF T X £ §: <pfnamesii<first_vi>-<last_vf>

feEZIE LFDOYAML K, VF D 205 7F TH S netpf0 & WD ZRIDA VI —T (A ADEL Y
¥—%r~LEY,
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I pfNames: ["netpfO#2-7"]

e netpf0 [ PF A >V 49—T 1 REZTY,
o 2k FHHICEFNZIRIWDVFA VTV IR (0OR—R)TY,
o 7k HAILEFNZIREDVFAVYTYIRX(OR—RA)TT,

UTDEHZHLTIHE, ERZR)—CREZFERLTRAL PF G VF ZBRTEXET,

numVfs DfElZ. B L PF #:#iRT 2R >—CTCR—THIZUEIrHY FT,

o VFA VT v I RIE, 0H5 <numViss>-1 DEFEICHDIZBENHY ET, & Z2IE. numVis H
BICKREINTWBRY Y—LDHBIBA, <first vi>DIEIFO0LYENILKTBIEIFTET,
<last V> (X 7 LY EKRELSTHIEIETEZEHA

o BERZKR)IY—DVFOHEEIFEELLWVWEDICLTLEIWL,
o <first vf> [d <last vf> SYERELTHIEIEFTETIHA,
LLFDOFIE, SR-IOV F/RA ZADNIC/RA—F 4> avEARLTWVWET,

R > — policy-net-1 i&, F7#ILhDVF RS54 /N—EHIZPF netpf0 D VF 0 AE2FEN3 )Y —2
T—I)net-1 #E&HELET, R > — policy-net-1-dpdk (. vfio VF K S 1 /8N—& (T PF netpf0 @
VF8H5 15 FTHAEEND Y Y —RXT—)l net-1-dpdk 5 E&EL £,

R < — policy-net-1:

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: policy-net-1
namespace: openshift-sriov-network-operator
spec:
resourceName: net1
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
numVfs: 16
nicSelector:
pfNames: ["netpf0#0-0"]
deviceType: netdevice

R') < — policy-net-1-dpdk:

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: policy-net-1-dpdk
namespace: openshift-sriov-network-operator
spec:
resourceName: net1dpdk
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
numVfs: 16
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nicSelector:
pfNames: ["'netpf0#8-15"]
deviceType: vfio-pci

14.4.2.SR-IOV %Y N7 — 0 F /N4 ZDEE

SR-10V Network Operator (& SriovNetworkNodePolicy.sriovnetwork.openshift.io
CustomResourceDefinition % OpenShift Container Platform IZBIIL £9, SR-IOV xv kT —4oF /N
4 Z &, SriovNetworkNodePolicy AR 4 L)Y —R (CR) Z{ER L CTERETE X7,

p= T

SriovNetworkNodePolicy # 7> = ¥ M TIEEINZRELZBEAT 5 IC. SR-IOV
Operator i&/ —R%Z RNL A4 Y () T2 AN HY. FBHRICL>TIE/ — FROBRE
ETOBENDHY FT,

BREOEENBERAIND X TICHSIDIDHZENDHY T,

=55

FIR

4.

OpenShift CLI (o¢) A4 ¥ Z h—LEhTW 3,
cluster-admin O— )L {FDOD1—H—& LTI S RI—ILTIERATE S,
SR-IOV Network Operator &A1 Y A k=)L I N TW 3,

RLA Y (BB S/ —RHASIEY MINEZT—V 00— REMBTZ7HDIC. V5R5—
RICFARREER OB/ —RKRDEHDBZ &,

SR-IOV v NT—OFNRA ABEICODWTAY MNO—ILTL—Y /—REBIRLTVWAWNS
Eo

. SriovNetworkNodePolicy = 72 =V M & {EB L TH 5. YAML % <name>-sriov-node-

network.yaml 7 7 1 JLIZIREL £ 9, <name> % Z DREDRRIICE XA E T,

A7 aV:SR-IOVHRIED Y T RY — /) — RICEESIRILAFVTWARWES

l&. SriovNetworkNodePolicy.Spec.NodeSelector TSRV & {FIF £ T, / — KD RILfFIF
IKDOWT, #FLKIE/—RDINIVEZEHIZHEICODVTZSRLTIEIL,

SriovNetworkNodePolicy = 72 =7 M /E L £ 7,
I $ oc create -f <name>-sriov-node-network.yami
ZZ T, <name> [FZDEREDRBIZEEL X T,

REOEHFMBEAIN/AIZIC, sriov-network-operator namespace D F R TD Pod A
Running 7 —4% R ICHITLET,

SR-IOV XY RT—OFTNAZADNBREINTWVWS I L EHRT 5ICI1E. LTFDIT Y NEET

L& 9., <node_name> %, RELZIEDYDSR-IOV XY NT—IFNA R&FHED/—RKD
ZRICESH|ZAET,
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$ oc get sriovnetworknodestates -n openshift-sriov-network-operator <node_name> -0
jsonpath="{.status.syncStatus}'

BaETE R
o /—RTIRIEEHIBDHEIIDODNT

14.43.SR-IOVERED NS TV a—Fa v

SR-IOV &Y N7 =0 F NS ADBREDFIEARTLALEIC. LTFTOEI Y 3V TIRIS—RED—IR
IR L9,

J—ROREERFTZICIE. UTFTOATY RERTLET,
I $ oc get sriovnetworknodestates -n openshift-sriov-network-operator <node_name>

Z Z T, <node_names (& SR-IOV Xy NT—0FNA 2A%FHF D/ — RDLFIZILELE T,

I Z—tHA: Cannot allocate memory
I "lastSyncError": "write /sys/bus/pci/devices/0000:3b:00.1/sriov_numvfs: cannot allocate memory"

J—RMIAXAEY—2ZYYTRIEATERVWIEATTIESIE. UTOEHE2HERALET,
o /—KR®DBIOS T/ O—/N)LSR-IOVERENEMICAR>TWBRIEA#HRELET,

e /—RDBIOS TVT-dIWEMTHBEAHERALET,
14.4.4.SR-IOV %Yy N7 —2 D VRF ~DE|Y YT

BF

CNIVRF 7S 474 i35/ 0 —7 L E1—#gEsE LTOAZHRAWETET, T
7/0Y—7LE1—#EEld Red Hat DEBBRIETOY —EZALRILTFTI) =XV b
(SLA) TlEHR— M I TWARWE®H, RedHat TIXEHRBBRETOFERAEZHREL W
FH A, RedHat IEBFBRIETCINLZFERTZI L Z2HELTWERA, T2 /0
V=Tl Ea—DHEEIL. RFOEMEEEZ VSR IREL T, AREETHEEDT R
REfTWI 41— RNy O AERHBELTWEESZEZBHHNELTWEY,

RedHat D77 / AY—7L Ea1—#EED Y R— MEEIC D W TDFHM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8R L T X
(A

9S54 —EEEIE., CNIVRF 7554 Vv AFALT, SR-IOVRY NTD—9 449 —T x4 X% VRF
RXAVICEIY LB TBRZENTEET,

INAERTT BITIE. VRF 5%7E % SriovNetwork ') ¥V — 2D F 7> 3 > D metaPlugins /X5 X —4 —
IEML XD,
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Pz -
' VRF BT 27 ) 5—2avaBEDT NS RIINA VY RTB2REFHY FT, —
e ERAAEE LT, Y4y NI SO _BINDTODEVICE # 7Y a v A FHATE
3, SO BINDTODEVICE (&, JBINZ(A VY —T 1A RAEGTEEINTWVWET/NM R
' iKYy M&ERA4 Y RLET (fl:eth1), SO_BINDTODEVICE %R 3 % ICi&. 771

r—3 3 VIZ CAP_NET_RAW HEENHZNENDHY £,

14.4.41.CNIVRF 75 74 V&AL 7/EI SR-IOV Xy N7 —7 &Y ¥ TOERK

SR-IOV Network Operator (&M% Y 7 —V DEZZEELEX T, EXT HEMRY NT—V ZIEE
¥ %354, SR-IOV Network Operator I& NetworkAttachmentDefinition 1 X% ') ¥V — X (CR) = B &)
BICHER L £ 9

Pz
' SR-I0OV Network Operator &2 ¢ % NetworkAttachmentDefinition 12 % L)V — X
IERELBRVWTLEIN, ThEETTDE, BMRY N TI—0DRY NT—0 S

T4V IDHEYT SEAREN’HY XY,

CNIVRF 7S 474 VTEBIM®DSR-IOV 2y 7 —JEY U THEERTBICIE. UTOFIEEZEITLE
-a—o

(1} =355
® OpenShift Container Platform CLI (oc) &4 Y A b—JL L & 9§,

® cluster-admin #[R % D 1 —4— & L T OpenShift Container Platform 7 S X4 —icO 71 >~
LET,

FIR

1. BBIND SR-IOV v M7 —2E|Y HTHD SriovNetwork 124 L)Y —2Z (CR) Z#/ER L. LA
TDH > 7L CR D& S IC metaPlugins 58 E4% AL £9, YAML % sriov-network-
attachmentyaml 7 7 1 JLE LTREL T,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: example-network
namespace: additional-sriov-network-1
spec:
ipam: |
{
"type": "host-local",
"subnet": "10.56.217.0/24",
"rangeStart": "10.56.217.171",
"rangeEnd": "10.56.217.181",
"routes": [{
"dst": "0.0.0.0/0"
1,
"gateway": "10.56.217.1"
}
vlan: 0
resourceName: intelnics
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metaPlugins : |
{
lltypell: llvrf"’ 0

"vrfname": "example-vrf-name" 9

}
@ e Vi CBRETIHENDY X,
Qg vrfname (&, 1 V49 —7 24 AAEY K TSN VRF DZFITT, Thh Pod ICFEL

BWGEEITFERINE T,
2. SriovNetwork ')V —X & {ERR L £,

I $ oc create -f sriov-network-attachment.yaml

NetworkAttachmentDefinition CR A’IEEICER I T 5 T & DORESR

o LTIV Y RAEZEITL T, SR-IOV Network Operator »* NetworkAttachmentDefinition CR
BERLTWRZE5EELET,

I $ oc get network-attachment-definitions -n <namespace> ﬂ

<namespace> %, v NT7—27E|Y Y TODRERICIEE L7/ namespace ICBE XA F
¥ (f5: additional-sriov-network-1),

Bl
NAME AGE
additional-sriov-network-1 14m
p= =)
SR-I0V Network Operator 2' CR Z{E T 2 £ CICEBENE LS AgeENH Y F
ERR

BIND SR-IOV Xy h7—V &Y Y THIEETH D I & DHESR
VRFCNIA'ELKEREI N, BIMDSR-IOV Xy N7 —2EY Y THERBINTWVWE I EAERT 3IC
&, UTFZ=EITLET,

1. VRFCNI &#{#HT 2% SR-IOV v N —0 & {ER L 7,

2. 2y N7 =9 % Pod ICEIYETET,

3. PodDFy b7 —2&IYHTHSR-IOVDEMFRY hT—JICHERINTWD I EZHRALE
¥ PodICUE—bYzVZERTL, UTFOITY FZEITLET,

I $ ip vrf show

H A B
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Name Table

red 10
4 VRFA V=T A AP EAVIT ) —A VI —TTAADIYAY—THDIE%MELET,
I $ ip link

H A B

5: net1: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue master red
state UP mode

14.45. RDODRAFv 7

® SR-IOV Ry hT7—J&IYHTDEE

145.SR-IOV A —H Xy hRy NT—2F|Y K TDHRTE

7 5 X4 —MKW®D Single Root I/0 Virtualization (SR-IOV) 7/831 ZDA —H Ry hxwv NT—20F|Y HT
HERETEET,

1451. 41 —H Ry hENARBEA TS T4 b
1—Hxy bRy NT—=0F/X4 &, SriovNetwork 7 7 1V 2 EHEL THRETEET,

LLF® YAML (& SriovNetwork = 7 x4 MCDWTERBEL TWE T,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: <name> ﬂ
namespace: openshift-sriov-network-operator 9
spec:
resourceName: <sriov_resource_name> 6
networkNamespace: <target_namespace> ﬂ
vlan: <vlan> 6
spoofChk: "<spoof_check>" G
ipam: |-
{}
linkState: <link_state> @)
maxTxRate: <max_tx_rate> Q
minTxRate: <min_tx_rate> @
vlanQoS: <vlan_qgos> m
trust: "<trust_vf>"
capabilities: <capabilities> @

7YY D4R, SR-IOV Network Operator I&. B UC&RI%#FD
NetworkAttachmentDefinition 7 7 7 M2 {E L £ 7,
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@ ® 0 00

o0 0 O

®9

®

SR-IOV Network Operator ' ¥ 2 k—JLEI N TL % namespace 23 EEL £,

ZDEMRY NT—JDSR-IOV/N— R 7 %EHT % SriovNetworkNodePolicy # 7~ = ¥
N @ spec.resourceName /X5 X — 4% —DfE,

SriovNetwork # 72 =V hD 4% —%4 v b namespace, ¥ —% v b namespace M Pod D& % &
MRy NT—=DICBIYHTEHBIENTEXET,

FTav:BMRry b7 —2 ORI LAN (VLAN) ID, EBE{EIX 0 M5 4095 THEZLELNHY X
¥, 774 MEIFOTY,

A7 aV:VF Dspoof Fx v VE—R, FAINZEIF. XFFD"on" LU "off' T,

BF

BETZELZSIARTCHOUVEN DY ET, THILARVWE, 7729 MIESR-
IOV v N7 —% Operator IC& > THEBINE T,

YAML 7OY A5 —5—&LTDIPAMCNI S 9A4 VDEREA TSV N TS T4 1E, &Y
YUTERICODWTDIPZRLZADEY U TABIBLET,

# 7 3 > Virtual Function (VF) @) ~ 7 4KR&, FFAIS T EIL. enable. disable. & & U
auto TY,

F 73V VF DEKREZEL— N (Mbps).
F 7> av:VF ORIMEEL — b (Mbps), ZD{EIE. RREGEEL—MNATTHIDLELNHY F
-a—o

pa )

Intel NIC (& minTxRate /X5 X —% —%HR— ML EH A, EMIE. BZ#1772847
EHRBLTLEIL,

#F 73V VF D IEEE802Ip BEEL NI, 77 4L MEIZOTTY,

T av:VF DEBEE—R, FTINZEIF. XFHD "on" LUV "off" TT,

BF

BEYT2EZEIARCHUCYVELNHY XY, BEFAULE, SR-IOV Network
Operator &4 7Yz NEETLE T,

FFav: ZOBMRY NT—VICRETDHEE. IP7 RLADYR—MEEMITT ZITIE "
"ips":true }' AIEETI XY, Fhid. MACT RLRDYR—MEBWITT 3ICIE "{ "mac':
true}" ZIEELZF T,

14511.8MRXY NT7—2IDIP 7 KL AAY ¥ TOH

IPAM (IP 77 K L R &) Container Network Interface (CNI) 7S 74 v ik, ftdD CNI S T4 VD IP 7
FLRERHLET,

LUTDIP7RLRADEIY Y THA THFRATEET,
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o FIEIYHT,

o DHCPH—N\—%ERLAEFMNEY KT, 8ET 5 DHCP H—/1—&, EMORY bT—2H
SEERRETHDIMELHY ET,

® Whereabouts IPAMCNI 7544 VA& {EH L88E Y 4T,
145111808 IP7 KL XEY BTDH
DLTFORIZ, #HIPT7RLADEIY Y TOREICODWTEHRBALTWET,

F14.2ipam #MEREA T b

Z14—J)LK 547 B4

type string IPAM Q7 KL 244 7, {& static " ETT,

addresses array RIEA V=T A RICEIYETBIPTRLREIEBET D47
Ty NDEF, IPv4 & IPV6 D IP 7 KL ZDMEAMNHR— b
INET,

routes array Pod I CERET 2IN— MNEIEET 2TV Y NOERSITT,

dns array 723 V:DNSDREAIBET 24TV NOEREITY,

addressesDEFICIE. UTD 74 —ILRDHZA TV MHBURETT,

#*14.3ipam.addresses[] 2%l

J4—JLEK 947 ELi]

address string IBEITDIPTRLABLURY NT—V#EEEE, &
(¥, 10.10.21.10/24 #15E I 2 &. BIMDEY hT—JICIP
7 RLZAD10.10.21.10 AEIY HTHH, *v MRV IF
255.255.255.0 (IC7 Y £ 9,

gateway string egress X2V NT—U KNS T4 v 0 BIN—FTAVTSTBT74I
NDT—bD x4,

#*14.4 ipam.routes[] &5l

J4—JLEK 947 ShBA

dst string CIDRFER® IP 7 KL R&H (192.168.17.0/24. F7/<l37 7 #
JV ~JL— k3 0.0.0.0/0).

ow string FYRT—=ORSTAVIBN—F 1 VTSN — YT
1,

Fl45ipam.dns A7/ b
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Z14—JLEK 547 B4
nameservers array DNS /LY —DEEHXERZIDULEDIP 7 KL XDEF,
domain array RRANRAICEBMT BT 74 MDD RAAY, &z, RXA

v hexample.com ICEREI N TV 515G, example-host ®
DNS Ly 2 7w 74 ') —I|& example-host.example.com
ELTESBALONZET,

search array DNSIVy 97y 70 T —BICIEEMAR h&IBMIN S
R X4 > ZDBS (BI: example-host),

FHIP7 KL REY HTOHREH

{
"ipam": {
"type": "static",
"addresses": [
{
"address": "191.168.1.7/24"
}
]
}
}

145.1.1.2. 89 IP 7 KL X (DHCP) BlY {5 TDH%

AF®D JSON (&, DHCP Z{ER LB IP 7 KL XDENY B TOREICDWVWTEHALTVWET,
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DHCP ') — A DEH

Pod (. ERBFICTTD DHCP Y —REZBfGLEd, V—RIE, 275 RH4—TETLTWV
BZR/NED DHCP H—/N\N—F 704 XV N CEMICEHR T2 ELHY E T,

SR-IOV & v k7 —% Operator I& DHCP #t—/—F 704 XV M E/ER L EH A,
Cluster Network Operator (Z&/INR®D DHCP Ht—/N\—F 704 XV N E/ERK L E T,

DHCP #—NR—DF7O4 AV h&E M) H—F2I1C1E. LLTDOHFICH B & 5 IC Cluster
Network Operator X E%#RE L Tshim *y 7 —2 Y B TAEERTIHELHY F
-a—o

shim ®*v b7 —238Y ¥ TOEZEH

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

additionalNetworks:

- name: dhcp-shim
namespace: default
type: Raw
rawCNIConfig: |-

{
"name": "dhcp-shim",
"cniVersion": "0.3.1",
"type": "bridge”,
"ipam™: {
"type": "dhcp"
}

}
#...

#14.6 ipam DHCP &E 7 A= R/ S
74—JLK 947 ShBA

type string IPAMD7 KL 244 7, fEdhcp ’"BETT,

M IP 7 KL X (DHCP) ElY 4T X EH

{
"ipam": {
"type": "dhcp"
}
1

14.5.1.1.3. Whereabouts Zff L =889 IP 77 F L XEIY HTDE%

Whereabouts CNI 7S5 74 ViC&k Y, DHCP Y —/N—%FRHESICIP 7 KLAEZBINDRY T —7
ICEIRIICEIY ¥ THBZENTEZET,
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LATFDFRIZ, Whereabouts Z#FR LB IP 7 KL REIY HTOREICDVWTEHBELTWET,

#14.7 ipamwhereabouts ¥4 7 x ¥ b

Z14—JLK 547 B4
type string IPAM D7 KL X% 4 7, & whereabouts »*HETT,
range string IP7 KL RE&E% CIDR&KEE, IP7 FLRIE, ZOEHEARD

TRLANSEYETONET,

exclude array F7>aV:CIDRREDIP7 KL R E&H (0EUL) D—E,
BRAINAET RLAEERDIP 7 KL AGEIY B TS hFEE
Ao

Whereabouts #{EAT2FHM IP 7 KL XEY K TODFHREH

{
"ipam": {
"type": "whereabouts",
"range": "192.0.2.192/27",
"exclude": [
"192.0.2.192/30",
"192.0.2.196/32"

]
1
1
14.5.2. SR-IOV DEMAR Y T —U DERE
SriovNetwork # 7 x4 N #/Ef L T, SR-IOV/N— R Tz 7 AEBRET3EMDRY NT—O 5% E

TX XY, SriovNetwork = 7> =7 M DIEREFIC. SR-IOV Operator &
NetworkAttachmentDefinition 7 7> =V N2 B&IMICER L F 9,

pa )

SriovNetwork 7 72 £ 7 b ' running JREED Pod ICEIY HTHNTWBHBE, Thi
ZTELAY, HIBRLAEZY LBAWTCEIL,

([} =355
® OpenShiftCLI(oc) Z4 YA M—ILT BT &,

o cluster-admin ¥R =HFE>1—H¥—& L TAJV1 L TW5,

FIR

1. SriovNetwork = 7> =7 N &{ER L TH 5. YAML % <names.yaml 7 7 1 JLICIRTF L £
¥, <name> [FZDBIMRY NT—JDEFNIARY ET, 77V 7 MERIGLUTOF D& S
IKRY XY,

I apiVersion: sriovnetwork.openshift.io/v1

174



BUBEN—FKITT7RY bTI—Y

kind: SriovNetwork
metadata:

name: attach1

namespace: openshift-sriov-network-operator
spec:

resourceName: neti

networkNamespace: project2

ipam: |-

{

"type": "host-local",

"subnet": "10.56.217.0/24",
"rangeStart": "10.56.217.171",
"rangeEnd": "10.56.217.181",
"gateway": "10.56.217.1"

}
2. ATV MEERT BICIE. LTFOITY REAALET,
I $ oc create -f <name>.yam|

Z ZTC. <names [T BIMRY N7 —2D&RIAIEEL T,
3.4 Fvav: UTFoavy REEITLT, BERIDFIETIER L 7= SriovNetwork + 72 = 7 M IC
BE T 5 7= NetworkAttachmentDefinition 7 7 7 NAFEHET 2 2 & 2R T D ICIE.

UFoav>y REAHDLZET., <namespace> % SriovNetwork = 7> =/ N THREL L
networkNamespace ICEE# X 7,

I $ oc get net-attach-def -n <namespace>

1453. . RDRFTv T

® Pod M SR-IOV MEMRY kT —2I A~DEM

14.5.4. BAE B R

® SR-IOVRY NT—UFNA ZADBE

14.6. SR-IOV INFINIBAND v b7 —27 &Y H{TDERE

7 5 X4 —MH®D Single Root I/0 Virtualization (SR-IOV) 7 /34 X ® InfiniBand (IB) *v 7 —2 %Y Y
TZH/RETEET,

14.6.1. InfiniBand 7/31 AZEF T T b

SrioviIBNetwork 7 72 =V N2 EHET S E T, InfiniBand (IB) * Y N7 —JF/N\{ RA%=HRETEFE
ER

LLIF® YAML (Z. SrioviBNetwork =7 =% MIDWTERBEL TWE T,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovIBNetwork
metadata:

name: <name> ﬂ
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oSO O ©® 9 00 9O

namespace: openshift-sriov-network-operator 9

spec:

resourceName: <sriov_resource_name> e
networkNamespace: <target_namespace> ﬂ
ipam: |- 9

{}
linkState: <link_state> @)

capabilities: <capabilities> ﬂ

7YY MDEREI, SR-IOV Network Operator I, B L& %D
NetworkAttachmentDefinition # 7 =7 b2 /ERK L £,

SR-IOV Operator B’ > X b —JL I N T\ % namespace,

ZDEMRXY NT—JDSR-IOV/N— R 7 %EHT % SriovNetworkNodePolicy # 7 = ¥
N @ spec.resourceName /X5 X — 4% —D1E,

SrioviBNetwork = 7 =2 hD % —%4 v ~ namespace, ¥ —% ¥ ; namespace @ Pod D& %
XY NT—=OTFTNRARICEYETHIEDNTEET,

7 av:YAML Ay A5 —5—&ELTDIPAMCNI 7S94 VDB EA TV I b, TS5
TAVE, BYLETERICOWTDIPZRLRADEIY ¥ TASELET,

#4 7> 3 V: Virtual Function (VF) @ ') ¥ 7 4KR&, FFAIX 2 {EIE. enable. disable. & & U
auto T9,

FFoav.ZOxry NT—VICRET DB, "{ips":true }" ZIELTIP 7KL RADYR—
N EBMICT B H. "{ "infinibbandGUID": true }" %357 L T IB Global Unique Identifier (GUID)
BPR—bZBMILEFT,

14.611.8MXY h7—2DIP 7 KL ZAHY ¥ TODH

IPAM (IP 77 K L R &) Container Network Interface (CNI) 7S 74 v ik, ffD CNI S 71 VD IP 7
FLRERHLET,

LUTDIP7RLRADEIY Y THA THFRHATEET,

o FIEIYHT,

o DHCPH—N\—%ERLAFMNEY KT, 8ET 5 DHCP H—/1—&, EMORY bT—2H
SEERRETHDIMELHY ET,

® Whereabouts IPAMCNI 7S 74 V& ER LA#MNEIY 4T,

14.6.111. 820 1P 7 KL REY K TDH

UToxRIE, BHIPTRLADEYHTOREICOVWTHBALTVLWET,

#F14.8ipam FMIREA T/ b

J4—JLEK 947 ShBA

type string IPAM D7 KL 2% 4 7, {E static " LETT,
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addresses array RIEA V=T A RICEIYETBIPTRLREIEBET D47
Ty NDEF, IPv4 & IPV6 D IP 7 KL ZDEAMNHYR— b
INET,

routes array Pod I CERET 2IN—MNEIEET 2TV Y FOERSITT,

dns array A7 3 V:DNSDEEEIBEST 24TV 7 hDOERIITT,

addressesDEFICIE. UTD 74 —ILRDHZA TV MHBRETT,

#*14.9 ipam.addresses[] A%l

Z4—J)LK 547 B4
address string BEITDIPTRLABLVORY NT—V#EEEE, &

¥, 10.10.21.10/24 =15EF 2 &, BMD R Y hT—7ICTIP

7RLZD10.10.21.10 &Y HTHH, Ry YR T
255.255.255.0 IC2 Y F Y,

gateway string egress XY NT—VU KNS T4 v 0 BIN—FTAVTTBT74I

fDT—bD A,

514.10 ipam.routes[] %!

1—JLEF

string CIDREX® IP 7 K L R&iF (192.168.17.0/24, F/37T 7 #
JU ~L— b @ 0.0.0.0/0),

gw string XY NT—=O NS T4 IDII—Ta4VIENBT5— Uz
1.
FKl4Nipamdns A 7/ b
74—J)E 547 BL]
nameservers array DNS 7TV —D#EEXREMRZ1DULEDIP 7 KL ZRDEF,
domain array

RARNBICBMT 2T 74D RAAY, fcEZIE, XA
v hexample.com ICEREI N TV 515G, example-host ®

DNS Ly 2 7w 74 1) —I|& example-host.example.com
ELTESBZIONET,
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74— K 547 St

search array DNSILy 27y TDYI T —BICHEMAR MEZITEBMI NS
KX A > ZDEES (4 example-host),

FHIP7 KL REY HTOHREH

{
"ipam": {
"type": "static",
"addresses": [
{
"address": "191.168.1.7/24"
}
]
}
}

14.6.11.2. B189 IP 7 KL X (DHCP) ElY 4 TOHRE

LAF®D JSON (&, DHCP Z{ER LB IP 7 KL XDENY B TOREICDWVWTEHALTVWET,
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DHCP ') — XA DEH

ZE/NBRD DHCP H—N—=F 704 A v N TEHMICEHR T 2H0EN’HY £,

ED

shim ®*y b7 —2381Y ¥ TOEZEH

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

additionalNetworks:

- name: dhcp-shim
namespace: default
type: Raw
rawCNIConfig: |-

{
"name": "dhcp-shim",
"cniVersion": "0.3.1",
"type": "bridge",
"ipam™: {
"type": "dhcp"
}

}
#...

#*14.12ipam DHCP&REA 7V b

J4—JEK 947 ShBA

DHCP H#—N—DF7OA4 AV & MY H—FBITI1E. LLTFDHFIIH B & 5 IT Cluster
Network Operator SR E%#wE L Tshim *y 7 —2 Y B TAEERTIHELHY F

Pod (. ERXBFICTTD DHCP ) —R &G LEY, V—RIE, V75 RH4—TETLTWV

type string IPAM D7 KL 244 7, fEdhcp "BETT,

M IP 7 KL X (DHCP) ElY 4 THEH

{
"ipam": {
"type": "dhcp"
}
!

14.6.1.1.3. Whereabouts Z{#f LZEIM IP 77 K L XEIY HTDHK

Whereabouts CNI 7S5 74 ViC&k Y, DHCP H—/N—%FRHESICIP 7 KLAEZBIDRY T —7

ICEIRYICEIY ¥ THRZENTEZET,
LLTFDFRIZ, Whereabouts Z#FR L7-EBIP 7 KL REIY B TOREICODVWTEHBELTWET,

#F14.13 ipamwhereabouts EA 7 7 b
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Z14—JLEK 547 B4
type string IPAM D7 KL X% 4 7, & whereabouts »*HETT,
range string IP7 KL RE&#E% CIDR&KEE, IP7 FLRIE, ZOHEARD

TRLANSEYETONET,

exclude array F7>aV:CIDRREDIP7 KL R E&H (0EUL) D—E,
BRAIN/ZT7 KL RAEERD IP 7 RLAFEYHTSNEE
Ao

Whereabouts 2R 2FHM IP 7 KL XEY H{TODFHREH

{
"ipam": {
"type": "whereabouts",
"range": "192.0.2.192/27",
"exclude": [
"192.0.2.192/30",
"192.0.2.196/32"
]
}
}

14.6.2. SR-IOV OEMX Y k7 —2U DF&RE

SrioviIBNetwork 7 7 9 & {ER LT, SR-IOV/N— ROz 72 FAHATZEBMORY N7 —U %%
ETXZFYJ, SrioviIBNetwork = 7> = ¥ N DIEREFIC. SR-IOV Operator &
NetworkAttachmentDefinition 7 7> =7 h = BEIMICER L F 9,

Pz
SrioviBNetwork + 7> = 7 K A%, running JKEED Pod ICEIY HTHIMTWBHBE., &
NEZRELRLY, BIFRLAEY LABWVWTLEI W,
AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin ¥R =HFE>21—H¥—& L TAJ1 L TW5,

FIR

1. SrioviIBNetwork CR % {ER L TH 5. YAML % <names.yaml 7 7 1 JLIZIREFEL &
¥, <name> (. ZOEMEY NT—VDEFNIRYET, 720 MEBRIZUTORIOD &
IICRYFT,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovIBNetwork
metadata:
name: attach1
namespace: openshift-sriov-network-operator
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spec:
resourceName: neti
networkNamespace: project2
ipam: |-
{

"type": "host-local",

"subnet": "10.56.217.0/24",
"rangeStart": "10.56.217.171",
"rangeEnd": "10.56.217.181",
"gateway": "10.56.217.1"

}
2. ATV MEERT BICIE. LTFOITX Y REAALET,
I $ oc create -f <name>.yaml

Z T, <names IXEBMRXY N —2V DERIAIEELE T,

3.7 Fvav: UTFoavy R&EEITLT, BERIDFIETIERK L 7= SrioviIBNetwork = 7Y = ¥
ICEEET 1+ 5 7= NetworkAttachmentDefinition 7 7Y 10 "D FEET B I EAHERALE
¥, <namespace> % SrioviIBNetwork 7+ 7'~ = 7 h THE L 7 networkNamespace I & X #2
ZF9,

I $ oc get net-attach-def -n <namespace>

14.6.3. RDORTv 7

® Pod D SR-IOV MEMRY MT—2I A~DEM

14.6.4. BEEHR

® SR-IOVRY NT—UFNA ZADBE

14.7. POD @ SR-IOV MDEMFR Y b T —T ~DEN

Pod % BE7E D Single Root I/O Virtualization (SR-IOV) X v N7 — 2 ITEBIMTE XY,

1471 %Y N —DE|YLBTDS VY M LKRE

Pod ZE8IMD %Yy N7 —27ICEY ¥ TBIFE. V91 LREEIBEL TPod DFEDHAITA X
BIHDTENTEFT, IEZIE, BEOMACN—RITFP7RLRAEERTEFT,

Pod X#kICT7 /T—>a v ARELT, V91 LE%kEEBELET, 7/ 7—Yavx—i3
k8s.v1.cni.cncf.io/networks C. S V91 LAREAEEBT B ISONA TV hEaZIFANTE T,
14710014 —Y Xy AR—ZD SR-IOVEIY Y TDS VY (1 LEBE

LLF®DJSON IE, 4 —H Ry AR—ZDSR-IOV Xy hT7—VEIYLUTHDS VYA LEREA T ay
HEBALTWET,

[
{

"name"; "<name>",

181


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#add-pod
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-sriov-device

OpenShift Container Platform 4.8 *v k7 —%

"mac": "<mac_address>",
"ips": ["<cidr_range>"] 9
}
]

SR-IOV v b —2 &Y ¥ TESE CR DAHRI,
7 aViSRIOV XY RT7—VEYYUTEEXECRTEREIND Y =RV THEHEIYHTS

% SR-IOV 7/8f KO MAC 7 KL R, ZODHREZEMHEMTY 5ICIE. SriovNetwork # 7Y = 7
T{"mac":true } I 8ET 2V EHIHY ET,

O o0

723 V:SR-IOVRY D=V EYLTERCRTERIND )Y —RI1THLEYHTS
NBSR-IOVFNNLIADIPT7 KL R, IPv4 &EIPv6 7 KL ZOEADRYR—MINET, D
BEx 9 %ICIk. SriovNetwork # 7> =7 KT {"ips":true } £I8E T 2ENHY 7,

S84 LEEDH

apiVersion: vi
kind: Pod
metadata:
name: sample-pod
annotations:
k8s.v1.cni.cncf.io/networks: |-
[
{

"name": "net1",
"mac": "20:04:0f:f1:88:01",
"ips":["192.168.10.1/24", "2001::1/64"]
}
]
spec:

containers:

- name: sample-container
image: <image>
imagePullPolicy: IfNotPresent
command: ["sleep”, "infinity"]

14.7.1.2. InfiniBand X— A D SR-IOVEIY B TDS V¥ 1 L&

LLUF® JSON 1E. InfiniBand R—ZAD SR-IOV %y hT—JEY L THDSVIA LABZELF T avki
HEALTWET,

[
{

"name": "<network_attachment>",
"infiniband-guid": "<guid>", @)
"ips": ["<cidr_range>"]
}
]

Q SR-IOV X v kT — %Y Y TES CR DEHL

SR-IOV T /34 XD InfiniBand GUID Z D#EE %= A9 5 113, SrioviIBNetwork 7 7> = - kT {
"infinibandGUID": true } £ 8 E T 2 HEHLH Y £ 7.
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SR-IOV *y T —VEYHTEEXECRTEEIND

BUEN—KITFRY b

)Y =254 THHEIY HTS5Nh D SR-IOV

FINAZADIPT7RLR, IPv4A EIPV6 7 RLZAOEADYR—MNINET, TOHEEFRT S
ICI&. SrioviBNetwork = 7> =2 T {"ips":true } LIEETIHELHY X T,

VA LEEDHI

apiVersion: vi
kind: Pod
metadata:
name: sample-pod
annotations:
k8s.v1.cni.cncf.io/networks: |-

[
{
"name": "ib1",
"infiniband-guid": "c2:11:22:33:44:55:66:77",
"ips": ['192.168.10.1/24", "2001::1/64"]
}
]
spec:
containers:
- name: sample-container
image: <image>
imagePullPolicy: IfNotPresent

command: ["sleep”, "infinity"]

14.7.2. Pod MEMXRY T — 0 DB

-7

Pod #BIMD XY KD —2IBIMTEXET, Podld, T72I KRy NT—OTREREDY SRS —FEE
DERYRNT—=ONT 740y 5BHEMICEELET,

Pod BMERI N B &, BIMDXRY hT—IDEYHTHNET, L, Pod BN TILHFET 2%
. BMDORY hT—7%ZnICEIYHTEHIERETEIEA,

Pod AYEMNx Y b7 —%2 &£E L namespace IZH B Z &,

pa 3

=BHERICEML XY,

DPDK E— RICBEINZF T,

T—89TL—VEFEFXY N (DPDK) E—RTA VY FTIVEHDORY 7014 V5 —T A
23v hO—5— (NIC) #fEA L TWBIBAICIE. Pod HORADI Y FF—DHH
NICIC7 V7 EZATERLIICEREINTWVWEY, SR-IOVEM*RY hT—2I&, Sriov
Network Node Policy # 7 = ¥ kT device Type H* vfio-pci ICEREIN TR IHE I

SR-IOV Network Resource Injector (£, Pod ®&#I D3 >~ FF—IC resource 7 1 —JL K

COBEEIF. NICICT7 IV ERTEIZMEDOHZ AT FHF—HIPodA TV TV NTEHEIN
RPNV TF—ThHhsdI & %=MRYT 5D, Network Resource Injector %= fENICT 5
CETENETEZET, FMIL. BZ#1990953 A#ZB L T XL,
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® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
o VSRH—IIOTA VT B,
® SR-I0OV Operator A VX k—Jb,

e Pod %#E|Y K T3 SriovNetwork + 7> = 4 k £7-1% SrioviBNetwork # 7 =V hOWTHh
NEERY %,

FIR

L. 7/7—23v%Pod 4727 MIEMLET., UTOT7/T—YarvBXownwshhroH
ZEATEEY,

a. ARAIXAXEFTITEMRY NT7—0%BIYHTBICIE, UWTFTOERTTPZ/ T—>avE
EBINL £9, <network> %, Pod ICEAEITZEMRY NT—VDERIICEIBRAFET,

metadata:
annotations:

k8s.v1.cni.cncf.io/networks: <network>[,<network>,...] ﬂ

ﬂ BREOEMRY ND—0%BETHICIE. EXy M7=V TRYY ET, 3
URDBEITIFEAR=ZAEANBLWTLLREIW, EULEMNRY NT—0 % EHEHIEEL
723%E. Pod I3EHDXRY NT—D0A4A VI —T A RAEFDXRY NT—0ICEY YT
ia—o

b. AR XA XL TEMDRY hT—0%ZEYYHTBICIE, UWTFTOEKXT7 /57— avkE
EBmLEY,

metadata:
annotations:
k8s.v1.cni.cncf.io/networks: |-

[
{

"name": "<network>", ﬂ
"namespace”: "<namespace>",
"default-route": ["<default-route>"] e

}
]

Q NetworkAttachmentDefinition 7 7Y 24 MMl &> TESI N2 EBMDERY kT —24
DEBIZEELE T,

9 NetworkAttachmentDefinition & 7> = 7 N E&E I 1% namespace 2IEE L &
ER

g A7 3:192.168.171 B EDT I A ML— MDA —N—54 REEELET,

2. Pod ZEK 9 BICIE. LTIV REAALEY, <name> % Pod DEFIICEZ#HAZET,

I $ oc create -f <name>.yaml
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3. #772av:7/5—3VhHPodCRICIFEET S E%MERT %ICIE. <names> % Pod D%
BIICEZIZA T, UTFTOaAY Y RKEAALET,

I $ oc get pod <name> -0 yaml
LLFDfITIE. example-pod Pod DYEMRY hT—2® nett ICEIY HTOHNTWET,

$ oc get pod example-pod -0 yaml
apiVersion: v1
kind: Pod
metadata:
annotations:
k8s.v1.cni.cncf.io/networks: macvlan-bridge
k8s.v1.cni.cncf.io/networks-status: |- ﬂ
[{
"name": "openshift-sdn",
"interface": "eth0",
"ips": [
"10.128.2.14"
1,
"default": true,
"dns": {}

"name": "macvlan-bridge",
"interface": "net1",
"ipsll: [
"20.2.2.100"
I,

"mac": "22:2f:60:a5:18:00",
"dns": {}
]

name: example-pod
namespace: default
spec:

status:

Q k8s.v1.cni.cncf.io/networks-status /X5 X —4 —&, A7 Y b®D JSON EFITT,
BFATTTU MIE, PodICEIYHEHTOHLNDZEBINDRY NT—IDRAT—4 AT DWTERA
LEd, 7/ 57—>avERTL—YTHFAMNDEE L TREINE T,

14.7.3. Non-Uniform Memory Access (NUMA) THEZE X 117z SR-IOV Pod D {ERK
NUMA TEE X f1u7z SR-IOV Pod |4, restricted % 7= (& single-numa-node Topology Manager 7R 1)

Y—TRHEU NUMA / — KRB 5EIYHETHNS SR-IOVEL VP CPU Y YV —RZHIRT BT &ICL>THE
MTEXT,

AR
e OpenShift CLI (oc) ' Y A h—ILEIhTW3,
o CPUYXRX—Yv—MDR! ¥—% static ICEREL TWD, CPUTRX—T v —DEMIE. BEHEE
I avESBLTLEIY,
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® Topology Manager 7R ') & — % single-numa-node IZFXE L TW 3,

R

single-numa-node N E3K % i/ X W5 &L, Topology Manager /R 1) & — %
restricted ICT 2 LD ICERETE XY,

FIR

1. LLR®D SR-IOV Pod ft# & 4ER L TH 5. YAML % <name>-striov-pod.yaml 7 7 1 JLICIRTF
L¥d, <name> %= Z D Pod DEZRIICEZMZAET,
LIFDfIE. SR-IOV Pod kAR L TWE T,

apiVersion: vi
kind: Pod
metadata:

name: sample-pod

annotations:
k8s.v1.cni.cncf.io/networks: <name> ﬂ

spec:

containers:

- name: sample-container
image: <image> g
command: ["sleep”, "infinity"]
resources:

limits:
memory: "1Gi" 9
cpu: "2" ﬂ
requests:
memory: "1Gi"
cpu: "2"

<name> %z, SR-IOV xv hT—V &Y ETERZECROERICEITZ T,
<image> % sample-pod 1 X — DEZFICBEEMZIF T,

Guaranteed QoS %38 L T SR-IOV Pod Z4EK T B ICId. AEY—EXK ICHFLW AE
) —HIR #52ELE T,

909

Q Guaranteed QoS Z#8%E L T SR-IOV Pod & EEL S % 1C1E. cpu B3R 122 L L cpu HIRR
ERELET,

2. UMFoav Y REEFTLTSR-IOVPod DY Y FILEERLE T,
I $ oc create -f <filename> ﬂ

Q <filename> %, EDOFIETEBRLEZ7 7M1 ILDRBICBIMIZFT,

3. sample-pod 7' Guaranteed QoS ZHEE L THEINTWS I L 2R LT,

I $ oc describe pod sample-pod

186



BUBEN—FKITT7RY bTI—Y

4. sample-pod A HEftEEY CPU Z3EE L TEIY HTONTWSH I & 2R LT,
I $ oc exec sample-pod -- cat /sys/fs/cgroup/cpuset/cpuset.cpus

5. sample-pod (CE|Y HTH5N % SR-IOV T/81 & CPUDNRUNUMA / —REICHB I &%
mERLET,

I $ oc exec sample-pod -- cat /sys/fs/cgroup/cpuset/cpuset.cpus

14.7.4. FAEIE R
® SR-IOVA—H Xy ARy NT—VZ|Y B TDERE
® SR-IOV InfiniBand XY R —2JEIY L TDEE

e CPUYX—Yv—ODFEHA

148. 5/NXT7#—<TVADTILFF+v A NDFEH

Single Root I/O Virtualization (SR-IOV) N— RO 27Xy N7 —J LTI FF v A NEFHTEE
ED

1481 BN T#—<XVADIIFF+ A b

OpenShift SDN 7 7 # JL k Container Network Interface (CNI) & b7 —2 FONA F—i&, 77+ )
hRY hT—J EDPodEDTIVFF+ A MY R—MLET, THIMEFHIBORARI I —E
ZDBMHETOFERICKREBELTHY., BEEREOT7 SV r—>avIlEBELTWERA, 1 V9 —FY
NZORINLTLE(PTV) RILFRAY NETARBRE, AN)=IVIATATREDT T
r—< 3 Tld. Single Root I/O Virtualization (SR-IOV) N— R =z 7% FEHA L TRA 71 TITHEWR
T+ - VRERHBTEET,

CILFF ¥ ANMIEBMDSR-IOVA V9 —T 14 X% HHAT 256

o TIIFFv ANy T—I1F BMDSR-IOVA VS —T7 24 AEHT Pod ICL > TERFI
nNamRENHY XY,

® SR-IOVA vy —7 A RILEmT 2MERY kT —72I1&, OpenShift Container Platform Tl
HINBRVWTIILFFVYRAM =T 7 b ROY—%HBILET,

1482. W) FF v ANTDSR-IOVA VA —T 14 ADHETE
LTFOFIBETIK, Y TILOTILFEF+ANEADSR-IOVA V9 —T x4 A5EMLET,

(1} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A— /)L ZFDO21—HF—&E LTIV SRY—ICATA VT BRErHYFET,

FIA
1. SriovNetworkNodePolicy = 7> o M= /ER L £ T,
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apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: policy-example
namespace: openshift-sriov-network-operator
spec:
resourceName: example
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
numVfs: 4
nicSelector:
vendor: "8086"
pfNames: [ens803f0]
rootDevices: ['0000:86:00.07]

2. SriovNetwork # 7 7 M AER L F T,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: net-example
namespace: openshift-sriov-network-operator
spec:
networkNamespace: default
ipam: |
{
"type": "host-local", 9
"subnet": "10.56.217.0/24",
"rangeStart": "10.56.217.171",
"rangeEnd": "10.56.217.181",
"routes": [
{"dst": "224.0.0.0/5"},
{"dst": "232.0.0.0/5"}
1,
"gateway": "10.56.217.1"
}

resourceName: example

HCP % IPAM & L TERE Y &R %A L/2BBE. DHCP H—N—RBAHATT 74 J)L bL—
N (224.0.0.0/5 £ £ 1} 232.0.0.0/5) 2 7AEY a =V I F2LIICLTLEIWY, ThiC
LY, TIANLIMDRY M7= 7ANA Y —ILE > TEREINIBNLTILFF+ XK
=KD EEZINET,

3. XNWFXFv RN NP TYS—2 3V TPod BERRLET,

apiVersion: vi
kind: Pod
metadata:
name: testpmd
namespace: default
annotations:
k8s.v1.cni.cncf.io/networks: nic1
spec:
containers:
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- name: example
image: rhel7:latest
securityContext:
capabilities:
add: ['NET_ADMIN'T @)
command: [ "sleep”, "infinity"]

@ NET_ADMIN#HER., 77U 7—>aYATLF+v 2N IP T KL% SR-IOV A ¥
H—T A RICEY Y TEIMNELRHZZEICDIMETY, ThUADZEITEBTEE
EP

14.9. DPDK & & U' RDMA £ — K TORIEHLAE (VF) DA

Single Root I/O Virtualization (SR-IOV) & v k7 —%/\— KD £ 7L, Data Plane Development Kit
(DPDK) & & Uf Remote Direct Memory Access (RDMA) TR TE &7,

BF

Data Plane Development Kit (DPDK) &7 7/ OY—7FL Ea—#EETY, 70/ 0V —
7L E 1 —#EEld Red Hat DEBRBBETOHY—EXLANILT T —X Yk (SLA) Tl
HR— M INTWARWH, RedHat TIHIEHRBRIETOFERAEHELTVEE A,
Red Hat IZEHBRIBETCINOAFEAT I LA HELTVWERA, 77 /09—
Ea—0eEld. RFTOMDBMELZVSBEIRBL T, FREBTHEDTZ M ETW
T4—RKNy O EBHLTWEECZEZHHWELTWET,

RedHat D77 / AY—7L Ea1—#EED Y R— MEEIC D W TDFHM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8BT £X
(A

14.9.1.NIC %#{#F L 7= DPDK £— R TO{RE#EE D {F

([} =355
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
® SR-IOV Network Operator 4 Y XA h—JLL X ¥,

e cluster-admin ¥R =HF>21—H¥—-—& L TAJV1 L TW5,

FIR

1. LL'F @ SriovNetworkNodePolicy # 72 = ¥ b Z{Ef L TH 5. YAML % intel-dpdk-node-
policy.yaml 7 7 1 JLICRTFL X9,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: intel-dpdk-node-policy
namespace: openshift-sriov-network-operator
spec:
resourceName: intelnics
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
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priority: <priority>
numVfs: <num>
nicSelector:
vendor: "8086"
devicelD: "158b"
pfNames: ["<pf_name>", ...]
rootDevices: ["<pci_bus_id>", "..."]
deviceType: vfio-pci

@ R (VF) D RS A /N—5 1 T % viio-pei ICHEELE T,

pa )

SriovNetworkNodePolicy D&+ 7' 3 VLB ¥ % 5$#lX. Configuring SR-
IOV network devices 7 > a VSR L T LI,

SriovNetworkNodePolicy # 7> = 7 N TIEEI MR ELBEA T 2RIC. SR-
IOV Operator t&/ — K& RL A4 > (fBI) § 2 08EELH Y. BEICL>TIE
/—ROBEHZTIBENHYIT, REDEENMEAIND X TICHD D
BADIDBHBELNHY EFT, TEI NI —o0—RNEREBT ZDIT, ¥
ZRY—AICFIATRER/ — R +DICH B &R > THERLET,
HREDEHHIBEH I N/ZIC. openshift-sriov-network-operator namespace
DFARTOD Pod A Running A 7—4% AICEBINE T,

2. LFDO< Y R%&%E4TL T SriovNetworkNodePolicy + 7> = 7 M &ER L £,
I $ oc create -f intel-dpdk-node-policy.yaml

3. LLF® SriovNetwork = 7> =7 b & {E L TH 5. YAML % intel-dpdk-network.yaml 7 7
1TIWVIHRELEY,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: intel-dpdk-network
namespace: openshift-sriov-network-operator
spec:
networkNamespace: <target_namespace>
ipam: "{}" ﬂ
vlan: <vlan>
resourceName: intelnics

Q IPAMCNI 7554 DDA TV M) #HELZET., DPDK IF1—H —ZHE—
KRCHEBEL., P77 RLRIIMEDLY £H A,

pz o-1o)
SriovNetwork D& A 7> 3 VICBET %553, SR-IOV OEIMXRY NT—2 D
BREEIVaVvESBLTLLEIL,

4, LFOOv Y REZEFTLT, SriovNetwork 7 7 9 MAER L ZE T,
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I $ oc create -f intel-dpdk-network.yaml

5 LUF®D Pod TR L TH S, YAML % intel-dpdk-pod.yaml 7 7 1 JLICREEL 7

apiVersion: vi
kind: Pod
metadata:

® o0 o 0o 9o

name: dpdk-app
namespace: <target_namespace> ﬂ
annotations:

k8s.v1.cni.cncf.io/networks: intel-dpdk-network

spec:

containers:
- name: testpmd
image: <DPDK_image> 9
securityContext:
runAsUser: 0
capabilities:
add: ['IPC_LOCK","SYS_RESOURCE","NET_RAW"] 6
volumeMounts:
- mountPath: /dev/hugepages ﬂ
name: hugepage
resources:
limits:
openshift.io/intelnics: "1" @)
memory: "1Gi"
cpu: "4" G
hugepages-1Gi: "4Gi" ﬂ
requests:
openshift.io/intelnics: "1"
memory: "1Gi"
cpu: "4"
hugepages-1Gi: "4Gi"
command: ["sleep”, "infinity"]
volumes:
- name: hugepage
emptyDir:
medium: HugePages

SriovNetwork 7+ 7'~ = ¥ b @ intel-dpdk-network 2*/E X 11 5@ U target_namespace
ZIEELX T, Pod ZE7%: % namespace ICEXT 515G, target_namespace %z Pod ft
¥k & &£ U SriovNetowrk 7 7Y =V OB ATEELZE T,

TIN =23 vET ) =3 UNMERTBDPDK 4 75 —AEFEN D DPDK A
A—=TUEIBELET,

hugepage DEIYH T, YRATLNY—RDEYET, BLTPRY NT—V14V5—Tx
ARATVEABOAVTF—ROT7 ) r—v a VICRERBINEEEEELET.
hugepage R 2 — A%, /dev/hugepages D FICdH % DPDKPod IC¥ VY ML ET,
hugepage R Y 2 — A&, medium ¥ Hugepages ICIEEINTWS emptyDir IR 2 — 4
A4 TTHR—IMINFET,

Z 73 :DPDKPod ICEIY K THND DPDK TN, RO EIEELEF T, DY Y —
ZAERS LOHIRIZ. BARMICIEEINTULAWES, SR-IOV XY k77— )Y —24
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VI —IlE>TEEBMICEMINEY, SRIOVRY NT—9 )Y =40 T Yy
4 —l&. SR-IOV Operator IC& > TEEBINZ2ZfAaAY bO—5—aVR—%X 2V MNTY,
CHIET72ILNTEMIINTS Y, 77 4J)L b SriovOperatorConfig CR T
enablelnjector + 7> 3 >V % false ICERE L TEMICTDZIENTEET,

@ CPU O¥ %3 EEL ¥, DPDK Pod ICIZBE. kubelet n S HEHBEY CPU ZEIY ¥ T 3%
EAxHYET, IhiE. CPUTR—Y ¥ —R) > —% static ICEZE L. Guaranteed QoS
D Pod #ER L TEITINZET,

Q hugepage # 1 X hugepages-1Gi % 7z |& hugepages-2Mi %#3#5%E L. DPDK Pod ICEIY)
LT b5 hugepage DEAIBEL 9, 2Mi B & U 1Gi hugepage =Rl % ICFRE L &
¥, 1Gihugepage #EXET B ICIE. A—FIBIH%E / — NICBINT2RELRHY 7,
Te& 2 &, hH—=IVB|# default_hugepagesz=1GB. hugepagesz=1G & £ U
hugepages=16 %:BI19 % &. 16*1Gihugepage B’V A T LDEBHEFICEIY YTOHNFE

o

6. LDV R%ZEITL T DPDKPod ZER L 7,

I $ oc create -f intel-dpdk-pod.yaml

14.9.2. Mellanox NIC % {#F L 7= DPDK & — KR T® Virtual Function O

AR E A
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
® SR-IOV Network Operator =4 Y X h—JILL ¥,

e cluster-admin ¥R =HFEo>1—H¥—& L TAJV1 L TW5,

FIR

1. AR @ SriovNetworkNodePolicy = 7> o M /Ef L TH 5. YAML % mix-dpdk-node-
policy.yaml 7 7 1 JLICRTFL X9,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: mix-dpdk-node-policy
namespace: openshift-sriov-network-operator
spec:
resourceName: mixnics
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
priority: <priority>
numVfs: <num>
nicSelector:
vendor: "15b3"
devicelD: "1015" )
pfNames: ["<pf_name>", ...]
rootDevices: ["<pci_bus_id>", "..."]
deviceType: netdevice
isRdma: true
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SR-IOV XY NTD—OFNAZADTNA X6 EI—RKAEFBEL XTI, Mellanox 11— KIC
AN BEIZ 1015, 1017 TY,

Q Virtual Function (VF) @ K5 4 /X—% 4 7% netdevice IC}§E L £ 9, Mellanox SR-IOV
VF (%, vfio-pci 7/8 29 4 T%EREJICDPDK E— NTHBEL £ J, VF T/81 R
. AV TF—RDOA—FILEFY RT—V A9 —T A RELTERRINET,

g RDMA E— REBEMICLE T, Thid. DPDK E— R THEET D781 Mellanox 11— KR
TREEINET,

R

SriovNetworkNodePolicy D&+ 7' 3 »ICB ¥ % 5$#lL. Configuring SR-
IOV network devices 7 > a VSR L T LI,

SriovNetworkNodePolicy # 7> = 7 M TIEEI MR ELBEA T 2KIC. SR-
IOV Operator t&/ — K& RL A4 > (fBI) T 28EMELH Y. HBEICL > TR
J—ROBEHZTIBENHYIT, REDEENMEAIND X TICHD D
BADIDBHBELNHY EFT, TEI NI —- 00— RNEREBT ZDIT, 7
SR —ANICFIAARER ) — R +DICH BT &R > THERLET,
HREDEFHHIBEH I N/ZIC. openshift-sriov-network-operator namespace
DFARTOD Pod A Running A 7—4% AICEBINE T,

2. LFDI< Y R%&%E4TL T SriovNetworkNodePolicy + 7> = 7 M &ER L £,

I $ oc create -f mix-dpdk-node-policy.yami

3. LLF® SriovNetwork = 7> = - b & {ER L TH 5. YAML % mix-dpdk-network.yaml 7 7
1TIWVICHRELEY,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: mix-dpdk-network
namespace: openshift-sriov-network-operator
spec:
networkNamespace: <target_namespace>
ipam: |-

vlan: <vlan>
resourceName: mixnics

Q IPAMCNI 7554 VDRBEA TPV M2 YAML 7OY 2 R5—5—& LTIEELE
T, 7574 VIE EYLTERICODWTDIPZRLADEIY LU TAEIELET,

pa )

SriovNetwork D& A 7> 3 VICBET 35¥#IE. SR-IOV OEIMXRY hT—2 D
BREEIVavAESRLTLEIN,

4. LTFDOY Y K%E%E4TL T SriovNetworkNodePolicy + 7> = 7 M &{ERR L £,

193



OpenShift Container Platform 4.8 *v k7 —%

I $ oc create -f mix-dpdk-network.yami

5 LUF®D Pod T 4ER L TH S, YAML % mix-dpdk-pod.yaml 7 7 1 JLICIRELE T,

apiVersion: vi
kind: Pod
metadata:
name: dpdk-app
namespace: <target_namespace> ﬂ
annotations:
k8s.v1.cni.cncf.io/networks: mix-dpdk-network
spec:
containers:
- name: testpmd
image: <DPDK_image> 9
securityContext:
runAsUser: 0
capabilities:
add: ['IPC_LOCK","SYS_RESOURCE","NET_RAW"] 6
volumeMounts:
- mountPath: /dev/hugepages ﬂ
name: hugepage
resources:
limits:
openshift.io/mixnics: "1" @)
memory: "1Gi"
cpu: "4" G
hugepages-1Gi: "4Gi" ﬂ
requests:
openshift.io/mlxnics: "1"
memory: "1Gi"
cpu: "4"
hugepages-1Gi: "4Gi"
command: ["sleep”, "infinity"]
volumes:
- name: hugepage
emptyDir:
medium: HugePages

SriovNetwork 7+ 7'~ = ¥ b ® mix-dpdk-network H*{Ep X 11 % [E U target_namespace
ZIEELX T, Pod ZE7%: % namespace ICEXT 515G, target_namespace %z Pod ft
¥k & &£ U SriovNetowrk 7 7Y =V OB ATEELZE T,

TIN =23 vET ) =3 UNMERTBDPDK 4 75 —AEFEN D DPDK A
A—=TUEIBELET,

hugepage DEIYHT, YRATLNY—RDEYET, BLUVRYNT—V4V5—Tx
ARATVEABOAVTF—ROT7 ) r—v a VICRERBINEEEEELET.

hugepage ") 2 — L%, /dev/hugepages D ~IZ# % DPDKPodIZ¥ 7> ML E T,
hugepage " ) 2 — Ak, medium A* Hugepages ICIEEI LT % emptyDir IR ) 2 — A
A4 TTHR—IMINFET,

® o0 o 0o 9o

Z 7 3. DPDKPod ICEIY K TSNS DPDK F/N1 RO EIEELEFT, DY Y—
ZAERS LOHIRIZ. BABRMICIEEINTULAWES, SR-IOV XYy k77— )Y —24
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VI —IlE>TEEBMICEMINEY, SRIOVRY NT7—9 )Y =40 T Yy
% —Id. SR-IOV Operator IC& > TEEINSZ{A2Y bO—5—aVR—%Y MNTT,
CNIETI72ILNTEMIINTS Y, 77 1)L SriovOperatorConfig CR T
enablelnjector + 7> 3 U % false ICERE L THEMICT DI ENTEET,

@ CPU Q¥ %18E L £9, DPDKPod IZIXIEE. kubelet S HEEEY CPU £V HT %
EAxHYET, IhiE, CPUTR—Y v —R) > —% static ICERE L. Guaranteed QoS
D Pod #ER L TEITINZET,

Q hugepage #1 X hugepages-1Gi % 7= |& hugepages-2Mi %#3#5%E L. DPDK Pod ICEIY)
HTHNS hugepage DEAEIBEL £9, 2Mi 8 & U 1Gi hugepage Rl 2 ICFRE L £
¥, 1Gihugepage AR ET B ICIE. A—FIBIH%E / — NICBINT2RENHY 7,

6. LDV R%ZEITL T DPDKPod ZFE L 7,

I $ oc create -f mix-dpdk-pod.yaml

14.9.3. Mellanox NIC #{#fH L 7= RDMA £— R TO{RAE#EEDF A

RoCE (RDMA over Converged Ethernet) (&, OpenShift Container Platform © RDMA %= {9 2154
IKE—HYR—KRINhTWBE—RTT,

AR F A
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
® SR-IOV Network Operator =4 Y XA h—JLL ¥,

o cluster-admin tgfR=fFo>a1—H—& L TOJ/1 352 &,

FIR

1. AR @ SriovNetworkNodePolicy = 7> =7 b & {Ef L TH 5. YAML % mix-rdma-node-
policy.yaml 7 7 1 JLICRTFEL X9,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: mix-rdma-node-policy
namespace: openshift-sriov-network-operator
spec:
resourceName: mixnics
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
priority: <priority>
numVfs: <num>
nicSelector:
vendor: "15b3"
devicelD: "1015" )
pfNames: ["<pf_name>", ...]
rootDevices: ["<pci_bus_id>", "..."]
deviceType: netdevice
isRdma: true 6
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ﬂ SR-IOV XY NT—OFNAZADTNA X6 I —RAEFBEL XTI, Mellanox 1— KIC
FFAIXNB{EIZ 1015, 1017 TY,

Q Virtual Function (VF) ® K5 4 /X—% A 7% netdevice ICIEE L £ 7,

g RDMA E— REEA®MICLZF T,

R

SriovNetworkNodePolicy O &7+ 7> 3 VICEAY 2 5##iE. Configuring SR-
IOV network devices 7> a V2SR LTSIV,

SriovNetworkNodePolicy # 7 = 7 M TIEEI MR ELBEA T 2RIC. SR-
IOV Operator t&/ — K& RL A4 >~ (fBI) T 2a8EMELH Y. BEICL>TIE
/—ROBEHZTOIBENHYIT, REDEENMEAIND X TICHD D
BAHDIDBHBENHY EFT, TEI NI —o0O0—RNEREBT BDIT, ¥
A —HNICFIRTRR ./ — RPN+ ICHD I EZaTH > THIRLET,
HREDEFHIBEH I N/EIC. openshift-sriov-network-operator namespace
DFARTOD Pod A Running A 7—4% AICEBEINE T,

2. L FDOY Y R%&%E4TL T SriovNetworkNodePolicy + 7> = 7 M &ER L £,

I $ oc create -f mix-rdma-node-policy.yaml

3. LLF® SriovNetwork = 7> = - b & {ER L TH 5. YAML % mix-rdma-network.yaml 7 7
1IWVIKHRELEY,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: mix-rdma-network
namespace: openshift-sriov-network-operator
spec:
networkNamespace: <target_namespace>

ipam: |- ﬂ

vlan: <vlan>
resourceName: mixnics

Q IPAMCNI 7554 VDB EA TSI N2 YAML 7Ov 2 2R5—5—& LTIBELE
T, 7574 E EYLTERICODWTDIPZRLADEIY LY TAEELET,
pz ot

SriovNetwork D& A 7> 3 VICET 35¥#IE. SR-IOV DEIMRY hT—2 D
BREEIVVavAESRLTLEIN,

4. LTFDIY Y K%E%E4TL T SriovNetworkNodePolicy + 7> = ¥ M &{ER L £,

I $ oc create -f mix-rdma-network.yami
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5 LUF®D Pod T 4ER L TH S, YAML % mix-rdma-pod.yaml 7 7 1 JLICIRELE T,

apiVersion: vi
kind: Pod
metadata:
name: rdma-app
namespace: <target namespace> ﬂ
annotations:
k8s.v1.cni.cncf.io/networks: mix-rdma-network
spec:
containers:
- name: testpmd
image: <RDMA_image> 9
securityContext:
runAsUser: 0
capabilities:
add: ['IPC_LOCK","SYS_RESOURCE","NET_RAW"] 6
volumeMounts:
- mountPath: /dev/hugepages ﬂ
name: hugepage
resources:
limits:
memory: "1Gi"
cpu: "4" 6
hugepages-1Gi: "4Gi" G
requests:
memory: "1Gi"
cpu: "4"
hugepages-1Gi: "4Gi"
command: ["sleep”, "infinity"]
volumes:
- name: hugepage
emptyDir:
medium: HugePages

SriovNetwork 7+ 7'~ = ¥ b ® mlix-rdma-network »*/Ep X 11 % [@ U target_namespace
ZIEELX T, Pod ZE7%:% namespace ICEXT 515G, target_namespace %z Pod ft
¥k# &£ O SriovNetowrk 7 7YV OB ATEERELZE T,

TV —2aveE7 ) r—2avhERTSRDMA 4 735 =& Fh 2 RDMA
A A=V BIBELET,

hugepage DEIYH T, YRATLNY—RDEYET, BLTRY NTI—V14 V5 —Tx
ARATVEABOAVTF—ROT7 ) r— a VICRERBIEEEZEELE T,

hugepage R ) 2 — A%, /dev/hugepages D T IZ4H % RDMAPod ICY VY ML E T,
hugepage /R ) 2 — Ald, medium ' Hugepages ICIEE SN T3 emptyDir R 21— A
A4 TTHR—IMINFET,

CPU D#%=EE L £9, RDMA Pod IZIFEE. kubelet * S HEAY CPU 2 E| Y HT %
EAHYET, IhiE. CPUTER—Y ¥ —R) > —% static ICERE L. Guaranteed QoS
D Pod #ER L TEITINZET,

@ ® o 0 ®© o

197



OpenShift Container Platform 4.8 *v k7 —%

hugepage # 1 X hugepages-1Gi % 7z |& hugepages-2Mi %#3#5%E L. RDMA Pod IZE| Y
HTHNS hugepage DEAEIBEL £9, 2Mi & & U 1Gi hugepage 5l 2 ICFRE L £

6. LTFDOIY Y %247 LTRDMAPod ZEE L ¥,

I $ oc create -f mIx-rdma-pod.yaml

14.10. SR-IOV NETWORK OPERATOR O 1 ~ X h—Jb

SR-IOV Network Operator 27 ¥4 Y 2 k=)L % (TIE, EITHOD SR-IOV 77— O0— K% § R THIFR
L. Operator &7 >4 >~ X h—JL L T, Operator B*FEMA L 7= Webhook ZHIfR g 2 LEHNHY £,

14.10.1. SR-IOV Network Operator D1 >~ X b —)b

95 A4 —EEBEIL. SR-IOV Network Operator # 7 4 VA M—ILTEE T,

=S5

e cluster-admin /X\—3 v > 3V EFEDT7H VUV M %EFEMAL T OpenShift Container Platform %
SRY—ICT IV EATES,

® SR-IOV Network Operator B Y XA h—JLINTW 3,

¥
. TRTDSR-IOVHRY LYY —R(CR) #HIRLE T,

I $ oc delete sriovnetwork -n openshift-sriov-network-operator --all
I $ oc delete sriovnetworknodepolicy -n openshift-sriov-network-operator --all

I $ oc delete sriovibnetwork -n openshift-sriov-network-operator --all

2. V5 R9—H 5D Operator DEIRE V> 3 VICEREINIFIBICHK L., 759 —H5 SR-
IOV Network Operator ZHlIf& L £ 7,

3. SR-IOV Network Operator D7 A4 Y A M—=)LRIZV TR —ITFK>TWB SR-IOV AARY AL
VY —AERZHIRLZET,

$ oc delete crd sriovibnetworks.sriovnetwork.openshift.io

$ oc delete crd sriovnetworknodepolicies.sriovnetwork.openshift.io
$ oc delete crd sriovnetworknodestates.sriovnetwork.openshift.io
$ oc delete crd sriovnetworkpoolconfigs.sriovnetwork.openshift.io

$ oc delete crd sriovnetworks.sriovnetwork.openshift.io

$ oc delete crd sriovoperatorconfigs.sriovnetwork.openshift.io
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4. SR-IOV Webhook Z#HIR L 9,

I $ oc delete mutatingwebhookconfigurations network-resources-injector-config
I $ oc delete MutatingWebhookConfiguration sriov-operator-webhook-config

I $ oc delete ValidatingWebhookConfiguration sriov-operator-webhook-config

5. SR-IOV Network Operator M namespace % HIfR L £9,

I $ oc delete namespace openshift-sriov-network-operator

BAEE R

o S5 2H—h 5D Operator DY

-7
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25155 OPENSHIFTSDN 7 #JL N CNI v D —2 7 O/Nq
& —

15.1. OPENSHIFTSDN T 7 #JL N CNI Xy RO —2o AN 4 —IZDWT

OpenShift Container Platform I, Software Defined Networking (SDN) 7 7’O—F %M L T. 7 >
A —Dxy b7 —2%#E L. OpenShift Container Platform 7 5 24 —® Pod B D@E & AIEEIC L
X9, OpenShiftSDNIZ& Y, TDELIRPod Xy NT—IDFEILIN, A /TT/Z‘W’L&TO
OpenShift SDN (& Open vSwitch (OVS) &R L T4 —/"—L A Xy hT—2 &BELET.

15.1.1. OpenShift SDN * v N7 — O BEE— R

OpenShift SDN TIHLLTFD & S 1Z. Pod Xy NT—V %EET 572D SDN £— K% 3 DIt
—a—o

e Xy MI—IURYI—FE—RIE FOYzy NEEED NetworkPolicy # 72 =/ MaERAL
THEBDODBRY) O — %2R ETDIEAETARICLET, *v hT7—2RY) 2 —IE, OpenShift
Container Platform 4.8 D77 #JL N E— KT,

o YIFFTFVME—KRIE PodBLUOH—EROTOV I MLRILOSBEATIREICLE T,
BR27O0VI IV MDPodid, BIOT7AOYIY D Pod BLUVH—ERENYT Y NDER(E
HEETDHIENTELQALARYEY, 7OV NODBEERMIL, V5 RY—2EFDTRTD
Pod BLUH—ERICRXRY NT—I N5 T74 v P EZFEELLEY, TNESDPod BLUHY—EZR
PORYRNT—VNTT4v I RELLYTEIENTEET,

o TRy KMNE—NRIF. TRTDPodHPMEBDTRTD Pod BLUVH—EREFETE S Pod
FYNT—OEBHLET, XY RT—2RYS—F—RiE, 7%y NE— REE U
BHELET,

BI2. Y R—FINBFITAILMDCNI Ry D=0 7ONA 5 —gE< M) I R

OpenShift Container Platform (. OpenShift SDN & OVN-Kubernetes @ 2 DD R— MRRD A4 7
>3 v %T 7 %)L h®D Container Network Interface (CNI) %y R 7 —2 7ONA ¥ —TRELFET, U
TOXRIF. MADRY NT—07ONA T —DREDKET R— M2 FEHEDTT,

KI51TZAI D CNI Ry bT—29 FO/RA 5 —HEED L8

HaE OpenShift SDN OVN-Kubernetes
Egress IP HR— bR HR— bR
Egress 274 704 —Jb (1 YR— bR REASNSES
Egress JL—% — HR— bR HHR— hxtgp (2
IPsec BES1L HR— IR HR— MR
IPv6 HR— bR HR— f g B
Kubernetes *v k7 —2 K1) > — —H R — g (4 HR— MR
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HaE OpenShift SDN OVN-Kubernetes
Kubernetes xv ko —2 R >—0O% HR— MR HR— M &
RIVFF+ R b HR— bR YR— M H

1. egress 7 74 7 #—J)LIE, OpenShift SDN Tld egress xv hT7—2 R —& L THHS
NTWEY, IRy hT7—2RY > —Degress EIFERY FT,

2. OVN-Kubernetes M egress L—4% — Y44 L U NE—RDHEHYR—PMLZET,

3. IPV6 IERTAIINI SR —TODOHYR—PMINZET,

4. OpenShift SDN D x v k7 —2 R o —&, egress L—ILHB L T —EBD ipBlock JL—JL % 4

R—=KMLEHA,

15.2. 7AOY =Y D EGRESS IP D% E
75 249 —EEEIL, OpenShift SDN 7 7 # JL b Container Network Interface (CNI) &*v k7 —% 7O
NAT—N1DUEDegressP7 RLREZ7OV Y MIBEIYYE TR LD ICERETEET,
1521. 707 bDegress 5714 v 7IZDWTDegressIP7 KL ZADEIY HT
7OV  bDegressP7 RLRAERET DI EILLY, BEINAZTOV T MDOSDTRTOH
MEEEGAPELCBEAEY—XIP7RLRAEZHBLET, AFY YV —RIE, egressIP 7 KL ZICEDWL
TRHEDTOVII MMOLDNS 74 v I EBHETEET., 7OP Y MIEIYH TSN S egress IP

TRLRIFE, NS4 v V0 EREDBEIERFT D7-OICHERINDS egress IL—F —EIFERY F
-a—c

egressP7 KL ZIE, /—RDTFSARY—XY RD—DJA V9 —T A ZADEMIPT7RLRELT
FEIN, /—RDTSATY—IP7RLREALYTRY NIHBZRELRHY T,
BE

egressIP 77 KL Z(Z. ifcfg-eth0 B ED L D I Linux Ry N7 —URET 7 1 L TEHRE
THIEWETEE A,

Amazon Web Services (AWS). Google Cloud Platform (GCP). & & U Azure @ Egress
IP {&. OpenShift Container Platform /3X—23 > 410 IETODHHR—bINFE T,

—EDY S RFLIFREYY YY) a—avaFRTIHBAIC. 751471 —Xv
RD—O AV —TARATENMDIP 7 RLAEZHFAT BICIEEBINOFRENNEICLS
manrHhyEd,

egressIP 77 KL X%, NetNamespace # 7> ¥ ~D egressIPs NoIA—=F—%FRELT
namespace ICEIY HTEHIENTEZE T, egressIPHTOY ¥ MIEEMITSNAEIC,
OpenShift SDN (&2 DD AHETEgress IP Z R A MIEIYH TR I EZABEICLET,

o BEMICEIYH{TS AETIE. egressIP 7 RLREHEHIZ/ — RICEIY LTSN ET,

o FHTHYHTS HETIE 1D EDegressP7 KLZAD—EHN/ —RICEIYHTLHNE
_a—o
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egressIP 7 NL 2 %ZEKY % namespace I&, TN HDegressIP 7 RLAZKRANTES /) —RIZ—
BL. egressP7 RLRFEZENLD/ —RICEIYETLONET, egressiPs /X5 A —&—H
NetNamespace 7 72 27 MIBREINDZELDD, /— KA ED egressIP 7 KL ZA%ERZ b LIRWE
A. namespace b D egress NS 71 v ZE ROy TEINFE T,

J—ROEAAKIIEEMICEITINE T, egressP7 RLRA&EZKRAMT 2/ — KHEE 'C%
Y, egressP7 KLRZRANTES/—RKHHBIHE. egressIP 7 KL RIEFIR/ — ij
Toﬂﬁ$ﬂ%@/—Fﬁﬁﬁiyi4yﬂﬁét\/—FﬁTeW%MPTPbZQKEDZ%Hé
Te®IZ egress IP 7 KL RIXEEMICHBITLE T,

BF

OpenShiftSDN 2 S 249 —%x v N7 —2 FONA ¥ —TegressIP 7 KL A%FET %
ma. LTORRNAERINET,

o FHETHYYHTOLNKegressP7 RLRE, BEMICEIY HToNi egressIP
PRLRIEL/ —RTHEATZIENTETEEA,

o IP7RLREHNDS egressIP 7 KL RAEFEHTEY HTRI5E. TOHEEH
HOIPEIY B TTHAEAEICTZIEETETEEA,

® OpenShift SDN egressIP 7 KL ZZE&K %= FA L T. D namespace T
egressIP 7 RLRAZHETEZIEIETEEEA, EED namespace B TIP 7
RLAEHETDZ2HELH BHEIEX. OVN-Kubernetes 7 S X9 —%y N7 —2
TONA Y —D egressIP 7 KL ZDREICL Y, EED namespace TIP 7 K
LRAZHBETEZET,

.

R

-
_.-
¢

OpenShlft SDN #<X I FTF+ Y N E—RNTHERT 2HE. ThLICBEMITFShETO
1Y MMIEL>THID namespace ICEI0 L TUW % namespace & I egressIP 7 K L
AuFEHAT B EETEEHA, & 2K, project! H & U project2 IC oc adm pod-
network join-projects --to=project1 project2 1< > KA T L TSML TW3IHEE.
EboE7O0V I Mt egressP7 RLAAFRATE A, ###llld. BZ#1645577 %
SBLTLEIN,

i
e

AN LK
} N N

15.2.1.1. BEIMICEIY ¥ TSNz egressIP 7 KL A& FAT 358 DEEFEER
egressIP 7 FLZDBEHEIY ETHEZEAT 31568, UTOERFEI ERAINIT,
e & /—K® HostSubnet ') ¥V —2® egressCIDRs NoIA—=F—%FZELT. /—RKRTKRHK
’C X% egressIP 7 KL RADEHE%ZIEE L £9 . OpenShift Container Platform (&, 1EET % IP
7 KL Z#EICEDWT HostSubnet ')V — 2D egressIPs /X5 X —4 —%{ZELX T,

namespace M egressIP 7 KL A% KRR NT 3/ — RICEETERWVWES. OpenShift Container
Platform (FE¥#MED#H % egress IP 7 KL REEZFDRID / — Ril egress IP 7 KL A& FBEIY HT
LEY. BEIEIYETHER. BMOIPT7 RLR%EZ/ — NICBEEMITIRREOH 2RITICA VR
N—ILINEIZRI—ICRBBELTWVWET,

15.212. FBTCRY BTSN/ egressIP 7 KL A% BT 3I58DEEEE

ZOF7FO—FEk NTYV v o o570 RRERE, BIMOIP7 NL %/ — NICEERM T 2ERICHIR
DHDLAREMDLHZ I FTRAY—ICERINTT,

egressIP 7 L RICFHEIY ETHEZERAT 31568, UTOERFEI ERAINIT,
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e &£ /—K® HostSubnet )V —2® egressIPs /X5 X —4 —%{ELT. /—RKRTEHERAITE
2IP7RLRAZIBELET,

® namespace T EITHEED egress IP 7 KL AN Y R— KM INF T,

namespace ICEHBD egressIP 7 RL AN HY., ENHDT7 RLADNERD /) —RTEHRIANINS5
B, UTOEMDOERFEN M ERAINTT,

e PodMegresslP7 RLR%ZRANT B/ —RLEIZCHBZIHFE., TDPod Ik / — K LED egressIP
TRLREBIFEALET,

o PodhegresslP7 RLREZRZARNT B/ —RIZAWEE., TDPoddS V4 LT egressIP
7RLRAZFERALET,
15.2.2. namespace O BEIMICEIY HTHN /- egressIP 7 KL XDEML
OpenShift Container Platform Tl&, 1 DL ED / — R THED namespace D egressIP 7 KL 2D E
FHAEYETEZBMICTEIET,
AR E A
e cluster-admin O—J)LA{F 21— —& LTI TRI—ICTIVERATES,

e OpenShift CLI (oc) B Y 2 h—JLI N T W3,

FIR

1. LAF®D JSON % {FF L T. NetNamespace # 7 ¥ h% egressIP 7 RLATEH LT,

$ oc patch netnamespace <project_name> --type=merge -p \
1
"egressIPs": [
"<ip_address>"

]
p

T, LFD &L Iy £,

<project_name>
oYz bO&RIEEELE Y,
<ip_address>
egressIPs EEFID 1 DLl ED egressIP 7 KL A %ZIBELE T,

=& Z1E. project! = IP 7 KL 21 192.168.1100 IZ. project2 % IP 7 K L 2D 192.168.1.101
ICEIY B TSI, UMTFERITLET,

$ oc patch netnamespace project1 --type=merge -p \
"{"egresslIPs": ["192.168.1.100"]}'

$ oc patch netnamespace project2 --type=merge -p \
{"egressIPs": ["192.168.1.101"]}'
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-

R

OpenShift SDN (£ NetNamespace # 7Y =V N4 BB 3§ %7286, BEEFED
NetNamespace 7 72 =V N2ZEETEIEILLI>TDAEEEMASZ I &N
TXZ9., #38 NetNamespace # 7V = 7 MIER L FH A,

2. LLF®D JSON #ER LT, &KA MDD egressCIDRs /X5 X —4 —%5&E L TegressIP 7 KL

A%ZRAPMNTED/—RFRZERLET,

$ oc patch hostsubnet <node_name> --type=merge -p \
1
"egressCIDRs": |
"<ip_address_range>", "<ip_address_range>"

]
p

2T, LTFD&LS Y £,

<hode_name>
J—RBZEELET,
<ip_address_range>

CDRERDIP 7 KL REHEAAIEEL £, egressCIDRs EE7ICEE DT KL R&H %15
ETEET,

=& Z2 &, nodel & & U node2 %, 192.168.1.0 A5 192.168.1.255 DEEFE T egress IP 7 KL
ZRANTDEDIICRET BICIE. UTZ2ERTLEYS,

$ oc patch hostsubnet node1 --type=merge -p \
"{"egressCIDRs": ['192.168.1.0/24"]}'

$ oc patch hostsubnet node2 --type=merge -p \
"{"egressCIDRs": ["192.168.1.0/24"]}'

OpenShift Container Platform (&/35 > X B Y 7N SRFED egress IP 7 K L X Z I AR BE /R
J—RICEEMICEIYHTE T, TDHEA. egressIP 7 KL 2 192168.1.100 % nodet IZ.
egressIP 77 KL 2 192.168.1.101 %= node2 ICEIY H¥ T, ZDHEHEITVWET,

15.2.3. namespace DFETEIY HTHN /- egressIP 7 KL ADERE

OpenShift Container Platform T, 1DLLE® egress IP 77 K L X % namespace ICEAET 172 I & AT

TET,

AR

FIR
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{
"egressIPs": [
"<ip_address>"

]
p

2T, LFD&LD IChY £,

<project_name>
7Ov ) hOERIEEELE Y,
<ip_address>
egressIPs 25D 1 DLl ED egressIP 7 KL A ZIBELE T,

=& 2, projectt 7OV TV h%& IP 7 KL R 192.168.1.100 & & Uf 192.168.1.101 ICE| Y
T3ICIE UTE2RITLET,

$ oc patch netnamespace project1 --type=merge \
-p '{"egressIPs": ['192.168.1.100","192.168.1.101"]}'

=R AMZRMET 2ICI1E. egressIPs DIEZEGS ./ —RD2DUEDIPT7 RLRICEREL X
T, BED egressIP7 RLADEREINTWSIHE, PodIdT X TDegressIP 7 KL 2% (F
FHFEICERALET,

pa )

OpenShift SDN (£ NetNamespace # 7> =V N5 BB § %786, BEED
NetNamespace 7 7Yz N E2ZEEBETEIEICEL>TDAEREMAZD I &N
TXZ9., #3F NetNamespace # 7V 7 MIER L FH A,

.egresslP%/—RKRZAMIFETEIYHTEY, egressIPs /NTX—4—%, /—RKZX LD
HostSubnet 7 7> =/ MIERELF T, LLFD ISON ZFERAL T, £D/— KK MIEIY
UTHDMNEDOHIEREDHDIP7RLRAEZEDHDIENTEET,

$ oc patch hostsubnet <node_name> --type=merge -p \
{
"egressIPs": [
"<ip_address>",
"<ip_address>"

]
}l
ZITE, UTFOESICRY FT,
<hode_name>
J—RBZEELET,
<ip_address>
P7RLREIBEL XY, egressIPs BEFICHEEDIP 7 L AZIBETEET,

fz& Z & nodet I Egress IP 192.168.1.100. 192.168.1.101, & & U 192.168.1.102 H'3RE
INBEIICEETZICIE, UTFZEETLET,
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$ oc patch hostsubnet node1 --type=merge -p \
"{"egresslIPs": ["192.168.1.100", "192.168.1.101", "192.168.1.102"]}'

ERIOHITIL. projectl DI RTDegress NS 714 v 7Id, IBEIN/- egressIP ZHRA MY
5/)—RICI—FT4TINTHL, TDIP 7 KL RIZ Network Address Translation (NAT)
EERALTERINET,

153. 70T NOEGRESS 774 79 #—I)LDEE

75 A4 —&EEE(IL, OpenShift Container Platform ¥ S 24 —# I3 7OV b 7OV TV IC
DWT, egress N7 714 v U %HIBRT % egress 774 74— ILEERTEET,

15.3.1.egress 77 A 7 4#—)LD 7O Y b TDHRE

VTR —BEEIL. egress 77ATIA— I ZFAL T, —HFELREITXRTDOPod 'Y 5 X4 —A
NoT IO EATEBNARRANEFIRTEET, egress 7747 74— ILiRY V—IFUTOYF Y+ %
HR—bMLET,

e Pod DEMENE R MIFIRL, NTV v o485 -y hADERERIBTIRVELDIC
ER:E

® Pod D#EMmE/NTY vy o4 —3y MIHEIBR L. OpenShift Container Platform 7 5 2 4 —
HICHDAREBER MADOERERABTIAVELDICT S,

® Pod |F OpenShift Container Platform 7 5 24 —#DIBEIN/ZABY TRy PFELIFHFR b
79 ERATEE A,

o Pod IHEEDHEERRANIDMEHRTDIENTIET,
EZEE, BEINEZIPEEANDHZ IOV LY MADT I ERA%AHFATZ2—AT, lo7Ovzy
MADELT7 IV ERA2ETTHIENTEEY, £hlE. 7TV Ir—2 3 VHARKED (Python) pip
mirror S DEFHEFIR LY., BFERKBEINLY —IADSDBEHFOAHITEFINICHR LAY TS
ENTEZET,
EgressNetworkPolicy A& L)Y —R (CR)F TV U N%EVEBR LT egress 774 70 4 —JLK1)
V—%BRELET, egress 774 T U+ — Lk, UTFOWThHhORELEBLITRY NI—F NS
T4vIE—RLET,

o CIDRK®DIP 7 KL R&H,

o IP7RLRICEERT S DNSE
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BE

egress 7 74 7 #—JLIZ 0.0.0.000 DEFIL—ILHAEENBHBE. OpenShift
Container Platform API ' —/X—ADT7 /270y 2 INF 9, Pod H OpenShift
Container Platform API ' —/\N—ADT7 VA= MHETE 5 L D ICT B ITIE. LLTFDHIIC
HDEIICAPIY—N—NDegress 7747V 4—ILIL—ILTY Y RAVTBIPT7RL R
HEZEZDIUVENHYET,

apiVersion: network.openshift.io/v1
kind: EgressNetworkPolicy
metadata:
name: default
namespace: <namespace> 0
spec:
egress:
- to:
cidrSelector: <api_server_address_range> 9
type: Allow
#...
- to:
cidrSelector: 0.0.0.0/0 6
type: Deny

egress 7 7 4 7 # —JL M namespace,
OpenShift Container Platform API 4 —/X—% &8 IP 77 N L R &EH,

7 O—/N)VIEEBIL—IVICE Y, OpenShift Container Platform APl % —/X—A~®D 7
JEANELEINFET,

APIH—NR—DIP 7 RL A% RDIF5ICIF. oc get ep kubernetes -n default #3217 L
xY,

ML, BZ#1988324 S L TL 12X L,

B

egress 77 AT VA —IVERET BT, *Y NT—I RS —FLETILFTFU A
E—ROWTIhDOEFERET 5L D IC OpenShift SDN R ETZ2HELHY 7,

XY 7= R)S—FE—REFERALTWBIHBA, egress 774 7 +—ILiE
namespace C&IC1DDRY Y —EDHEHMEEFS., JO0—)L7TOY ) MeED
Xy ND—0aHETZTIOV Y MTIIHERELZFEA,

DI

==
[=]

egress 77 AT 0 A —)LIL—ILIE, IL—F—ZRBTDMZT74 v 7ICIFERAIN

FtHA VL—hCRATVI I M2 T 2RI v aveFoa—H—iF &

N AN

IEINTWBREEEZSRITZIL— M EERT B EICELY. egress 77 AT 04—
WRY S —=IL—I)LENAIRATZET,

15.3.1.1. egress 7 7 1 77 # — LD HIFR
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egress 774 77 A —ILICIZLLTDHIRAH Y £,
e WFhdFOY Y MEEHD EgressNetworkPolicy # 7V 0 R&FH DI ENTEE A,

o HK1000DIL—I%EFHFDERA1DD EgressNetworkPolicy # 7Y =/ ME7Ov =y hZ&
IEETEEY,

o default 7OtV Ml egress 774 70+ —ILEFERATEE A,

o TIILFTFTF Y KME— KT OpenShift SDN 77 # JL b Container Network Interface (CNI) & ¥ b
D=0 7AanNA ¥—%FEAT 25E. UTORIBRIMERINET,

o JO—nN)LFaOYY Miegress 7747 +—ILEFERATEEHEA. ocadm pod-
network make-projects-global ¥ > K&FERA LT, 7OV /b &7 O0—1LICT B
ENTEET,

o oc adm pod-network join-projects A<¥ > RAFRALTY—YIN3 70V ¥ hTIEL
BEINALTOYVI I bDVWTNTEH egress 774 7V 4—ILAFRTZIEIETEEY
Ao

FEROFROVWTNMNMIERTZE, OV TV bDegress 774 704 —LICEENFREEL, IR
TONERY NT—O RS T7 14w 0ROy FINZAEENHY T,

egress 7 74 70 #4—I)L") YV —XI&. kube-node-lease. kube-public. kube-
system. openshift. openshift- 7OtV NTERTEZZET,

15.3.1.2. egress R > —IL—IL DT v F > JIEF

egress 77 A7 04 —ILIRY) Y —Ib—LiE, RIHDOREBEANEEHZINLIEFTIHEINE T, Pod H
5D egress FMIC—HT 2RADIL—ILHMBEAINET, JOERETIH. BHOIL—ILIFERINZE
ER

15.3.1.3. DNS (Domain Name Server) f@5R D # 3

egress 77 AT DA —IRY S —IL—ILOWTFNHNTDNS BAFEAT 2HBE. XAV RADELR
RICIE. UTOHIRMBERINE T,

o RXAVEZDEHIE, TTL (Time-to-live) IEICEDWTR—) VI NnEzd, 774 FD
HAEIZ 30 TT, egress 774 74—V hO—F—HO—HIR—LHY—/N—T KX
AVZEY)IT)—F2FHIC. BBEICIOMRED TTLAESENZHEIF. I hO—5—(F
ZTOHEERINDEICKRELE T, WEDTTILA 30248251548, Iv hO—5—IxH#
%30 DICERELE T, TTILA 30N S 30 0DEICEREINDIHZE. AV hO—F—IFE
AL, BR%E 30MICERELE T,

o Podid, HEIIGLTRALAO—ANR—LY—N—H05RXAA VEBRTIVHENHY FT,
I LARWES, egress 7747 VA=AV MO—5—& Pod ICL > TEREBIND KA L~
DIPT7RLADNELZEATEELIHYET, RAMEDIPT7 KL ANERRDIFBE. egress 7 7
A7 04— ILIE—BLTEITINGVWIENHY ET,

® egress 77 AT VA=AV A—F—BL U Pod EALA—AIR— LY —/N—%IERHAIC
R—=1)>VJ$2kD, Podidegress AV NO—F—HERITTIENCEHRFINALZIP T RL R %
BIST 2N HYET, ThICLY, BREREBIELFT, CORFFROEIRICE Y,
EgressNetworkPolicy Z 7Y 27 hD R X A4 VEZDFERIE. IP 7 KL ZOZEENSEEICE LR
WRXA VOBEICOAERINET,
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pa )

egress 7 74 7 #—)li&, DNS f#RFIC Pod AEHMNS/ — ROAES V45 —T
A RICPod DBICT IV EZRATESLIICLET,

NAA V&% egress 7747 74— JLTHEBAL. DNS#RNO—AJ/ — RKEDDNS
H—N—ICE > TREINBRWEEIF. Pod TRAAS VEZEFHEALTWBIHEICIE DNS
Y—NR—DIPT7RLAANDT VR %ZHATT 5 egress 774 7V 4#—IL&EEINT %0
ERrHYET,

15.3.2. EgressNetworkPolicy 7R ¥ L)Y —X (CR) A T2z ¥ b

egress 77 A7 04— D=L E1DUELEERETEET, IL—LiE, IL—ILHERAINE NS T4y
7 %38E L T Allow JL—JLF /iE Deny JL—ILDWEFNMITARY £7,

LUF®D YAML 1 EgressNetworkPolicy CRA 73 = MIDWTERBALTWE T,

EgressNetworkPolicy 7 7 x 7 b

apiVersion: network.openshift.io/v1
kind: EgressNetworkPolicy
metadata:

name: <name>
spec:

egress:

ﬂ egress 774 77+ —ILIRY ¥ —DEZHI

9 UTFDOE Y a v THBINTWSELIIC, egressky NT—ORY—)L—)LbDIL I3
Vo

15.3.2.1. EgressNetworkPolicy JL.—JU

LUF®D YAML (Fegress 77 A 704 —IIb—ILA TV MIOWTERBALTWE Y, egress R4 >~
Hild, B—FLEBHOA TV OB EFELET,

Egress RY ¥ —IL—ILDRHY

egress:
- type: <type> @)
to:
cidrSelector: <cidr> 6
dnsName: <dns_name> ﬂ

W—=IDH A7, {EICIE Allow E7z|x Deny DWIFNHIAEIEET Z2HENHY X,

®9

egress N2 74 v DTy FUIIN—I%ERRT DAY VY, JL—ILD cidrSelector 7 1 —JL K
F7zld dnsName 7 1 =)L ROWTNHDE, ALIL—ILTEADI A —ILREZFHATZIEET
TFEtHA

g CIDRFERX®D IP 7 KL &M,
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® rx1vz,

15.3.2.2. EgressNetworkPolicy CRA 7> = 7 kDl

LUTOFITIE. BEDegress 7747 4A—ILR) Y—IL—ILEEHLZET,

apiVersion: network.openshift.io/v1
kind: EgressNetworkPolicy
metadata:
name: default
spec:
egress:
- type: Allow
to:
cidrSelector: 1.2.3.0/24
- type: Allow
to:
dnsName: www.example.com
- type: Deny
to:
cidrSelector: 0.0.0.0/0

ﬂ egress 77 AT A—IRY)—)b—=)ATTz/ hDOAL I aY,

15.33.egress 77 A 7O A —IRY S —F T 9 bDIERK

VSR —EEBEIF, OV MDegress 77A TV A—INR)—F Ty NEERTEE
-a—c

B

702 9 M EgressNetworkPolicy 7 72 =7 MY TICEZINTWRIHE. BE
DRY S —%RELTegress 77AT7 V4 —IIL—IVE2EBTI2HENHYZET,

=S5

® OpenShift SDN 77 # JL k Container Network Interface (CNI) & h D —2 O §¥—75
TAVERT2 7R85 —,

e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o JSRY—EBEELLTISRY—ICATA VT EIRENHYET,

FIE
L RYS—Ib—ILAEEHRLET,

a. <policy_names.yaml 7 7 1 L Z{ER L £9, ZDIHFE. <policy_names |d egress R 1)
V=)=V &R LET,

b. fER{ L7774V T, egress R)>—FT VU aEHELZET,
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2. LFDARY RZAALTRI) =TI bER L F T, <policy_ name> Z/R!) >—®D
ZHEIIC. <project> ZIL—I)LAERINZ OV MIBEH]AET,

I $ oc create -f <policy_name>.yaml -n <project>

LT OBITIE. FHD EgressNetworkPolicy 7 7 = & kA% project1 E WD ZFid7OY =4
MIERINET,

I $ oc create -f default.yaml -n project1
6l

I egressnetworkpolicy.network.openshift.io/v1 created

3. A7 a v BICEBBTES LD IC <policy_names.yaml 7 7 1 LA REFELZE T,

15.4. 70T NDEGRESS 7 74 79 #— L DiRE

PSR —EBEL, BEBEDegress 77470 4—ILDRY NT—I NS T7 4 v I I—ILEEETE
9,

15.4.1. EgressNetworkPolicy # 7 = ¥ h D&K=

9 5 A4 —T EgressNetworkPolicy 7 7Y 9 N RRTZE T,

=S5

® OpenShift SDN 77 # JL k Container Network Interface (CNI) & h D —2 O §—75
TAVERT2I 7R85 —,

e octLTHILGNS OpenShift ANV KSA VAV —T x4 (CL)DA VA M=,
e VSR —|IOTA VT BRI L,
FIE

L. AT a3V VSR —TEEINT EgressNetworkPolicy # 7V =7 KDERIZ#RRT B IC
i, U TFoav vy REAALET,

I $ oc get egressnetworkpolicy --all-namespaces

2. RVY—%RET I, UTOAYY REZABDLZET., <policy_name> ZHR&ET 5K ¥ —
DRAENCBE]AET,

I $ oc describe egressnetworkpolicy <policy_name>

H A B

Name: default
Namespace: projecti
Created: 20 minutes ago
Labels: <none>
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Annotations: <none>

Rule: Allow to 1.2.3.0/24

Rule: Allow to www.example.com
Rule: Deny to 0.0.0.0/0

155. 70T NOEGRESS 774 79 #— L DiRE

PSR —EEBEL, BEBEDegress 7747 04—ILDRY NT—I NS T4 v I IN—ILEEETE
9,

15.5.1. EgressNetworkPolicy 7Y = ¥ b OfR&E
PSRV —EEBEIL, OV MNDegress 77 A T I 4—IVEBHTETET,

AR

® OpenShift SDN 77 # JL k Container Network Interface (CNI) & b —o O §—75
TAVERT2I 85—,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o JSRY—EBEELLTISRY—ICATA VT ERENHYET,

FIR

1. 7AY Y h® EgressNetworkPolicy # 7Y 7 kD&RIAKRFE L £ 9, <project> =70
VIl MNOEZREICESH|AET,

I $ oc get -n <project> egressnetworkpolicy

2. A7V aviegress ®Y NI =V 774 T 04— ILDYERRBFIC EgressNetworkPolicy 47 7 =
FOOAE—%#JRELANSLFAEICIEK, UTOAYY READLTIE—%2EXRLET,

I $ oc get -n <project> egressnetworkpolicy <name> -o yaml > <filename>.yaml

<project> %= 7OV NOEZRENICEZMAET, <name> 24TV TV NOARIIE IR
9, <filename>Z 7 7 1 ILDERNICEZEA. YAML Z2{R7FL £ 7,

3 RYY—=IL—ILICEREEZMALL, LTFDIY Y R%EE4T L T EgressNetworkPolicy - 7Y =

IV NEBEESHAFT, <filename> %, FHF I N/ EgressNetworkPolicy 7 7V =7 M &L
T77AIDERNICEZITRZIET,

I $ oc replace -f <filename>.yaml

15.6. 7O 7 MO SDEGRESS 7 74 77 # —IJLDHBIR
PSR —EEBEL, TOVZY MDD egress 774 7V +—IL%HIFR L T, OpenShift Container

Platform 7 S A4 —#ICHE2 7OV DS RY RT—I KRS T4 v ZIZDWVWT DT RTOHIR%HI
BRTXZET,

15.6.1. EgressNetworkPolicy + 7> = 7 b DHlkk
PSR —EEEL, OV MDD Egress 774 T U A—ILEHIRTEET,
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=55

® OpenShift SDN 77 # JL k Container Network Interface (CNI) & h D —4 O §¥—75
TAVERT2I R85 —,

e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o VSRY—EBEELLTISRY—ICATA VT EIZRENHYET,

FIR

1. 7AY Y h®D EgressNetworkPolicy # 7Y 7 kD&RI AT L £ 9., <project> =70
VI MOEZREICEI|AET,

I $ oc get -n <project> egressnetworkpolicy

2. LFoav Y R&EAH L. EgressNetworkPolicy 7 72 =7 M &HIFR L £ 9, <project> =70
Ty MDOZRIC, <name> 24 TP TV NOARICEITZAF T,

I $ oc delete -n <project> egressnetworkpolicy <name>

15.7.EGRESS /L —% — POD OFRICDWTDEESEIE

15.7.1. egress JL—% — Pod ICDWT

OpenShift Container Platform egress L—4 — Pod I&, fOERTHERAINTVWARVWTSIR— Y —
ZAIP7RLADGEEINLZYE—MN—N—IIFZT71v0%)54L Y MLET, Egress L—
H—PodIl&Y, HEDIPTRLANSDT IV EADHEHFATELIICEREI NI —N—ITFRY
NI—ORST4 vV BREETEET,

R

egress )L—4 — Pod IR TR TDOREBEMODLHICHERAINS ZENERHINTVEE
Ao ZED egress L—4% — Pod ZE T 5T E T, XY NT—9/N\— Rz 7DHIR
ERIX LEFSNZABEMEAHYET, LEZE TRTOTOV I hELIETTY
F—avilegress L—F —Pod ZENT5&E. VIMNIZTTOMACT RLADT «
WY —ICRBRICRY NT—9 AV —T7 A ADMETEZ0—HIL MAC 7 KL 2%
DLEREZBATLED ATREELHY X7,

BT
egress Jb—4 —4A X —I|TIE Amazon AWS, Azure Cloud E72ld L 1 ¥ — 2 {E & R —

NLBWEDHD IS RISy NTx—LEDOHEBHERADHY FHA, TNOHIC
macvlan NS 74 v 0 EDHEBRMEN LR WNZHTT,

15.7.1.1. Egress L—% —E— K

DHLL Y FE—FK Tld. egress)b—% —Podid. S T4 v 7% HBDIP7 RLANS1DLUED
BHEIPT7RLRICYFAL Y b BHICiptables L—ILEEZY N7y TLET, FHINLY—2R
P7RKLRAEZFERTZHNEDHZ V4T K Pod ik, 5B IPICEEERT DT, egress Jb—
H—ICEMITDEIICEEINDIBEDHY TT,

HTTP 7O0F% > —E— K Tld. egress L—4 — Pod I&7R— b 8080 THTTP 7OF > —& LTEITIN
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F9, ZODE—NRIE, HTTP XAEIEHTTPSR—ZADY—EREBIETDI5M4T7 Y NDBAICD I
BELE TN, BEINLAMEIEZDICISAT Y MPodANDEZELL DEBRIIFRETT, BRIEBELTHA
BRETEHIET, BZELLOT7AVSLIFHTTP 70X —A2EHETE2LIICERINE T,

DNS 7OF > —E— K Tld, egress)bl—¥ —Podd. NS 7414 v V%2 BBEDIP7RKLANS 1D E
DEEIPTRLRIEETZ TCPR—RADHY—ERDDNS 7AF > —E LTETINET, FHX
NV —ZXIPP7RLREFATDICIFE. 27547V MPodid, SBEIP7 RL RICEEERTZOTH
<. egress L—4% —Pod ICERT DL DICEEINZIMENHYET, TOEBIEICELY. AEBDIEE
ThS 7149 IDBANDY —ZADLEEINTVWELIDLD ICREBINET,

DALY ME—RIEZ, HTTPBL VP HTTPSUADITARTOY—ERXTHEELE T, HTTP B LV
HTTPS —EXDIFAEIIK, HTTP 7OF > —F—RA2FALET., P7RLRAFAIIRNXA V&5 HE
DTCPR—ZADY—ERDFEIE. DNS 7O0F>—F—RAaEHRALFT,

15.7.1.2. egress JL—% — Pod DRE

egress Jb—% — Pod DFREIE. #HLI Y TF—TERITINIT, 2OV TF—IdFENEIV T
FAPMNTEITIN, macvlan 1 V9 —T7 24 A%FZEL T iptables L —/LZRETEE T, #H{La >
TF—7 iptables L —ILDFBREZRTITHE, BT LET, RIS, egress)b—F —Pod (FAVTF—
“EITLTegress)b—9—DrZT74 v 0 %MBLEY, FRHINZ A X—TIE, egress IL—4% —
E—RNILL->TERYET,

IRIBZHUL. egress-router 1 X—IUMERATEZT7RLRAEHBILET, 1 A—Tid macvlan 1 >4 —
7x4 X%, EGRESS SOURCE%#Z®DIP7 KL R&LTHEHL. EGRESS GATEWAY %= /4 — k
DIADIP7RLRAELTHEATSEIICKRELETT,

Y NT—=0TF7 KL RAZ#H (NAT) L—ILiE, TCPR—MF7/IZFUDPR—KEDPod DY S5 A5 —IP
7 KL Z~D%HiH EGRESS_DESTINATION Z#H THEEINZ IP7 RLRADELUR— MU 51 L
JRINBEIICEREINET,

DSRAY—HND—ED /) —RKRDIHMIEEINLY—RXIPT7RLRAAZERTE, IEEShALTY—hDx
1 %FATEDHEA. ZITANTRER / — K% /-9 nodeName 7= |& nodeSelector 2§ €95 Z &
NTEZXT,

15.713. 7704 A McET 3EEER

egress L—4 — Pod IZBIIDIP 7 RLRABLIUVMACT RLRA%E/—RDTZA4)—Fy kT —2
AVI—TTARICEMLET, TOHBR. NAN—NAHYF—F@F /50 RTONM5—%, BIND
VRULRAZHAT DL ICERET D2RELNHBIFGEDHY LT,

Red Hat OpenStack Platform (RHOSP)

OpenShift Container Platform % RHOSP (7 704 § %354, OpenStack BRIE®D egress )L —4 —
PodDIPELUMACT RLADLD RS T74 vV %HAT2HENHYET, NFT1v I %EF
ALAVE, BEIEB LET,

$ openstack port set --allowed-address \
ip_address=<ip_address>,mac_address=<mac_address> <neutron_port_uuid>

Red Hat Virtualization (RHV)

RHV 2 A L TWaiHEIE. REA V9 —7 x4 XAH— K (WNIC) IZ No Network Filter %3&R 3 %
MHENHY FT,

VMware vSphere

214


https://access.redhat.com/solutions/2803331
https://access.redhat.com/documentation/ja-jp/red_hat_virtualization/4.4/html/administration_guide/chap-logical_networks#Explanation_of_Settings_in_the_VM_Interface_Profile_Window
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VMware vSphere Z{ff L TW35& X, vSphere BEZA v FDEFa2 ) 74 —REICDVTOD
VMware RF a2 XV h 8B LTIV, vSphereWeb 754 7Y "D BLERANDIREBRA v F
%3ER L T, VMware vSphere 7 7 # )L hNE&EEA KR L. BEEL XY,

ELIT, UTFHAEMIIINTWEZ EAERLET,
e MACZ7 RLRADZEHE
o (AXEELIX (Forged Transit)

o {EARIE— K (Promiscuous Mode) $#/F

15.71.4. 7 x4 VA —IN—EE

FovH4 L%EBET BICIE. LTOFIDL S IC Deployment |) Y — X T egress L—4 — Pod 7 7
A4 TEEd, BV FIDF7O494 A NAICH Service 7 7Y =7 & {EKT % ICId. oc expose
deployment/egress-demo-controller 27> R&=ERHL X9,

apiVersion: apps/vi
kind: Deployment
metadata:
name: egress-demo-controller
spec:
replicas: 1
selector:
matchLabels:
name: egress-router
template:
metadata:
name: egress-router
labels:
name: egress-router
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
initContainers:

containers:

ﬂ 1D®D Pod DADIEEIND egress V—RIPT7 RLAEZFERATESHD. LY ANTICERE
NTWaZeamRELET, ThiE, BE—OE—DIL—9—0DHH/ —REFTINBZ t%ﬁﬁb
ia_o

9 egress Lb—¥ —Pod D Pod + 7V U TV FL—bERBELET,

15.7.2. EEER
o AL U PMNE—RTDegress)b—9—D7 704
e HTTP 7OF%>Y—E— RTDegress =¥ —DFT 704

e DNS7O*>Y—E—RTDegress)L—4%—DF7 704
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https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-3507432E-AFEA-4B6B-B404-17A020575358.html
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-942BD3AA-731B-4A05-8196-66F2B4BF1ACB.html
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-7DC6486F-5400-44DF-8A62-6273798A2F80.html
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-92F3AB1F-B4C5-4F25-A010-8820D7250350.html
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#deploying-egress-router-layer3-redirection
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#deploying-egress-router-http-redirection
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#deploying-egress-router-dns-redirection
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158. U414 L2 N E—RTDEGRESS /Ll—% —POD DO 704

VSR —EBEBER, FMST4vIZBEINLBEIPTZRLRAICYIAL I MTELIICKRESN
7= egress —% —Pod #7704 TEE Y,

15.8.1. )44 L7 hE— KD egress L—% — Pod {t#k

Pod # 7YV hTegresslL—4% —Pod DEEEEZEZLET, LTFDYAMLIE, V¥4 L YV ME—FK
TD egress )L—4 —Pod DERED 7 1 —IL RIZDWTEHRBALTWE T,

o0
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apiVersion: v1i
kind: Pod
metadata:

name: egress-1
labels:
name: egress-1

annotations:

pod.network.openshift.io/assign-macvlan: "true"

spec:

initContainers:
- name: egress-router
image: registry.redhat.io/openshift4/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE @)
value: <egress_router>
- name: EGRESS_GATEWAY G
value: <egress_gateway>
- name: EGRESS_DESTINATION ﬂ
value: <egress_destination>
- name: EGRESS_ROUTER_MODE
value: init
containers:
- name: egress-router-wait
image: registry.redhat.io/openshift4/ose-pod

ZD7T /) FT—avik, OpenShift Container Platform I LT, 754 —Ry NT—04
=742 hA—F— (NIC) IC macvlan *Y D=9 A4 V9 —T x4 X&KL, TD
macvlan 1 ¥4 —7 =4 A% Pod *v k7 —% D namespace ICBET 2L OIERLET., BIAF
% "true" [EQRFHICEDZMENHY £9, OpenShift Container Platform ABID NIC 1 > 4 —
74 R macvlan A V=T A R%&EMTBICE. P/ T—2avDEEEDA VI —T T
A ZDABNIHELEF T, & AE ethl ZFALZFT,

J—ROBEMMTWEBYERY NT—IDIP 7 KL Rl egress L—%4 — Pod TEAT B720HIC
FHINET, 2723V TRy PORI 24 FEEFAHAAH O—HILTF TRy hADE
PRI — "Dy N7y TINDEIICTEEYT, 732y NORIZIBELAWES. egress
JL—4% —|& EGRESS_GATEWAY ZHTHREINALRAMIOATIELATE, Y 7Xxv MOt
DRANMIFETIEATETEH A,

J—RTCEARAINEZT 74N =KD 214 ERLCETY,

N274vIDEFRERDHARMY —/N—, ZOFITIE. Pod DEHIE 203.0.113.25 (L) F1 L
JhENEY, V—RIPT7 KL RIE192.168.12.99 T,
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egress JL—% — Pod {tE DAl

apiVersion: vi
kind: Pod
metadata:
name: egress-multi
labels:
name: egress-multi
annotations:
pod.network.openshift.io/assign-macvlan: "true"
spec:
initContainers:
- name: egress-router
image: registry.redhat.io/openshift4/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE
value: 192.168.12.99/24
- name: EGRESS_GATEWAY
value: 192.168.12.1
- name: EGRESS_DESTINATION
value: |
80 tcp 203.0.113.25
8080 tcp 203.0.113.26 80
8443 tcp 203.0.113.26 443
203.0.113.27
- name: EGRESS_ROUTER_MODE
value: init
containers:
- name: egress-router-wait
image: registry.redhat.io/openshift4/ose-pod

15.8.2. egress B EF X

egress L—% —Pod Y F A4 LI NE—RTTFOMIN3B

DALY ML—ILEEETEET,

® <port> <protocol> <ip_address>: I E I N % <port> ~NODEEFHEHENIEEINS

UFowshhrORREMERALT

<ip_address> DELCR— MU FA LU MINZET, <protocol> & tecp 7 1E udp DLWTHh

M™MTRYFT,

® <port> <protocol> <ip_address> <remote_port>: #%#i 1% <ip_address> D7D
<remote_port> ICY 1L I NEINZD%ERE, LREALCICARYET,

o <ip_address>: REDITNE—IP 7 KL ATHBHE. TNLUHADR— NDEHKILZETDIP 7

RLZADOWIGETZR—MIVITAL I RNINET, 74—y I IPT7 RLADRWGZE, B

DR— F TOERIEEINET,

UTDHITIE, BEDI—IHDERINIET,

o RHDTIFO—HILKR— K 80N 5 203.0.113.25 DR—k 80IChS T4 v o&HYSA LI ML

i’a—o

217



OpenShift Container Platform 4.8 *v k7 —%

K EH

e 2FBEIFHDITTIE, O—AHJLR— b 8080 & & ¢f 8443 =, 203.0.113.26 D ') E— hR—

h8OBLUVAIICYTALIMLET,

BEOTIF. EDIL—ITEEINTVWAVWR—MND NS T4y 7IC—LET,

80 tcp 203.0.113.25
8080 tcp 203.0.113.26 80
8443 tcp 203.0.113.26 443
203.0.113.27

1583. Y41 LY N E—RKTDegress L—% —Pod DT 70O4

DALY FE—FTIE, egress)b—%—Podld. S T714 v I %&HRBOIP7RLANST1DULED
BHEIPT7RLRICYFA LY M BEHICiptables =LY N7y TLET, FHINALY—2R

P7RKLRAEFERTZHNEDHD V54T K Pod ik, B IPICEFEERT DT, egress Jb—
H—ICEMITDEDICEEINDZIBEDHY TT,

AR

OpenShift CLI (oc) Z4 Y A h—JLLTW3,

cluster-admin R = &F>a1—H%—&s L TAJM1 952 &,

. egress JL—4 — Pod DERK

. fth® Pod ¥ egress =9 —Pod D IP 7 RLREZRD5N 2L DT 5ICIE. LTFOHIDL S

IC. egress b—% — Pod 25T 2 —EXZEHRLZET,

apiVersion: vi
kind: Service
metadata:
name: egress-1
spec:
ports:
- name: http
port: 80
- name: https
port: 443
type: ClusterIP
selector:
name: egress-1

Pod BN DH—ERICEITEDLDICRYET, IhoDEkmE. FHIN/ egressIP 7
FLREFEAL THASBY—NN—DIET 2 R—MIVFIL I bINET,

15.8.4. FEEIE R

e ConfigMap Z#{ff L7z egress L—4% —DEET Y EY T DERE

15.9.HTTP 7OF% > —E— N T®O® EGRESS L—% —POD O 7 70O 4
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-egress-router-configmap
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PSR —EEBEEZ PSS T4V IAREBEINLEHTTPBSLVPHTTPSR—ADY—ERICTOFY —
TEEIICEREIN egress L—F —Pod T 7O TEXE T,

15.9.1. HTTP £— R ® egress JL—% — Pod {t#k

Pod # 7Y x4 hTegressL—4% — Pod DXEEZEHZL XTI, LLFD YAML &, HTTP E— KTOD
egress JL—4 — Pod DFRED 7 4 —IL RICDWTERBALTWE T,

apiVersion: vi
kind: Pod
metadata:

name: egress-1
labels:

name: egress-1

annotations:

pod.network.openshift.io/assign-macvlan: "true"

spec:

o0

initContainers:
- name: egress-router
image: registry.redhat.io/openshift4/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE @)
value: <egress-router>
- name: EGRESS_GATEWAY G
value: <egress-gateway>
- name: EGRESS_ROUTER_MODE
value: http-proxy
containers:
- name: egress-router-pod
image: registry.redhat.io/openshift4/ose-egress-http-proxy
env:
- name: EGRESS_HTTP_PROXY_DESTINATION ﬂ

value: |-

ZDTF /) T— 3 viE. OpenShift Container Platform ICFR LT, 'S4 <Y —FRy kDo —04 >
#—27 x4 22 bA—F—(NIC) IC macvlan XY N7 —0 A4 V45 —T x4 X&KL, D
macvlan 1 Y% —7 24 A% Pod %Y k7 —% D namespace ICBE T2 LOIERLET., BIAF
% "true" [EQRFEICEDZHENHY £9, OpenShift Container Platform AEID NIC 1 > 4 —
74 R macvlan 1 YA —T A4 R&EERTBICIE. 7/ T7—2aVDEEETDA VI —T
1 RADEZRNCHRELET., &AW ethl ZFEALET,

J—ROBEIMMTWEBYERY NT—IDIP 7 KL R egress L—% — Pod TEAT B720HIC
FHINET, 2723V Txy NORI 24 FEEFAHAAH O—HILTF TRy hADE
PRI — "Dy R Ty TINBEIICTEEYT, 72y NORIEZIBELARWES. egress
JL—% —|& EGRESS_GATEWAY ZHTHREINALRAMIOATIELATE, Y7y MOt
DRAMIFETIEATETEH A,

J—RTHEARAINBTI74INTF—RM D4 ERALCETT,
TOXFY—DBREAEAIEET Z2XFHNZFIE YAML OERTXFINTT, Zhik, nitaVT
F—DMOBEETHTIEAL, HTTP 7O0FY—aV 5+ —0BEETHE LTEEINE I &IFE

== | = / 4
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BL CN /S eV,

15.9.2. egress FEEFR EFR N
egress L—4 — Pod AN HTTP 7OF Y —E— RTTF 704 Ihh3HE. UTOoEROWTFhh % EA
LTUSAL I ML—ILEIBETEET, ThIEITRTODY E— MNBEANDEREZFAIT D & EEBK
LEY, JREDETICIE. FTFELIFESTT2ERMDI1D2OTIL—TEHIBELE T,

o IP7RLXR (#:192.168.1.1) (IEE TS IP 7 FL AND#EmMZFTL X T,

e CIDR #3F (f1: 192.168.1.0/24) | CIDR SN DEHREHFIT L T,

e KRR ME (ffl: www.example.com) [FFEY KRR bADTOF > —%2FATL £,

o *HAEIMITFONTWS KXA V& (fl: *.example.com) IEZE KA M VELVZEDH T R A A
YOIRTADTOF > —%2FALET,

o HED—H (match) RDWVWITNHIDRKICES | IEHREESTLET,

o FZEDITN*DHZE. ARNICESINTVWAVWTRTOEDHNHFITINET, ThLUNDS
A, FAINBVWIRTODEDHEEINITT,

CEERALTINTOY E—MEEANDEREZFATEIEETEEY,
X EH

I*.example.com
1192.168.1.0/24
192.168.2.1

1593.HTTP 7OF > —E— R T®D egress L—4% — Pod D7 704

HTTP 7O% > —E— K Tld. egress L—% — Pod IZ7R— bk 8080 THTTP 7OF>—& LTETIh
F9. TDE—RIEZ. HTTP XL HTTPSR—ZADY—EREBETZI 54 7V MDBEICD I

BELETH. BETNOEBEIEEIDIIIFAT7Y MPod NDELLDERIEIAETY., RIEZHE

BRETDIET, BELOTOVSLIGHTTP 7OF Y —%2FRAT 2L IBRINET,

AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin tgfR=fFo>a1—H—& L TOJ1 352 &,

1. egress JbL—% — Pod DERK

2. D Pod At egress L—49 —Pod DIP 7 RLAZRD6N3LIICTBITIE. LTDHIDEL S
IC. egress —% —Pod 25T 2 —EXZEHRLZET,

apiVersion: vi

kind: Service
metadata:
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name: egress-1
spec:
ports:
- name: http-proxy
port: 8080
type: ClusterIP
selector:
name: egress-1

‘D http K— FA'EIC 8080 ICRESNTWB I E&HRBLET.

3. http_proxy F7-(Z https_proxy Z# % &E L T. 754 7 b Pod (egress 70 ¥ < — Pod
TIERW) ZHTTP 7OF Y —%2FAT2LDIERELE T,

apiVersion: vi
kind: Pod
metadata:
name: app-1
labels:
name: app-1
spec:
containers:
env:
- name: http_proxy
value: http://egress-1:8080/ ﬂ
- name: https_proxy
value: http://egress-1:8080/

‘) LEDFIEBTHERLEY—EZ,

Pz
TARTOEY b7 v 7T http_proxy # &£ U hitps_proxy BREZHANEICKL S
RRTEHY FEA. LREETLTEEEREY N7y THMERI W RWGEE

g, Pod TEITLTWBY—=ILFLEYIMNIZTIIDVWTORFaAXY NES
BLTLEIWL,

15.9.4. EAEE R

e ConfigMap Z#{ff L7z egress L—4% —DEET Y EY T DERE

15.10.DNS 7OF > —E— N TD EGRESS JL—% —POD O 7 704

PSR —EBEBEIZ, NST4vIAREEINLEDNSEZBLVIPT7ZRLRICTAOFY—FT2LDIC5E
EXN/egress)l—¥ —Pod 27701 TEXET,

15.10.1. DNS E— K@D egress JL—#% — Pod {1 #k

Pod # 7Y x4 hTegressL—% — Pod DEEEEZEZLFXT, LLFD YAML &, DNSE— KT
egress )L—4 — Pod DFRED 7 4 —IL RICDWTERBALTWE T,
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apiVersion: vi
kind: Pod
metadata:

name: egress-1

labels:
name: egress-1

annotations:
pod.network.openshift.io/assign-macvlan: "true"

spec:

©
4]
5]

initContainers:
- name: egress-router

image: registry.redhat.io/openshift4/ose-egress-router
securityContext:
privileged: true
env:
- name: EGRESS_SOURCE @)
value: <egress-router>
- name: EGRESS_GATEWAY 6
value: <egress-gateway>
- name: EGRESS_ROUTER_MODE
value: dns-proxy

containers:
- name: egress-router-pod

image: registry.redhat.io/openshift4/ose-egress-dns-proxy
securityContext:
privileged: true
env:
- name: EGRESS_DNS_PROXY_DESTINATION ﬂ

value: |-

- name: EGRESS_DNS_PROXY_DEBUG @
value: "1"

ZDTF /) T— 3 viE. OpenShift Container Platform ICR LT, 'S4 <Y —FRvy kDo —04 >
#—27 x4 22 bA—F—(NIC) I macvlan XY N7 —0 A4 V49 —T x4 &KL, D
macvlan 1 ¥4 —7 24 A% Pod %Y k7 —% D namespace ICBET 2 LOIERLET., BIAF
% "true" [EQRFEICEDZHENHY £9, OpenShift Container Platform A BID NIC 1 > 4 —
74 A macvlan A Y9 —T 24 R&ERT BICE. 7/ T7—>avDEEZEDA VI —T
1 RADERNCHRELE T, L&A ethl ZFEALET,

J—RDBEIMMMTWEBYERY NT—IDIP 7 KL Rl egress L—% — Pod TEAT 5720HIC
FHINET, 2723V TRy NORI 24 FEFAHAAH O—HILTF TRy hADE
PRI — "Dy N7y TINBEIICTEEYT, 72y NORIEZIBELAWES. egress
JL—% —|% EGRESS_GATEWAY ZHTHREINALRANMIOATIELATE, Y 7Xxy MOt
DRANMIFETIEATETEH A,

J—RTHEARAINBETI74INTF—M DA EALUETTY,
12Ut 7OFy —RBED—EEBELET,
723 :DNS 7Ox>—OJ % stdout ICH DT B7HICTEELE T,

15.10.2. egress 35L& EF X
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I—4—BDNS FOxv—F—RTF7OMIN35E68,. R—MNBLUOBETYEVYTD—EBAEIEE
LEd, BEICIE. PP RLREFLZIIDNSEOWIThH AFRHTIET,

egress b—4% —Pod id. R—hBLVBETYEV TEIBET HDICUTORREYR—MLZF
_a—o

R—bBITVE—FF7FLZR

EETR— MBS LUVBERZA NI, 2 DD 7 1 —JL R (<port> <remote_address>) % fFFH L T
BETEET,

RARMIIE, P7RLRFLIEIDNS ZAIBETITET, DNSEZAEIEET 5 &. DNS RN FENRFIC
ThnFEdT, HEDKRRAMIDOWTIE, 7OF>—IF, BERRANIP 7 KL ANDERRFIC, 585K
A NDEEINEETR— MIEREINE T,

R—FEYE—FZ7RFLART7DHI

80 172.16.12.11
100 example.com

R—b, YE—FZFLR, BTV E—FR—-F

EETR— b, FBEKRR N, BLUEER— I, <port> <remote_address> <remote_port> O 3
D2DT74—I LRI HREFERLTEETEET,

3DDT74—ILRERIE. 22D T4 —ILRNR=Ua v ERUELIICEEL ZTTH. BRR— MDEE
TR—NEIZERBIBENDHY XY,

R—bk YE—FZFLR BLTYE—IFR-+DH

8080 192.168.60.252 80
8443 web.example.com 443

15.10.3.DNS 7O F > —E— R TD egress L—4% — Pod OF 7O 4

DNS 7OF > —E— K Tld, egress)b—¥ —Podd. NS 74 v 22 BBEDIP7RLANS 1D E
DEBHEIP T RLRICEETD TCPR—ADH—ERXDODNS 7OF¥>o—& L THEBEL T,

AR
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin tgfR=fFo>a1—H—& L TOJ1 35T &,

1. egress JbL—% — Pod DERK

2. egress b—% —Pod DY —EREEHRLET,

a. LLFD YAML E& M S 1% egress-router-service.yaml & WD ZRID 7 7 1 L& ERK L
9. spec.ports %, EGRESS _DNS PROXY_DESTINATION IRIZEZEHICKLICERER L 12
R—bhO—EITHRELET,

apiVersion: vi
kind: Service
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metadata:

name: egress-dns-svc
spec:

ports:

type: ClusterIP
selector:
name: egress-dns-proxy

UFICHZERLET,

apiVersion: vi
kind: Service
metadata:
name: egress-dns-svc
spec:
ports:
- name: con1
protocol: TCP
port: 80
targetPort: 80
- name: con2
protocol: TCP
port: 100
targetPort: 100
type: ClusterIP
selector:
name: egress-dns-proxy

b. ¥—EREEXT ICIF. UTFOITY REAALET,
I $ oc create -f egress-router-service.yaml

Pod BN DH—ERICEMTEDLDICRYZTT, ThodERE. FHINK egressIP
7 RLZEFERL THABY—N—DOHIET 2 R—MITOFS—EEFEINFET,
15.10.4. A& 15k

e ConfigMap Z{ff L7z egress L—4% —DEET Y EY T DERE

BNEBETY THSDEGRESS IL—4% — POD 58— E DR E

95 RAY —EEEIL, egress L—H — Pod DEEYTYEY T %IEET % ConfigMap # 72V N&E
ETXFET, REDHEDPFKIE, egress L—F —Pod DI A FILL>TERYFET, BRIODWT
DEFMIZ. HED egress L—F —Pod D RFa AV bESBLTLEI,

BNLEREYY T5FERA L7 egress L—9 —BET Y EY TDHRE

BRIy EYTDEY hOY A AHRKEVD, FLIEINIERIEFINDIGE, REYY TA5FEH
LT—E2ABTHIFTETET, COAEDHRIK, REYY TEREET S/X—3 v ¥ 3 V% cluster-
admin ERZFLLWI—HY—IIRETESBIETY, egress)b—% — Pod ICIFSFFERE IV TF—

ENEET B0, cluster-admin tEEAF/-AWVWI—HY — X Pod ERABEERET DI LI TEFE
Ao
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pa )

egress )L—% —Pod . REXY Y THEEINTEEFNICEHRFINEIEA, BHEZI
B89 %ICIE. egress)L—4 — Pod BEHTIHNELNHY F T,

([} =355
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin R =fFo>a1—H—& L TOJ/1 952 &,

FIR

1L UUTFDBIDEL ST, egress L—F —Pod DI Y EVITTF—IDEETNDZ T 71 ILEFERLE
-a—c

# Egress routes for Project "Test", version 3
80 tcp 203.0.113.25

8080 tcp 203.0.113.26 80
8443 tcp 203.0.113.26 443

# Fallback
203.0.113.27

ERITEAAVRNEZD T 74 ILIBIITEE T,

2. ZDO774)H 5 ConfigMap + 7> = M&EERL X,

I $ oc delete configmap egress-routes --ignore-not-found

$ oc create configmap egress-routes \
--from-file=destination=my-egress-destination.txt

BERIDIY > KT, egress-routes {B(&. {EfX Y % ConfigMap & 7> =V FDZFIT. my-
egress-destination.txt (37— % OFEANMYTD 7 7 1 L DEZREI T,
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BV
Fold. UTOYAML ##ALTCHREYY 75 ERTEET,

apiVersion: vi
kind: ConfigMap
metadata:
name: egress-routes
data:
destination: |
# Egress routes for Project "Test", version 3

80 tcp 203.0.113.25

8080 tcp 203.0.113.26 80
8443 tcp 203.0.113.26 443

# Fallback
203.0.113.27

3. egress JL—% — Pod E&%/ER L. environment X4 >~ 1D EGRESS_DESTINATION 7 1 —
JU RIT configMapKeyRef 24 V#'%#EE L X7,

env:
- name: EGRESS_DESTINATION
valueFrom:
configMapKeyRef:
name: egress-routes
key: destination

15.11.2. BEAE FER
o YSALHINE—R

e HTTP_PROXY

e DNS Oy —F—NK
1512. 7O 2 NOTILFF v 2 NOAEMIL

BRILTILFFTRXAMIDWT
IPYIFXxvRANEFRTZE, T—IDNZHOIP 7 RLRICABICEREINE T,

BF

WIFR T, VILFF+ A MIMEFHRBOFEL /BT —EXDRETOERICKREEL
THY, EmEFEOV ) 1—ravELTERBELTWEEA,
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OpenShift Container Platform @ Pod DRIV FF+ A MRS T4 v I IET 7 4L P TEMICINZE
9, OpenShift SDN 7 7 # JL b Container Network Interface (CNI) ®v 7 —2 7FONA ¥ —%FRAL
TWaEE, 7OV NTEIRILFFv AN EAMCTEES,

networkpolicy 28— KT OpenShift SDN *v N7 —9V 7574 V& FERAT 3HBEE. ULTETVL
i’g—o

® PodIC&>TERF/INBTILFF+ R M w ML, NetworkPolicy &+ 7Y = & MK
<, 7Oz bOMDITRTOD Pod ITEFEINE T, Pod iFI=—F v A N TRIETEIRVEG
BTHEYILFFXFvRANTHBIETEET,

e 12D 7/OYVTY MDPodICL>TERFINBZTILFF v R M7 w ME, NetworkPolicy 7
Tz MTOY ) NEDBREEZHFATZHBETHoTE, ThAOTOP I bD
Pod ICEEINB I &EHY FHA,

multinenant 28— KT OpenShift SDN xv N7 —2 PS54 VA FERT 25EE. UTFEITVLE
-a—o

® Pod TEEFEINZTILFFR+RAMTy MNITOY TV MIH B ETDOMDE Pod ICEFINZE
-a—o

o HBETOVIYUNMNDPodICL>TEEINDIVILFFYRMN Y MNME, 7OV M

EL. VIFFYRAMEALEZZE IOV I NTERICINTWBBEICOHA, thd 70O
IV MDD PodIZEEINET,

15.12.2. Pod DT IILF ¥ v+ 2 N DAL
TOT Y MDPod TIYNFF Vv AMNEEMITRIENTEET,

AR
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin O— /)L ZHFD1—H—& LTIV RY—=ICOTA VT BREIHYET,

o UTDIYY RAEETL, 7OV IV bDIILFF+ A N EEMIILET, <namespaces
T, IIVFXFv A NEBAMICT 20EDH S namespace ICBEIZF T,

$ oc annotate netnamespace <namespace> \
netnamespace.network.openshift.io/multicast-enabled=true

R

JIVFXFYZAMDTOVII MIDVWTHEMCINTWSRZ EAERTSICIE. UTOFIEEETLE
-a—o

L RECTOY TV M, JIFFLAME2EMILALTOY I MUYEB XY, <project>
7OV MNBICBESBAET,

I $ oc project <project>

2. RIWFFH ALY ==& LTHEET % Pod ZEBL E T,

227



OpenShift Container Platform 4.8 *v k7 —%

$ cat <<EOF| oc create -f -
apiVersion: v1
kind: Pod
metadata:
name: mlistener
labels:
app: multicast-verify
spec:
containers:
- name: mlistener
image: registry.access.redhat.com/ubi8
command: ["/bin/sh", "-c"]
args:
["dnf -y install socat hostname && sleep inf"]
ports:
- containerPort: 30102
name: mlistener
protocol: UDP
EOF

3 NIFFY RIS —E LTHEES S Pod ZFEL T,

$ cat <<EOF| oc create -f -
apiVersion: v1
kind: Pod
metadata:
name: msender
labels:
app: multicast-verify
spec:
containers:
- name: msender
image: registry.access.redhat.com/ubi8
command: ["/bin/sh", "-c"]
args:
["dnf -y install socat && sleep inf"]
EOF

4. FILWI—IFINV D4V ROFLIEFSITT, WILFFvRAN)RF—%ZRBELET,

a. PodDIP7RLZAZEELE T,
I $ POD_IP=$(oc get pods mlistener -o jsonpath='{.status.podIP})
b. ROAYY REAALT., RILFF+RMN)RF—%REILET,

$ oc exec mlistener -i -t -- \
socat UDP4-RECVFROM:30102,ip-add-membership=224.1.0.1:$POD _IP fork
EXEC:hostname

5. VILFXFYRAMNNSVRIVAY—AFHBLET,
a. Pod xRy N —2 IP7RLREHEERBLET,
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$ CIDR=$(oc get Network.config.openshift.io cluster \
-0 jsonpath='{.status.clusterNetwork[0].cidr}")

b. TILFF ¥+ AMAYE—VAFEETSICIE. UTFTOAT Y RZEZABDLET,

$ oc exec msender -i -t -- \
/bin/bash -c¢ "echo | socat STDIO UDP4-
DATAGRAM:224.1.0.1:30102,range=$CIDR,ip-multicast-ttl=64"

RILFF v ARDHEBEL TWBIGEA, BERIOIXYY RIFUTOHAZRLET,

I mlistener

1513. 7O 7 FDOTILFF v R NDEMIE

15.13.1. Pod D < IILFF v+ 2 N DERDL
Oz MDOPod TINFF Vv ANEEMITEHIENTEET,

[} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A— /)L ZFDO21—HF—&E LTIV SRY—ICATA VT BRELrHYFET,

FIR
e LITFDIYYRZEHRITLT, YIALFF+RAMZEMILET,

$ oc annotate netnamespace <namespace> \ﬂ
netnamespace.network.openshift.io/multicast-enabled-

Q TIFFvRANEENCTBZILEDH B ITOY TS D namespace,

15.14. OPENSHIFTSDN Zf#AHA L7=x v N7 — U DBEDERE

7S5 2% —5 OpenShift SODNCNI S5 54 VDIV F T+ B E—REFERTELIICKEIN
TW3IBE, 870z MNET 74 NTOBESNE T, XY NT—V NS T4 v 0E JIVFFF
VEADEE—RTIK, ERZ27O0VIV MOPodBLUVY—ERABTHEIINFEH A,

7OV MDRIVF T NDBDOEERE 2 DD AETEERT DI ENTEET,

o 1DUEDTOVIVMNERKAL, BROEALZ OV IV MDD Pod EH—ERBDORY b
D—O NS T74 v EAEICLET,

o JOVIVRNDRY ND—VNBAENICTEEY, ChiE/O—"NILILT7IVEATES LD
ICRY, BDITRTOTOV I PDPod BLUVHY—ERDSLDRY NT—I NS T4y 0%
ZFANET, FO—NILICT IV ERAFTFEATOY Y M, oI RTOTAY I bD
Pod BLUVH—ERICT IV ERTEZT,

15.14.1. BUiR 514
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o VSR —I&. JYIFTF v NDBE/ — KT OpenShift SDN Container Network Interface
(CND) 7S04 VA FERTZLIIREINTVWEIRELGHY T,

15.14.2. 7O 7 NDES

22t 7AYo MAEAE L. BHROELRZ OV IV MDD Pod EH—ERBORY hT7—0 KS
T4 v EABEICLET,

AIRE 4
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
e cluster-admin A— /)L ZF 21— —&E LTIV SRY—ICATA VT BRErHYFET,

FIR

L UTFoaY Y RAaFERLT, 7Oz 2BEFEOOV I MRy NO—2IC8MIEE
-3—0

I $ oc adm pod-network join-projects --to=<project1> <project2> <project3>

Foldk, BEOTOV I MEERET 2 Y IC —-selector=<project_selector> + 7> 3
EEAL. BEMIONAESRIVICESIWT IOV NEEEETEET,

2. 77V a v UlTFOARY RERTL, #HELEPodxy hT—0%&KRRFLET,
I $ oc get netnamespaces
BALPodxy hO—207O2 Y MIE NETIDFICRAULRY hO—2 IDAHY ET,

15.14.3. 7O 0 MO B

HBo7OV I MO Pod BLUVY—EZADNZDPod BLUVHY—ERICTIERATERWVWEDICT S
HICTAV IV N EDBT B ENTEET,

AR
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A— /)L ZFDO21—HF—&E LTIV SRY—ICATA VT BRErHYET,

FIR
o UVSRH—DTOVIY NENBET I, UTFOIYY REERITLET,

I $ oc adm pod-network isolate-projects <project1> <project2>

Fzldk, BEOTOV I ME%ERET 2 Y IC —-selector=<project_selector> + 7> 3
HEEAL. BEMIONLSRIVICESIWT IOV NEEEETEET,

1514.4. 70z hDRY N —U DBEOEMIL
TOVIIMNDERY NT—ODBAEBYMICTEET,
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lE= 353
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin O—/LZHFDA1—H—& LTIV RY—ICOQTA VT E2REIHYET,

FIR
e JOYIVNDUTOIYY REEFTLEY,

I $ oc adm pod-network make-projects-global <project1> <project2>

Foldk, BEOTOV I MEERET 2 Y IC —-selector=<project_selector> + 7> 3
EEAL. BEMITONRAEZSRNIVICESIVWT IOV M EEEETEET,
15.15. KUBE-PROXY D% E
Kubernetes X v b7 —4% 7FOF ¥ — (kube-proxy) I&%& / — K TE{TI N, Cluster Network Operator
(CNO) TBEHEINZEJ, kube-proxy l&. —ERICEEMITONAETIY KRSV hDOEHKEERET S
DRy hT—0 ) —ILE#RFELET,
15.15.1. iptables JL—JL D REEAIC DLW T

BEHIOEIRE L. Kubernetes * v b7 —% 7 OF > — (kube-proxy) #°/ — K T iptables JL—)L % EHi 3
2HEEEDET,

BEEE. UTFDAXRY FOWThNDNELZHBEICHIBLET,

o H—ERFLEIVRRAVKNDISRY—~ADEM. FLIFISRAI—DSDHIRDEDA
Ry NDEET B,

o REDREHEILIE DEF/ED kube-proxy ICEZRI N2 AR BB L TW 5,

15.15.2. kube-proxy & E/N T XA — 4 —
LUF @ kubeProxyConfig /X5 A —4 —%ZEHEFT B ENTEZET,

e

pa

OpenShift Container Platform 4.3 LA T I N/c/N T # —< Y ADME LI &
Y. iptablesSyncPeriod /X5 X —4% —% AT Z2MBIF R RY F L,

FTI52/XFA—4H—

iptablesSyncPeriod iptables )L —JL OB i, 30s F7zid 2m 72 & OHAR, 30s
BMRERFICE. s, m,
BLThiRERrEFTHh, Th
5ICDWTIE. Go Package
time N¥ a2 XY NTEHREAIH
TWEY,
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proxyArguments.iptables- iptables Ll —/LZ&E#H3 %81 30s F£7(&2m 72 & DHIRE, Os
min-sync-period DO/, TDIRTA— BMRERFICE, s, m,
H—Il& Y, BHFOHEELNS BLThAEEN, IhbIC
CRYBERWEIICTEZE DWTIE. Go Package time
¥, 774IKT THEAINTWET,
I&. iptables )L —IVICHET
ZEEHNELZETCIC. B
O RBINET,

15.15.3. kube-proxy sXE D Z 1t

7528 —D Kubernetes Xy N —2 7OFY —REALTETLIENTIET,

[} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin O— /)L CETHD I Ry —IcA14 > LET,

FIR

1. LFDO~Y > K%A%E1TL T, Network.operator.openshiftio 1 24 41) YV —X (CR) ##E&E L
x7,

I $ oc edit network.operator.openshift.io cluster

2. LTFOH Y TILCRDE S IC, kube-proxy ERENDEEHRAT. CR D kubeProxyConfig /<
A= —EEBELIET,

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
kubeProxyConfig:
iptablesSyncPeriod: 30s
proxyArguments:
iptables-min-sync-period: ["30s"]

3. 774NV EREL, TFANITAY—%RELE T,
BXlE, 7714V EREL, TT49—%8T793EICoc AT Y RICL>THRIEINE T,

EEABRIEBXIS—HIEFTNZEE. TT149—3 774V ERE, TS5—AvE—VUsK
~LET,

4. UTFDATY RZRTLT, REDEFH=2HIELE S,

I $ oc get networks.operator.openshift.io -o yaml

H A B
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apiVersion: vi
items:
- apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
clusterNetwork:
- cidr: 10.128.0.0/14
hostPrefix: 23
defaultNetwork:
type: OpenShiftSDN
kubeProxyConfig:
iptablesSyncPeriod: 30s
proxyArguments:
iptables-min-sync-period:
- 30s
serviceNetwork:
-172.30.0.0/16
status: {}
kind: List

5 #7Yav:UTFoavwy K&EETL. Cluster Network Operator "SR ELXEAFIFANTWS
ZEEMRBLETD,

I $ oc get clusteroperator network

H A B

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
network 4.1.0-0.9 True False False im

REDODEFRHAESEICEAINS &, AVAILABLE 7 1 —JL KA True 1272 Y F 9,
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2163 OVN-KUBERNETES 7 #JL N CNI v o7 —4 Z7O/N
14—

16.1. OVN-KUBERNETES 7 7 # JL b CONTAINER NETWORK
INTERFACE (CNI) 2y k7 —270ONA4 5 —ICTDWT

OpenShift Container Platform 2 5 24 —l&, Pod 8L UHY—ERARY N7 =7 IlREB{ERY T —2
AL ET., OVN-Kubernetes Container Network Interface (CNI) S 714 V&, T7#ILbDV S
2=y NT—=0Dxy N7—20 FO/NA ¥ —TF, OVN-Kubernetes I& Open Virtual Network
(OVN) AER—Z ELTHY, ==L AR=ADFy 7=V REZRHE L £$, OVN-Kubernetes
Xy KD—4 FONA G —%EAT 20525 —Id. &/ — KT Open vSwitch (OVS) 6 E1T L £ 7,
OVNIZ. EEXY N7 —VREZRETDLIICKE/—RTOVSZRELZET,

16.1.1. OVN-Kubernetes D1 4E

OVN-Kubernetes Container Network Interface (CNI) 7 5 24 —% v N7 —27F7ONA ¥ —&, LLTFD
HEEEERLET,

e Open Virtual Network (OVN) ZFAHAL TRy NT7—2V 574 v o 70—%2FELZET, OVN
DI a=74—THEIN, RVIF—(EKELAVWRY NTD—2REB{ELY ) 21—>3 2T
E

® ingress 8L Wegress L—IL & EE Kubernetes £ N7 —2JRY O —DHYR—Na2RELE
ER

o J—FREICA—N=LAFRY NT—D%FEKT 2ICIE. VXLAN Tld7%: < GENEVE (Generic
Network Virtualization Encapsulation) 7O M 3L ZFH L £ T,
1612. Y R—FINBT7T7FILMDCNI XY hT—=07ONA 5 —#EET M) IR

OpenShift Container Platform (. OpenShift SDN & OVN-Kubernetes @ 2 DD R— MRRD A4 7
>3 v %T 7 %)L h®D Container Network Interface (CNI) %y N7 —2 7ONA ¥ —(TRELFET, U
TOXRIF MADRY NT—07ONA F—DREDKET R— M2 FEHLEDTT,

KGITIZAILMDCNI Ry N7—2 T0O/4 ¥ —HeED LB

Hae OVN-Kubernetes OpenShift SDN
Egress IP YR— bR HR— bR

Egress 774 7 #—JL [1] TR— bR TR— bR
Egress L—% — HR— g [ HR— bR

IPsec B =1k HR— MR HR— M EHRHA
IPv6 HR— b ag g B HR— bR
Kubernetes v N7 —2 R > — PR— bR — R — b g (4]
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Hae OVN-Kubernetes OpenShift SDN
Kubernetes 2y k7 —4 Ry —0O4 HR— MR HR— MERA
JILFFv b YR— bR HR— MR

1. egress 7 74 7 #—JLiE, OpenShift SDN Tld egress xv hT7—2 R —& L THHS
NTWEYT, IRy hT7—2URY > —Degress EIFERY FT,

2. OVN-Kubernetes M egress L—4% — Y541 L U NE—RDHEHR—IMLZET,
3. IPV6 IERTAIINI SR —TODHYR—PMINZET,

4. OpenShift SDN D x v k7 —2 R o —&, egress L—ILHB L T —EBD ipBlock JL—JL % 4
/_.R_ I\ L/ iﬁ/\lo

16.1.3. OVN-Kubernetes DR

OVN-Kubernetes Container Network Interface (CNI) 7 5 24 —%w N7 —2 7F7ONA F—(TIELLTD
HIRA DY £,

e OVN-Kubernetes ICId. Kubernetes t—ERXDHAZL NS T4 v IR —FIERE NS
Z14vPR)—% local ICERET B HR—MEHY FH A, T 7 2/ MEI cluster T, A
DN A—=H—THR—PFbINZFT, ZDOFIRIL. LoadBalancer ¥ 1 7. NodePort ¥ 1 7 M
H—EXZBIMTEMN. AEIP TH—ERZBINT3RICHELAZITDAEELHY £T,

e sessionAffinityConfig.clientlP.timeoutSeconds — E X (&, OpenShift OVN IRIE TIENR
BHY EFHAD, OpenShiftSDN RIETIFRRAHY 9, TDIFEMMEICELY
OpenShiftSDN D5 OVN NDRITH R IC /R 2 A REELHY £ 7,

¢ FaATINRI Y IRy NT—VICREINLYZAY—TIE, IPv4 & IPV6E DEAFD k>
TA4VIDTIAINMNT—RIZAELTRALRY NI =D AV —T (A R%EHRT Z2HE
KHYET, COEHEIHALINDRVIEEICIE, ovnkube-node T—E VY PDKRA MIH
% Pod I&. CrashLoopBackOff JAf&(C72 Y £ 9, oc get pod -n openshift-ovn-kubernetes -I
app=ovnkube-node -oyaml D & 57207 KTPod #X KT 2 &, UTFOHADLD
IC, status 714 —ILRIZTF 74NN T — b A ICBT2EBDOA Yy E—IHRTINZET,

11006 16:09:50.985852 60651 helper_linux.go:73] Found default gateway interface br-ex
192.168.127.1

11006 16:09:50.985923 60651 helper_linux.go:73] Found default gateway interface ens4
fe80::5054:ff:febe:bcd4

F1006 16:09:50.985939 60651 ovnkube.go:130] multiple gateway interfaces detected: br-ex
ens4

W—DFREIZ. BADIP 773 —DF 74N NMNTF— I/ ICALLRY NTD—0 A4 V45—
TIARA%FHETZLOIC, RAMNRY ND—VEBERETDHIETT,

o FaATIRY Y IRy NT—VRICREINLY ZRAY—DHE. IPvd & IPv6 DEHDIL—
TAVIT—=TINT 74NN T— R ITADBEFTNTVWERELNHY T, ZOBEHEIHE
INRVWEEICIE. ovnkube-node T —E VY FDKRR MIH S Pod
i&. CrashLoopBackOff }Kf&IC7%:Y) £ 9, oc get pod -n openshift-ovn-kubernetes -I
app=ovnkube-node -oyaml D & 57207 KTPod #X KT 2 &, UTFOHADLD
IC, status 71 —ILRIZTF 74NN T— b A ICET2EBOA Yy E—IHRTINZET,
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10512 19:07:17.589083 108432 helper_linux.go:74] Found default gateway interface br-ex
192.168.123.1
F0512 19:07:17.589141 108432 ovnkube.go:133] failed to get default gateway interface

M—DFRRELT, @ADIPI77IY—ICTI7AINT— RO TADEENDELDITKR b
XYy NT—VEBRETEIT,

BEEEIR
o OV MDegress 77470+ —ILDFRE
o Xy ~NT—UR)I—IZTDWVWT
o XYy NIT—VR)Y—ARV I NOOFVY
o JOYVIVURDITILFF+RMDAEME

® |Psec lESILDERTE

Network [operator.openshift.io/v1]

16.2. OPENSHIFTSDN V7 S R4 —3 v T =0 7ONA =15 DT

75 A9 —EEE(IZ, OpenShift SDNCNI ¥ SR —%v M7 —2 7F0O/N4 ¥ —H 5 OVN-Kubernetes
Container Network Interface(CNI) 7 S X9 —% v N7 —2 FONA F—IIRTTEET,

OVN-Kubernetes ICDWT DaFMIE. OVN-Kubernetes % hT—2 7 ONA 4 —|ZDWT A#5BL
TLIEI W,

16.2.1. OVN-Kubernetes x v N7 —4 7O/ A ¥ —~A D17

OVN-Kubernetes Container Network Interface (CNI) 7 S 24 —% v N7 —0 7 ONA ¥ —~D#1T
d. VSR —ICEIETERLARBIIVIMALEEFNDFESOELRATY, O—I/\y I FIEHR
HEINFTH, BITII—ABETOECRERDZ I ENERHINTVET,

OVN-Kubernetes 7 2 24 —x v N7 =20 TONA §—~DBITIE. LTFDOTZY N7+ —LTHR—
FEINFT,

o RFPXZGJIN—=KDTT

® Amazon Web Services (AWS)

® Google Cloud Platform (GCP)

® Microsoft Azure

® Red Hat OpenStack Platform (RHOSP)
® Red Hat Virtualization (RHV)

® VMware vSphere
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BE

OVN-Kubernetes v N7 —40 7554 v & DEDFHITIE. OpenShift Dedicated
Red Hat OpenShift Service on AWS (ROSA) "2 ED < x—< K OpenShift 7 77 K4 —
EXTREYR—FINTULEEA,

16.2.1.1. OVN-Kubernetes v N7 —2 7ONA F—ADBTICODWVWTDEER

OpenShift Container Platform 7 2 X4 —IZ150 Z8A % / — KH'H 515BE1E. OVN-Kubernetes v
NTI—0 TS T4 ANDRBRITICOWTHHKT 2 R— N T —RERZET,

J—RIZEYYTOhAEY TRy b, BELPELXDPod ICEIY ETONEIP 7 KL Rk, BITEICE
BIhzEFtA.

OVN-Kubernetes & k7 —% 70O/31 4 —{& OpenShift SDN kv 7 —2 F7ONA ¥ —ILFEET S
ZLOWEEERLITN. RERBLTREHY THA,

o U524 —HLLTFD OpenShift SDN #EEDWF NI A FEHT 5% 4. OVN-Kubernetes THE L
HEEFHTRET 2HNENHY FT,

o namespace D4 B

o

EgressIP 7 KL X

o

Egress *v N7 —U R ¥ —

o

Egress JL—% — Pod
o WILFF¥ A b

o 52249 —1H100.64.0.0/16 1P 7 KL R&EFHD—E%=FHE T 2HE. CDIP 7 KL A&EHIEH
MTHEAINS=H,. OVN-Kubernetes ICH1T3 22 &lETEZ A

LFDEY > 3 TlE. OVN-Kubernetes & OpenShift SDN @ _EEEDHLEERE DEREDEWIC D W TER
BALEY,

namespace D9 &
OVN-Kubernetes (%Y N7 —2KR) S —DNBME—RDHEHR—MLF T,

BF

PDSRY—DBINFTFTVNEEREY TRy NODBE—RFOVWTIATEREIN
OpenShift SDN % {EfH 9 %354, OVN-Kubernetes X N7 —2 70O/NA §—(I#1T9
52EETEZHA,

EgressIP 7 KL R
OVN-Kubernetes & OpenShift SDN & MREIC egress IP 7 KL 2 %R ET 2B DEERIE. LTDXRT
MBI hTVWETY,

#+K16.2 egressIP 7 KL AREDEWL
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OVN-Kubernetes OpenShift SDN

o EgressiPs # 7Y/ MaERLET, e NetNamespace # 7z 7 MI/\y F%
e 7/7—>av%iNodex 7Y/ MIE
mLEd, e HostSubnet # 7Yz MRy F45#ER
bij‘o

OVN-Kubernetes T egressIP 7 L 2R ZEAT 2 AEICDOVWTOFMIE, egressIP 7 KL XDEREIC
DLWTBRLTLEIW,

Egress Xy h7—JRY > —

OVN-Kubernetes & OpenShift SDN & DEIC egress 774 7 #—IJLE LTEHEH BN S egress RV
NT—ORYS—DREICDODVTDEERIZ. UTFORICEHINTWET,

F16.3 egress * Y N T7—U R O —FZEDHEES

OVN-Kubernetes OpenShift SDN

e EgressFirewall # 72z 7 b % e EgressNetworkPolicy # 7oz b %
namespace IC¥ER L £ 9, namespace IC¥ER L £ 9,

OVN-Kubernetes Tegress 774 7V A — L &EAT 2 5EICOVWTOFHMIE. 7OV bD
egress 7747 04 —ILDREICDVWTSRL TSI,

Egress Jl—#% — Pod

OVN-Kubernetes (&, Y44 LY NE— KT Egress)lL—% —Pod #H7R— kL &9, OVN-
Kubernetes |&, HTTP 7OF% Y —E— KF/I&DNS 7O+ > —EF— K Tl& Egress L—4 — Pod % H
R—MLEFHA,

Cluster Network Operator T Egress L—4% —% 7 704§ %%B46. /— KL V4 —%BELT.
Egress L—% — Pod DR A MIERAT 2/ —FZFIHTEIEETETEE A,

YIFEXYRX b
OVN-Kubernetes & OpenShift SDN TYIFF v AN NS 74 v 7 2BWICT 2HEICDOVWTDEE
RiE. LTOXRTHBAINTVET,

F16.4TILF ¥ v A MEEDHER

OVN-Kubernetes OpenShift SDN

e 7/7—>3v%Namespace # 7 x¥ e 7/ 7—< 3v% NetNamespace # 7
MCEMLEY, U MIBMLET,

OVN-Kubernetes TOTILFF+ XA NDFERAICDWTOFEMIEZ. 7OV hDOTILFF+ X MNDERD
{txSRLTLIEIW,

F*Yy bI—=UR)—

238



%163 OVN-KUBERNETES T 7 #JL M CNI Ry 7 —2 FO/14 5 —

OVN-Kubernetes I£. networking.k8s.io/v1 APl %)L — 7" Kubernetes NetworkPolicy AP| %582 |C
HR— KM LZET., OpenShift SDNDSRITT RIS, Xy b7 —0RY S —TEEEMAZVEIIHY
Tt A

16.212. 8770t A0H4lH

LUTFoXRIF, 7001 —"RET2FIEE, BITFBEELTETIZT7I/avEERSL
THRT7OERZEHLTVET,

516.5 OpenShift SDN H* 5 OVN-Kubernetes ~D#&1T

1—Y—EBHOFE BEFIFAET 41—

cluster &\ 5 &riD
Network.operator.openshift.io 7 24 L) vV —
Z (CR) ® migration 7 1 —JL K%

Cluster Network Operator (CNO)

cluster &\ 5 &riD
Network.config.openshift.io CRO X 7—%

OVNKubernetes IC5%E L 3, migration
Z i o
74— REBEICRET 20 nUll THBZ E%HE ?Eﬁb,j
=L, Machine Config Operator (MCO)

OVN-Kubernetes ICIAE 7R systemd B ENDE
FeO—ILT7IORLET, MCOWRT T4 NTI
BILT—IVTEILE—DI YV ERHLET, &
nickY, BITICHOD 25BN IS RS —0D
A XEHITEMLET,

Network.config.openshift.io CR ®

networkType 7 1 —JL REZEH L £, CcNo

UTFO7ovaveaERTLEY,

e OpenShift SDN O k O—)L7L—v
Pod #TZEL Y,

e OVN-Kubernetes I hO—ILFL—V
Pod #7704 LEY,

e HILWISRAY—FRy M=o 7O/1
F—aRMBTDEIICMultus A+ 7o
JMNEBFHLET,

VSRY—DE/—RE=BREELET,

Cluster

J— ROBEHEFIC, 75249 —IE OVN-
Kubernetes 7 5 A% —xv KT7—%2® Pod IZ IP
TRLZREZEIYHTEY,

OpenShift SODON AD A —JL/Ny I BB ARIZE, UTORDNTOERICDOWTEHBALET,

£216.6 OpenShift SON ~ADO—JL/XY ¥ DRLT

A—Y—EBHDOFIE BaO7971E71—

MCO Z—BHZIE L, BT RIS hARVELSICLE MCOMELELFT,
ED
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1—Y—EBBHOFE BEFPIFAET 41—

cluster &\ 5 Za1D

Network.operator.openshift.io Hh X% L)V — CNO

Z (CR) O migration 7 1 —JL K & cluster &\\ 5 £510 _
OpenShiftSDN (3% L ¥, migration 7 « — Mo cgnfig-openshiftio CR 27—
JVREBEICKRETDHIICNUIl THBEEERLE

E

networkType 7 1 —JL REZEH L £, CNO

UTFO7ovavaERFTLEY,

e OVN-Kubernetes I hO—ILTFL—V
Pod #1ZE L X9,

e OpenShiftSDNI> hO—ILTL—V
Pod #7704 L&Y,

e ILWISRAY—FRy M=o 7O/1
H—aRMTBEEIICTMUltus ATV T
JMNEBFHLEY,

DAY —DE/—REBRHLET,
Cluster

=R T—rEBE VTREI—E
Openshift-SDN *ry k7 —2 LD Pod IZIP 7 K
L2AZEIYHETEY,

VZRAI—DFRTD/ — KL EiRE L 721 MCO

EEMICLET, MCO

OpenShift SDN [ZiAE 7% systemd B EAN DB
ZO—IWT7IMLET, MCOWRTTZFILKTI
BILT—IITEIBE—DIY YV EBEHLES, &
nickyY. BITIKHDI2E85RFEAN ISR —0D
A XEHITEMLET,

16.2.2. OVN-Kubernetes 7 7 #JL N CNI XYy RO — 2 7O/ §—~D#4T

VSR —EEBEIE. VTRY—DT 7+ )L b®D Container Network Interface (CNI) *xv b7 —2 70
/INA & —% OVN-Kubernetes (CEETEXE T, BITHIC, VA —HDINRTD/ — N=HEEHT
IRENHYFET,

BE

BITORITHIEZI R —%FATET. 7—/0—RPFEIN DML HY £
T Y—ERDOHMNHBRARLIGEICDHIBTERITLET,

AR

o XYy NT—URYI—DNEE— KT OpenShift SDNCNI V5 A9 —Fxy NT—2 7O/
F—THREINLIZRAY—,
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OpenShift CLI (oc) Z4 Y A h—JILLTW3,

cluster-admin A—J)LEFDODA—HF - LTIFRI—ICTIVERATE S,
etcd T—9R—ZADTRFD/NNY V7 v THHBERMETH 5,

BEEE., /—RITEIKFHTAN)H—TEE,

V529 —EHBHOEBLREICHY, TRV &,

TR =Y NTD =V DEEDINY P Ty TEERT BICIE, LFOIYY REAALE

ER

I $ oc get Network.config.openshift.io cluster -o yaml > cluster-openshift-sdn.yaml

 BITOITRTO/—REEFETBICE. UWTFDAY Y K% AH LT Cluster Network Operator

BREA TV Y M migration 74 — )L REREL T,

$ oc patch Network.operator.openshift.io cluster --type="merge’ \
--patch '{ "spec": { "migration": {"networkType": "OVNKubernetes" } } }'

R

ZDFIETIE. OVN-Kubernetes (9 <ICF77O4 LEH A, TORDY

IC. migration 7 1 —JL RZ3EET B &, FR < VERED OVN-Kubernetes
T7OAAY NOEBICAITTI ZRI—ADITARTO/ — NICERAIND LD
IC Machine Config Operator (MCO) " M H—X N F T,

AT a Vi RY NI =AYV ISAMNSVFrv—DEHAEFHT LD I OVN-Kubernetes @

UTDREENRAITAXTEET,

® Maximum transmission unit (MTU)
® Geneve (Generic Network Virtualization Encapsulation) Z —/X—L A4 Xy kT —2/R—h

LRIDREDWITNDZEHRITAXTBICE, LFOIYY FEZAALTHRITAXLF
T, T7FINMEEZEETIUBENRWEEIE. Ny FOF—%2EHBLET,

$ oc patch Network.operator.openshift.io cluster --type=merge \
--patch {
"spec"{
"defaultNetwork":{
"ovnKubernetesConfig":{
"mtu":<mtu>,
"genevePort":<port>

i

mtu

Geneve F—/N\N—L A XY hT—2 D MTU, COEITEEIZESHNICEKEINTTH, 7
SAY—ILHB/—RIRTHPELMTU ZFERBLARWVGES, ChiaixNhD/—KMTUIE
FYUE 100 NIKERETIRENHYZET,

port
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Geneve #—/N—L A XYy NT—2IDUDPR— k., EREEINLRWVWEES. T 74/ ME
6081 (IC72Y) £9, R— ML, OpenShift SDN TEHAIN 2 VXLAN R—KERBLICTZ
EIETEFH A VXLANR—MDFT 7 3 )L MEIL 4789 T,

mtu 714 —J)LREBHFITB/NyFaA<T > FOH

$ oc patch Network.operator.openshift.io cluster --type=merge \
--patch {
"spec"{
"defaultNetwork":{
"ovnKubernetesConfig":{
"mtu":1200

i

4, MCODRZENEFNDIYVBRET IOV VEBRHRTRE, &/ — KM 12T 2BEFHLZ
T, IRTDO/—RDPEHFRINDIETHETINEL,HYET, UTFTOOTY REETLTY
VUBRETS—IDRAT—YREHRALET,

I $ oc get mep
EBICEHFINL / — RIZIE. UPDATED=true. UPDATING=false. DEGRADED=false ® X
T—IADDHYET,
y 13!
TI74IBMT, MCOWRRT—IVZEIL—EICI DOV EEHT D78, BT
KOO B EEREN I SR —DH A4 ZEHITEMLFT,
5 RAMNEDFHMY L VEREDAT—I A ZHRLET,

a. YYUVREDREEBERAINAYY VEREDERIZ—EBRTT 2ICIE, UTOIAYY FE
AABLET,

I $ oc describe node | egrep "hostname|machineconfig"

H A B

kubernetes.io/hostname=master-0
machineconfiguration.openshift.io/currentConfig: rendered-master-
c53e221d9d24e1c8bb6ee89dd3d8ad7b
machineconfiguration.openshift.io/desiredConfig: rendered-master-
c53e221d9d24e1c8bb6ee89dd3d8ad7b
machineconfiguration.openshift.io/reason:
machineconfiguration.openshift.io/state: Done

UTFDRT—RMAY "D true THB I E =R LET,
e machineconfiguration.openshift.io/state 7 1 —JL KD{&l& Done TY,

e machineconfiguration.openshift.io/currentConfig 7 1 —JL K D&
I&. machineconfiguration.openshift.io/desiredConfig 7 1 —JL KDEEFL < 2 Y)
9,

b. TV VERENELWZ EAERTBICIE. UTOaAY Y REAADLET,

242



%163 OVN-KUBERNETES 57 #JL M CNI Ry N —2 FO/4 ¥ —

I $ oc get machineconfig <config_name> -o yaml | grep ExecStart

Z ZT. <config_name> (¥. machineconfiguration.openshift.io/currentConfig 7 1 —
WROTY VEREDARICIRY £,

YU UREICIE. systemd REICUTOEHZZD2HVENHY X,

I ExecStart=/usr/local/bin/configure-ovs.sh OVNKubernetes

c. /— K7 NotReady REED X XICA>TWBIBE, IV v
R IS—%RRLET,

YET—FY Pod DAY %

on

i. Pod 5#—EBXRRTDICIE. UTOaX Y REaAHBDLET,

I $ oc get pod -n openshift-machine-config-operator

H A B
NAME READY STATUS RESTARTS AGE
machine-config-controller-75f756f89d-sjp8b 1/1  Running 0 37m
machine-config-daemon-5cf4b 2/2 Running 0 43h
machine-config-daemon-7wzcd 2/2  Running 0 43h
machine-config-daemon-fc946 2/2 Running 0 43h
machine-config-daemon-g2v28 2/2  Running 0 43h
machine-config-daemon-gcl4f 2/2  Running 0 43h
machine-config-daemon-I15tnv 2/2  Running 0 43h
machine-config-operator-79d9c55d5-hth92  1/1  Running 0 37m
machine-config-server-bsc8h 1/1 Running 0 43h
machine-config-server-hklrm 1/1 Running 0 43h
machine-config-server-k9rtx 1/1 Running 0 43h

BRET—E Pod DAFNILLTFORKICA Y £ 9. machine-config-daemon-
<seq><seq> fEld. TV LIRS XFORBFL—T Y RAIRYET,

i. LTFOOAT Y REAALT, BRIOHEAICRKRRINZHEHNDOYY VERET —TF YV Pod
DPodOVERRLET,

I $ oc logs <pod> -n openshift-machine-config-operator
ZZT. podFTRYVERET—FEY Pod DARIICARY £,
i. BRIOIYY ROHATRINZOTADIS—%RLET,

6. BITERIIRT BICIE. UWTFOaTY ROWThHhAFERL T, OVN-Kubernetes 7 5 X4 —
Ry ND—7ONRA 5 —%5BELET,

e VSRHA—RYKNT—VUDIPF7RLRTOYIAEZEESTICRY ND—o OS5 —%
BETHICIF. UTFoav Yy REAHALZET,

$ oc patch Network.config.openshift.io cluster \
--type="merge’ --patch '{ "spec": { "networkType": "OVNKubernetes" } }'

o HIDYVZARY—y NT—UIPP7RLRTOY I EIBET I, UTOATY REAR
L/i_a—o
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244

$ oc patch Network.config.openshift.io cluster \
--type="merge' --patch '{
"spec": {
"clusterNetwork": [
{
"cidr": "<cidr>",
"hostPrefix": "<prefix>"
}
]
"networkType": "OVNKubernetes"
}
y

ZZT, cidridCIDR7AOy I THY, prefix 7SR5 —ADE/—RICEYHTLHN
2CIDR7AOYIDRASA4ATY, OVN-Kubernetes % hT—2 7ONA Y —lgZDT
Oy %REBTHEAT 575, 100.64.0.016CIDR7Ov Y & E#H I 5 CIDR 7O v VI3fE
BTExHA,

BE
BT, Y—EXRRXY NI—VDFRLRATJOV I ELEETEHIEIFTE
FtHA,

7. Multus T—E vty hOO—IT I MDRTLAEZEEERALTHS, BHEOFIEEAFEITLE

ER
I $ oc -n openshift-multus rollout status daemonset/multus

Multus Pod D EZRID I IE multus-<xxxxx> T3, T I T, <XXXXX> EXFEDS VY L
U—HVRICKRYFET, Pod "BEIFTZETICLIES BRI D DEEEMELHY T,

H A B

Waiting for daemon set "multus” rollout to finish: 1 out of 6 new pods have been updated...

Waiting for daemon set "multus” rollout to finish: 5 of 6 updated pods are available...
daemon set "multus" successfully rolled out

 BITERTIBICE, V7R9—HDE/ —F2BREELEY, L&A E LUTDL D4 bash

29) T NEFERETEET, TORYY) TR, sshEZFALTERRA MIEHRTE, sudo N’
NAT—=REBERLABAVWEDICREINTWSE Z E%FHiIIRE LTWE T,

#!/bin/bash

for ip in $(oc get nodes -o jsonpath="{.items[*].status.addresses[?
(@.type=="InternallP")].address}")
do

echo "reboot node $ip"

ssh -0 StrictHostKeyChecking=no core@ $ip sudo shutdown -r -t 3
done

ssh 7V EADNFERETEIRWMES, A VISAKNSIVFvyr—7AONA Y —DEEBER—FILHS
&£/ —REBREETIZIBEI’HY 7,
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O. BITHERBIIRT LA EEERALET,
a. CNI &y N2 —270O/8N4 4 —H OVN-Kubernetes TH s Z & 5HEERT B ICIE. LLTFD O

YV REANLZET, status.networkType DfE(E OVNKubernetes TH 2 HENH Y £
ER

I $ oc get network.config/cluster -o jsonpath='{.status.networkType}{"\n"}'

b. 7524 —/— K Ready REEICH B T & AR T ZITIE. UTFDOOATY RERITLE
ER

I $ oc get nodes
c. Pod TS —RETRBWI EZMRBY SICIE. UTFDIATY REAALET,
I $ oc get pods --all-namespaces -o wide --sort-by="{.spec.nodeName}'

/—RDPod TS —REICHBIHEIE. TN/ —REZHFBEHFLET.

d. $RTDY 5 RXH— Operator NEERREBICHRWT & AHRT 5I1ICE. UTFTOavYY K%
AALET,

I $ oc get co
ITARTDY A — Operator DAT—4 &,
AVAILABLE="True". PROGRESSING="False". DEGRADED="False" (C/2xY £3, ¥
S5 2% — Operator AFIETEARWVWD, FELIEFZTDONR T+ —<I VY ADNMBETTZHEICTIE. 7
S 24 — Operator OOV CEHMARRLE T,
10. LTFOFIEIE. BITICKIIL., 75 R9—DRENEETHZBEICDAERITLET,
a. CNOBREA 72TV MO ORITHRELZHIKRT ZICIF. ULTFTOaAY Y READLET,

$ oc patch Network.operator.openshift.io cluster --type="merge' \
--patch '{ "spec": { "migration™: null } }'

b. OpenShift SDN v N7 —0 FONA ¥ —DHRY LEREEHIRT 51T, UTFoax Y
KEAALET,

$ oc patch Network.operator.openshift.io cluster --type="merge' \
--patch '{ "spec": { "defaultNetwork": { "openshiftSDNConfig": null } } }'

c. OpenShift SDN X v kD —% 7 0O/X4 4 — namespace ZHIfR T 2 ICI&. UTFOaT >V R
ZEABLEY,

I $ oc delete namespace openshift-sdn

16.2.3. BEAE B
e OVN-Kubernetes 77 # )L N CNI Ry KT =9 7TONA T —DERE/INTA—4H —
o ctcd DN\ T v S

o XY KRT—URYI—IZDWVT
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#nw-operator-configuration-parameters-for-ovn-sdn_cluster-network-operator
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/backup_and_restore/#backup-etcd
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#about-network-policy
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® OVN-Kubernetes MDA
o egressIP 7 KL ZMDE&E
o JOYxU MDegress 77477+ —ILDFRE
o FOYVIVMDIILFFvRXMDEME

® OpenShift SDN DHLARE
o FOYxY MDD egressIP DERE
o JOYxU MDegress 77477 4+—ILDFRE
o FOYVIVMDIILFFvZXMDEME

® Network [operator.openshift.io/v1]

16.3.OPENSHIFTSDN XY N7 —o AN ¥ —~DO—)L/Xvy &

V5248 —EEEIE, OVN-KubernetesCNI 7 5 29 —D v N7 —2 FO/4 ¥ —H 5 OpenShift
SDN 2 5 2 4 —® Container Network Interface (CNI) 7 S 24 —% v N7 —o 7O ¥—cOo—)L
Ny JTEF T (OVN-Kubernetes NDIITICKB L 7235E).

16.31.F7 2L MDD CNI Ry kT —% FO/NA 4 —D OpenShift SDN AD O —)L/\y
7
95 RY—EEBEIZ. V5 RXH—% OpenShift SDN Container Network Interface (CNI) 7 5 2% — X% v

ND—o7OnNA45—1C0—IL\y P TEFT, O—ILNNYIEIC, VSRI—AHDITRTD/)—R%E
BEEITIVELIHYET,

BF

OVN-Kubernetes NDFITICKE L 7235/ ICD A OpenShift SDN ICA—JL/Ny & L %
ER

Gl s
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
e cluster-admin A— /L= F 21— —E LTIV SRY—ILT7IVEATE S,

e OVN-KubernetesCNI 7 S R4 —%w KD =2 TANA T —TEREINIAVISANSY
FY—IlIVZRI—DAVAR—=ILINTWES,

FIR

1. Machine Config Operator (MCO) IC& > TEBEBINZ IR TOI Y VERES—ILEELELE
9,

o YRHA—BET—IAEELELFT,

$ oc patch MachineConfigPool master --type="merge' --patch \
{ "spec": { "paused": true } }'
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-egress-ips-ovn
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-egress-firewall-ovn
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#nw-ovn-kubernetes-enabling-multicast
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#assigning-egress-ips
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-egress-firewall
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#enabling-multicast
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/api_reference/#network-operator-openshift-io-v1
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o T—H—IIVURETS—INEEFLLET,

$ oc patch MachineConfigPool worker --type='merge' --patch \
{ "spec":{ "paused" :true } }'

2. BITERBT ZICIE. UTFOIARY REAALTISRY—Ry N —0 OS5 —%
OpenShift SDN ICEL £ 9,

$ oc patch Network.operator.openshift.io cluster --type="merge’ \
--patch '{ "spec": { "migration”: { "networkType": "OpenShiftSDN" } } }'

$ oc patch Network.config.openshift.io cluster --type="merge' \
--patch '{ "spec": { "networkType": "OpenShiftSDN" } }'

33473V xRy NI—DAVISANSIFv—DEH%HT &£ D IZ OpenShift SDN DLL
TOREEHRITAXTEET,

® Maximum transmission unit (MTU)
o VXLAN R—k

LRIDREDWITNAZEAZHRITAXTBICE, ARITA XL, UTFOATY REA
HDLET., TI72NMEZERETHZIRENDVGEIF. Ny FOF—Z2EBLIT,

$ oc patch Network.operator.openshift.io cluster --type=merge \
--patch {
"spec"{
"defaultNetwork":{
"openshiftSDNConfig":{
"mtu":<mtu>,
"vxlanPort":<port>

i

mtu

VXLAN =/ N—L A XYy RT— D MTU, TOEIIEEITEFMNICEEINETZTN, 75
AY—ILHB/)—RIRTHELMTUEFERLAWGE., Ihiam/ND/—RKMTUEL
UEBONIKERETDIBRENHYET,

port

VXLAN F—/"—L A4 %2y hT—2 D UDP R— b, EIMEEINLZWVGEIX. T 721/ M
4789 IC72Y) £, R— M OVN-Kubernetes TEHE XN % Geneve R— hERLUICT B T
EIXTEEFHA, Geneve R— hDFT 7 #JL MEIX 6081 T,

patch A<~ KDH

$ oc patch Network.operator.openshift.io cluster --type=merge \
--patch {
"spec"{
"defaultNetwork":{
"openshiftSDNConfig":{
"mtu":1200

i

4. Multus T—E vty hOO—I T MDRTTEEITHEELET,
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I $ oc -n openshift-multus rollout status daemonset/multus

Multus Pod D& RIDF I IE multus-<xxxxx> TF, T I T, <XXXXX> [ IXFEDT VY L1y —
FURICRYET, Pod VEBIREITZ2 X TICLIES K BEEANDI D HEEMLHY £7,

H A B

Waiting for daemon set "multus” rollout to finish: 1 out of 6 new pods have been updated...

Waiting for daemon set "multus” rollout to finish: 5 of 6 updated pods are available...
daemon set "multus" successfully rolled out

5, A= Ny I AERTT3BICE. V5RA9—HNOE/—REaBREELET, &2 E UTo&
Sl bash RV T hEFHTEFET, TORYY) T MIE, sshAEFHLTRERRA MIEHT
X, sUdo WM/ RATD—RAEBERLAWVWEDICREINTWS Z EA2RIIRELTVWET,

#!/bin/bash

for ip in $(oc get nodes -o jsonpath="{.items[*].status.addresses[?
(@.type=="InternallP")].address}")
do

echo "reboot node $ip"

ssh -0 StrictHostKeyChecking=no core@ $ip sudo shutdown -r -t 3
done

ssh 7V EADNFERTERWMES, A VISAKNSIVFvyr—7AONA 5 —DEEBER—FILHS
&£/ —REBREETIZIBE’HY 7,

6. VSR9—D/—RKRPBREEILIZL, TRTOIYVVERET—ILAERBBLET,
o YRHA—BET—IERKLET,

$ oc patch MachineConfigPool master --type="merge' --patch \
{ "spec": { "paused": false } }'

o J—H—RBET-IERKLET,

$ oc patch MachineConfigPool worker --type="merge' --patch \
{ "spec": { "paused": false } }'

MCO NERET—ILDIT UV EBHT D&, &/ —REBRELET,

FI7FINKNT, MCOWRF—EBICT—IVTEILE—DY Y VERHRT IO, BITPRTITBET
ICHEBELRBEENI SR —0H 4 TEHITEMLET,

7. RAMLOFRITD VEREDAT—Y A =R LET,

a. YYUVREDREEBERAINAYY VEREDEZRIZ—EBERTT 2ICIE, UTOIAYY FE
AABLET,

I $ oc describe node | egrep "hostname|machineconfig"

H A B
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kubernetes.io/hostname=master-0
machineconfiguration.openshift.io/currentConfig: rendered-master-
c53e221d9d24e1c8bb6ee89dd3d8ad7b
machineconfiguration.openshift.io/desiredConfig: rendered-master-
c53e221d9d24e1c8bb6ee89dd3d8ad7b
machineconfiguration.openshift.io/reason:
machineconfiguration.openshift.io/state: Done

UTFDRTF—RMAY "D true THB I E =R LET,

e machineconfiguration.openshift.io/state 7 1 —JL KD{&l& Done TY,

e machineconfiguration.openshift.io/currentConfig 7 1 —JL K D&
I%. machineconfiguration.openshift.io/desiredConfig 7 1 —JL KDEEFL < Y
9,

TYUVERENMELWI EERRT BICE. LTI Y REAALET,

I $ oc get machineconfig <config_name> -o yaml

Z ZT. <config_name> (&. machineconfiguration.openshift.io/currentConfig 7 1 —
WRDTY VEREDARICIRY £,

8. BITHAERICET LI & ZMaBLEY,

a.

T 7 A KDCNI xvy D=2 F0O/X4 F—H OVN-Kubernetes T#H 2 Z & =HERT 5 (<
&, AT KA AALZY, status.networkType D& (& OpenShiftSDN T % i
ErHYET,

I $ oc get network.config/cluster -o jsonpath='{.status.networkType}{"\n"}'

V5289 —/)—KH Ready RREICHZ T & 2RI D ICIF. UTFOAYY REEFTLE
ER

I $ oc get nodes

/ — K5 NotReady RED X IR >TWBIHE, YV VRET—EY Pod DAV %5H
RN IF—%BRLET,

i. Pod #—EBRRTDICIE. UTOaOX Y REAHBALET,

I $ oc get pod -n openshift-machine-config-operator

H A B
NAME READY STATUS RESTARTS AGE
machine-config-controller-75f756f89d-sjp8b 1/1  Running 0 37m
machine-config-daemon-5cf4b 2/2 Running 0 43h
machine-config-daemon-7wzcd 2/2  Running 0 43h
machine-config-daemon-fc946 2/2  Running 0 43h
machine-config-daemon-g2v28 2/2  Running 0 43h
machine-config-daemon-gcl4f 2/2  Running 0 43h
machine-config-daemon-I15tnv 2/2  Running 0 43h

machine-config-operator-79d9c55d5-hth92  1/1  Running 0 37m
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machine-config-server-bsc8h 1/1 Running 0 43h
machine-config-server-hklrm 1/1 Running 0 43h
machine-config-server-k9rtx 1/1 Running 0 43h

BRET—E Pod DABNILLTFORKICAY F9., machine-config-daemon-
<seq><seq> fEld. TV LIRS XFORBFL—T Y RIRYET,

i. BRIOHAICRRINDZEFNEFNDIY VEEET—FEY Pod D Pod A7 A5KRRT B IC
IE. UWFoa<x Y REaAHDLET,

I $ oc logs <pod> -n openshift-machine-config-operator
ZZT, podEYYUERET—E Y Pod DARICARY £7,
i. BRIOAYY ROEATRINZOTADIS—%RLET,
d Pod TS5 —RETEAWI 2R 5ICIE. UTFOIAYY FEZABLET,
I $ oc get pods --all-namespaces -o wide --sort-by="{.spec.nodeName}'
/—RDPod BT Z—REICHZHEIF. TD/—F2EBEELIT,

9. UTFOFIRIE, BITICHIL, VR —DRENPEETHBHEICDOAETLETS,

a. Cluster Network Operator s8EA4 72 =V MO ORBITHREZHIRT 2II1E, UTFoav >
FEAALET,

$ oc patch Network.operator.openshift.io cluster --type="merge' \
--patch '{ "spec": { "migration™: null } }'

b. OVN-Kubernetes s8 €% HIf&d 3 I1ClF. LTFOaAY Y KEAADLET,

$ oc patch Network.operator.openshift.io cluster --type="merge' \
--patch '{ "spec": { "defaultNetwork": { "ovnKubernetesConfig":null } } }'

c. OVN-Kubernetes & k7 —% FO/84 ¥ — namespace ZBIfAd 5 I1CI&. UTFDaAT Y K

EAALET,

I $ oc delete namespace openshift-ovn-kubernetes

16.4.IPV4/IPV6 T2 T7IVARE v I 2y N — I ~NDEH
VSR —EBEIZ. PVABELVIPV6 7RLR77IY—%2HR—bNT 2727y NT—005

A=Y RNTD—=DI, IPVADBE—RI VDIV ZRAY—BRTEET, TaT7IVRIY Y VICEHBRLE
%, FRICERIN/ZPod IEITARTTaT7ILARY Y IRIGICRY £9,

)z 6
TATIVRIYIRY NT—DE AVAR=5—TFOEYa =V JIhhBRT7 ALY

WAVIZRANSVFv—TCOHFTOEY I ZVITINBISRI—THR—bINE
-3—0

16.41. T ATINARY VI ISAI—FY NT—I ANDEH
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PSR —EBEBEIZ, B—RAYYIISRI—FRYNT—VB5FaTFIVRIVIISAY—Fy KT —
JICEBTEEY,
= -1o)
TATIWRI Y IRy ND—IANDE#RZIC, FIRICER I N/ Pod DHITIPv6 7 K
LADEIY K ToNET, BHANCIFERINTZPod i, IPV6E 7 RLREZR{ETBHLDIC
BERINhDZBELrHYET,
Gl s
e OpenShift CLI (0c) B’ Y 2 h—IL IR T W3,
e cluster-admin #ER%#F D1 —H—& LTI/ R4—IlOJ14 > L TWBZ &,
e 524 —TOVN-KubernetesCNI 2 SR —%y hD—o7ONA 5 —%FAHALTWS,

o VSRAH—/—NKRIZIPv6 7 RL AN H 5,

FIR

L VS5R9—BLVCY—FERRXY NI—IDIPV6 PRLRT7OY P AIEETBICIE. LLTOD
YAML &G 7 71 ILEERLET,

- op: add
path: /spec/clusterNetwork/-
value:
cidr: fd01::/48
hostPrefix: 64
- op: add
path: /spec/serviceNetwork/-
value: fd02:/112 @)

Q cidr 8 &V hostPrefix 74 —JLRTA TV M&IEELET., mA NDEFEHIT 64 1L
LTHZNELRHY £9, IPv6 CIDR EFIEFIZ, IEEINLARRA MEBEFICHGT 2 +9
BRREITHEIBEIHYET,

Q EEHEN 112 THD IPV6 CIDRABEL 9., Kubernetes IETRIEL RILD 16 EY b DH
AERALFET, EEEN 1120BE. P7RLRF 11215128y MIEIYHETHH
i’a—o

2. VSRY—RYy NI—UREICNRNYy FAEFERTZICE. UToavy REAALET,

$ oc patch network.config.openshift.io cluster \
--type='json' --patch-file <file>.yaml

2T, LTFD LD Iy £,

file
EDFIRTHER L7 7M1 ILDERIZEELE T,

H A B
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I network.config.openshift.io/cluster patched

REE

UTDOFIRZEEL T, V53R —Fy hO—IDBERIOFIETEELLZIPV6e 7 RLRATOY 7 %58
#HLTVWBZEZHRALET,

L. 2y MNI—VREAERRLET,

I $ oc describe network

HHH
Status:
Cluster Network:
Cidr: 10.128.0.0/14
Host Prefix: 23
Cidr: fd01::/48

Host Prefix: 64
Cluster Network MTU: 1400
Network Type: OVNKubernetes
Service Network:

172.30.0.0/16

fd02::/112

16.5. IPSEC FE St D& E

IPsec ZBMICT % &. OVN-Kubernetes Container Network Interface (CNI) 7 5 R85 —xvy N7 —7%
D/ —REDITRTORY NT—I NS T4 v 7 I3BESEINLb RV ZBEBALET,

IPsec 77 #JL N TEMICINTWVWET,

pz o-1o)
IPsec BEE{LIE I SR —DA VA MN—ILEHCDABEMICTE, BRICLAEZITEMICT

B2ZEETEFRHA AVAM—IWDRFIAYMIDWTIE, 75RAF—A4 VA b—
IWHEDBERE L T OEMICATER ISOVWTBRL TSI,

16.5.1.IPsec TS LAXY NT—0 K571y 2 70—-D%4 7
IPsec ZBMICT B &, PodEIDUTORY NT—O NS5 T74 v 070 DHMNESIELINET,
o VSR —ky NT—V LDOBEHDELRS/— KD PodED ST 4 v Y
¢ RAMRXYMNT—=IDPodDBHIZRY—FXY hT—J EDPod~NDNZT74v7
UTFDORZ 74 v 70— I3BHEINEEA,
¢ VSRY—Ry hT—JLDEAL/—RKDPodEDIZT 4 v
¢ RAMRXYNT—ULEDPodEDNZT 1wy

¢ JSRI—RYNIT—JDPodDBOHRAMRY NT—=IDPod~NDKIZT 427
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/installing/#installing-preparing

%163 OVN-KUBERNETES T 7 #JL M CNI Ry 7 —2 FO/14 5 —

EEftIhTuwihnwryOo—EsEsSktIhTcunwanwo0—2UTORICRLET,

—» Notencrypted ---p Encrypted

Host network Cluster network
Node 1
Pod O
Pod 2 Pod 1
| A
v
Node 2 ‘
Pod 3
n
v bl
Node 3 .
Pod 4 o
vt v |
Pod 5 Pod 6

16.5.1.1. IPsec B’ARICH > TWBIBED XY M7 — 7 EHEEH

OpenShift Container Platform 7 S R4 —DAVR—R YV MR BETE 2 LD, IV VEDRY b
D—VEGERETIVLENHYET, IRTOIVYTIFIZAI—DMHDTRTDOII VDR b
BRERRTEDUENHYZET,

KIEZTITRTCOIIIUDSHITRTDODITI IADBEICFERAINSR—F

Zokan
UDP 500 IPsec IKE /X4y K
4500 IPsec NAT-T /X4 v bk
ESP ZEAL IPsec Encapsulating Security Payload (ESP)

16.5.2. IPsec DIEES{ 7O FMINLB LV MY RILE—R

#AT 2R 21t(d AES-GCM-16-256 T9, BAMF = v /{8 (ICV) I 16 /851 hTY, BOEI (L 256
vy kTY,

FAT 2 IPsec NV RILE—RIEZ, TV RY—IY ROBEEESI{LT 5E— NTH 2 Transport E—
F T“-g_o
1653. t¥al) 714 —iBAEDER B SO —FT—Y 3V
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Cluster Network Operator (CNO) (£, BES{LREIC IPsec ICL > THEAINZBEELD X509 RiH
(CA) EERLET, &/ — ROFMREBBELER (CSR) 1. CNO IS > THBMICHLINET,

ZDOCAIRIOEEBEMTY, ERID ./ — RAZIE 5 FEABIT. 4 FEIRBT 2 HEMICO—
F—=YavInEd,
16.6. 7O T NDEGRESS 77 A 79 #—JLDHTE

5 249 —EEEIL, OpenShift Container Platform 7 S 24 —4#ICHZ 7OV 7 kD 7OV T 7 IC
DWT, egress T 714 vV %HIBRT 2 egress 774 74— ILEERTEET,

16.6.1.egress 774 7 #—ILDFOY =Y b TOREE

VTR —BEEIL. egress 77ATIA— I ZFALT. —HFELREITRXRTDOPod 'Y 5 X4 —A
NoT IO EATEBNARRANEFIRTEET, egress 7747 04— ILiRYY—IFUTOYF Y+ %
HR—bMLZET,

e Pod DEMENE R MIFIRL, NT) v o485 -y hADERERIBTIARVELDIC
¥ 5,

e Pod DEimE/NT ) v U485 —%y MIHIR L. OpenShift Container Platform ¥ 5 X4 —
HCHDRAMERA M DEMERIBTIRWVELIICT B,

® Pod I OpenShift Container Platform 7 5 X4 —ADI/EINWEH TRy MFELIFHER b
KTV EATEZE A,

o Pod IZBFEDHEKRA MIDAHERTHIENTEET,
fEZIE, BEINLIPEBE~ANOHZ IO MADT IR EHATSH—AT, 7O )
MADBLT7 IV ERAEEETTEIENTEEY, Fldk, 77V r—2 3 VEAEED (Python) pip
mirror S DBEFHAFIR LY., BEFFERRINLY —ZADLDOEHFOAIREIMICKRLAZY T3
ENTEET,
EgressFirewall AR & L)Y —X (CR)AZ T2V baEM L Tegress 774 74 —IViR) > —%3%
ELET, egress 7747 04— ILIE. LFOWThHIDEELEF /TRy NIV NZTavIE—
g&bi-a—c

o CIDRFEADIP 7 KL R&aH.,

o P77 RLRILHERT S DNS %

o R—IES

e JOKIJ, TCP. UDP, BLUVSCTP DWFhMIZAiY T,
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BF

egress 7 74 77 #—JLIZ 0.0.0.000 DEFIL—ILHEEN BB E. OpenShift
Container Platform API ' —/X—ADT7 /270y 2 INF 9, Pod H OpenShift
Container Platform API ' —/\N—ADT7 VA MHETE 5L D ICT B ITIE. LLTFDHIIC
HDEIICAPIY—N—NDegress 7747V 4—ILIL—ILTY Y RAVTBIPT7RLZR
HEZZDIUVENHYXT,

apiVersion: k8s.ovn.org/v1
kind: EgressFirewall
metadata:
name: default
namespace: <namespace> ﬂ
spec:
egress:
- fo:
cidrSelector: <api_server_address_range> 9
type: Allow
#...
- fo:
cidrSelector: 0.0.0.0/0 G
type: Deny

egress 7 7 4 77 # —JL M namespace,
OpenShift Container Platform AP| %+ —/N—% &8 IP 77 K L R &H,

Ja—NIVEEBIL—ILIZE Y. OpenShift Container Platform APl —/N—A®D 7
JEZANEEINET,

APIH—/IR—DIP 7 KL A%ZRDIF%IZId. oc get ep kubernetes -n default =317 L
xY,

ML, BZ#1988324 S L TL 12X L,

DIk

H
[=]

egress 77 AT 0 A —)LIL—ILIE, IL—F—ZRBTDMZT714 v 7ICIEERIN

FtHA, V—MNCRATZV VIV MEERTZNN—IvoaveRFoO>A—H—k %2

R

IEINTWBREEEZSRTZIL— M EERT B EICELY. egress 77 AT 04—
IWRY ==L/ /INATEZXT,

16.6.1.1. egress 7 7 4 7 7 # —JL DR
egress 774 77 A —ILICIZLLTDHIRASH Y £,

o BHD EgressFirewall 7 7Yz /7 b HFo>7OV I MEHY FH A,

A 8,000 DIL—IL%EFKHEDHRK1DDEgressFirewall 7 7Y/ MI7OV I NTEILESR
TEZEY,

Red Hat OpenShift Networking ®#%& % — b = 1 €— KT OVN-Kubernetes *v k7 —2 7
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274V %EHA L’Cb\éi% IZ. & — Ingress InEld Egress 774 70 4 —ILIL—ILDF
BRTFY, EE7 To4—LIL—ILHZEREREIPEZROY TT2&. bFT1y
ik RkOy 7°:‘51’L§T°

FEROFROVWTNMNMIERTZE. OV TV bDegress 774 704 —LICEENREEL, IR
TONERY NT—O KRS T7 14w 0ROy TINZAEENHY T,

egress 7 74 70 #4—I)L") YV —XI&. kube-node-lease. kube-public. kube-
system. openshift. openshift- 7OtV NTERTETET,

16.6.1.2. egress RY ¥ —IL—IL DT v F > JIEF

egress 77 AT 7 A —ILIRY Y —Ib—LiE, RUDOHRERANEERZINLIBFTITMEINET, Pod
5D egress IR T 2RAMDIL—ILHMEAINET, JOEHGTIE. BEOIL—ILIFERINE
-3—0

16.6.1.3. DNS (Domain Name Server) SR D 7

egress 77 AT DA —IRY S —IL—ILOWTNHNTDNS BAFEAT 2HBE. KA AV RADELfF
RICIE. UTOHIRMMBERINET,

o NAAVEDEHIE. TTL (Time-to-live) HIEICEDWTR—-) v IIhExd, 774k
T, HEIE 309 TY, egress 774 7V 4—J)LOY hO—5—HAO—HIF— L\*J“—/\‘—’C“
RAAVREITY —F2HEIC. IWEIC30DRBDTILAEFN2HBE, Iy bhO—5—
IEDNS ZDHARZRINBEICRELET. TNETNDDNSEZIEL, DNSLI—FDTTL @
HRAINZZICIT) —SNhET,

o Podid, HEIIGLTRALAO—ANLR—LY—N—=HD05 KA VEBRTIVHENHY T,
I LARWES, egress 774 74— )LAY MO—5—& Pod ICL > TEREBIND KAV
DIPT7RLADNERZHTEELIHYET, RAMEDIPT7 KL ADERRDIFBE. egress 7 7
A7 04— ILIE—BLTEITINGBVWIENHY FT,

® egress 77 AT VA=AV A—F—BL U Pod EALA—AIR— LY —/N—%IERHAIC
R=1)>V 957D, Podidegress AV hO—F—HNETTBRNICEHINLZIP 7R I/7\7é
BST 2NN HYET, ThiTLY, BREREBIELFT, ZORFFROEIRICE
EgressFirewall Z 72 27 D KX A VY EZDOFERIE. IPT7 KL ADEBEIEEICE lﬂl\,\ |\ by
1V DHBRICDAMEREINZTT,

R

egress 7 74 7 #—)li&, DNS fRFIC Pod AEHMNS / — ROAES V5 —T
A RICPod DBICT IV EZRATESLIICLET,

NAA V&% egress 7747 74— JLTHEBAL. DNS#RNO—AJ/ — K EDDNS
H—N—CL > TREBINBRWFEIE. Pod TRAAM VEZEFHEALTLWSIHEITIE DNS

YP—N—DIP7RLANDT VER%HAT B egress 774704 —IL%EINT %0
ENHYET,

16.6.2. EgressFirewall h 29 L)Y —R (CR) AT =V b

egress 77 A7 04— D=L E1DUELEERETEET, IL—LiE L= ERAINE NS 74y
7 %38E L T Allow JL—JLF /<iE Deny JL—ILDWEFNMITARY £7,

LUF®D YAML 1 EgressFirewall CRA 73 =7 MIDWTEHRBAL TWE T,
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EgressFirewall 4 7> = 7 b

apiVersion: k8s.ovn.org/v1
kind: EgressFirewall
metadata:

name: <name> ﬂ
spec:

egress:

@ 77V O&AE default THBLENDHY FT

9 UTFDE Y a v THBINTWELIIC, egressky NT—VRY—)L—)LbDIL I3
Vo

16.6.2.1. EgressFirewall JL—JU

LUF®D YAML Fegress 77 A 74— ILIb—IF TV MIOWTERBALTWE T, egress R4 >~
Hild, B—FLEBHOA TV OB EFELET,

Egress RY ¥ —IL—ILDRHY U

egress:
- type: <type> @)
to:
cidrSelector: <cidr> 6
dnsName: <dns_name> ﬂ

ports: 9
W—=IDH A7, {EICIE Allow E7z|x Deny DWIFNHIAEIEET Z2HENHY X,

cidrSelector 7 1 —JL K& 7/zI& dnsName 7 1 —JL KA 3¥8E T D egress NS 71 v VDI v F
TIW—I Rk HR9 Y, BLIL—IVTHADT 1 —ILRZEATEIEEITEEEA,

CIDRFEXD IP 7 KL R&EH,
DNS R XA v 4,

FTvavi—IlOxry hT7—0R—rBLOTOMINOIL I aVvERRTEZIRY VY,

00 09O

R—MRS VY
ports:

- port: <port> ﬂ
protocol: <protocol> g

Q 80¥ 443 R EDRY NT—VR—K, TDT71—ILNDIEEIBET %35 E L. protocol DIEE 15
ETD2MENHY FT,

Qg *w h7—47OKM3JL, {ElE TCP. UDP. Z£7IE SCTP OWThATHZNELHY T,
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16.6.2.2. EgressFirewall CRA 7> = & b Dl

LUTOFITIE. BEDegress 77470 4A—ILR)Y—IL—ILEEHLZET,

apiVersion: k8s.ovn.org/v1
kind: EgressFirewall
metadata:
name: default
spec:
egress:
- type: Allow
to:
cidrSelector: 1.2.3.0/24
- type: Deny
to:
cidrSelector: 0.0.0.0/0

ﬂ egress 77 AT A—IRY)—)b—=)ATTz/ hDOAL I aY,

LTOFITIE. FST74 v N TCPZ7OMINE LUV ER— bk 80 FAIXFEZOT0O ML EEE
R—MA3DOVWTNHOEFALTWBIFEEIC. IP7RLR 1721611 THRAMAD NS T4 v U %R
BTER)Y—IL—ILAaEHRLET,

apiVersion: k8s.ovn.org/v1
kind: EgressFirewall
metadata:
name: default
spec:
egress:
- type: Deny
to:
cidrSelector: 172.16.1.1
ports:
- port: 80
protocol: TCP
- port: 443

16.6.3.egress 7 7 A 77 —)ViRY>—F TV MDERK

VSR —EEBEIF, TOVII MDegress 77 ATV A—INR)—FTI ) NEERTEE
-a—o

BF

702 Y MIEgressFirewall # 7Y 27 MATTICERZEINTWSRHAE, BIFEORY
V—%iRE L TCegress 77 A 7 A—ILIL—ILAZERBTI2HELHY FT,

AR

® OVN-Kubernetes 77 # JL b Container Network Interface (CNI) & b7 —2 FO/NA §—7F
STAVEFERTEI IR —,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
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o VSR —BEELLTISRY—ICOTA VT EIREIHY T,

FIE
L RYS—IL—ILAEEHRLET,

a. <policy_names.yaml 7 7 1 L Z{ER L X9, ZDIHFE. <policy_names |d egress R 1)
V=)=V &R LET,

b. fER{ L7774V T, egress R)>—FT I aEHELZET,

2. WA Y REAALTRYO—F T2y bEEHRLE T, <policy_name> 2R > —D
HZENC. <projects ZIL—)LNEAINZ OV MIBESHBRAET,

I $ oc create -f <policy_name>.yaml -n <project>

LTOBITIE. D EgressFirewall + 72 = 7 M projectt & WS &RIDTOY 9 MIE
RINET,

I $ oc create -f default.yaml -n project1

H A B

I egressfirewall.k8s.ovn.org/v1 created

3. A7V a v BICEBBTES L DIC <policy_names.yaml 7 7 1 LA REFELZE T,

16.7. 70 %Y D EGRESS 7 7 4 77 # —JLDFRR

PSR —EEBEIL, BEDegress 7714704 —ILDEZFIE—ERRL. HEDegress 7747
VA—IDIZ T4 I IN—IERRTEET,

16.7.1. EgressFirewall # 7 = ¥ M DX

9 5 A9 —TEgressFirewall # 7Y 9 N2 RRTEET,

AR

® OVN-Kubernetes 77 # JL b Container Network Interface (CNI) & b7 —42 7FONA §—7F
STAVEFERTEI IR —,

e oc&LTHILNS OpenShift ANY RSA VAV —T A (CL)DA VA K=,
o JSRA—ICOTAVTBIE,

FIR

L. AT a3V VSR —TEEIN EgressFirewall # 7V =7 NDERIZRRT B ICIE. T
DAYV RZEABLEY,

I $ oc get egressfirewall --all-namespaces
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2.

RYY—%RETSICIE. LTFOIYY KEAALEFY, <policy name> ZRET 2R ¥ —
DRENCBE]AET,

I $ oc describe egressfirewall <policy_name>

H A B

Name: default

Namespace: projecti

Created: 20 minutes ago

Labels: <none>

Annotations: <none>

Rule: Allow to 1.2.3.0/24

Rule: Allow to www.example.com
Rule: Deny to 0.0.0.0/0

16.8. 7O T NDEGRESS 7714 79 #4#—IJLDiR&E

PSR —EEBEIL, BBEDegress 77470 4—ILDRY NT—I ST 14 v I IN—ILVEEETE

i’a—o

16.8.1. EgressFirewall + 7Y = ¥ b DiR%E

PSRV —EEBEIL, TOVI I MDegress 77 AT I 4—IVEBHTIET,

=S5

FIR

260

OVN-Kubernetes 7 7 # JL b Container Network Interface (CNI) & b7 —2 7FO/NA §—7F
STAVEFERTEIIRY—,

OpenShift CLI (oc) Z4 Y A h—JILLTW3,

VSR —BEEELTISRY—ICATA VT BRENDHYET,

7OV Y MO EgressFirewall # 7220 NDAFIZRE L FJ, <project>%270V Y hD
BENCEZBZAFY,

I $ oc get -n <project> egressfirewall

T aviegress kY NT—U T 74T 04— ILDOVERREFIC EgressFirewall # 7Y o b3
E—%2RELARD>2LHEICIE. UTOITY REAALTIE—%2FERKLET,

I $ oc get -n <project> egressfirewall <name> -0 yaml > <filename>.yaml

<project> %= 7OV Y NOEZHNICEZIMAET, <name> 24TV TV NOARICEZHZ
7, <filename> =7 7 A L DEABICEZIRA, YAML ZREFLET,

RYS—IL—IWICEEEMALS, UTDIYY RAEEITL T EgressFirewall 7 7Yz 7 b %
BEIMAFI, <filename> %, BF I N/ EgressFirewall # 7PV NEaEL T 71 LD AR]
IKBEIH]MAET,
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I $ oc replace -f <filename>.yaml

16.9. 70V hHSDEGRESS 7 71 77 # —ILDHIRR

VS A —EEEIE, TOVII DS egress 774 T 04— IL%&HIFRL T, OpenShift Container
Platform 7 2 24 =4 ICHZ2 7OV TV DL RY N T—V FST7 14 v JIZDOVWTDTRTDHIR A H|
IRCTEZET,

16.9.1. EgressFirewall 7 7> = 7 N DHI

PSR —EEEL, OV MDD Egress 774 74— ILEHIBRTEET,

AR

e OVN-Kubernetes 77 # JL b Container Network Interface (CNI) & 27— 7O/NA §—7F
SUTAVEFERTEI IR —,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o JSRY—EBEELLTIZRY—ICATA VT EIZRENHYET,

FIR

1. 7OY Y hOD EgressFirewall # 7220 NOAFIZHRELEJ, <project>%270V Y hD
BENCEZBZAFY,

I $ oc get -n <project> egressfirewall

2. LTFDax Y R&EAHL., EgressFirewall # 7Y 0 M &HIBR L £9 ., <project>% 7OV s
NDZHEIIC, <name> 24 72 TV POZFICEZSTZAF T,

I $ oc delete -n <project> egressfirewall <name>

16.10. EGRESSIP 7 KL R D& FE

PR —EEEIE. 1 DLLED egressIP 7 KL X% namespace IZ. F7zl& namespace RDHFED
pod ICEIVY H T3 &L DIZ. OVN-Kubernetes 77 #JL b Container Network Interface (CNI) X b7 —
DTANA T —%BETDIENTEEY,

16.10.1.Egress IP 7 RL A7 —F 7V F v+ —DHRETB L VEK

OpenShift Container Platform M egress IP 7 K L X#EEA FHT % &, 1 DLLLE®D namespace D 1D
UEDPodDODRZ T4 w01, VFRI—FY RNT—OHDY—ERICHTZ—ELLY—XIP
TPRLULRAERHEZZENTEET,

EZE, VS R9—HDY—N—TKANINZT—IXR—REEHNICIITY) —F % Pod BH 3
BEDHYET, Y—N—IKT IV ERBHEZBATZHDIC. Ny 748 =)V TF31 R,
HEDIPT7RLADLDKIZ T4 v I DHEHATELIIBREINET, ZDORED Pod DAHHH
Y—N—|CHRICTIVIERATESDLDICTSICE,. —/R—ICEKR%Z1TD Pod ICHFHFED egress IP 7 K
LAZHBZETEET,
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egressP7 KL ZRIFE, /—RDTZA4<) =Xy ND—9A4A V8 —T 24 ADEMIPT7RKLRELT
REEIN, / —ROTSATY—=IPT7RLRERBLY TRy MIHIZBRELHYET, BMDIP 7R
LK, V5RY—RDOMD / — RICIFEIY BTHWTLEIL,

—EDY ZRAY—RETIE, 7TV r—2 3> Pod & Ingress L—4 —Pod AL/ — RTEITIN

F9, COVFVATT IV =370V NDEgressIP7 RLRAARET 256, 7Y
F—2av7Odz I MhSIL—MNMIBREEEFETZEZICIPT FLRFFERAINEE A

16.10.1.1. 7S5 v N7 4 — ALY R— |

BREDTZY N7+ —LTDegressIP 7 KL AMEEDHR— MIDWTIE, UTOXRTHRAINTL
7,

BF

egress IP 7 KL ZMEZE(L. Amazon Web Services (AWS). Azure Cloud. 7zl
egress IP HEECTHELRBEIL A Y —2 3%y NV —JBEEEBREORWMBD/ART ) v o
9SO RTSy NTA—LEEBELRHY FHA,

T3y b T74—4A YR— bHR

RF XY I =40
vSphere [=qW
Red Hat OpenStack Platform (RHOSP) (AYAY-¢
NTVw o939 R (AYAY-4

16.10.1.2. egress IP @ Pod ~DEIY) 4T

1DLLE®D egress IP & namespace IC. F7zI& namespace DFFED Pod ICEIY HT3ITIE. LLFDSE
HamlcIBENHY XY,

o VS RH—HD1DLE®D /— KICZ k8s.ovn.org/egress-assignable: " S X)L ARIFhiLA L)
Tt A

e EgresslPA 7Yz MHEHEL. Thid namespace D Pod NSV S A9 —%BlRd 5 b5
749 IDY—RIPT7RLRELTHERTZ1DUEDegressP7 RLZAEEZLZF T,

BF

egressIP DEIYHTHICI ZRY—KHD / — RIZTNIL%ERHT ZHE]1IC EgressIP 4 7
U1y MNEERT B35A. OpenShift Container Platform & k8s.ovn.org/egress-
assignable: """ IR TIRTDegressIP 7 KL AZRmHD / — NIZE|IY HT3EEEMH
BHYFET,

egressP 7 RLZAN IS AH—HD /) — REEKIELDBINDLIIZT BIC
i&. EgressIPA 7> U Na{ERKT ZR1IC, egressP7 KL RAEZKRZA N BFED
J—RICSNLZEEICEALET,

16.10.1.3. egress IP D/ — KADE|Y) H T
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EgressiP + 7> = 7 M &{EK T %354, k8s.ovn.org/egress-assignable: "" S RILD S RILAF L
J—RICUTOFREGI’ERAINET,

® egresslP7 RLZRIE—EICERD / —RICEIYETONB I EIEHY THA,

® egressIP 7 RL I, egresslP7 RLRA%&ZKRZXMTEZHARRER/ — NETHHFICOES
nEd,

e EgresslP 7+ 72t/ kD spec.EgressIPs EFINEED IP 7 KL A Z8ET %2HBAE. / — K
MEELETZRLRAZERHRRANTZZEEHY FHA,

o J/—RHAFIAFRADZE., ETD/—RICEIYHETOHNS egressIP 7 FL RAIZEFHICHEEIY H
TINFT AIROFREI’BERINET),

Pod i 83D EgressIP A 72 7 hDEL 79 —IL— T %355, EgressIPA 72 7 MIIBES
NdegressP7RLZADEND Pod DegressP 7KL RELTEYHTOLNEZDNE WD REEIEH
YEHA

X 52, EgressIPA 7V MAEROZEEIP 7 RLAAIBET 2HE. EDOREIP 7 KL AHME
AINBZNMIREINFEFHA, =& ZIE Pod $°10.10.20.1 & 10.10.20.2 D 2 DD egressIP 7 K L
2A%EFDEQressIP 779z hDEL VY —E—HT2HE. & TCPEHKF/IFUDP RFEICWTh
DAERINZAREESHY £,

16.10.1.4. egress IP 7 KL AZED 7 —F 77 F v —HK

UTDEIE, egressIP 7 RLREZEEZRLTWEY, TORTI, 75R9—D3DD/—RNTEIT
INB2DODEMD namespace D4 DD Pod ICDWTERBALE Y, /—RIZIE. RAMRY hT—7
M 192.168.126.0/18 CIDR 7Ov /NS IP 7 KL AHEIY HBTHIFE T,

]

1

Node 1

meta:
name: nodel

labels:
kQe nvn nrn/enreacce-accinnahla+: "N j

J—NRK1&/—RK3DOMEAIC k8s.ovn.org/egress-assignable: " & WD SRILHAMTIF 5N B 728,
egressIP 7 RL ZDEIYHETICFATEET,

M D#HRIE. podl, pod2. BL WP pod3NED KRS T4 v I 70— Pod Ry NT—0%@EBL., ¥
SRY—N/—R1BELV/—R3IDVLHZIEFERLTVWET, HEBH—E XA, EgressIP 4 7
U MOBITERLEZPod DS N T74 v 0 RETBHEE. V—XIP7 KL XL 192.168.126.10
F721% 192.168.126.102 D LT hhIc iRy F3,

BICHBRD)Y —ZADFMELLTICRLET,

Namespace # 7z ¥ b
namespace IFUATFTDYZ7 T A MNTEEINZET,

namespace A 7/ b

263



OpenShift Container Platform 4.8 *v k7 —%

apiVersion: vi
kind: Namespace
metadata:
name: namespace1
labels:
env: prod
apiVersion: vi
kind: Namespace
metadata:
name: namespace2
labels:
env: prod

EgressiPA 7> x4 b

LAF®D EgressIP 7+ 72 9 MMd, env Z~XJLD prod |

-=zn
«aX

E XN % namespace DT RTD Pod %

BIRTZHREEHFBALTVET, BIRINK Pod D egress IP 7 KL X1 192.168.126.10 H & O

192.168.126.102 T9,

EgressiPA 7>/ b

apiVersion: k8s.ovn.org/v1
kind: EgressIP
metadata:
name: egressips-prod
spec:
egresslPs:
-192.168.126.10
-192.168.126.102
namespaceSelector:
matchLabels:
env: prod
status:
assignments:
- node: node1
egresslP: 192.168.126.10
- node: node3
egressiP: 192.168.126.102

BERIDOBIDEREDIHZE. OpenShift Container Platform (&M A D egress IP 7 K L R & F| AT AE AR
J—RICEIYYETET, status 71 —JL Rid, egressIP 7 KL ZDE|Y BTOEESLVEYHT

bNBiGMeRMRLIT,

16.10.2.EgresslIP 7 =/ K

LLTF®D YAML I&, EgresslIP# 7YY D APHICDWTERBALTWES, 77V bOEEIKI S

2AH—2KTY, TNiL namespace TIRTERINFEH A,

apiVersion: k8s.ovn.org/v1
kind: EgressIP
metadata:

name: <name> 0
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spec:

egresslPs: g
- <ip_address>

namespaceSelector: 6

podSelector: ﬂ

EgressIlPs # 7> = U h D&Hl,
12 EDIP7 KL ZDESF,

egressIP 77 KL X ZBE T+ % namespace D 1 2L EDEL 74—,

- -

F 7T av.egressIP 7 KL REEEMIT B 7DDIBE I N7 namespace D Pod D 1D LD+
LY —, IhoDEL V79 —%@EET 5 &, namespace AD Pod DY Ty M RBIRTX
_a—o

AR ®D YAML (& namespace EL 79 —DR I VHFICDWTERBLTWET,

namespace ZL 79— 4 V¥

namespaceSelector: ﬂ
matchLabels:
<label name>: <label value>

namespace D 1 DLUEDY Yy FUTIN—Ib, BEDIT Y F U ITIV—IVZEET DL, —BITBT
AT D namespace NMEIRINF T,

LTFDYAMLIEPod 2L I8 —DA T2 a VDRI VHFITODWTEHRBLTWET,

PodtZzL 24 —X4% #H

podSelector: ﬂ
matchLabels:
<label name>: <label value>

ZF 7Y a v #8E X /- namespaceSelector JL—JLIC—F T 5, namespace D Pod M 1 DL E®D
RYFUII—Ib, INDEEINTWVWBIHEE. —H T % Pod DHAHMERINE T, namespace
DD Pod IFFERINTVWEH A,

LTFDFITIE. EgresslPA 72 7 ~id 192.168.126.11 & £ T 192.168.126.102 egress IP 77 K L
Z, app ZNILA web ICEREINTE Y. env INILA prod IZERE I LT L% namespace ICH B
Pod ICBEERIT X T,

EgressiPA 7> Y Dl

apiVersion: k8s.ovn.org/v1
kind: EgressIP
metadata:

name: egress-group1
spec:
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egresslPs:
-192.168.126.11
-192.168.126.102
podSelector:
matchLabels:
app: web
namespaceSelector:
matchLabels:
env: prod

LUFDBITIE, EgressiP A 72 9 Md, 192.168.127.30 & U 192.168.127.40 egress IP 7 KL R
% . environment X)L 1A' development ICERE I T WL Pod ICBEEEMITE T,

EgressiPA 7Y x5 kDl

apiVersion: k8s.ovn.org/v1
kind: EgressIP
metadata:
name: egress-group2
spec:
egresslPs:
-192.168.127.30
-192.168.127.40
namespaceSelector:
matchExpressions:
- key: environment
operator: Notln
values:
- development

16.10.3.egress IP 7 RLRZRZA NS B/ — KOS NILFIF

OpenShift Container Platform 21 DLl E®D egress P 7 KL 2% / — RIZEIY HTB I ENTESE LD
IC. k8s.ovn.org/egress-assignable="" X)L & VS5 —AD/—RICEBAT B ENTEET,

AR
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o VSRHA—BEHELLTIZRY—=ICOV1 v LET,

FIR

o 1DLEDegressP7 RLRAZRARNTESDLDIC/ —RIZTNLZER/MITBICE, LTFDO~v
FeAALZEY,

$ oc label nodes <node_name> k8s.ovn.org/egress-assignable="" ﬂ

v
Q SNV EMITSE J— KDL
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Bk
Flzld, UTFTOYAML ZBERALTSNILZE / —RIEMTEET,

apiVersion: vi
kind: Node
metadata:
labels:
k8s.ovn.org/egress-assignable: ™
name: <node_name>

16.10.4. XD AT v 7

® cgressIP DEIY HT

16.10.5. FEE 15k

® | abelSelector meta/vl

® | abelSelectorRequirement meta/vl

16.11.EGRESSIP 7 KL ZDE|Y H T

75 R —EEHE(IE. namespace F 7zI& namespace DIFED Pod MLV SR —%5HBENZT T 1 v
Vil egressP7 RLZAZEIYH TR ENTEET,

16.11.1. egress IP 7 K L 2 M namespace ~DE| V) T

1DLLED egressIP 7 KL A % namespace Z 7zl namespace DRFED Pod ICEIY HTB I ENTE
x7,

([} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,
o JVISRA—EBEEHELLTI/ZRY—IIOATA YV LET,

® egresslP7RLREZRARNTBLIICTIDULED/ —REZRELXT,

FIa
. EgresslP4 729 baEERRLET,

a. <egressips_name>.yaml 7 7 1 JLZ{ERM L ¥ 9., <egressips_names> (374 72V bD
ZRICRY FT,

b. ER L7774 T, LTDFIDLSICEgressiIPs 7 7 M EHELET,

apiVersion: k8s.ovn.org/v1
kind: EgressIP
metadata:

name: egress-projecti
spec:

egresslPs:
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-192.168.127.10
-192.168.127.11
namespaceSelector:
matchLabels:
env: ga

2. 7TV MEERT BICIE, LFOIY Y RZAALET,

I $ oc apply -f <egressips_names.yaml ﬂ

Q <egressips_names> 54 7V 1V NOLBIICBEX®MAET,

H A B

I egressips.k8s.ovn.org/<egressips_name> created

3. A7V a v BIEBTES LD IC <egressips_names.yaml 7 7 (LA REL X T,

4. egressIP 7 KL A% MHEE T % namespace ICTRILEBINLE T, FIE1 TEEL - Egress
IPA 72 x4 h®namespace ICTNILAEZEBINT 2ICIE, ULTFOOAYY REETLET,

I $ oc label ns <namespace> env=qa ﬂ

ﬂ &lt;namespace&gt; I&. egressIP 7 KL R HE & 9§ % namespace ICBEIZ TS
LY,

16.11.2. BAEIE R

® egressIP 7 KL ZDE&E

16.12. EGRESS /L — % — POD D{ERICDO W TDEEEIE

16.12.1. egress JL—% — Pod ICD W T

OpenShift Container Platform egress L—% — Pod I&, fOERTHERAINTVWARVWTSIR— Y —
ZIP7RLADGEEINLZYE—MNF—NR—IIrNZT714v0%)54L Y NLET, Egress IL—

/y_

Podic& Y, BEDIP7RLADNSLDT IV EADH AT TBLIICEREINI-Y—/IN—|CRY

NT—ORST714 vV %EETEEY,
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egress )L—4 — Pod IZ TR TDREBEMDLHICHERAINS ZENERHINTVEE
Ao ZED egress —4% — Pod ZE T 2T E T, XY NT—U/N\— Rz 7DHIR
ERIE EFSNZABEMELAHYET, &2 TRTOTOV I hERIETTY
r—avilegress L—F —Pod ZENT &, VIMNIZTTOMACT RLADT «
WY —ICRBRICRY NT—9 AV —T 24 ADMLETEZ0—HIL MAC 7 KL 2#
DLEREBATLED TJEELHY £,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#configuring-egress-ips-ovn
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BF

egress Jb—4 —4A X —I|TIE Amazon AWS, Azure Cloud E72ld L 1 ¥ — 2 #{E & R —
MLBRWZEDMDI ST RISy N7 —LEDEBRENHYFHA, ThEIC
macvlan NS5 7 4 v 7 EDBEBENBWZHTY,

16.12.1.1. Egress L — % —E— K

DHLL Y FE—FK Tld. egress)b—%—Podid. S T74 v V7% HBDIP7 RLANS1DLUED
BHEIPTZ7RLRICYSTAL I N BHICiptables L—ILEEY v 7y TLET, FHRINLY—2R
P7RKLRAEZFERTZUNEDHZ T 4TV K Pod ik, B IPICEFEERT DT, egress Jb—
H—ICERITDEDICEEINZIBEDNHY TT,

R

egress L—8 —CNI 7S 74 VgV 51 LI N E—RDHEYR—MLET, Zhid,
OpenShift SDN TF 704 TX % egress JL—49 —REDHERTY ., OpenShift SDN
D Egress L—4% — & IZERY, EgressL—% —CNI TS 74 VIEHTTP 7OF > —
E—RFAIEDNS FOF>—E— RN E&2HR—KLEHA,

16.12.1.2. egress JL—% — Pod DRE

egress JL—4 —DRETIL, egress JL—% —D Container Network Interface (CNI) 75 74 V% {FB L
F9, T34V EAVI)—RYy NTD—0 (425 —T x4 X% Pod IBIIL 7,

egress L= —&, 2DDRY NT—D 49 —T 24 R%&FD Pod TY, & ZIE. PodIC

&, ethO 5LV netl XY NT7T—D0 AV —T xR %=EHATELXT, ethO1 V9 —T x4 RIEV >
A=Y NT—=DIXHY, Pod IZBEDI XY —FBEDFRY NT—I R ST4 v IICIDA V5 —
T4 R%B|IEmMEFEALET, nel 1 V9 —T A RAFEHAVSI) -y hT—=DIZHY., ZD
FYRT—=ODIP7RLRET—MD 4 %FBEY, OpenShift Container Platform 7 5 X4 —Dfth
D Pod & egress IL—8 —H—ERICT IV ERATE, H—ERIZLY Pod BMAEY—ERIZT V2R T
XBEDICRYFET, egress L—F —IE, Pod EAFL AT LEDT) v &L THBELET,

egress L= —D OB NZT74 v 71F/—RTRTLETH, /N7y MIE egress L—% — Pod B
S5O netl 1 V9 —7 A ZXADMACT7 RLADHY ET,

Egress L—49 —DAHARY L)Y —R%EIMT &, Cluster Network Operator (A TFDA TV 29 M &
ERLEY,

e PodDnetl hV ¥ ) =Ry ND—04 09 —T x4 ZABDXY NI —VERES.
® Egress/)L—49—DF7O14 XV K,

Egress L—% —H % LYY —R%&HIFRY 2355, Operator & Egress JL—4 —ICEEST 1T 5 /2 ER]
D—EBD22O20FTV ) hEHIBRLET,

16.121.3. 7704 A~ MCET 32 EEEH

egress L—4 — Pod IZBIDIP 7 RLABLUVMACT RLRA%E/—RDTZA4Y)—Fy kT —2
AV —T A RIBMLET, ZTORR. N NR—NAHF—F/F/Z7 RKTONNS45—%, BIND
T RULREZHATELDICERET DVENHDZENHY X7,

Red Hat OpenStack Platform (RHOSP)
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OpenShift Container Platform Z RHOSP IZ7 7 04 § %355, OpenStack IRIED egress JL— 4% —
PodDIPELUMACT RLADLD NS T4 vV HTTI2RENHYET, NFT4 vV %FH
ALAaWwE, BERFEBLET,

$ openstack port set --allowed-address \
ip_address=<ip_address>,mac_address=<mac_address> <neutron_port_uuid>

Red Hat Virtualization (RHV)

RHV ZFERA L TW2HEIE. RIEE1 V49 —7 4 XZH— K (VNIC) IZ No Network Filter % &R 9 %
BEIHY FT,

VMware vSphere

VMware vSphere Z#{ff L TW3H&E. vSphere BEXA v FDEFa ) 74 —REICDVTOD
VMware RF a2 XV h BB LTLEIW, vSphereWeb 7514 7Y bHSHRRA MNDREBRA v F
%#IRL T, VMwarevSphere 77 # )L hE&EERRL, EELE T,

ESIK. UTFABEMIINTVWE I EZHERLET,
e MAC7 RLRADE®E
o (AXEELIX (Forged Transit)

o M{EARIE— N (Promiscuous Mode) 1#&1E

16.121.4. 7 A IV A —/N—3%

T894 L&Y 5IC7HIC, Cluster Network Operator (& Egress L—4 — Pod &7 704 X v
h)y—2&ELTTFFOALET., 7704 X h&IL egress-router-cni-deployment T3, 770
A4 X MIFIET % Pod IZ I app=egress-router-cni DS NI)LAH Y £7,

T704 XY NOFBRY—ER%E/ERT 11, oc expose deployment/egress-router-cni-
deployment --port <port_number> 17> RZERT 50, UTDOELIICT 74 I EEHRLET,

apiVersion: vi
kind: Service
metadata:

name: app-egress

spec:

ports:

- name: tcp-8080
protocol: TCP
port: 8080

- name: tcp-8443
protocol: TCP
port: 8443

- name: udp-80
protocol: UDP
port: 80

type: ClusterlP

selector:
app: egress-router-cni

16.12.2. BE R

o YH¥ML U MNE—RTDegress)L—%—DF O
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https://access.redhat.com/solutions/2803331
https://access.redhat.com/documentation/ja-jp/red_hat_virtualization/4.4/html/administration_guide/chap-logical_networks#Explanation_of_Settings_in_the_VM_Interface_Profile_Window
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-3507432E-AFEA-4B6B-B404-17A020575358.html
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-942BD3AA-731B-4A05-8196-66F2B4BF1ACB.html
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-7DC6486F-5400-44DF-8A62-6273798A2F80.html
https://docs.vmware.com/en/VMware-vSphere/6.0/com.vmware.vsphere.security.doc/GUID-92F3AB1F-B4C5-4F25-A010-8820D7250350.html
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/networking/#deploying-egress-router-ovn-redirection
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1613. Y41 L 2 N E—RTOEGRESS JLl—% —POD O 704

VSR —EBEEF, N T74v75FHNINALY—RIPT7RLADNSEEINLIEBEIP 7 KL RIC
DAL I bTBEDICegress L—F —Pod #7704 TZET,

egress JL—4 —DRETIL, egress JL—% —D Container Network Interface (CNI) 75 74 V% {FH L
7,

16.13.1.Egress L =% —DHR Y L)V —R

Egress L—89 —DHRH L)Y —ATEgress L—% —Pod DFEREEEZL T, LLTD YAML I,
JFAL Y NE—RNTDEgress L—F —DFRED 7 4 —IL RICDWTERBALTWE T,

apiVersion: network.operator.openshift.io/v1
kind: EgressRouter
metadata:
name: <egress_router_name>
namespace: <namespace> <.>
spec:
addresses: [ <.>
{
ip: "<egress_router>", <.>
gateway: "<egress_gateway>" <.>
}
]

mode: Redirect
redirect: {
redirectRules: [ <.>
{

destinationlP: "<egress_destination>",
port: <egress_router_port>,
targetPort: <target_port>, <.>
protocol: <network_protocol> <.>

b
.

fallbacklP: "<egress_destination>" <.>

}

<>7# 7> 3 :namespace 7 1 —JL K, Egress )L—4 —%{EE T % 7=H®D namespace #18E L £
To Z274NFIEITY RS4 U TEEZBE LRWEEICIE, default namespace BMERAINE T,

<>addresses 71 —ILRKIZ, EHYF )Ry NTD—I AV —T A RIERETDIPT7 KL A%
ELZFT,

<>ip 71— RiE, /— Kb Egress L—4 — Pod EERT MR Y hT— 2 Hh5DOFHFEHY —
ZIPT7RLRERY MYRVEIRELET, CODRREBEFEALTIP7RLRERY NI RV EIRE
LExY,

<>gateway 7 4 —J)LKiZ, XY N T—VF5—KIzADIP7RLRAEBELZET,

<>7# 7> 3 V:redirectRules 7 1 —JL K&, Egress 384 IP 7 KL R, EgressL—4% —R— b, &

C7ORMINDEAEDEAEIEELE T, BEINALR—METORNIINTO Egress L—F —~DEF
BERIE. BEIPT7RLRICIL—FT1 v IINET,
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<>F T av:targetPort 7 1 —IL NIE, BEIPT7RLADRY N7 —0R—KEZBELEFT, D
T4—ILRBEEEINTVWARWEES, 714 v PREELERY NT—OR—FERLRXY NT—7
R=MII—FT4 2 TINFET,

<>protocol 7 4 —JL RIZ TCP, UDP, £7/IZSCTP #HR—bMLZET,

<>FA T av:fallbacklP 7 1 —JLRIE, BEIPT7 RLRERBELEFT., VF1L I ML—ILEIREL
BMWEE, Egress L—F —IEITRTDINZ T4 v 0 &IDTA—ILINY P IPT7RLRICEFLET,
EAL I NLV—ILEIBET 2HBE. L—ILICERINTULWALWRY NT—JR— MhADERIE.
Egress L= —IC&>TZ DT 4=y P IPF7 RLRICEFBINEY, ZDT71—ILRZHELA
WISA. Egress L—% — L= L TEZEINTVWAWVWRY N7 —IR— MADOEREESTLET,

egress JL—4% — kDI

apiVersion: network.operator.openshift.io/v1
kind: EgressRouter
metadata:

name: egress-router-redirect
spec:

networklInterface: {

macvlan: {
mode: "Bridge"

}
}
addresses: |
{
ip: "192.168.12.99/24",
gateway: "192.168.12.1"

}
]

mode: Redirect
redirect: {
redirectRules: [
{
destinationIP: "10.0.0.99",
port: 80,
protocol: UDP
b

{
destinationIP: "203.0.113.26",

port: 8080,

targetPort: 80,

protocol: TCP
|

{
destinationIP: "203.0.113.27",

port: 8443,
targetPort: 443,
protocol: TCP
}
]
}

16.13.2. Y4514 L YU NE—RTDEgress L—4%—DF 704
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egress )L—4—% 7704 LT, MEDFHEAY—XIPT7RLANS 1D EDIEH.IP 7 KL XIC
NSTa4voaVIALINTEZET,

egress L—4 —EBINLAEIC. FHEAYV—RXIPT7RLAEFERTZIVEDHSDY 5147~ b Pod
&, FBE IP ICEZEM T 2D THRL, egress L—F —ILEMIT DL D ICEBINZRELNHY £,

AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin tgfR=fFo>a1—H—& L TCOJ/1 352 &,

=2
1. egress L—% —EZEDIEK

2. D Pod At egress L—49 —Pod DIP 7 RLAZRD6N3LIICTBITIE. LTDHIDEL S
IC. egress b—9 —% AT 25 —ERZFEKRLET,

apiVersion: vi
kind: Service
metadata:

name: egress-1

spec:

ports:

- name: web-app
protocol: TCP
port: 8080

type: ClusterIP

selector:
app: egress-router-cni <.>

<>egress L—F —DINLEHBELEFT, RRINTWB{EIF Cluster Network Operator
Lo TEMIN, BREAATETT,

H—EXDEMREZIC, Pod dY—ERICERTEE T, egressL—F —Pod k. bZ74 v
ZHEIPT RLRADHIETBR—MIYTAL I MNLET, BEfIZ. FHINEY—XIPT
FLREERELET,

REE

Cluster Network Operator ' egress L —% —%Z BB L e T & 2 fER T B ICIE. LTFOFIERZETL X
_a—o

1. Operator M egress L—% —RICEM LRy N — VU EmERZZRTLE T,
I $ oc get network-attachment-definition egress-router-cni-nad

XY M=V EREEDEAIIIRETET XA,

DBl
NAME AGE
egress-router-cni-nad 18m
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2. egress L—F —Pod DT 7OA4 XAV M ERRLET,
I $ oc get deployment egress-router-cni-deployment

T7OA AV MDEFIFRETEEEA,

6
NAME READY UP-TO-DATE AVAILABLE AGE
egress-router-cni-deployment 1/1 1 1 18m

3. egress L—49 —Pod DAT—9 RA&ERKLET,

I $ oc get pods -I app=egress-router-cni

5
NAME READY STATUS RESTARTS AGE
egress-router-cni-deployment-575465¢c75¢c-gkgém 1/1  Running 0 18m

4. egress L—F —Pod DOV EN—T 14 VT T—TILERRLET,

a. egress )L—4%—Pod D/ —RKEZEBWFLZF T,

$ POD_NODENAME=$(oc get pod -I app=egress-router-cni -o jsonpath="
{.items[0].spec.nodeName}")

b. =4y N/ —=RODTNy Ty avVICAYZET, ZOFIEIE. <node_name>-debug & L
DTNy T Pod&EA VAV ZAILLET,

I $ oc debug node/$POD_NODENAME

c. lhost =T /Ny Y T)VADroot T4 LI M)—ELTEELET, T/8v ¥ Pod &, Pod N
D /hostiCHRARNDIL— N T 7AWV RTFLEYDMNLET, L—hT 1L 2 M) —% /host
ICEETDE, RRAMNDETARENRICEFNEZNS F) —5E2TTEET,

I # chroot /host
d. chrootIRIEI VY —ILIN D, egress L—F—OJ%&RRLET,

I # cat /tmp/egress-router-log

H A B

2021-04-26T12:27:20Z [debug] Called CNI ADD

2021-04-26T12:27:20Z [debug] Gateway: 192.168.12.1

2021-04-26T12:27:20Z [debug] IP Source Addresses: [192.168.12.99/24]
2021-04-26T12:27:20Z [debug] IP Destinations: [80 UDP 10.0.0.99/30 8080 TCP
203.0.113.26/30 80 8443 TCP 203.0.113.27/30 443]

2021-04-26T12:27:20Z [debug] Created macvlan interface

2021-04-26T12:27:20Z [debug] Renamed macvlan to "net1"

2021-04-26T12:27:20Z [debug] Adding route to gateway 192.168.12.1 on macvlan interface
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2021-04-26T12:27:20Z [debug] deleted default route {Ifindex: 3 Dst: <nil> Src: <nil> Gw:
10.128.10.1 Flags: [] Table: 254}

2021-04-26T12:27:20Z [debug] Added new default route with gateway 192.168.12.1
2021-04-26T12:27:20Z [debug] Added iptables rule: iptables -t nat PREROUTING -i eth0 -p
UDP --dport 80 -j DNAT --to-destination 10.0.0.99

2021-04-26T12:27:20Z [debug] Added iptables rule: iptables -t nat PREROUTING -i eth0 -p
TCP --dport 8080 -j DNAT --to-destination 203.0.113.26:80

2021-04-26T12:27:20Z [debug] Added iptables rule: iptables -t nat PREROUTING -i eth0 -p
TCP --dport 8443 -j DNAT --to-destination 203.0.113.27:443

2021-04-26T12:27:20Z [debug] Added iptables rule: iptables -t nat -o net1 -j SNAT --to-
source 192.168.12.99

COFIETHBAINTWS LD IC. EgressRouter 7 72 =V M & ER L T egress L —49 —%
BET 56, OF VI 774 VDBHEOF Y TLRVIERETEZ A,

. chroot RIZEIAVY—JIVAT, AVTFF—IDZBREBLET,

I # crictl ps --name egress-router-cni-pod | awk {print $1}'

H A B

CONTAINER
bac9fae69ddb6

L AVFF—O7OERIDEHBLES. ZOFITIE. 37 F— ID I& bac9fae69ddbé T .

I # crictl inspect -o yaml bac9fae69ddb6 | grep 'pid:' | awk {print $2}'

6
I 68857

L AVTF—DFRY M T —2 namespace E AL E T,
I # nsenter -n -t 68857

=T AT T=TIERRLET,

I # ip route

LTOHEABITIE, netl Ry NT—D A4 V=T x4 RET 72V KNDIL—KTT, V5 R
A=y KRD—=IDKRSTavVidethO xRy NT—9 AV —T A A %FAHLE

¥, 192.168.12.024 X v hT—UD KRS T4 v V1, nel XY NT—V A V¥ —T 1A A%
FAHL. FHINEZY—RIP7 RL X 192.168.12.99 #iE & LE T, Pod lFfttDITRTOD
574y %IP7RLR192168.121 DS — b A ICIN—FT1 VT LET, Y—ERXRY
RDO—0DIL—FT 14 VT IERRIINFHA.

H A B

default via 192.168.12.1 dev net1

10.128.10.0/23 dev eth0 proto kernel scope link src 10.128.10.18
192.168.12.0/24 dev net1 proto kernel scope link src 192.168.12.99
192.168.12.1 dev netl

275



OpenShift Container Platform 4.8 *v k7 —%

16.14. 7O 9 FOXILFF+¥ 2 NODEIE

16.141. YILFF+ A MIIDWT
IPYIFXFvRANEFRTZE, T—IDNZHOIP 7 RLRICABICEREINE T,

BF

WMEFRT, VILFFv A MMEFHEDOREXEZY—EXDORETOFERICKEEL
THY, EmEFEOV ) 1—ravELTERBELTLWEEA,

OpenShift Container Platform @ Pod DY ILFF v+ AN NS 74 v 2 EF 7 #J)L N TEMICINE
¥, OVN-Kubernetes 77 # JL b Container Network Interface (CNI) % k7 —4 7 0O/A ¥ —%{FH
LTWRBAICIE, 7OV MTEIIRLFF Y AN EBMITZIENTEET,

16.14.2. Pod BIO T ILF * + X b DAEMIE

TOVIYIMDPod TIYILTFF vy ARNEEMCTEHIEDNTEET,

(1} =35
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A— /)L ZFDO21—HF—&E LTIV SRY—ICATAM VT B2RErHYET,

FIR

o UTFDIYYRERERTL, 7OVII MOIILFF+¥ A MNEHFMITLET. <namespaces
., RIVFX v AN ZBMICT DHEDH S namespace ICEZIMAF T,

$ oc annotate namespace <namespace> \
k8s.ovn.org/multicast-enabled=true

7
Freld, UTFOYAMLZBERLTY /77—y a3V ZEBMNMTEET,

apiVersion: vi
kind: Namespace
metadata:
name: <namespace>
annotations:
k8s.ovn.org/multicast-enabled: "true"

R

JIVFXFY AR TOVII MIDODVWTHEIMCINTWSRZ EAERTBICIE. UTOFIEEETLE
-a—o

L RECTOY TV M, JIFFvAMNEEMILALTOY I MIUYE X T, <project>
7OV MNBICBESBAET,
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I $ oc project <project>

2. RIWFFH ALY ==& LTHEET % Pod ZEBL E T,

$ cat <<EOF| oc create -f -
apiVersion: v1
kind: Pod
metadata:
name: mlistener
labels:
app: multicast-verify
spec:
containers:
- name: mlistener
image: registry.access.redhat.com/ubi8
command: ["/bin/sh", "-c"]
args:
["dnf -y install socat hostname && sleep inf"]
ports:
- containerPort: 30102
name: mlistener
protocol: UDP
EOF

3VIFFY RS —E LTHEEY S Pod ZFELE T,

$ cat <<EOF| oc create -f -
apiVersion: v1
kind: Pod
metadata:
name: msender
labels:
app: multicast-verify
spec:
containers:
- hame: msender
image: registry.access.redhat.com/ubi8
command: ["/bin/sh", "-c"]
args:
["dnf -y install socat && sleep inf"]
EOF

4. FILWI—IFIN D4V ROFLIEFSITT, WILFFv AN RF—%ZRBELET,

a. PodDIP7ZRLREZREBLET,

I $ POD_IP=$(oc get pods mlistener -o jsonpath='{.status.podIP})

b. MDAV REAALT, VILFFv+RAMN)RFT—%EEILZET,

$ oc exec mlistener -i -t -- \

socat UDP4-RECVFROM:30102,ip-add-membership=224.1.0.1:$POD _IP fork

EXEC:hostname
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5. VILFXFYRAMNNSVRIVAY—AFHBLET,
a. Pod&xYy N7 —2 IP7RLREHEEREBLET,

$ CIDR=$(oc get Network.config.openshift.io cluster \
-0 jsonpath='{.status.clusterNetwork[0].cidr}")

b. YILFF ¥ AMAYE—U%FEETSHICIE. UTOaAY Y READLET,

$ oc exec msender -i -t -- \
/bin/bash -c¢ "echo | socat STDIO UDP4-
DATAGRAM:224.1.0.1:30102,range=$CIDR,ip-multicast-ttl=64"

VIFFvAMHDHEELTWSISEE. BRIOITY RIZTOHDZRLET,

I mlistener

16.15. 7O TV NDTILFF v 2 MDOEMIL

16.15.1. Pod DT ILF ¥ + 2 b DERb
O MDPod TIYNFF v ANEEMITEHIENTEET,

[} =355
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A— /)L ZFDO21—H—&E LTIV SRY—ICATAM VT ERErHYET,

=S ]
o LIFOOT Y REEFTLT, WILFF+v A NEEICLET,

$ oc annotate namespace <namespace> \ ﬂ
k8s.ovn.org/multicast-enabled-

Q TINFFvRANEENCTBZIRLEDH S IOV TS D namespace,

BV b
T, LTFTOYAML Z#@ERBLT7/T—> 3V 5EIRTEET,

apiVersion: vi
kind: Namespace
metadata:
name: <namespace>
annotations:
k8s.ovn.org/multicast-enabled: null

16.16. X v N7 —20 7 O0—DERH
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PSR —BEE, ULTOHEBEZYR—NTE, V75R9—D5DPod Ry hT—270—IZDW
TOFERZRETEET,

® Pod Ry hT7—U TingressB&Wegress N2 714 v I %2E=4—LZFT,

o NIA—IVRICATZEMEDNSZ TN a—FT14V T

o REFESHLIVEFa) T+ —EEBIEHTZT—92RELET,
XYy NT7—=070-—QaALI2avEBMITZE. VI T4 v VICBATEIAIT—IDHIINEIN
9, e Ty hTF=FIINEINFHAN, FOMIN, V=T KL R, BET7 KL R,
R—RMES. N1 ML ZOHD/Ty FLRIVDIFEREZIELET,
FT—HIE, UTFO12UEDL O—RFEXTIEINE T,

® NetFlow

® sFlow

e |PFIX
1D2UEDIALIS—IPT7 RLRABELVR— hES%MEA L T Cluster Network Operator (CNO) % 5%
E9 b%BA. Operator &%/ — KT Open vSwitch (OVS) % EL. *v h7—270—-L3—K%%
| ba&_‘:i;_{gbi-g_o
Operator &, B8O xy b7 —-70—L V9 —ICLI—REEFETEELDICKHETEET, k&
ZIE, LO—K% NetFlow AL 249 —IIFEL. LO—KR%EsFlow AL V9 —ICEET B EETE
ia_o
OVSHT—H &AL VH—ILEETRE. THTRDYA TDIAL V9 —IEA—LI— RKEZ(FERY
F9, iEZE 2DDNetFlow ALV —%EET D&, /—REOOVSIFEALLO—KRE22D0
ALV —ICEELET, £/ 22D sFlow ALV I —%BRELEBEICIE. 2 DD sFlow AL
H—HELLI—KFREZIFRYET, 7L, AL V=94 FIIIEEDL I—KEXLHY F
_a_Q
Xy h7—070-F—%%&EL, LO—REILII—ILEETDE. N7+ TV RITHELDH

VEd, /—RIFEETT Yy NAEREBLET, NTA—TVAADHEENKXTEBZFEESIF. aL Y
Y —DREEHIBRL, 2y M7= 70—FT—9DPNEEEMIL TN T 4A—<T VA %EETIET,

R

Xy hD7—9270—aL 9 —5FMTDE, VS5RI—%v NT—0DLEHEN
TA—XVRILHEAEZZAEEIHY £T,

-

16.16.1. Xy N7 —0 70— %BWT2-ODRY NTD—0 XTIV MNRE

Cluster Network Operator (CNO) Txw N7 —2 70— L V49 —%BET S 71 —IL RELUTORIC
~LET,

K168 XYy hT7—070O0—DEE
J4—IEK 947 ShBA

metadata.name string CNOA 7Y/ hD&RFL, ZTDERIEEIC cluster T,
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74— K 547 B4

spec.exportNet object 1 DL E® netFlow. sFlow, X7 (3 ipfix.

workFlows

spec.exportNet array BRRK1I0OILIVI—DIPP7RLRERY KT—VR—bDRTD
workFlows.netF —&,

low.collectors

spec.exportNet array BRRK1I0OILIVI—DIPP7RLRERY NT—JR—bDRTD
workFlows.sFlo —&,

w.collectors

spec.exportNet array BRRK1I0OILIVI—DIPP7RLRERY KT—VR—bDRTD
workFlows.ipfix. —&,
collectors

DLTFDOY=7 X M% CNO IZEA L7#&IC. Operator (&, 192.168.1.99:2056 CT!) v AV ¢ %
NetFlow AL 24—y b7 —970—L3—REZZEEFETELIICITRAI—ADE ./ — KT Open
vSwitch (OVS) #5&E L 7,

Xy b= 70— %EBWHT 5-0DF%EH

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
exportNetworkFlows:
netFlow:
collectors:
-192.168.1.99:2056

16.16.2. xv N7 —2 70— L 749 —D3E5EDENM

V528 —EEEHE LT, Cluster Network Operator (CNO) A#5%%E L T. Pod %Y hT7—2IZDW\WTD
XY RT—=OT7O—=A9TFT—=IDFXRY NT—0JO—AL V9 —~"DEEEFIETEIENTEET,

AR E 4
e OpenShift CLI (oc) 1’1 Y2 h—ILI T W3,
e cluster-admin #ER#HF D1 —H—& LTI/ R4 —IlOJ14 > L TWB T &,

e Xy hT—070—-LV5—DHY, JyRAVFTBIPTRLRER—MEZBELTWS,

FIR

L 2y M7= 70— 99 —DIATELCALIY—DIPT7RLRER— NEREIRET
BNy FIT74IVEERMRLET,
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%163 OVN-KUBERNETES T 7 #JL M CNI Ry 7 —2 FO/14 5 —

spec:
exportNetworkFlows:
netFlow:
collectors:
- 192.168.1.99:2056

2. xRy M7= 70—2L V9 —TCNOZHZRELZXT,
I $ oc patch network.operator cluster --type merge -p "$(cat <file_name>.yaml)"

H A B

I network.operator.openshift.io/cluster patched

R

WIEITBEWEAETEHY FHA, UTOOATY REERITLT, &/ — KD Open vSwitch (OVS) B % v
RD—270—LO—RAIDUEDIOAL VI —ICEETDLIICHEINTWE I EA2HERATEFE
£

1. Operator 2E%# &~ L T. exportNetworkFlows 7 1 —JL RAREINTWE I E %2R LE
ER

I $ oc get network.operator cluster -o jsonpath="{.spec.exportNetworkFlows}"

6
I {"netFlow":{"collectors":["192.168.1.99:2056"]}}
2. &/ —KFKbB0OVSODRY NT7—070—REZRTLET,

$ for pod in $(oc get pods -n openshift-ovn-kubernetes -I app=ovnkube-node -o
jsonpath='{range@.items[*]}{.metadata.name}{"\n"H{end}');
do;

echo;

echo $pod;

oc -n openshift-ovn-kubernetes exec -¢ ovnkube-node $pod \

-- bash -c 'for type in ipfix sflow netflow ; do ovs-vsctl find $type ; done’;

done

H A B

ovnkube-node-xrn4p

_uuid : a4d2aaca-5023-413d-9400-7275f92611f9
active_timeout  :60

add_id_to_interface : false

engine_id ]

engine_type ]

external_ids {3

targets :["192.168.1.99:2056"]

ovnkube-node-z4vq9
_uuid : 61d02fdb-9228-4993-8ff5-b27f01a29bd6
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active_timeout  :60
add_id_to_interface : false

engine_id |

engine_type ]

external_ids {3

targets :["192.168.1.99:2056"]-

16.16.3. xy N7 —2 70— L 09 —DITRTDIEEADHIER

75249 —EEEHE LT, Cluster Network Operator (CNO) 25 E LT, ®*y hT7—2 70— X497 —
FDEY RD—0 70—V —~DEFEEELETEIENTEET,

AR EH
e OpenShift CLI (oc) 4 Y 2 h—LI N T W3,

e cluster-admin #ER#F D1 —H—& LTI/ ZR4—IlOJ14 > L TWBZ &,

FIE
L IRTORYy N7—o70—2L 049 —%HIKRLET,

$ oc patch network.operator cluster --type='json' \
-p="[{"op":"remove", "path":"/spec/exportNetworkFlows"}]’

H A B

I network.operator.openshift.io/cluster patched

16.16.4. FEE 5 R

® Network [operator.openshift.io/v1]

1617.N\A T )y RxYy ND—V DEE

95 249 —EEEIL, OVN-Kubernetes Container Network Interface (CNI) 7 S 29—y kD —4 7
O/NA 4 —%. Linux 8 & U Windows / — KA ENE N Linux 8 & T Windows 77— O0— K% TE 3
LIICRETEET,

16.17.1. OVN-Kubernetes R L7=/\1 71 v KXy N7 —J DERE

OVN-Kubernetes TN\ 7w RRXy KD =V A5 FRATELIICIV SR —%ZETEEY, ThIlE
U, BR2/—FRDRY NI—VREEYR—NTBNAT Yy KUSRY—HEBEICRYET, =&
ZIE, ThixY SR —HD Linux / — K& Windows / — ROEAEFETTE-HICHETT,

BE

PSR —DA VA M—)UEFIC., OVN-Kubernetes AL T/NA Ty Rxy D —

VEZRETDRLENMDHYET., 1 VAM—ILTOEREI, N Ty Rxry hD—2
IKHYBZBZERFTELZEA,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/api_reference/#network-operator-openshift-io-v1

%163 OVN-KUBERNETES 57 #JL M CNI Ry N —2 FO/4 ¥ —

=55

e install-config.yaml 7 7 1 JL C networking.networkType /X5 X —4 —® OVNKubernetes %
EELTWRZ E, S, BIRLAEY S KT O/NA ¥ —TD OpenShift Container
Platform XY RT7—2VDHRIIA ADEREICDOWVWTDAI VA M= RFa XY NEBRLT
IV,

FIE
LAYVAMN=LTATSLDEEFNETALIMN)—ICHYEZ, Y272 AMEERLET,

I $ ./openshift-install create manifests --dir <installation_directory>
ZZTE, UTFOESICRY FT,

<installation_directory>

2 5 24— install-config.yaml 7 7 1 LAEENZT 1LV M) —DERIZEBELE
-g—o

2. cluster-network-03-config.yml & W\ 5 ZEID, BELARY NT—VERERADRAY TI=T7 TR
N7 7 4 JL % <installation_directory>/manifests/ 71 L 7 b ) —ITERR L £ 7,

$ cat <<EOF > <installation_directory>/manifests/cluster-network-03-config.ymi
apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
EOF

2T, LTFD LD Iy £,

<installation_directory>
P54 —0 manifests/ 71 L7 M) —DEFN2T4 LI MN)—REZEELXT,

3. cluster-network-03-config.yml 7 7 { L% T 7 14 ¥4 —THE. UTOHDOLSIZNATY v K
*v N7 —% T OVN-Kubernetes #38E L £ 9,

N Ty Ry ND—IFBEDIEE

apiVersion: operator.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
defaultNetwork:
ovnKubernetesConfig:
hybridOverlayConfig:
hybridClusterNetwork: ﬂ
- cidr: 10.132.0.0/14
hostPrefix: 23
hybridOverlayVXLANPort: 9898 g

283



OpenShift Container Platform 4.8 *v k7 —%
@ EMoF—N—LAFRybT—0 LD/ —RICEATNS CIDRBEREEL &
9, hybridClusterNetwork CIDR & clusterNetwork CIDR E EETE Xt A,
@ EMOF—N—LARYbT—IDHRYLVXLAN K= b EEELET. Thid,
vSphere ICA YA MN—=)LEI NV T AH—T Windows / — R%ZZETTHLDICNETH
Y, TOMHDI S0 RTONA Y —FICERET DI EETEEFHA, hRAYLR—NIC
iE. T7FI D AT8I R— KRS WITIhADF—TVR— M NE2FRATEEY, TOE

HIZDWT DFEMIE. Microsoft K¥F a2 X > kD Pod-to-pod connectivity between hosts
isbroken ZZH L T LIV,

)z 6
Windows Server Long-Term Servicing Channel (LTSC): Windows Server 2019

&, BRI LD VXLAN R— FDBIREHR— KN LAWEH, HRILD
hybridOverlayVXLANPort [E% 3DV S5 A9 —TlEHR— I hFEH A,

e

4. cluster-network-03-config.yml 7 7 {1 L= RFL. TFAMNIT 19 —%KRTLZXT,

5. # 7> 3 »: manifests/cluster-network-03-config.yml 7 7 L& Ny O 7y T LFEFd, 1V
Zh=TOTSLIE 7525 —DERMKEFIC manifests/ 71 L7 M) —%HIBRL £ T,

BIMDA VAN —ILEREETTLTHODS, VSAY—45FERLET, 1 VA N—ILTOELALPKTTS
ECNATN)Yy RRYy NT—=IDBMIRY T,

16.17.2. BIZE 15 R
e Windows AT F—7—70—RICDOWT
e Windows AV 7+—7—-0—RKOEMIE
¢ RYNT—VUDARITARXIZEDBAWNSADYI S REI—DA VA M—)b

¢ XRYKNT—VDHRITAXIZLD Azure NDY ZRAI—DA VA M—Jb
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https://docs.microsoft.com/en-us/virtualization/windowscontainers/kubernetes/common-problems#pod-to-pod-connectivity-between-hosts-is-broken-on-my-kubernetes-cluster-running-on-vsphere
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/windows_container_support_for_openshift/#understanding-windows-container-workloads
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/windows_container_support_for_openshift/#enabling-windows-container-workloads
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/installing/#installing-aws-network-customizations
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/installing/#installing-azure-network-customizations

F17= I— b DOYERR
B17= )L— FOERK
171 )— & E

1711 HTTP R— 2D JL— b DIERK

W= EFERTZE, REAINAURLTZ IV S—2a v ERANTEEY, Thik, 77U 45—
avDRRYy bNI—0tEFa2 T4 —REWISLT, EFa )71 —REFLIIRERLEZEBETEZ
T, HTTPR—ZXDJIL— M EF, EF a7 TERAWIL—RINT, EXMALHTTPIIL—F«a 7O
EEEALTCEX 2T —REIhTWAWT Y r—Y 3V R—MNTCH—ERER/EALET,

LTFDFIETIL. hello-openshift 7 1) 5r—> 3 v &flIC, Web 7 ) r—>avAny Y FILi
HTTP X—Z2DIL— N ZEX T 2 HEZFHRBAL XS,

Gl s
® OpenShift CLI (o) 1 Y A h—JILI N TW3B,
o FHELLTOVA YL TWES,

o HEZR—FAERNETEIWeb 7TV r—vave, FOR—MNTCRS T4 v oYY RAVTS
TCPITY RRA VD HY FT,

¥
1L RDOT Y REEFTL T, hello-openshift =\ 7Oy M EERLET,

I $ oc new-project hello-openshift

2. UTF0aY Y RERITLTFAY =Y MIPod ZER LT,

$ oc create -f https://raw.githubusercontent.com/openshift/origin/master/examples/hello-
openshift/hello-pod.json

3. LFoax Y REEFTL T, hello-openshift & WO H—EXEERLE T,

I $ oc expose pod/hello-openshift

4. ROOA< > K&EZEFTL T, hello-openshift 7 7)) r—> a3 VIZH LT, £F 27 TlERWIL—
MEfERRL 9,

I $ oc expose svc hello-openshift

HRELTEKRINS Route ) V—RERETSE. UTDLHICHRYFET,

FERTCERINEZEXF 17 THRWIL— MO YAML B

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: hello-openshift
spec:
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host: hello-openshift-hello-openshift.<Ingress_Domain> ﬂ
port:

targetPort: 8080 9
to:

kind: Service

name: hello-openshift

ﬂ &lt;Ingress_Domain&gt; &7 7 # JL h D Ingress KX A V& T
¥, ingresses.config/cluster 7 72 =V MIA VA M—LRILER I, EETIEH
ho BID RXA U %IBET BHE1E. appsDomain 4+ 7> 3 Vv AFERLTHDI SRS —
FAAVZBETEET,

9 targetPorti&. DI — "D TH—ERICL > TBIRINZ Pod DY —4'y KAR— KT
ER

Pz
T7AIMDingress KX A VAERRT ZICIE. LFOOT Y REETFTLET,

I $ oc get ingresses.config/cluster -o jsonpath={.spec.domain}

1712 )— DY A LT NDEERTE
Service Level Availability (SLA) TEEIN D, BY A LTI MNDPRERY—ERP, "y IV KT

DUBRENMEWNWT —ATEIMN LTI NDBRERY—EXDNHBHEIE. BEEFEDOIL—MIHLTT
TAIVNDIA LTI NEERETDHIENTETEY,

=S5

o EFTHDISTAI—TTTOM4EH#DIngress AV hO—F—HREICHRY T,

FIE
1. ocannotate AY Y RAFHL T, L—MIYM LTI MNEBMLET,

$ oc annotate route <route_name> \
--overwrite haproxy.router.openshift.io/timeout=<timeout><time_unit> ﬂ

@ VAR tIhBEEBME. T4 208 (). IUB (ms). B (s) £ (m). B (h).
78 (d) TF.

UTFDHFITIE, 2BDY A4 LT b% myroute & WD ZRIDIL— MIRELZE T,

I $ oc annotate route myroute --overwrite haproxy.router.openshift.io/timeout=2s

17.1.3. HTTP Strict Transport Security D& %1t

HTTP Strict Transport Security (HSTS) AR ¥ —I&, RAKNTHTTPS NS5 71 v IV DH%EHFATT 5t
Fal) T4 —DIRMEETT, T74IMT, TRTOHTTPERIFROY FEINFET, Ihid. web
YA NEDHEDLEMERRELIZY, 21— —DEDICEFaT7RT TV r—2a v aRET DI
‘’IBEY,
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7= IL— b OERK

HSTS AAEMICIN D &, HSTS IEH 41 b H 5 Strict Transport Security N 4 — % HTTPS & ICB 0
LEd. YU¥41 L% hd%IL— b TinsecureEdgeTerminationPolicy {E% {#fH L. HTTP % HTTPS
ICERTAHLIICLET, L, HSTSHBEMICINTWBIGEIEX. BXRODZEERICI ATV MDY
FTRTDEKR%EZ HTTPURL DS HTTPS ICEE T 57HDIC) F M1 LI NOBEI RS BRYFT, Zhid
V54TV M THR—NINZBEIFAR<, max-age=0 %X ET 5 & TERMITEE T,

BF

HSTS l&tF 2 7% JL— b (edge termination & 7zI& re-encrypt) TOHHEEEL £ 3§, &
DEEEIE. HTTP F7/E/RRAZI)—Jb— MIIF#E L TV EH A,

FIR

o JL—MIZH L THSTS 2#F%5IC9 %ICIE. haproxy.router.openshift.io/hsts_header {& %
edge termination F 7z d re-encrypt L— MBI L £,

apiVersion: vi
kind: Route
metadata:
annotations:
haproxy.router.openshift.io/hsts_header: max-age=31536000;includeSubDomains;preload

000

max-age |[dME—DB/NTA—F—TF, IhiE., HSTSRY o —nrEWRHIME (FEAL)
EAELET, 7347V ME RAMNDPSLHSTSAY Y —DH DB EZET HEICIE
®IC max-age A EH L 9, max-age B'Y 1 LTV MNIRBE, V74TV MIRY
V—EHELET,

includeSubDomains l&4 7> 3 v T3, ThHEFNZIBE. V54TV MIL, &
ARDIRTOY T RAA VUHNRAMNERKICWEBIND LS ICHERLET,

o

preload |&74 7> 3 >~ T9., max-age #* 0 &Y KX LWI5A. preload %
haproxy.router.openshift.io/hsts_header ICfAAL T &ICL Y, ABBH—ERIFZID
HA4 REZNTNOHSTS 7Y AO—RK—BILEDDBIENTEET, & 2L Google
BREDY A N preload NEEINTVWB YA MO—EBZEXRLET., 7778 —ETh
SO—EEFERAL., Y4 MEXWFET HRITE HTTPSRETRIETE 24 N&HBITE
9, preload FBHENRWEE, T30 —@EANY Y —%EFTB7HDICHTTPSEHT
YA MNEBELTWIRENHY X,

o

171.4. 2)—"Ty NEAEDOBEED NS TV a—FTa Y

OpenShift Container Platform TF 704 SN2 77U r—> 3 v Tld, BEDOH—ERABTHERICLE
WEEHEBNRETIRE, RYMNT—VDRIL—Ty NOBEINELZZENRDHYET,

Pod DOV A EEDRERZHEFE L ALWGEIE. ULTOAEEZFRL TN 7 +— Y ADBEEZDHLF
-a—o

e ping £/ld tepdump REDNNT Y N7 S A HF—%FERALTPod EZD/ —RKED NS
T4y ESHLET,
frEzE, BBEZELCIE2EEABIRL TVLWAREICE Pod Ttepdump W —ILAERITLE
T, YA M TCHFY TFvr—LAET—9%5HRAL. ZEBLUVZEINLRY VY TEHRLT
Pod AND/ DD NZ 74y IV DFLREZDPHLET, FEEEIE. / —RKOMV45—T7 x4
APMBD Pod PR ML=V FNA R, FET—9TL—UDEDNZ T4 v I TH—IN—
H— K ¥ %154 IC OpenShift Container Platform TER4A$ 2 a/gEErHY £,
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I $ tcpdump -s 0 -i any -w /tmp/dump.pcap host <podip 1> && host <podip 2> ﬂ

podip (& Pod D IP 7 KL A TY, oc getpod<pod_name>-owide I<¥ > RZZETLT
PodDIP7 RLRAZEELZ T,

tcpdump (£ 2 DD Pod BIDTRTDNZ 7 4 v I EF NS tmp/dump.pcap D7 7 1 L%
ERRLET, BENICEK., 774814 X 2H/DMRICHZA57-DICHEEZBIRYT 29 CAIE M
BEERLAETCRICIET T IAY—2RITITBIENRVWTLED, UTD&LIIC/—FRE
TRTY RNTFIAYF—%RTTHIEETETET (XH S SDN 2HRT %),

I $ tcpdump -s 0 -i any -w /tmp/dump.pcap port 4789

o AKNY=3IVIDRIL—Ty hBELVUDP RIL—Tvy MEBIET Z7DIT iperf 2 & DEEIE
BIEY—ILAEFRALEYT, RMLRY VOREEERITT 2ICIE. &AICPod B H, RIC/—K
MY —ILERITLET,

o iperf DA VA PM=ILELCFERICOVWTOFHMIZ. TBLDRedHat V) a—Y 3> %
SZHELTLEIW,

17.1.5. Cookie ICHRBICL B IL— D AT — N 7 )LD

OpenShift Container Platform i&, $XTD IS 71 v 2 ZBALCIV RRA Y My hIHBZ &IC
SYRT—RINWBRTT)r—2a3a VDS 74 v I EAREILTZRTA v F—ty > avaiR@#iLE
9, 272L. TV RRA Y b Pod BBiE2E. RT—) V7, FLEEREDERREICL>TKRTTS
BA. CORT— M 7IEIEFRRLSBRYET,

OpenShift Container Platform & Cookie ZfRA LTy > a v DXL EZRETEE T, Ingress AV
hO—Z— 32— H—BREWETZTY FRA Y FEBIRL, ZDE Y2 3D Cookie ZER L &
9, Cookie FERDIGEE LTRIN, 1—H—(F Cookieztzy > a v DRODEREHITEYRL X
¥, CookieldIngress AV PO—F—IIX L, Ey>avaEREBLTWEIY KRSV MNERL, 75
47> NEXRHD Cookie #FEALTAL Pod ICI—TFT 4 Y 7EINBLIICLET,

pa

cookie I, HTTP RS 74 v U ARIRTIRHLUVDT, NRARI—I)L—NTHRETEFE
Ao KDYIC, V—RIPT7 RLRAAR—RICHHIEHEIN., Ny I IV REHELE
£

Ny DTV RPEDLDE. S T74 v IDNEES /T —N—ICEREINTLEL, R
TAYF—TRBBRYEY, V-RIPZERTICTHA-RRNSI Uy —%FALTW
2mEIR. IXRTOERICALESHIREIN. FS5T74 v 7IERAL PodIiZELNFE
ER

17.1.5.1. Cookie ZfH LI — b DT/ FT—> 3 YV

I—MNEICBBERINE T 74 N E EEXTD/DIC Cookie BERETEET, hilky,
W—KMNS T4 v 5ZETET7TYr—3 A Cookie BERHBTXB2LIICHY ET, Cookie &
HIfgd 2 &, ROERTIY KRS Y NOBERNBHFHINICETINIHTREEIHY ET, TDoD

HB—N=—DF—N—O—-—RLTWBFRICE, 74TV IDLDEKRKEZRNYRE, ThoDBNE%
ATLET,

FIR
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https://access.redhat.com/solutions/33103

7= IL— b OERK

1L BEINS cookie ATIL—NMNIT/T—2avaE[HITET,
I $ oc annotate route <route_name> router.openshift.io/cookie_name="<cookie_name>"
ZZT UTFOLDICRY T,

<route_name>

Pod D&RIZEEL X7,
<cookie_name>

cookie DEZAIZIEEL X7,

Te& ZI1E, Jb— b my_route I cookie & my_cookie T7 / F7— 3 v &aMFIF5ICIE. W%
EITLET,

I $ oc annotate route my_route router.openshift.io/cookie_name="my_cookie"

2. BEHTIL—MDRRAMNEERBLET,
I $ ROUTE_NAME=$(oc get route <route_name> -0 jsonpath="{.spec.host}')
ZZTE UTFOESICRY FT,

<route_name>
Pod D&RIZEEL XY,

3. cookie ZRFELTHLHIL—MIT7I/ERALET,
I $ curl SROUTE_NAME -k -c /tmp/cookie_jar
W= MIEHETREIC. B0 Y RICL > TREINS cookie #FRALE T,

I $ curl SROUTE_NAME -k -b /tmp/cookie_jar

17.1.6. /XANR—ZDJ)L— b

ISAR—ZDI)b— M, URLICH L CLEEETEB/NRRAVAR—XRV MNAEELE Y., TDHBE. IL—b
DS T4V IIEHTTPR—ATHIMDEIGHYET, TDRDH, ThENHIERZ AR EZHFOELK
ANEEFALTERDOIL—MNE2RHBETETT, L—9—1F. BEEFNDNRIADIEICEDWVWTIL—k
E—HITBIREIrHYET, L. THIFIL—Y—DREICLI>TERY FT,

UFoxRIE, W= DBV TNELVCERLDOT7 I EIE) T4 —%RLTWET,

FK17.1)— b A

—k HEN%R 7 U AEEE
www.example.com/test www.example.com/test [=qW
www.example.com (AR
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L—k HBR 7z A HE

www.example.com/test & &K U www.example.com/test =40
www.example.com

www.example.com =W
www.example.com www.example.com/text Yes (Jb— h Tl <, KA NT
www.example.com =40

NADB1DTEXF Y T1 —REINhTVAEWIL—F

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: route-unsecured
spec:
host: www.example.com
path: "/test"
to
kind: Service
name: service-name

‘) IRRUE, IRAR—ZDI— MNIHE—BMINZEBHTT,
v s 0]

= —IFTLS 2R TIET., BROOAVFTUVEFRMIAAIENTELRULDT, /N
R=ZADI—FT 14V TlE. RRAZRIL—TLS 2 FATIHEAICEHFETETIEA,
1717. V— NEEDOT7 /) FT— 3V

Ingress Y hO—5—I&, AT Z2IRTOIL—MDTFIAIIMA T aVERETEET, ERHD
W—NE 7/ 7= aVICERIDEREEZBELT. 774 D—8%2 EEXTEZXY, RedHat T
& =87/ F7—2 3 2® Operator EEIL— bADEMIEHR—MLEEA,

8%

BEOY—RIPELEYTRY hOERTA M) A MNEERT ZICIE,. AR—ATRYS
NEZYVAMNAFAHALET, MOXRTY YA TEEHETEZIE, —BINEEPIS— XY
YR LICERINET,

RK72NM—NTP /) FT—>ay

774N M CHEAINZREZH
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T 74 FCHERAIhIREEH

haproxy.router.openshift.io/b
alance

haproxy.router.openshift.io/d
isable_cookies

router.openshift.io/cookie_n
ame

haproxy.router.openshift.io/p
od-concurrent-connections

haproxy.router.openshift.io/r
ate-limit-connections

O—RKRNRNSY V7T Y) XA
HERELEYT, FATE24 T
< a vk, random,

source. roundrobin, &V
leastconn T9, 77 # )L ME
i random TY,

B E D% B Y % cookie D
FRAEEMICLET., true' T
I&'TRUE' ICERET 25HE . 2
B7LI) A LxFERALT. 2E
FTHBHTTPEKITEIZ, ED/NNy
VIV R ERERHET 20 %R
RLET,

ZDI—NIERTZA S>3y
D cookie ZIFE L £, HAHI

& RXF, IR BEFE "
FrF"-" ZERICHAEDET
BETDBEFHYET, 774
IWRME b—hDNy v afbsh
T-ASMF—KTY,

It At NCYARE SRV A E (I
Pod ICx L TEFRI N3 Einm K
MEERELET,

R Pod BMEEDH BIH5E I,
TNEFNICHIGY 2EBHEERE
TEXFEd, BHOIL—9—1HD
BAIF. Tho5DIL—9—BTH
Bi3Thbhd, ThThhhic
BEHOERT SN HY F
T, BEINTULWARAWESZ LI
O ILEREINTWBIEAICILHIRE
iFHY EtHA,

'true' £/ & 'TRUE' 232 E ¥ %
EL = bhZEIBFEDNY I T
> RO stick-tables TEREIN B
L — NEIBRMEBE N B RIC AR Y £
ER
FE:IOT /T avEFER
9% &, DDoS (Distributed
Denial-of-service) ME IR T %
ERRNRREREN M REBEINE
ER

INZAZ)—IL— D
ROUTER_TCP_BALANCE_S
CHEME ©3¥. ZhUADBa K
ROUTER_LOAD_BALANCE_
ALGORITHM % &f L £ 5.
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T 74 FCHERAIhIREEH

haproxy.router.openshift.io/r
ate-limit-
connections.concurrent-tcp

haproxy.router.openshift.io/r
ate-limit-connections.rate-
http

haproxy.router.openshift.io/r
ate-limit-connections.rate-
tcp

haproxy.router.openshift.io/ti
meout

haproxy.router.openshift.io/ti
meout-tunnel
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BACY—XIP7RKLATiThh
% [ERF TCP DO A HIRR L %
T, BEEZZIFTANETS,
FEIOT /T avEFER
¥ % &, DDoS (Distributed
Denial-of-service) MBI $ %
BRI REREN REINE
ER

ALCY—XRIP7RLRAERDY
ZAT Y M HTTP BER%ERTT
T5L—bZHIRLET, BEZE
ZIFANET,

FEIOT /T avEFER
9% &, DDoS (Distributed
Denial-of-service) MBI T %
ERPRREREN M REINE
ER

ALCY—XRIP7RLRAERDY
SAT Y M TCP it ALY
5L—MEHRLEYT, $EEZ
FANZET,

FEIOT /T avEFER
9% &, DDoS (Distributed
Denial-of-service) MBI $ %
BEARMRRERENSREINE
ER

W— DY —N—QID& A LT
NEEREL X T, (TimeUnits)

DA LTIMNE VUTTH
ZAh TP, BESE, £EE
NRRZN—DI—hEN LT
Web Socket 72 & b ¥ RILEERTIC
BWARAINZE T, cleartext.

edge. F7Id reencrypt DJL— b
Y4 TTlE, ZOF7/F—>ay
&, 94 LT MENY TICEE
TE294LT7IRNMYRILELT
BRHINZET, XA )IL—DIIL—
NYA T, /57— avid
BEDY A LTI MEDERELY
HEBEINET,

ROUTER_DEFAULT_SERVE
R_TIMEOUT

ROUTER_DEFAULT_TUNNE
L_TIMEOUT
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T2 CHEAINZREZH

ingresses.config/cluster
ingress.operator.openshift.io
/hard-stop-after

router.openshift.io/haproxy.h
ealth.check.interval

haproxy.router.openshift.io/i
p_whitelist

haproxy.router.openshift.io/h
sts_header

haproxy.router.openshift.io/l
og-send-hostname

haproxy.router.openshift.io/r
ewrite-target

BRETEBDIE. Ingress
Controller & 7= & ingress config
TY, 2DV /T— 3T,
W—4—%B7F7O04 L, HA Y
O #F & — " haproxyhard-stop-
after /O—/\)LA F>avEE
TIBEDICRELET, 2DF
Toavid, 2)—=VvRYIT KR
Ny TR TRARFBEINDEHE
EEHELET,

NPTV ROANIVZAFTYID
FfRzs&EL £, (TimeUnits)

W—bhDETA M) RANZEREL

FYo RT7AMIRME EKEL
V—=RT7RLADIPF7 KL 2R

HBL U CIDREHED—EEAR—
ARPYICLET, mT7A MU R
MIEBENTWRWIP P RLZ

NODERFEREINTT,

RI7A4 M)A MNDEFRAIINS IP
7 RLZAB LUV CIDREEDREK
it 61 TY,

edge terminated F 7z & re-
encrypt JbL— b @ Strick-
Transport-Security N v 4 — % 5%
ELET,

Syslog ~ v 4 —® hostname
74 —ILRERELET, YRT
LDKRANZEFERLET, T4
RA—»Syslog 77> YU FT 14—
RED Ingress API OF >~ J' 4
Vo RO —%—Ix L TEMIC
o> TW3i54E,. log-send-
hostname (77 # )L b TH%D
iKY 9,

Ny JTY ROERODEEHRAN

AHEBRELET,

ROUTER_HARD_STOP_AFT
ER

ROUTER_BACKEND_CHEC
K_INTERVAL
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T 74 FCHERAIhIREEH

router.openshift.io/cookie-
same-site

haproxy.router.openshift.io/s

et-forwarded-headers

C

Cookie =HlIfR 9 % /=D IC{E % 5%
ELEXT, EBIFLULTDOL DI
EJC N

Lax: Cookie g7V A L=t 1
Net—RKN—=F14—DH% 1 NE
TEHEINET,

Strict: Cookie 7 7R LY
1 MIHRINZET,

None: Cookie (7 7R LY
1 MIHRBRINZET,

Z DEIE. re-encrypt B &V
edge L— MICOHBERINZE
¥, FE#iL. SameSite cookie M
FFraxrh Z2BRBLTCES
L,

JL— bk Z &I Forwarded 5 & O
X-Forwarded-For HTTP ~Nv
H—HIBTEZR) S —%REL
F9, BIEFUTOLDICRY £
ER

append: ~v ¥ —%EML. BE
FEOANv S —%FkFELES, Th
774 METT,

Replace: ~v ¥ —%3%E L. B
FEONY Y—%HIKRLET,

never Ny ¥ —%5%R%ELEHA
M, BEOAY Y —5RZEFLE
ER

if-none: ANy ¥ —HFLEHREIHN
TWAWEEICZhERELE
ER

% BTN RET 52 LR TS E A,

W—9—54 LTI NEH

ROUTER_SET_FORWARDE
D_HEADERS

TimeUnits (387, ZTORICEMZIBELTCRELET, us*(x1708). ms (VM. F7#)
M. s (). m (D). h*EFE). d(B)

IEEFFKRIA: [1-9][0-9]1*(us\|ms\|s\|[m\|h\|d)
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ROUTER_BACKEND_CHECK_INTE
RVAL

ROUTER_CLIENT_FIN_TIMEOUT

ROUTER_DEFAULT_CLIENT_TIME
ouT

ROUTER_DEFAULT_CONNECT_TI
MEOUT

ROUTER_DEFAULT_SERVER_FIN_
TIMEOUT

ROUTER_DEFAULT_SERVER_TIME
ouT

ROUTER_DEFAULT_TUNNEL_TIME
ouT

ROUTER_SLOWLORIS_HTTP_KEE
PALIVE

5000ms

1s

30s

5s

1s

30s

1h

300s

Ny Ty RTORED liveness F T v
7 DEFFEDORI,

IS5AT Y MIL— MIEERET 258D
TCPFIN% A4 L7 bOEBEAHIEL £
T EHRTOADICEEINL FIN A
BEDHEBRICHE I NAWGE I,
HAProxy Wl 2t L £ 97, NI LME
HEREL. W= —TYY—R%EHZFY
FALTWARWEEICIK., YRIZIEHY
Ft A

DIAT Y MDT—Y ZWHRT 5D, &
BT 25DDREORY,

R AR .

W= =D)L= ERXyv XU TF 3
Pod D TCPFINY A LT NEHIFEL F
ER

Y—N—HF— 5 HRT BH. EET
BRHOREORES,

TCP F 7z l& WebSocket #E#mN BB I N
TRETHROBER, CDFMLT TN
HAEIE. HAProxy "EBFRARAAINB T
Iy hENnZE T,

FrLWHTTP ERMNRTZIN S I TR
TORAFEEZZRELEFT. ZOEMNME
TEBHBEICIFE. T2 —BL0T7F
) 4r—< a3 > ® keepalive MK 72 Y
TEC, MEIRET HAEENHY F
7,

BRI A LTI MEICIK, 18ELKE
MDY A LTI hTERLS, FEDEH
AFFLAEICEET S ZENTER

E R

¥, ROUTER_SLOWLORIS_HTTP_
KEEPALIVE (Z. timeout http-keep-
alive ZFAE L ¥9, HAProxy (377 #
JVET300s ICEREINTWET A,
HAProxy (& tcp-request inspect-
delay £t L EF, INIEBSICHRES
nNTWEY, ZDHE. 2FRNGS 1 LA
77 ME300s (258 ZMA =T &I/RY
Y,
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T FI Ak S
ROUTER_SLOWLORIS_TIMEOUT 10s HTTP ERDIREICHH B BERE,
RELOAD_INTERVAL 5s I—F—)O—KL., FIROLEAS

FANZRNDEEZFHATLIT,

ROUTER_METRICS_HAPROXY_TIM 5s HAProxy X kU Z ZDRES 1 LT
EOUT bo

W—BREDHRY LZA LTI

apiVersion: route.openshift.io/v1
kind: Route
metadata:
annotations:
haproxy.router.openshift.io/timeout: 5500ms ﬂ

Q HAProxy XD EAL (us, ms. s, m. h, d) THROY A LTI NEIEELEY, BUNEE
INTUVWARWEEIE, ms BT 74 MIRYET,
=

INZAZN—=I— DY —=NN—QIDOY A LTI MEAEKLKRELBXSE, WebSocket 3
WO FEDIL— N THEBICYA LTI NTDEEELHY T,

BHEDIPZRLRAA1DEFHFTTZIL— b

metadata:
annotations:
haproxy.router.openshift.io/ip_whitelist: 192.168.1.10

BEBOIP7RLRAEZFHFATBIL— b

metadata:
annotations:
haproxy.router.openshift.io/ip_whitelist: 192.168.1.10 192.168.1.11 192.168.1.12

PZ7RLADCIDRRXY hT7—9 %FFa[d5)IL— b

metadata:
annotations:
haproxy.router.openshift.io/ip_whitelist: 192.168.1.0/24

PZRLREIPZRLADCIDRRY hI7—VOlmA%EHFAT BIL—k
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metadata:
annotations:
haproxy.router.openshift.io/ip_whitelist: 180.5.61.153 192.168.1.0/24 10.0.0.0/8
=

I|AIY Ty befEESTDIL— b

apiVersion: route.openshift.io/v1
kind: Route
metadata:
annotations:
haproxy.router.openshift.io/rewrite-target: /ﬂ

ﬂ Ny DTV ROBRODEEBZINRAELT/ZRELETT,

JL— NI haproxy.router.openshift.io/rewrite-target 7 / 77— 3 VAR ET D &, EXRENv I TV
K77V r—> 3 VIl d 2H0ICIngress I hO—5—HZDI— M &FEHA L THTTP EXRD/XZ
HEXMIDIVENHDIEAEIBELZE T, spec.path THEEI NN RICT—HT B2 ERK/SZ2D—E
. 7/ 7Y aVTHREINALEIRZII Ty MIBERALONET,

UTFDzRIE. spec.path. BXR/NR, BLUVEIHASI—T Y NOBEOHAEDLEICDVWTD/NZAD
EXMAEFFOHERLTVWET,

#*17.3 rewrite-target M FI:

Route.spec.path REIhAER/IR

/foo /foo / /

/foo /foo/ / /

/foo /foo/bar / /bar

/foo /foo/bar/ / /bar/

/foo /foo /bar /bar

/foo /foo/ /bar /bar/

/foo /foo/bar /baz /baz/bar

/foo /foo/bar/ /baz /baz/bar/

/foo/ /foo / FZERL (BERARD
W— R RRT—BH LA
W)

/foo/ /foo/ / /
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Route.spec.path e BEEIhAER/IR

/foo/ /foo/bar / /bar

171.8. L— b DZ{FR o —DERE

BEESLIVT7 T S—2a VKRB BURXA VEEFDOEHOD namespace TP Y — 3
VERITTEZEY, Ihid, EHOF—LABALCHRRAMNETRAEINE YA 70 —EXZRART S
BENRE LTVWET,

Digk

“®

[ |

BE D namespace TOERDFFA L, namespace BIDEFEDH 2V 5 A Y —ICxt
LTOABEMCTIHENHY FT, BMILARVWE, BEOHZ I —HF DK

NEAEFERSIBAREMELHY ET, DD, T 74 MDZFARY O —IFEEHD
namespace Bl CDHRRA NZDEKRZHFTLEFH A,

IE =S5
o VSRY—EEEDHER,

FIR

o LIFDIY Y K%EMERML T, ingresscontroller ')V — X ZE# D .spec.routeAdmission 7 1 —
IWRZERELITT,

$ oc -n openshift-ingress-operator patch ingresscontroller/default --patch '{"spec":
{"routeAdmission":{"namespaceOwnership":"InterNamespaceAllowed"}}}' --type=merge

A X—=oar bO—5—3KEH

spec:
routeAdmission:
namespaceOwnership: InterNamespaceAllowed
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)

FolEk,. UTFTOYAML @B LTIL—MOZRMRY S—5BBETCETET,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

routeAdmission:

namespaceOwnership: InterNamespaceAllowed

17.19.Ingress 7 72 = U M AR L72)L— b DIERK

—EOIAYRTLIAVR—RY MIidIngress )V —R & DIFEMENHY FTH, IL—FJY—2
EMELERHA, THICTRIST B7®HIC. OpenShift Container Platform & Ingress # 722 b D

ERRBFICEEINZIL— ATV P2BEMICERLET, INODIL—bA TV ME Hik
T2 IngressZF 7PV MDHIBRI NS CHIRIN ZF T,

FIR

1. OpenShift Container Platform A~V —J)LClIngress 7 73V N EHET M. F/ld oc
create AV REETLET,

Ingress M YAML EZ&

apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: frontend
annotations:
route.openshift.io/termination: "reencrypt” ﬂ
spec:
rules:
- host: www.example.com
http:
paths:
- backend:
service:
name: frontend
port:
number: 443
path: /
pathType: Prefix
tls:
- hosts:
- www.example.com
secretName: example-com-tls-certificate

Q route.openshift.io/termination 7 / 57— 3 »/ {3, Route ® spec.tls.termination
T4 —IVREZRET ZOICFERATEET, Ingress ITIEZ D7 4 —ILRHEHY FHA,
XN 2{EIL edge. passthrough. & & U reencrypt T9, ZTDMD TR TODEIFE
ERLICERINET, 7/ 7—Ya VENIEREINTULWARWEEIE, edge B'T 7 # L

299



OpenShift Container Platform 4.8 *v k7 —%

ML—HMICRYET, TTIFILMDODI Yy IIL—NEERETZICI1E, TLSHIBAZ D% T
VIL—MI7AITERTINELHY T,

a. route.openshift.io/termination 7 / 7—32 3 ~ T passthrough DE%ZIEET 3156
I&. {t#:T path % " ICEX%E L. pathType % ImplementationSpecific IZE%E L £
ER

spec:
rules:
- host: www.example.com
http:
paths:
- path: "
pathType: ImplementationSpecific
backend:
service:
name: frontend
port:
number: 443

I $ oc apply -f ingress.yami
2. h—he—BRRLIT,

I $ oc get routes

WERICIE, frontend- TIHRE D2 EFIDEFHERIL— I EETNET,

NAME HOST/PORT PATH SERVICES PORT TERMINATION
WILDCARD
frontend-gnztqg www.example.com frontend 443 reencrypt/Redirect None

CDI—KrERETDE, UTOLDICHRY FT,
HEERINh3/IL— D YAML B&

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: frontend-gnztq
ownerReferences:
- apiVersion: networking.k8s.io/v1
controller: true
kind: Ingress
name: frontend
uid: 4e6¢c59cc-704d-4f44-b390-617d879033b6
spec:
host: www.example.com
path: /
port:
targetPort: https
tls:
certificate: |
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insecureEdgeTerminationPolicy: Redirect
key: |

termination: reencrypt
to:

kind: Service

name: frontend

17.1.10.Ingress 7 7V 7 b AN LTT 7 4L NOFERAEAFERA L TL— M E2ERT S

TLSBEZIBEE T IC IngressF 72 U M %&VERT % &, OpenShift Container Platform (%&£ T/
WIL—MEERLET, 774 MDD IngressstBAEZFRAL TEF a2 7RIy DIV — M EERT
%ingress 7 7V U MaERT BICIE. ROLIICED TLSHEAIBETEET,

=S5
o REALLWH—EXDHY T,

® OpenShift CLI (0€) IC7 7V ZATE %,

FIR

1L IngressZ# 7Yz ROYAML 7 74 IVEERRLE T, COBITIE. 7714 IILDERTIE
example-ingress.yaml T9,

Ingress 7 72 Y h®D YAML £

apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: frontend
spec:
rules:
tls:
;i 1)
Q@ COERABXEMERALT. HRYLERELEELFICTLS ZIRELET.
2. RDAXR Y REFRITLT, IngressF 7V VU MEFERLET,

I $ oc create -f example-ingress.yaml

i3
qEI-I.l

o LTMDIY Y R%EREFTL T, OpenShift Container Platform #'Ingress 7 72 =7 hDFHI 1
BI—hEER LIl & =RRLET,
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I $ oc get routes -0 yaml

H B

apiVersion: vi
items:
- apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: frontend-j9sdd ﬂ

insecureEdgeTerminationPolicy: Redirect
termination: edge G

ﬂ IW— MDABNICIE, Ingress 7 7227 MOABIE TNICKHEL TV Y LREBERENIEFN
i’a—c

9 T7AINNDIAEEFEHRT B 1I1E. JL— b T spec.certificate #35E L AW T £ X
W,

9 JL— KN, edge DIRTRY S —%IEETIVENHYET,

17AM. 72 7IRE v 7 v b7 —2 FAD OpenShift Container Platform Ingress 1~
hA—35—DRE

OpenShift Container Platform 7 2 24 =D IPv4 8L U IPV6 T2 FILAY v U xv NI — U RICERE
INTWBIHE., 75 RXH—IF OpenShift Container Platform Jb— M Z & > THEMNS 7V A AEET
ER

Ingress A~ hO—5—I&, IPVA IV KR4V MEIPV6 TV RRA Y MOEAEF O —EREBHEMW
WCIRELETN, YV IR Y I FERIETaTIVRY v 9 —EXMEIC Ingress A bO—5— %%
ETEXET,
AR

o ~RF X4 )LIT OpenShift Container Platform 2 S X4 —%F7 704 LTW3 T &,

e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

FIR

1L Ingress A hO—F— IPV4/IPV6 ZNL TR 74 v 0527 —00—RICIRHETELD
IC9 %I, ipFamilies 7 1 —JL K& & U ipFamilyPolicy 7 1 —JL RZE&EL T, ¥—EX
YAML 7 7 A LW EER T Bh, BEEOY—EXYAML 7 74 )VAEZEBLE T, UTEKAICAY
9,

H—FEZXYAML 7 71 LD

I apiVersion: v1
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kind: Service
metadata:
creationTimestamp: yyyy-mm-ddT00:00:00Z
labels:
name: <service_name>
manager: kubectl-create
operation: Update
time: yyyy-mm-ddT00:00:00Z
name: <service_name>
namespace: <namespace_name>
resourceVersion: "<resource_version_number>"
selfLink: "/api/vi/namespaces/<namespace_name>/services/<service_name>"
uid: <uid_number>
spec:
clusterlP: 172.30.0.0/16
clusterlPs: ﬂ
-172.30.0.0/16
- <second_IP_address>
ipFamilies: 9
- IPv4
- IPv6
ipFamilyPolicy: RequireDualStack 6
ports:
- port: 8080
protocol: TCP
targetport: 8080
selector:
name: <namespace_name>
sessionAffinity: None
type: ClusterlP
status:
loadbalancer: {}

‘) FATIVAIY OV ARY VAT, 2 DDEA S clusterlPs NI T,
‘9 SUTWNRIY AL VR ADEEIE. IPVAE/EIPv6 EAHALET, T2T7IL2R
By DA YARI Y ADIGEESIE, IPvd & IPv6 D AAE AN LZE T,

SVUTINRI YA VRY Y ADBAIE. SingleStack E AL ET, FTaTFILRY VY
4 VA9V ZADFEIE. RequireDualStack & AL 9,

InsDY Y —RiE, ®iSd % endpoints ZEM L F T, Ingress AV hO—F—
l&. endpointslices ZEH T2 LD ICHRY F L7,

2. endpoints Z5RkR"Y 2 ICIE, LTFOIY Y REZAALET,
I $ oc get endpoints
3. endpointslices #%&k~9 % (lE, UTFDIYY KEAALZET,

I $ oc get endpointslices

BEfEI
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® appsDomain Z 7> avAaFERLEKRE ISR —RKAL VDIBE

172.tF%2) 571 —REIN/IIL— K

TFXaT7RIL— NI EROTLSKRIRY A TE2FERL T4 7Y MIEREEZRHETEES, UT
DI avTlE. hRY ALGEBAZE%EH L T re-encrypt. edge. # & U passthrough JL— b & ERK
TEHEAEHRBALET,

8%

IRTYw T KRSV N%EFEAL T Microsoft Azure IC)L— N & ER T 235568, )Y —
ABIRFRINET, FEDHEZHERTZN Y —RAZERTHIEIEITETEEA,
Azure B FIFR G 2EED—E L. Azure KF 21 X~ b D Resolve reserved resource name
errors BB L TLEI W,

17.21. AR 4% LGEFRE % #FF L /2 re-encrypt JL— N DERK

occreateroute IV NZERA L. H R4 LFERAE & HIC reencrypt TLS termination Z A L Tt
FaTRI—MERETEET,

AR

¢ PEMIVIO—RINLT7AIVICEERRE/F—DRT7HRIFNIERY FHA, I T, IAE
BIL— M RZA MR L TEMNTHIRELHY FT,

o NAAZEFI—VARTETBPEMIVI—RINET7A4ILDRD CAEERAENANETT,
e PEMIYVIO—RINET7A4IDRDIEH CASIBHAENNETT,

o NHATEIVNEDHZY—EIANNETT,

= o-1o)

NATD—RTREINDZF—T 74 IILIEHR—FrIhFttA, F—T771IULHB/IRRT
L—X%ZHIRT BICIE. LT REFERALET,

I $ openssl rsa -in password_protected_tls.key -out tls.key

FI7

COFIETIE. HRY LFEAZES £ U reencrypt TLS termination %f#FH L T Route ') YV — X % {ERX L
F9. UTFTR SERAZ/F—ORT7HIREDEXET A LI M) —Dilsccrt 5LV tis.key 7 7 1 JLIC

HBIEERRELTWET, /. Ingress AV MO—Z5—H Y —EXDIRAEAEFETETD LI

585 CARIFAZE 2 IBET 2 ELHY T, REWFEICIE. SIAEFI— V2T T T 5LOICCAGE
BEABET DI EETEET, tis.crt. tis.key. cacert.crt. B &V (47> 3~ T)cacrt &EED
NRABICEEA LT, frontend 2. 2FHAT2LEDH S Service ')V —RICEZHA X

¥, www.example.com ZE) R ZRHNICE I X X,

o reencrypt TLS#HiImB LV HRAY LFEFAEZFAL T+ 21774 Route ) V—RZ/EK L £
3—0

$ oc create route reencrypt --service=frontend --cert=tls.crt --key=tls.key --dest-ca-
cert=destca.crt --ca-cert=ca.crt --hostname=www.example.com
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17.22. h R % L

HRELTEKRINS Route ) V—RERETSE, UTDLHICHRYET,

X217 — MO YAML EF

apiVersion: route.openshift.io/v1
kind: Route
metadata:

name: frontend

spec:

host: www.example.com
to:
kind: Service
name: frontend
tls:
termination: reencrypt
key: |-

EIRAE % L7z edge JL— b DYERK

7= IL— b OERK

fhadx 7> a3 »ICDWTIE. oc create route reencrypt —-help #S R L T 23X\,

oc create route <Y > RA&ffA L. edge TLS termination & AW XY LASBAZ#FHA L CEF 274
IW—NERETEET, edge L— bDIHBA. Ingress AV MA—F—I&. MF 71 v I %%E% Pod IC
ETBENCTLSESZ# T LET, Jb—ME, Ingress A hA—F—hb— MIEAT S TLS EiEAA
EBLUTF—ZHBELET,

AR

PEMIYO—RINET 7 IVICEERE/F—DORT7HRITNIERY FH A,
BIL— M RZA MR L TEWNTHEIRELHY T,

SREF I —VARTTBAPEMIVIO—RINET 74 IILDRID CA

PRI IVEDHZ Y —EADRETT,

Z Z T, iIBRE

SRRAENBETT,
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pa )

NZAT)—RTREINZF—T7MIVIEHR—F IhFttA, F—T771IULHB/IRRT
L—X%HIRY 2IC1E. UTOaY Y REFERLET,

I $ openssl rsa -in password_protected_tls.key -out tls.key

FI7

COFIETIE. HRY LFEAZE S LV edge TLS termination Z{FH L T Route ) YV — X % {ER L £
T, LUFTIE, SIS/ F—DRT7HIREDEET ALV M) —Dtlsccrt & U tls.key 7 7 1 ILICH
22&EFAHRELTVWEY, REBERFEICIE, FAEFI—VERTT5DICCAMBPEEIEET S
ZEELTEET, tlsert. tiskey. BLV(F TP arT)cacrt EEEDNRGICBEIH]LFE

¥, frontend =, REATEZ2BEDOH BT —EXDZRICEIHA Y, www.example.com % @#t]72
BRICBEIH]AET,

e ecdge TLS termination 8L U AR LGIEAZEZFEAL T, E¥ 21774 Route ) V—RXZ/ERM L
i-a—c

$ oc create route edge --service=frontend --cert=tls.crt --key=tls.key --ca-cert=ca.crt --
hostname=www.example.com

HRELTEKRINS Route ) V—RERETSE, UTDLHICHRYET,

X174 — MO YAML EF

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: frontend
spec:
host: www.example.com
to:
kind: Service
name: frontend
tls:
termination: edge
key: |-

fhadt 7> a3 I DWTIE, oc create route edge —-help 2R L T XL,

17.2.3. passthrough JL— ~ DYERR
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7= IL— b OERK

oc create route 1< > RAfEF L. passthrough termination #fFEA L CEF¥ 2 7RIV —MA2RETE
F 9, passthrough termination Tld, BSIEINZ N T 71 v ID TLS inaiRE T 2IL—9 -1 L
ICRBEICEREEINE T, TOLD, IL— N THF—PIHAERIBVEHLY FHA,

AR
e REATIVLEDHZFT—EANKETT,

FIE
e Route )V —R&EEMLZET,

I $ oc create route passthrough route-passthrough-secured --service=frontend --port=8080

HRELTEKRINS Route ) V—RERETDE, UTDLHICHRYFET,

passthrough termination A L/t¥21 ) 71 —FEZEIhi)IL—

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: route-passthrough-secured ﬂ
spec:
host: www.example.com
port:
targetPort: 8080
tls:
termination: passthrough g
insecureEdgeTerminationPolicy: None e
to:
kind: Service
name: frontend

Q ATV NOZHIT. 63 XFICHIRBINET,

9 termination 7 1 —JL K% passthrough ICSREL Y, Ihid. BELRH—D tls 71 —
IWRTY,

9 Z 7> a > ® insecureEdgeTerminationPolicy, Mf—A&%17%:{&(X None. Redirect. F7
FZEDETY (BEWICT BHE).

B Podid. TVRRAVKNTHIZI 74 v VICEERAEZRMLET, Thid, REERZVS
A7V MNERZEEZY R— T 2ODHE—DAETYT (HERILEE EFIEND),
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$EI18EINGRESS V SR — N3 T7 14 v U DERE

18.1.INGRESS 7 2 R¥— KNS T7 14 v I DHREDHE

OpenShift Container Platform (&, 7 5 A9 —ARATEITINSIY—ERXZF>TI TR —HADNLDE
BEABEICT DUTOAEERHBLET,

UTOHENHEINE T, UTE. IhoDHEDEBEINBIETT,
o HTTP/HTTPS 2#fFH 9 515 &L Ingress AV hO—5—%FEHT 5,

o HTTPS LIAA®D TLS TSI NA7OMNINAFERTZBE. &2 SNINy F—4A(F
9% TLS DIBAEIE. Ingress AV hO—5—%FEALZE T,

o ZTHUADIGEIX, O— KNS UH— AZIP, F7/=I& NodePort ={FA L £,

Ak E]:y)

Ingress I~ hO—5—DfEH HTTP/HTTPS b2 7 4 v ¥ B LU HTTPS LLAD
TLS THES{EI A0 KNIV (TLS & SNIANY & —
DFERBREYANDT IV ERAEHFTLET,

O—RNSYH—H—ERAFERALEALIPOEE T—IHSEYETOENEIPT RLR&EFE>IEE
Y KT ER—MDINSTAv O EHFALET,

HNERIP DY —EZADEHE L KT BEDIPT7RLRAMF>HFEER—MADLS
T4y EHFALET,

NodePort 0% E JS5RI—DIARTDH/) —RTH—EREZRBALZE
E

18.2. H— E A M EXTERNALIP D& E

VSR —BEEER, MST74v0%05R9—HADY—ERICEETESRIRA9—HDIPT7 KL
A7Av I %BETEET,

COOMEBEITEE., NTFAYIIN—RITTPIZA VAN —=ILINTVWBISRI—ICREBILET,

18.2.1. AU &M

¢ XY NT—=IAVISANIVFv—ld AP T RLADIZ 714 v 0% V3R —ICI—
FAVITIRENDY T,

18.2.2. ExternallP ICDWT

7277 RUADEETIX., OpenShift Container Platform (& ExternallP #8EAFHA L THEIP 7 KL
A D Service 77 7Y =V M spec.externallPs[] 7 1 —JL RADEIY ¥ TEHR—bLET, D
71— R%ERET % &, OpenShift Container Platform (ZBINDIRIEIP 7 KL A& H—E RICEIY Y
TET, IPT7RLRIEFE, VFRI—ICEEBINLY—EZXRY NT—IRICIBETEE

¥, type=NodePort H":ZE I N/t —E R EERRIC ExternallP HEETREI N Y —ERICL Y, b
S74v I EBRABDEHIZO—HIL ) —RIEETDHIENTEET,
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FIBEINGRESS 7S5 RA9— 5714 v DR

RXYKNT—=DAVISANZVFvr—%2REL. ERTDHMIPTRLRATAYINI SRS —IC
W—T AV TEINBEIICTIRENHYET,

OpenShift Container Platform (& LA D#%BE%Z BN L T Kubernetes M ExternallP #BEZ 55k L ¥ 97
o REABEARYI—TOD, I—F—ICLBHAEIPT7 KL XDERDHIR

o ERBOAELIP 7 RLADY—ERADBEEEIY HT

DI

H
[=]

ExternallP #4BEDERIEI T 7 4L N TEMICINZE T, Thidk. AWIP 7KL R

ANDYZRAI—RADKRZ T4V IDFEDH—ERICYA LY bNINBH, %2
D74 —LEDVRVEE ULIEZEEMRIHYET, ChiCLkY, VSRS —1—
HF—IFHL) Y —RICDOVWTOMBEEDEW NS 714y VA9 —TNTES
EOICRYFET,

BF

CDMEEIX. V5O RUADTTOA A Y N TOAYR—MINET, V7597 RF70O
A XV RNDBE. V759 ROBETIOAM XY MDEHICO—RNSUH—H—ER %
FAL, Y—ERXRDIVRRA VI NEY—F v MIEBRELET,

LTOAETCHEIP 7P RLRAAZYLTERIENATEET,

A IPOBEEIY ST

OpenShift Container Platform I&. spec.type=LoadBalancer %= %% L T Service 7 7> ¥V b %
ERR T BBRIC. IP 7 KL X% autoAssignCIDRs CIDR 7' 0 v 7 h 5 spec.externallPs[] 5 B &D
BIICEY HTEY, TDIHA. OpenShift Container Platform (dA— KNS U H—H—EX 514 TD
IS5 RUADN—=U 3V aREL, IP7RLREH—ERICEYYSTEY, BEEYLTIET
TAILNTEMNIINTBY, UTDEIY 3 VTHEBINTWR LI, ThIFISRY—FIE
ENRET DHENHYZXT,

A8 IP DFFHFY KT

OpenShift Container Platform |4 Service + 7'~ = ¥ b D{EREFIC spec.externallPs[] E27IZE| Y

LTOHNEIPFPRLRAAFEALET, MOY—ERICL>TITICERINTWSIPZRLRAE
BETHIEIFITEE A,

18.2.2.1. ExternallP D%

OpenShift Container Platform TOHER IP 7 KL X DfFEMA X, cluster &\ &ZEID
Network.config.openshift.io CR DLLTFD 7 1 —JL RTEEINZE T,

e spec.externallP.autoAssignCIDRs (&, H—EZXDOAERIP 7 KL R %:&IRT BEICO— KA
SUY—ICE>THERAINBIP7RLRT7AOY V%5 EHELFT., OpenShift Container
Platform (&, BEEIY L THOE—IP7RNLZR7OY I DHEFR—FMLEFT, Zhid,
ExternallP Z 4 —EXICFETEIY B TBERIC, FIRINABOHEBIP 7 KL RDR— MEE
ZEBLARS TREALAWEELY HBEMICARY FT, BBFY LA THENRGEIC
I&. spec.type=LoadBalancer A*;%E X117z Service 7 72 = U MIIEAEIP 7 KL ZAHEIY
LTHNET,
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e spec.externallP.policy i&. IP 7 KL ZZFETIEET IRICHFRINZIPTRLRTOY Y
%EFE L T, OpenShift Container Platform I&. spec.externallP.autoAssignCIDRs T &%
INZIP7RLRTOYZICRYY—IL—ILEERLEEA.

W—FT 4 VIHELLIThbN3E, REINAALIP 7 RLRATAYIDSDOHAERNT T 14 v T 1,
Y—EXDNRETZTCPAR—PMFELIFUDPR—KFEZNLTH—ERDIT Y RRA Y MIEETEE
-a—o

BF

7528 —EEEIE, OpenShiftSDN X v k7 —74 4 4 & OVN-Kubernetes & bk
D—084 TOMAT externalP ANDIV—FT 4 VT HBRETIVLELNHYET, WYY
T3IP7RLRTAOYINISRAI—ADIDUED/ —RTRTITHIEL5HRT S
WEEHEHY FT, FMIE. Kubernetes External IPs #88B L T XL,

OpenShift Container Platform (£ IP 7 FL ZOB&#H L OFBEIV ETCOmMAEYR—MLTHY., £
NENDT7 FLRZTIDODY —EXADRABICEIYVETOND I EMMFRIAEINIEY, IhicLY, &
H—ERE, K= rPMEOY—ERTRABAINTULEINCELST, BODRBIRLAR—MERHATEZE
_a—o

R

OpenShift Container Platform M autoAssignCIDRs TEZI N/ IP 7KL R 70Ov ¥
ZERATRICIE. RAMDRY PT—JICRERIPT7 RLADEIYETEIPIL—T 1
VIERETDBDRLENDHYET,

LUF®D YAML 1&, AEBIP 7 RLADNEREINAY—ERICDODWTEHBALTWET,

spec.externallPs[] A5 E X 7= Service A 7 7 h Dfl

apiVersion: vi
kind: Service
metadata:

name: http-service

spec:

clusterlP: 172.30.163.110

externallPs:

-192.168.132.253

externalTrafficPolicy: Cluster

ports:

- name: highport
nodePort: 31903
port: 30102
protocol: TCP
targetPort: 30102

selector:
app: web

sessionAffinity: None
type: LoadBalancer
status:

loadBalancer:
ingress:
-ip:192.168.132.253
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FIBEINGRESS 7S5 RA9— 5714 v DR

18222. 4EIP 7 KL ZDE|Y ¥ THOHIFR
HS2Y—EEEF, PTRLATOYvIAEELCHITLLPEETEXET,

HIPR (L. cluster-admin &R A /L WI1—H—ICOABEERINE T, VS RY—BEEZ. HY—ER
® spec.externallPs[] 7 1 — /L RZFEEDIP 7 RL RAICEICERETEE T,

spec.ExternallP.policy 7 1+ —JL RZ3#§E L T, policy 7 72V hDBEZINLIP 7 KL AR
V—HBRELET, RUY—A TV MIIUTOWLEHY £7,

{
"policy": {
"allowedCIDRs": [],
"rejectedCIDRs": []

}
}

R —DFEIRZFRES BERIC. UTOIL—ILABERAINET,

e policy={} B EI N 3HAE. spec.ExternallPs[] A& E XT3 Service # 7V 7 hDIE
BIEEKB L £9, ik OpenShift Container Platform @5 7 # JL b T4, policy=null H':%E
INZEEIEE—TY,

e policy N'Z&E XN, policy.allowedCIDRs[] & 7= & policy.rejectedCIDRs[] DL\ TN M A ERTE
-S n%)i%é\ l’j\-Fo))l/_)l/b{i@FH -S ni -a—o

o allowedCIDRs[] & rejectedCIDRs[] DI A A& E I N %155, rejectedCIDRs[] A
allowedCIDRs[] &Y £ BHLEINFE T,

o allowedCIDRs[] (&8 E X %354, spec.ExternallPs[] A'8%E XL T\ % Service + 7
Ty MNOERKIF. EBEINLZIP 7 RLADNHFAIINZGEICOAEREICEITINET,

o rejectedCIDRs[] /8% E X %354, spec.ExternallPs[] H'5%E XL T\ % Service 1+ 7
T MOERIF. EBEINLIP 7 RLANMEEINTULAWGEICOAERICETIN
£7,

18.223. RV >—#4TTx 7 hDfl
UTICEES FITlE, BERORY Y —REDOHERLET.

o LITDHFITIE, RY > —Ik OpenShift Container Platform B#AEB IP 7 KL AAMEE I ot —
EXEERT2DERHEET,

Service 4 7Y £ 7 M spec.externallPs[] ICIEEIN/EEET T ZRY > —Dfl

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
externallP:
policy: {}

o LUITDfITIE, allowedCIDRs & & U rejectedCIDRs 7 1 —)L RKOBAHIBREINE T,
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IS, BIUTEEINSCIDR7OY70mAZETRY >—Of

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
externallP:
policy:
allowedCIDRs:
-172.16.66.10/23
rejectedCIDRs:
-172.16.66.10/24

o LUTDHITIE, policy & null ICEREINE T, null ITEREINTWBIHE. oc get
networks.config.openshift.io -o yaml Z AW L CEREA 7V =¥ b ERET 2RIC. policy
74—V FIFHAICKRRIIN I A,

Service - 7Y £ 7 M spec.externallPs[] ICIEE I N/-EAEFFI 5K > —Dfl

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
externallP:
policy: null

18.2.3.ExternallP 7 KL 27 0Ov Y DHEE

ExternallP 7 KL 270w ¥ MEREIE. cluster &L\ ZEID Network IR 4 41) Y —RZ (CR) TEH
InFd, *v b7—7 CRIE config.openshiftio APl 7 )L—FILEFhF T,

g5

VS AH—DA VA M—)LBFIZ, Cluster Version Operator (CVO) I cluster & L\ &l
Dry hT—Y CREZEBBWIERLET, D91 TDZDHDCRA TSV +D
ERIEHR—FhIhTUWEHEA,

LAF®D YAML & ExternallP BREICDWTEREAL TWE T,

cluster &L\ D FREID network.config.openshift.iio CR

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:
externallP:
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autoAssignCIDRs: ] ﬂ
policy: 9

HEIPT7 RLADY—EZA~NDOBEFHEIY YU TICFERTEZSCDREATIPZRLRA7OY V% E
HZLET, 1D2DIP7RLREHEOADHFITINE T,

P7RLRADY—EXANDFHEYETOFIREZERZL T T, FIRVIERINTUVAWVGSE
i&. Service 77 72 = U MIC spec.externallP 7 1+ —J)L RZIEEL TCEFAINE LA, 7741
hT. FIRIFEEINZEA,

LUTF® YAML i, policy 29 VD7 4 —JL RICDWTHBELTWET,

Network.config.openshift.io policy 2 4 >

policy:
allowedCIDRs: [] @)
rejectedCIDRs: [] 9

Q CDREROHFAINZ IP7 KL REHO—E,

g CDRERDIIEZINZ IP7 KL REHO—E,

NER 1P SZEDHI
AEIP 7 RLRAT—=ILDFRINZEHRDOERENUTOFATERRINTVET,

o LITDYAML IZ, BEFMICEIYHTONEAEIP 7 LA ZEBWICT BEREICDWTEREAL

spec.externallP.autoAssignCIDRs H' 5% E X 7= 5% Efl

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

externallP:

autoAssignCIDRs:
- 192.168.132.254/29

o LIFTDYAMLIE, FAI i, BLEEIN/- CIDREFHDRY) V—IL—ILAEZRELZET,

spec.externallP.policy H'3% € X 7= 5% & Hl

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

externallP:
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policy:

allowedCIDRs:

-192.168.132.0/29

-192.168.132.8/29

rejectedCIDRs:

-192.168.132.7/32
1824. VA9 —DHAEIP 7 RLZA70OY 7 DERE
PSR —EBHEIL. LLTOD ExternallP #5882 % 9,

e Service # 72 ¥ ~D spec.clusterlP 7 1 —J)L K& BEINICERE T 5728 I1C OpenShift
Container Platform IC& 2 TER XN % ExternallP 7 KL X7Av 7,

o IP7RLRZEHIPRTZRY—FTT x4y MdService -7 = b®D spec.clusterlP 2751 (C
FETEYHETONET,

(1} =355
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin A—J)LAEFDODI—H—E LTISRY—ICLTIVEATE S,

FIR
L A7 a3V HEOHABIPEELRTT 2ICIE. LFOAYY FEAALET,

I $ oc describe networks.config cluster

2. REEWRETDICE, LTFTOaAY Y REAALEY,

I $ oc edit networks.config cluster

3 UTOBIDEL D ICExternallP R EEZZTBELE T,

apiVersion: config.openshift.io/v1
kind: Network
metadata:
name: cluster
spec:

externallP: ﬂ
Q externallP 29 VDR EAEELE T,

4, BFHINT ExternallP SR EAMEET 5 I1CIE, UTFToav Y KRE=AHDLET,

I $ oc get networks.config cluster -0 go-template="{{.spec.externallP}}{{"\n"}}'

18.25. RDAF v 7
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tE18FE INGRESS YV S R9— 5714 v IV DX
o H—EXDAERIP Z#FR L7/ ingress VR —MZ 714 v I DERE

18.3.INGRESS O~ hO—Z—%{fH L 7= INGRESS 7 5 R ¥ —DEXE

OpenShift Container Platform (&, 7 A9 —HNTEITINZ T —ERZFE>TI RIS —ADLD@E
EETEICT2HEERHBELET, COAEIE IngressAY bO—F—%FHALZ T,

18.3.1.Ingress A hAO—ZF—HLTIL— hDEMH

Ingress Operator (& Ingress A~ hA—5—BLUVTAMILRA—RNDNSZEELF T,

Ingress I~ b O—Z—0DEMAIL. OpenShift Container Platform 7 5 29 —~DHET7 VA %A §
27-ODHRELE—MMEHETT,

Ingress A¥ hO—S5—EAEMEREHFAT L, REINIIL—MIEDWTERLAETOF Y —FET

DEIREINET, INUE HTTP. SNI Z2fEHY % HTTPS, SNI 29 % TLS ICREIN TS

Y, SNIAEHT S TLS THEET DZWeb 7T ) 75— 3 P H—ERITIET+DRBERETT .

BEECEEL Cingress AV MA—F5—%2FELE T, AMEREZFHFITL., BEINIL—MIED
WCZhoE7TOF>—EET DL DI IngressAY hO—F—%%ELE T,

BEEEETAIVRA—RDNS TV M) —%AEHRLTH S Ingress AV hO—F—%BRETEET, %
DRIIEBEICEVWEDESZ &M< edgeingress AV hO—S5—&BEETEET,

TI74IWKNT, V529 —ADITRTDIngress AV hO—F—F I 3R —ROFEEDOTOT Y b
THERINEIRTOIL—MEHFTLET,

Ingress A~ hO—5—:

o FIFINKNTWEH2DODDLTYADPHBDT, Thid220T7—hh—/)—RTEITTIZHEHLD
YFxd,

e EBMD/—RICLTYAEHPALLDICAT =Ty TT2TENTEET,

P
IDEIaVDFIRTIE, 7759 —DEEENFFMIIT > THEBEDH HEIRSE
HhHY £Y,

18.3.2. B{RSM
UTOFIRERAY 28010, EBERIUTORFERBLL WD L2RABT2BEN DY ET.

o EBRMNIVSRY—ICEETEDLDIC, V5RY—Xy NI —0BEBICHL THAER—NE
Tty N7y T LET,

o JSRA—EEBEO—ILAF DA —H—N1EZULEVWEIEE#HALEY, COoO—)LAE1—
F—ITEBMY 5ICE, AT REEITLET,

I $ oc adm policy add-cluster-role-to-user cluster-admin username
® OpenShift Container Platform 2 2 X4 —%, 1 DUEDTR Y —&1D2BULED/ — R, 8LV

DRI —=~NDRY NT—=0 TV CADHD IV ZRAI—HNDI AT LEHKICAELET, D
FIETIE, ALY RTLDIVSRY—ERBLYTEY NMIHBZEERIRELET, FIOYT
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Ty NOAERY AT LICRHREBEREBNORY NT—IFBEICDVWTIE, TOMEY I TIEFEWE
A,

18.33. 7OV Y FBLUVHY—ERDER

RETZ 7OV MBI —ERDNFELRWGE. ROICTOY Y bR L. RICH—EZR
R LES,

TV MBLVY—ERDTTILHFEET 25EIEF. Y—ERZR/RALTIL— MEERT 2 FIRICE
Jj‘ij—o

(=S
o VSR —EEEZEE LTocCLIZA VA M—I)LL, BTAVLETY,

FIg
1. oc new-project ¥~ RAERTL T, y—EZHHFLWIO TV bEEHRLE T,
I $ oc new-project myproject
2. ocnew-app AV RZEFEALTH—EXZEHRLEXT,
I $ oc new-app nodejs:12~https://github.com/sclorg/nodejs-ex.git
3 Y —ERADMERINZ EEMRBIBHICIE. UTFDIATY REERITLET,
I $ oc get svc -n myproject

H B

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
nodejs-ex ClusterlP 172.30.197.157 <none> 8080/TCP 70s

FI7AILNT, FIIRRY—ERICIEALIP 7 RLADHY FH A,

18.3.4. L— FNDERRICL 2 —ERD AR
ocexpose AV REFAL T, Y—ER%ZI—PMNELTRATEZIENTEET,

FIF
Y—E2ERBETBICIE. UTERTLET,

1. OpenShift Container Platform ICE 74 >~ LE ¥,

2. RET AR —EZRPELIrNTCVWEZ IOV MIOTI VY LET,
I $ oc project myproject
3. oc expose service Vv RZETLT, IL— b ZRALZET,

I $ oc expose service nodejs-ex
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H A B

I route.route.openshift.io/nodejs-ex exposed

4, H—ERDPRNEINTWEZEEERETDICIE. cURLBREDY —ILAE>T, V5RY—4
MOY—ERICT IV EATERZEAHRLET,

a. = RDKRZAMNEZFFANRSBICIE, ocgetroute ¥ REFEALFT,

I $ oc get route

ol
NAME HOST/PORT PATH SERVICES PORT  TERMINATION
WILDCARD
nodejs-ex nodejs-ex-myproject.example.com nodejs-ex 8080-tcp None

b. cURLZFARALT. RAMNNGETERICIHET DI EAHELET,

I $ curl --head nodejs-ex-myproject.example.com

H A B

I HTTP/1.1 200 OK

1835 . L— SRV EFEHA L Ingress A~ hO—5—DY +— R{LDERE

IW— KSRV EFEALZ Ingress A bO—5—D> v — RK{b&id, IngressI¥ hO—5—D)L— k&
L& —Il& > TEIRINBEE namespace DEEDI— M E2RETEIEEEBHKRLET,

Ingress A~ hO—5—D>+—KiE, —&E®DIngress AV hO—5—RBTEENS 71 v I D&%
PDEL. RS T4 v I %BEDIngress AV PO—F—IINBTIRICKRIEE T, & AL,
CompanyAD RS 7 1 v V% %H % Ingress I~ hA—5—IZ#E L. Company B % Bl®D Ingress I >~
PO—5—ICEEETEET,

FIR

1. router-internal.yaml 7 7 1 L = {R&EL £ 9,

# cat router-internal.yaml
apiVersion: v1
items:
- apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: sharded
namespace: openshift-ingress-operator
spec:
domain: <apps-sharded.basedomain.example.net>
nodePlacement:
nodeSelector:
matchLabels:
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node-role.kubernetes.io/worker: ™"
routeSelector:
matchLabels:
type: sharded
status: {}
kind: List
metadata:
resourceVersion: ""
selfLink: ""

2. Ingress 3~ hO—3—® router-internal.yaml 7 7 1 L &ZBRA L £ 9,

I # oc apply -f router-internal.yaml

Ingress A~ b O—3>—I(&. type: sharded &5 S R)LD&H % namespace DIL— b ZFERL
xY,

18.3.6. namespace SN AFA L7 Ingress I hO—5—D ¥ ¥+ — K{EDERE
namespace NV AEFEHA L7 Ingress AV hO—5—DO¥ v — K& id, IngressaA> bO—5—°

namespace ZL 74 —Il &k 2 TRIRINZEED namespace DIEEDIL— M ERET 2 EE2FKL
i-g_c

Ingress A~ hO—5—DY +—KkiE, —&E®DIngress A hO—5—BTEHEENS 71 v I D&%
PDEL. RS T4 v I EBEDIngress AV PO—F—ICNBTIRICERIEE T, 72& AL
CompanyAD RS 7 1 v V% %H % Ingress A~ hA—Z—IZ#E L. Company B % Bl®D Ingress I~
FO—5—ICEETEZET,

Digk

==
[=]

Keepalived Ingress VIP 27 7’04 3 %i5& (&, endpoint Publishing Strategy /%

Z X —4% —|C Host Network DENEIY HTHN7, T 7 # )L bESD Ingress
Controller #7704 LAAWTKEIW, 77O/ LTLED &, BMEIRET S
ATEEMEMNH Y £ 9, endpoint Publishing Strategy |C Host Network Tld 72

<. Node Port Et WO EZFERA LTI,

Fa
1. router-internal.yaml 7 7 1 L Z#R&EL £ 9,

I # cat router-internal.yaml
DBl

apiVersion: v1i

items:

- apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
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name: sharded
namespace: openshift-ingress-operator
spec:
domain: <apps-sharded.basedomain.example.net>
nodePlacement:
nodeSelector:
matchLabels:
node-role.kubernetes.io/worker: "
namespaceSelector:
matchLabels:
type: sharded
status: {}
kind: List
metadata:
resourceVersion: "
selfLink: "

2. Ingress 3~ hO—3—® router-internal.yaml 7 7 1 L= BRA L £ 9,
I # oc apply -f router-internal.yaml|

Ingress 3~ bO—3—I&, type: sharded &\L\D SNJLDdH S namespace L 7 —IT& >
TEIRI NS namespace DIL— K& BIRLF T,

18.3.7. B EIBR
® Ingress Operator (374 JL RA—RDNS ZEE L 9, #F#id. OpenShift Container
Platform @ Ingress Operator, 7 A — DR AZIADA VA N—=)b, BLV” IFTRH—
@ vSphere ~ADA VA =)L #BRLTLEIW,
18.4. 00— KNS UH—%HA L7/ INGRESS 7 5 29 —D&RE
OpenShift Container Platform (&, 7 5 A9 —ARATEITINSIY—ERXZF>TI SR —HADNLDE
EEHRICTIAEEZRBLET, TOAETIEH, O—RKRNNSUH—%2FAHLET,
1841 O0—RRNSUH—%FRHLENS T4 v IDIZTRY—~DERF

BHEDHEBIP 7 FLAZEE L@aWgE, O— KNS YH—H—E X% OpenShift Container
Platform 7 2 A9 —~DHNEBT V LR ZHFAT 2L IBET DI ENTEET,

O—RNRNSUH—H—EREEEDIPZEYHETET, O— KNS UH—(TIFE—D edge IL—4 —
IPAHY FT (ZHIXREBIP(VIP) DIFEHEHY FIH, MHHOBRIMTIEFE—TIVICRY FT,

pa

T HEREINZHE. TV SRY—BFEFILL>TTRBL, A1 VT7FRNS
JFv—LNRIVTEITINET,

pa

IDEIYaVDFIRTIE. 73R —DEEENERICT > THEBEDH DHIRSF
HrbHY 7,
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18.4.2. IR M
UTOFIRERAY 2800, EBEIUTORFERBLLTWD I LE2RATIBEN DY T

o EBRMNIVSRY—ICEETEDLDIC, VSRV —Xy N7 —VBEBICHL THAER—N%E
vy N7y T LET,

o JSRA—EEBEO—IINAF DDA —H—N1EZULEVWEIEE#HALEY, COO—I)LE1—
Y—IZEMT BICIE, UTFTOoav Yy REERTLET,

I $ oc adm policy add-cluster-role-to-user cluster-admin username

® OpenShift Container Platform 2 2 X4 —%, 1 DUEDTR Y —&1D2BULED/ — R, 8LV
DSRG—~"DRY NT—=I9 TV CADHZ IV SRAI—HDIY AT LAEHICABLEY, ZD
FIETIE, A RATLDN IV ZRI—ERALCYTEY MIHB I EERIRELET, DT T

Ty NOAERY AT LICRHEBEREBINORY N7 =B EICDOVWTIE, CTOMEY I TIFEWE
A,

18.43. 70V x4 B LUVY—ERXDERK

RETZ 7OV MBI —ERDNFELRWEE, ROICTOY Y FEERL. RICH—EZR
R LEY,

TV MBELVY—ERDTTILHFEET 25EIEF. Y—ERXREZR/RALTIL— M EERT B FIRICE
&i’g—c

=S
o VSR —EEEZEE LTocCLIZA VA M—I)LL, ATAVLEY,

=2
1. oc new-project ¥~ RARTL T, y—EZHHFLWIO TV bEEHRLE T,

I $ oc new-project myproject
2. ocnew-app AV RZFEALTH—EXZEHRLET,
I $ oc new-app nodejs:12~https://github.com/sclorg/nodejs-ex.git
3 —EZAMMERINA E 2RI ZICE. LTFOOATY R2ETLET,
I $ oc get svc -n myproject
Al

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
nodejs-ex ClusterlP 172.30.197.157 <none> 8080/TCP 70s

FI7AILNT, FIRRY—ERICIEALIP 7 RLADHY FH A,

18.4.4. L— M DIERICL B H—E X DA
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ocexpose AX Y RAFAL T, Y—EREIL—PELTRARATEZIENTEET,

FIF
Y—ERERBTBICE. UTFERTLET.

1. OpenShift Container Platform (CA 714 >~ L £ 9,

2. PRI B —EZANEMTVWEZ IOV MIOTI Y LET,
I $ oc project myproject

3. oc expose service AV RZETLT, IL—rZRFALZET,
I $ oc expose service nodejs-ex

H A B

I route.route.openshift.io/nodejs-ex exposed

4, H—ERDPRNEINTWEZEEEETDICIE. cURLBREDY —ILAE>T., V5RY—4%
MOY—ERICT I EATERZIEAHRLET,

a. W—bMDKRRNBEFANRBICIE, ocgetroute AV REFEHALET,

I $ oc get route

ol
NAME HOST/PORT PATH SERVICES PORT  TERMINATION
WILDCARD
nodejs-ex nodejs-ex-myproject.example.com nodejs-ex 8080-tcp None

b. cURL Z#FRA L T. KA GETBERICISE TSI MR LET,
I $ curl --head nodejs-ex-myproject.example.com
o

I HTTP/1.1 200 OK

18.45. 00— RNSUH—H—EZDEK
UTOFIBAEFEALT, O— KNS YH—H—EXEERLET,

AR
o NETZTOVIVIMNEY—ERDNHBT &,

FIE
AO— KNS UH—H—EXEZEKRT BICIE. UTFEEITLET,
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1. OpenShift Container Platform ICO 274 >~ L& ¢,

2. RATEHZIH—ERPBAIArNTWVWE IOV Y MaFZHHAHET,
I $ oc project projectt

33 avhA—LTL—Y /=R BIETRIY—/—R)TTFRAM 774V ERE, LTFTOTFR
NEBREY T, BRBICHLCTI7 7ML ERELE T,

AO—RNRSVUY—F/EIT7M1ILDY VT

apiVersion: v1
kind: Service
metadata:
name: egress-2 ﬂ
spec:
ports:
- name: db
port: 3306 @)
loadBalancerlP:
loadBalancerSourceRanges: G
-10.0.0.0/8
-192.168.0.0/16
type: LoadBalancer ﬂ
selector:

name: mysqla

A— KNS —H—EXDRBAE L ZER1IZANDLET,
NETEZH—EZADRY YAV LTWBREALR—F EAALET,
BEDIP7RLAD—EBAZAALT, O—RKRNSUH—BBETINS 71 v I %54RLZE
T 750 RTAONA T =D DHEREICHIE L TWARWES, TD714—ILRIFEHEIHL
i-a_o

4 4 7| loadbalancer # AL 7,

0 0009

B—ERDERIZAALEYS,

a3

—RNSUH—ZNLTHEDIPTRLAAND NS T4 vV %HIRT ZIC
L;t loadBalancerSourceRanges 7 1 —JL K& ET 2D Tld &
<. service.beta.kubernetes.io/load-balancer-source-ranges 7/ 75— 3~

%ﬁﬁﬁa‘é EONWRINEY, 7/TF—YavEFERAT S E. OpenShift API
SYUBBIIBITTE, SBRDY ) —ATREINZET,

4. 774V EREL, BTLET,

5. UFOAYY REERTFTLTH—EXZ/FRL T,

I $ oc create -f <file-name>
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UFICHZERLET,

I $ oc create -f mysql-lb.yaml

CUTOAY Y REERTFLTHRY —EXZRTLEY,

I $ oc get svc

H A B

NAME  TYPE CLUSTER-IP  EXTERNAL-IP PORT(S)
AGE

egress-2 LoadBalancer 172.30.22.226 ad42f5d8b303045-487804948.example.com
3306:30357/TCP  15m

BWCINEI S RTAONA S —DH2HE. Y—ERICEASIP 7 KL AHEEMICEY
HTHONET,

. NAY—TCcURLAREDY—IL%EFERAL, X7V I IP7RLAZFERHLTYH—ERICEET
XL EAEEELET,

I $ curl <public-ip>:<port>

UFICHZERLET,

I $ curl 172.29.121.74:3306

eI avDBITIER, V75AT7 Y NTTVr—2ar w2 REETEMYSQLY—ERAE
FALTWEY, Gotpackets outoforder DX v z—I & HIIXFR N VT BT 256
I ZDY—ERICEHRLTVWEIEICRYET,

MySQL 754 7> b H2HEIE. EBECLIOY Y RTcOJ4 v LEd,

I $ mysql -h 172.30.131.89 -u admin -p

H A B

Enter password:
Welcome to the MariaDB monitor. Commands end with ; or \g.

MySQL [(none)]>

185. %y 77— O— KNS UH—%FHL7/” AWS TD INGRESS 7 5 X
H—KNST4vIDEE

OpenShift Container Platform (&, 7 A9 —KNTEITINDZ T —ERZF>TI RIS —ADLD@E
EETRICTDAEEZRELES, TOHFETE, V74TV MDIPTRLR%Z ) —RICEET S
Network Load Balancer (NLB) #f#A L £, NLB 2R /IZBEFED AWS I SR —ICRET S T
ENTEZXT,
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18.5.1. Ingress Controller Classic Load Balancer @ Network Load Balancer ~MD & ¥

;A

Classic Load Balancer (CLB) %Zf#F L T\ % Ingress Controller (&, AWS @ Network Load Balancer
(NLB) %M L TW 3 Ingress Controller ICBEEMA 2 ENTEET,

g

==
[=]

COFIEEEITTDE. FILWDONS L O— RDEHE. FTLuwOd— KNSy H—0

7OEYaZVIREDBERICL Y., BOBICOLZEENREST S ENFES
nNEd, COFIEAEEAT S E. Ingress Controller O— KNSV H—DIP 7 KL
ARERBNIERICRDIGZEDNHY £,

FIR

1L #FLWT 7 4L hD Ingress Controller a8 7 7 A W EER L £ T, LTFOBITIE. 77+
b @ Ingress Controller D#EE A" External T, TOMDH R I T A X% L TWaWZ & Z18E
LTWEY,

ingresscontroller.yml 7 7 1 JL DI

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
creationTimestamp: null
name: default
namespace: openshift-ingress-operator
spec:
endpointPublishingStrategy:
loadBalancer:
scope: External
providerParameters:
type: AWS
aws:
type: NLB
type: LoadBalancerService

T 7 # )L b D Ingress Controller BMEICHR I T4 XN TWBIHFEICIE. ThIELTI7 74
IWEEBIELTLEI W,

2. Ingress Controller ® YAML 7 7 4 JL A BHIMICE XA T,
I $ oc replace --force --wait -f ingresscontroller.yml

Ingress Controller DEZX#MANT T T2ETHHLELLLEIV, HHIFE, —EXDELELE
TQ

185.2.BfFAWS VS R —T®DlIngress AV hA—F—%xy N7 —20O—RKNRZ >
H—DEE
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AWS Network Load Balancer (NLB) B R— k9§ % Ingress A bO—F—%BHFED Y 5 X9 —IT/EM
TEEY,
[} =355

e AWSOUSRI—DAVAM=ILINTWD,

o {YVISANZYUFv—1)Y—RD PlatformStatus (& AWS THINEIHY FT,

o PlatformStatus * AWS TH D Z & 5#MRT 5ICIF. UTEERTFTLET,

I $ oc get infrastructure/cluster -o jsonpath="{.status.platformStatus.type}'
AWS

FIE
BEDIZRXH—DAWSNLB A HR—Kd S Ingress AY hO—F—%ERKL T,

L IngressAY hO—5—DYZT7 T AMEERLET,

I $ cat ingresscontroller-aws-nlb.yaml
Al

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: $my_ingress_controllerﬂ
namespace: openshift-ingress-operator
spec:
domain: $my_unique_ingress_domaine
endpointPublishingStrategy:
type: LoadBalancerService
loadBalancer:
scope: External@
providerParameters:
type: AWS
aws:
type: NLB

Q $my _ingress_controller % Ingress A~ hO—5—D—EDEZRICEI A 7,

9 $my_unique_ingress_domain %, 75249 —HDITRT®D Ingress A~ hO—5—FT
—BDRAAVRAICEEHZIET,

9 External # NEZB NLB #{#EAT 270 Internal ICEXZ 2 &N TEET,

2. VSR —IC) V=R LET,

I $ oc create -f ingresscontroller-aws-nlb.yaml
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BF

FHRAWS ¥V 5 X9 —Tlingress I~ hO—5—NLB % E T BHIIC. 1 VA M—ILi%
ET77AINDIERN FIREEITT2HEN N DHY FT,

1853. FIHAWS VS X4 —T®DIngress AV hAO—F5—Xvy N7 —o0O—RKNF Y
H—DERE

#1305 2 4 —IZ AWS Network Load Balancer (NLB) "% R— b4 % Ingress A~ hO—5—%{ER T
TET,

AR
e install-config.yaml 7 7 1 LZ{ER L. ChICWHT2EEEZZTTLET,

FIE
FMISRAH—DAWSNLB B R—K~J B Ingress I bO—5—%FHRLET,

LAYVAN=LTATSLDEEFNETALIN)—ICHYEZ, Y27z AMEERLET,

I $ ./openshift-install create manifests --dir <installation_directory> 0

<installation_directory> [CDWTIE, 75 X% —D install-config.yaml 7 7 1 L O & &
n274L 7 MN)—DERIEIBELZET,

2. cluster-ingress-default-ingresscontroller.yaml &\ D Z1D 7 7 1 L &
<installation_directory>/manifests/ 71 L 2 b —ICER LT,

I $ touch <installation_directory>/manifests/cluster-ingress-default-ingresscontroller.yaml ﬂ

<installation_directory> I[CDW Tk, ¥ 5 X% —® manifests/ 71 L 7 b)) =D& Fh
5T4LIN)—BEEELET,

T77AINDEREIE. LTOLIITWLDDDRY NT—URET 7 1 )LD manifests/ T 1 L
g M) —ICEDINFT,

I $ Is <installation_directory>/manifests/cluster-ingress-default-ingresscontroller.yaml
ol
I cluster-ingress-default-ingresscontroller.yaml

3. I 4 4 —T cluster-ingress-default-ingresscontroller.yaml 7 7 1 L A&, HER
Operator SR E&EHRT 2HRAY LYY —ZX(CR)ZABDLET,

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
creationTimestamp: null
name: default
namespace: openshift-ingress-operator
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spec:
endpointPublishingStrategy:
loadBalancer:
scope: External
providerParameters:
type: AWS
aws:
type: NLB
type: LoadBalancerService

4. cluster-ingress-default-ingresscontroller.yaml 7 7 1 L %R %EL. TFAMIT 14 9 —%#
TLET,

5. # 7> 3 ~: manifests/cluster-ingress-default-ingresscontroller.yaml 7 7 1 L% /Xy 7 7 v
TLEST, 1 VA=) TOTS LK V52 —DEKEFIC manifests/ 71 L 2 N —7%Hl
BRLET,

18.5.4. FEE 5 R
o XYNT—DVDHRITARXICLEDAWNSANDYSRAY—DA VA MN—IL
e ZEHHIX. Network Load Balancer supporton AWS &L TL XL,
18.6. H—EXDAERIP Z#{FEB L7 INGRESS VS A9 —KS5T7 14 v U DE

=

=
HEIPT7RLREY—ERICEYYTEIET, ThEVSRY—HDINS T4 v IV TERHTES L
ICLET, BE. CTHIERTAZILN—RIIFTICA VAN =ILINTWVWDEISAYI—DFEEICDOH
BIBFET, HERY NT—DAVIZARNTIFv—IE, VS T4 v 05 Y —ERIIL—TFT4 77
DEIICELLEREINZIHRELNHY T,
18.6.1. BUIRS:F

o 524 —|dExternallP AERICIN/IRETEHREINE T, ML, Y —E XD ExternallP

DEFEICDWTESEBLTLEIWL,

18.6.2. ExternallP Dt —EXADE|Y) Y4 T

ExternallP #H—ERICE|Y B TR ENTEET, VT RY—H ExternallP ZBEFHMICEIY HTT S
SIICBEINTWVWDIEA. ExternallP 2 —E R ICFEITEY Y THRENLBWEESLHY T,

FIR

. 7Y 3 viExternallP THEAT2HDICKREIND IPT7 NL REEAHERT 5I1ICIE. LLTFD
ARV REAALET,

I $ oc get networks.config cluster -0 jsonpath='{.spec.externallP}{"\n"}'

autoAssignCIDRs A i E I N T W 3154, spec.externallPs 7 1 —JL RAMEEI LT LWL
%&. OpenShift Container Platform (& ExternallP % #7#i Service + 72 = 7 MIBEHMICE!
YETET,

2. ExternallP A4 —ERICEY ¥ TET,

e =N | S — e e = 1A A L - [T N —_ . s = L A — Il o~ ==l
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a. AT —EAZXTEX 9 ©izT k. Spec.externalliFPs / 41 —JV b x2HEE L. | QLA LWAHN/K
IP7RKLADEIA#IBELET., UTFICHIERLET,

apiVersion: vi
kind: Service
metadata:
name: svc-with-externalip
spec:

externallPs:
-192.174.120.10

b. ExternallP ZBfEDH —EXICEIY HT3HEIF. LTFDaATY RZANDLZXT., <name>
EH—ERLZICEEIMZ EY, <ip_address> A B ExternallP 7 KL RICEE# A F
¥, AV TCRYULNIERDIP 7 NLRAAZIBETEET,

$ oc patch svc <name> -p \
{
"spec": {
"externallPs": [ "<ip_address>" ]
}
}l
UFICHZERLEYS,
I $ oc patch svc mysql-55-rhel7 -p '{"spec":{"externallPs":["192.174.120.10"]}}'

apall
I "mysql-55-rhel7" patched
3. ExternallP 7 RLZA Y —ERICEIYHTOENTWS I EABERT SICIE. ULTFoav Y K%
ABLET, iR —ERICExternallP 218 L7BE. I —ERE2EKRT 2HELNHY
i-a_o

I $ oc get svc

H A B
NAME CLUSTER-IP  EXTERNAL-IP  PORT(S) AGE
mysql-55-rhel7  172.30.131.89 192.174.120.10 3306/TCP 13m

18.6.3. B EIF R

o H—E XD ExternallP DERE

18.7. NODEPORT #{#FH L/ INGRESS VS XY — KNS5 T4 v UV DETE

OpenShift Container Platform (&, 7 5 A9 —ARATEITINSIY—ERXZF>TI TR —HADNLDE
BEAIBEICT 2 AEEREBLE T, ZDAHEIE NodePort A L £,

18.7.1. NodePort 2R L/ bS5 T4 v I DI SRAY —~DEE
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NodePort-type Service ) YV —R =R LT, 75 A9—HDITRTD/—RKOFEDR—MTH—E
2%ENELFEFT., KR— N Service ') ¥V — 2D .spec.ports[*].nodePort 7 1 —JL RTHEEINZET,

BE
J—RR—=KEFERTBICIE. BMOR—K)Y—ABRBETT,

NodePortid. /—RKRDIP7 KL RADO#HKR— M TH—EXAE2NFEALZXT., NodePortidFT 7 #JL KT
30000 7 5 32767 DEHEHICENMNF T, DFY. NodePort iz —ERDERINDHKR— MI—HL
BWZENFRINFT, &21E, R—H8080IF/—RDKR—K 31020 & L TARTEZET,
BTEHEE, ABIPTRLAD/ —RICIL—FT 4 VT EINBIEE2HRETIHEIHY XY,

NodePort B L UAERIP IIHIILTHY, MAERBFICFERTEEY,

pa )

DIV avVDFEIETIE, 73R —DEBENEFICIT>TELDLEDDH BHIIRSF

S HABHYET,

18.7.2. HiHRSMF
UTOFIREERAY 28010, EBEIUTORFERBLLTWD I L2RAT 2BEN DY T

o EBRMNIVSRY—ICEETEDLDIC, V5ARY—Xy N7 —VBEBICHL THAER—N%E
vy N7y T LET,

o JSRA—EEBEO—IINAF DDA —H—N1EZULEVWEIEE#HALEY, COO—I)LE1—
HF—IEBIMT 5ICiE. UToaAT Y RZ=ETLET,

I $ oc adm policy add-cluster-role-to-user cluster-admin <user_name>

® OpenShift Container Platform 2 2 X% —%, 1 DUEDTR Y —&1D2BUED/ — R, 8LV
DSRI—~DRXY NT—D TV CADHBIVZAY—HDVRATFTLEHICARELEY, D
FIETIE, AL RTLDRISZRIY—ERALEY TEY NMIHBZE%ERIRELET, FIOYT
Ty NOAEY AT LIIREREBENORY NT—JREICDWVWTIE, O REY I TIRIEWE
A,
18.7.3. 7OV Y B LV —ERXDIERK

RETZ 7OV MBI —ERDNFELRWEE, ROICTOY Y MEERL. RICH—EZR
R LES,

TV MBELVY—ERDTTIKHFEET 25EIEF. Y—ERXREZR/RALTIL— M EERT 2 FIRICHE
&i’g—c

=S
o VSR —EEEZEE LTocCLIZA VA M—ILL, BTAVLEY,

=2
1. oc new-project ¥~ RARTL T, y—EZHHFLWIO TV bEEHRLE T,
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I $ oc new-project myproject
2. ocnew-app AV RZFEALTH—EXZEHRLET,
I $ oc new-app nodejs:12~https://github.com/sclorg/nodejs-ex.git
3 —EZAMMERINA E 2RI ZICE. LTFOOATY R2ETLET,
I $ oc get svc -n myproject
Al

NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
nodejs-ex ClusterlP 172.30.197.157 <none> 8080/TCP 70s

FI7AILNT, FIRRY—ERICIEASIP 7 RLADAHY FHA.
18.7.4. L— NDEKIC L B2 H—E XD
ocexpose AV REFALT, Y—ER%EZI—PMELTRHATEZIENTEET,

FIF
Y—E2RERETBICE. UTFERTLET,

1. OpenShift Container Platform ICO 274 >~ L& ¥,

2. RET AR —EZRNEIrNTVWEZ IOV MIOTI VY LET,
I $ oc project myproject

3.7V r—v a3 v/ —RER—bERRATBICIE. UTFOIYY REAALZET., OpenShift
Container Platform (& 30000-32767 s DFI A RIAEARR— N = BEIRIEIRL £ ¢,

$ oc expose service nodejs-ex --type=NodePort --name=nodejs-ex-nodeport --
generator="service/v2"

H B

I service/nodejs-ex-nodeport exposed

4. 7T a3 H—ERADPREINDE/ — RR— NCRIATRERIEEHERT SICIF. UToavw
YRZEAALZET,

I $ oc get svc -n myproject

H A B
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
nodejs-ex ClusterlP 172.30.217.127 <none> 3306/TCP 9m44s

nodejs-ex-ingress NodePort 172.30.107.72 <none> 3306:31345/TCP 39s
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5. 7Y 3av:ocnew-app AX Y RICL > TEBMICER I N —EXZHIRY 5121 LR
DAYV RZzABNDLET,

I $ oc delete svc nodejs-ex

18.7.5. BAEF R

o /—RNR—IMY—EREGEHDHKE
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5195 KUBERNETES NMSTATE

19.1. KUBERNETES NMSTATE OPERATOR ICDWT

Kubernetes NMState Operator I£. NMState @ OpenShift Container Platform 7 5 24 —®D / — K&
TAT—MRYTUDRY M7=V R EEERITT 7DD Kubernetes APl #1R#t L £ 9, Kubernetes
NMState Operator (&, A—HF—IIFH LT, V53R —/—ROBZEDRY NT—D A4V F—T (R
947 DNS, BLUIN—TFT 1 VT %BETDHEEERELES, IS, V5R9—/—RFRDT—F
ViE. &/ —RDOAPIH—NR=ADRY NT—=0 45 —T 24 ADREBOEHHRHRELTVET,

BF

Kubernetes NMState Operator (4547 /AY =L Ea—#EE s L TOHTHAWLE
TEd, 77/00—FLEa1—#EEld. RedHat BEDHY—EZXLRILT I =XV
b (SLA) OXRHATHY . HEMICKETIEAWI EAHY FJ, RedHat IEEHEER
BTINoaFATIIEAMBLTIVERA, 72/09—FLE21—DBEIR. &
FOHGHWEZVWHLRESIRHEL T, ARBEBTHREDT AN ZITWT 4 — RNy I %iR
HLTWAEESZIEZBHNELTVWET,

RedHat D77 / AY—7L Ea1—#EED Y R— MEEIC D W TDFHM
I&. https;//access.redhat.com/ja/support/offerings/techpreview/ &8 L T X
(A

OpenShift Container Platform T NMState 289 % #1(C. Kubernetes NMState Operator & 4 > X
=T 2RELNHY XY,

19.1.1. Kubernetes NMState Operator D1 > X b —)b

BEEMHERTOY M > L. Web OV Y —JLH 5 Kubernetes NMState Operator %1 ~ XA h—)L§ % ik
ENHYET, 1 VAM—IDETTSE, Operator T RTDY SR —/— KIZ NMState State
Controller a7 —Ev 2y hELTTF7OMTEEY,

FIR

1. Operators - OperatorHub = ER L £ 7,

2. Allltems D FD#HFIET7 4 —JU RIZ. nmstate S A7 L. Enter #% ') v o L T Kubernetes
NMState Operator ##8%& L £ 7,

3. Kubernetes NMState Operator DiRZRfERZ I ) v I LE T,

4. Install #2 ') v 2 LT, InstallOperator V1 > RV ZTZ T,

5. Installed Namespace T. namespace 7' openshift-nmstate TH 3 Z & R L F
9, openshift-nmstate 2’3V RKR Y ¥ RITHFEE LG WIEEIE, Create Namespacez 7 ') v
2L, #1470%7Ky 2 XD Name 7 1 —JL K openshift-nmstate = A1 L. Create % #f
LEY,

6. Install #2 1)v 2 LT Operator 4 VA b—JL L F T,

7. Operator D4 Y XA h—JLH'5ET L7=5. ViewOperator 227 Y v V2 LEY,

8. Provided APIs T Create Ilnstance %7 ') v 7 L. kubernetes-nmstate D > X% > X %= {ERK
B354 T7ATRY VA ERETET,
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9. ¥4 7OV KRY IV ADName 714 —ILRT, 41 VAY VADEREID nmstate TH 3 T & =HER
LEd.

R

ZaIOHEIRIZEERDOBETT, 1 VAYIVRIZISRI—2FKD VTNV T
-a—o

10. T7A4IMNREEZIFTAN, Create V) v I LTAVRAYVAEERLET,

BE

SET1&IC. Operator (3§ RTD Y 5 24—/ — KIZ NMState State Controller # 7 —E v twv & L
TF7O4 LTVWET,

19.2. /— RO Xy N7 — U IRREDFESR

J—RDRy RT7—0RREIEX, V75RIY—HDITRTD/ —RKDRY NT—UF/RETT,

19.2.1. nmstate ICD W T

OpenShift Container Platform I& nmstate #fFH L T, /—RK3xy N7 —JDREEHRE L. i
ELEFYT, chICLY, B—DREY=ZTJTAPMEISRY—IZERALT, §XTD/—KIZ Linux 7
)y VERTBRELT. Y RNT—V RV —DERELELEETEIENTEET,

J—RDXYy RNT—=2F. LTFOA TSI ML TERINERFINET,

NodeNetworkState
TD/—REDRY M7=V DREERELZE T,
NodeNetworkConfigurationPolicy

/J—RTERKINBZRY hT—VREICDWVWTERAL £9, NodeNetworkConfigurationPolicy ¥
Z7xANEYVSRAY—ICERALT, A V9—T7 24 ADBMS LVHIRARE, /—Rxy hD—
VREEZEHMLET,

NodeNetworkConfigurationEnactment
&/ —RICHEINIRY b7 —0R)>—ZHRELF T,

OpenShift Container Platform (&, LA F®D nmstate 1 Y9 —7 x4 294 TOFER%EHYR—MLET,
® Linux Bridge
e VLAN
® Bond

o f—HXRy K
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pa 3]
OpenShift Container Platform 7 5 X2 4 —#A* OVN-Kubernetes % 7 7 # JL b @ Container
Network Interface (CNI) 7O/N4A ¥ —& L TEAT 3354, OVN-Kubernetes MR R b
XY MNI—=0 MROYV—DEBRIZLY, Linux TV vy P ELERY T4V TERAMNDT
TAINM VI —TARICEYE TR EIFTEEEA, BERE LT, KRR MIE
It hvd Y-y NI—0A4 V85— x4 R%FEHAT BH. OpenShift SDN 7
J7AIKNCNI ORI —ICNYBR DI ENTEET,

19.22. /—RDO3Ry N7 =V REBORR

NodeNetworkState # 7> 7 NIV SR —HDITRTD/ —RIZHYET, CDFTV I MNIE

HRICEHFIN, /—RDORYy NT7—JDREBERFBLET,

Fa

. 95 R9—0D3FRTD NodeNetworkState 7 7>z &2 —BRRLF T,
I $ oc get nns

2. NodeNetworkState # 7> 7 FABREL T, D/ —KRIZRXY NI —U%KRRFLET, D
BIOHE DL, BBREICT 27-DImREINTUVET,

I $ oc get nns node01 -0 yaml

H A B

apiVersion: nmstate.io/vibetai
kind: NodeNetworkState
metadata:
name: node01 0
status:
currentState: 9
dns-resolver:

interfaces:
route-rules:
routes:

lastSuccessfulUpdateTime: "2020-01-31T12:14:00Z" @)

NodeNetworkState # 7 =7 D ERIIE/ — KOS5 TWE T,

currentState IC(Z, DNS, 1 V9 —7 x4 R, BLPIL— I EED., /—RODREHRRY
NO—VRELNESENZET,

®9

g BRICEDLEEHROIA LRI YT, Thik, /— RAZETEETHY. LE— FOkE
BEOIMEICHERETE 2RY EHMICERINE T,

193. /— ROy NT— VB EDEH
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NodeNetworkConfigurationPolicy ¥ =7 T X %V S X4 —IEBLT. /— K bDM V9 —7Jx
A ZDEMFLIGHBRRE, /— KRy NT—IREEZEHTIET,

19.3.1. nmstate [CDWT

OpenShift Container Platform & nmstate #fffH LT, /— KXy kD=0 DREBEREL. Th%EFE
ELFET, ChiCLY, BE—DREY=ZTIAIEIFRI—ICERALT, $XTOD/ —RIZ Linux 7
Dy DEERTBRELT. FY MNT—UR)O—DEREALEETHIENTEET,

J=RORy bT7—=01F UTFOATIV I ML TEBRINEHINET,

NodeNetworkState
ZTD/—REDRY M7=V DREERELZE T,
NodeNetworkConfigurationPolicy

J—RTERKINBZRY hT—VREICDWVWTERRAL X9, NodeNetworkConfigurationPolicy ¥
ZI7ITRAMNEYSRY—ITHRALT, 19 —7 x4 ADEBMBLVHIFRAGE, /— KRy kT —
VREEEHLIT,

NodeNetworkConfigurationEnactment
B/ —RICHEINZRY N T—OR)O—%RELET,

OpenShift Container Platform (&, LAF®D nmstate 1 ¥ 9 —7 4 28914 7OFER%EHR—MLZE T,
® Linux Bridge
e VLAN
e Bond

o f—HXxvw |

R

OpenShift Container Platform 7 5 X2 4 —#A* OVN-Kubernetes % 7 7 # JL b @ Container
Network Interface (CNI) 77O/N4A ¥ —& L TEAT 5354, OVN-Kubernetes MR R b
XYy M7= MNROY—OEFEICLY., Linux TV v PFLRBRY T4V ITEKRIANDT
THIVRMA VI —TzA RICEYH TR EETEFE A, OREKE LT, RRMIE
wmInfctethrd)—Ryv NI—0 42085 —T 24 R%FRAT 5D, OpenShift SDN 7
JAINCNI ORI —ICHNYBR DI ENTEET,

19.3.2. /— RETDA VY —T 24 ZADERK

NodeNetworkConfigurationPolicy ¥ =7 T X &V S X9 —IEBAL TV RS9 —KHD ./ — R LEIZA
V=T A REFERLET, YZTIZAMIE A V=T 1M ADEKRINALREDFHIZ I
i’a—o

TI7AINTIE Y272 RAMEIISRI—HADITARTD/ —NICBERAINES, 1 V9—T 1M1 %
BE/— NIBIT %ICE. /—REL 2749 —0 spec: nodeSelector /X5 X —4 —& L O @#EHI A
<key>:<value> ZEML X7,

=2

1. NodeNetworkConfigurationPolicy ¥ =7 T XA 2 /ER LT, UTDHIZ. §XTD7—
A—/—RTLnux 7Yy EBELET,
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apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: <br1-eth1-policy> ﬂ
spec:
nodeSelector: g
node-role.kubernetes.io/worker: " 6
desiredState:
interfaces:
- hame: br1
description: Linux bridge with eth1 as a port ﬂ
type: linux-bridge
state: up
ipvé4:
dhcp: true
enabled: true
bridge:
options:
stp:
enabled: false
port:
- name: eth1

/_.R U t/_o)%ﬁﬁo

74 7 a3 v:nodeSelector /X5 A —4 —HEHRWGEE, R P—EISRI—KHDTA
To)/_ F‘:i@ﬁﬁﬁni’a—o

Z OfITIE node-role.kubernetes.io/worker: "™ / — Rt L V4% —%FAHL, V75X Y—
RADITRTDOT—HhH—/—RERBIRLZET,

O 9

Q AFoav A9 —7 4 ZADANBEHILETX 200,

2. /—RDRY NI —=URY—%FERLET,
I $ oc apply -f <br1-eth1-policy.yaml> ﬂ

" J—REXY NT—OBERYS—T=ZTTRAMNDT7 71 IL%,

BEfER
e RURYY—TEBDAVI—T 14 R%&EMT 20

o KUI—DETEIP DEEFEDH

19.33. /—RETOD/ =Ry kD=0 R) > —FEHOMHR
NodeNetworkConfigurationPolicy ¥ =7 T XA hE, V5 RF—D/ —RIZDWTERINZ RV b
D—OBREERBBLET, /—FRY MIT—ORYI—IZE, BRINARY NT—U8EE. V5 R
Y —2FTORY —DRITRAT—IADEENZET,

J—RKxy h7—=0RY > —%#EAT BRIC. NodeNetworkConfigurationEnactment # 7 = 7 b
DNISAI—RDITRTD/ —RIZDWTHERINET, /— KRy NT—27RED enactment (£17)
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id. ZO/—RTORY)Y—DEITRAT—IREXTHADMYERFT T/ T, R)o—D/—
NMISBERINAWEES, £D/— KO enactment (EIT) I N Z TNV a—FT4 v TDHD ML —
ANy IDEENET,
Fa
L R)Y—DISRIY—ICHAINTWE I EABRTBICIE, R)VY—EFTDRT—9 R %E—
BEXRTLET,
I $ oc get nncp

2. AT a v R)V—DREICREINTVWSLULDOEELDDZIHEIE. HEDORY P—DE
RKINBREERT I ADREEZRETEIT,

I $ oc get nncp <policy> -0 yaml

377V aviR)Y—DIRTOD/ — RETOREICREINTWBLULEDREIDDZHE
&, 75 R5—D enactment (EIT) DAT—F A %=—ERTRTIZXT,

I $ oc get nnce

4. 72 3V HED enactment (R1T) DERE (KR LALREDNDIS—LR—N2ED) 2RRT
ZICiE. UTFEEITLET,

I $ oc get nnce <node>.<policy> -0 yaml

19.34. /) — R oA 9 —T 24 ZDHIRK

NodeNetworkConfigurationPolicy # 7> =/ h%ig&E L. 1 4% —7 =4 A D state % absent |Z5%
ELT, V73R9—D12UED/—FDBHA V9 —T 24 R%EHIRTEZET,

J—RDBA V=T A REHIBRLTE, /—RORY M7= B EITLBIOREICEFMICETSI
nNEtA. LRIOREICETT 258, TO/—KRDRY NIT—UREER) SV —CERTIVELH
L) i’a—o

TV IFERERYTAVTAVI—T A R %8RS EE. TOTYy VFRERY T4V T4
H—T7 A ZILENCERINAED, FREZETNSDOTAICH S / — K NIC & down DIREEICALY) |
BFETEIRCAYET, EEP’KbNAVWEDICT2ICE. AILRYY—T/—KNIC%EZEL., R
T—H 2% up L, DHCP ELIFHEBHIP 7 RLZDWTFIhMNMIARBZLIICLET,

pa )

AV =724 REBMLER)Y—%HIRLTE, /—FEDORY) —DERERFER
INnFt A, NodeNetworkConfigurationPolicy (&7 S A4 —DA4 72 9 N TEH,
NIFERINEREDHERLET,

BRI, 129 —T7 24 RZHIBRLTER) P—FHIBRINhEE A

FIR

L A48 —7 x4 ADOEKRICHERY % NodeNetworkConfigurationPolicy ¥ =7 = X M & E# L
F9. LTFOFIE Linux 7Y v P %HIBR L., #EmAKbNARWE D IC DHCP T eth1 NIC Z3%
'-.E-'- L/ i’a—o
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9 996 ©® ©9O

o

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:

name: <br1-eth1-policy> ﬂ

spec:

nodeSelector: 9
node-role.kubernetes.io/worker: " €)
desiredState:
interfaces:
- name: br1
type: linux-bridge
state: absent
- name: eth1 6
type: ethernet G
state: up
ipv4:

dhcp: true G

enabled: true Q
/_.R U ¢/_®%ﬁ1]o

74 7 a3 v:nodeSelector /X5 XA —4 —HEHHRWGEE, R P—IEISRI—KHDTA
—COJ/_ I\\\‘:i@ﬁ:\snij—o

Z O TlE node-role.kubernetes.io/worker: "™ / — Rt L V9% —%FAHL, V75X Y—
RADITRTDT—Hh—/—REZBIRLZET,

REE% absent ICEE T 3&, A1 VY —T x4 ADHEIKBRINZET,
TNy I V=T A ADSERBNRRIND A VI —T 214 ADEHI,

A=A ADYA T, TOHITIE, 1 —RYMRYRNT—IA VI —T (R %
ERR L E 9,

AV =724 ADBRINTRKEE,

A7 av.dhep ZFERALARVGEEIE, BHNIPEZRET 2D IP7RLRRLTA Y
H—TIAR%EHBIENTEET,

ZOBITIL ipvd EBMICLE T,

2. /J—RETRYY—%FHL, 1 v9—7x14 R%HIKRLET,

I $ oc apply -f <br1-eth1-policy.yaml> ﬂ

RYS—<=ZTJxRAMNDT 744,

1935. R34 9 —T7 x4 ADR) > —ZEDH

19.351L0: Linux TV YA 9 —T AR —KRXY N T—OFERY > —
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NodeNetworkConfigurationPolicy V=7 T A N &V XY —ITEAL TV ZAY—KHND ./ — K LEIZ
Linux 7y oA 89— x4 REERLET,

BUTFDYAML 7 7 AV, Linux 7Yy I Y9 =T ADIYZT X DFITY., Ihicid, BB
DERTESRAZVEDH BV TILOENEINET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: br1-eth1-policy 0
spec:
nodeSelector: g
kubernetes.io/hostname: <node01> 6
desiredState:
interfaces:

- name: br1 ﬂ

description: Linux bridge with eth1 as a port 6
type: linux-bridge

state: up

ipv4:

dhcp: true 9
enabled: true Q
bridge:
options:
stp:
enabled: false ()
port:

- name: eth1 m

/_.R U t/_o)%ﬁﬁo

47> 3 v:nodeSelector /1S5 X —4H —AEHHRWVWIEE. R Y—IZISRY—KHRDITRTD
/_ F‘:i@ﬁﬁﬁni’a—o

ZDBITIE, hostname / — KL V49 —%EALET,

AV =74 AD4Hi,

A7 av: NBDPHFETEZM 9 —7 214 RO,
A=A ADIA T, ZOFITIE. Ty IEERLET,
EREDA V5 —7 =4 ADBERI NI REE,

7> av:.dhep ZFERLARWVESIE. BHWIPARETEIN IPT7RLRRLTSA VY —T7x4
AEHBIENTEET,

ZOBITIL ipvd EBMICLE T,
ZDBITIE stp ZMICLF T,

Ty INEREINS/— KD NIC,

0O00 9990906200 ©9O

19.352.8: VLANA V9 —T AR/ — KXY N I7I—HIDEERY) > —
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NodeNetworkConfigurationPolicy ¥ =7 T XA 2V S R4 —IEAL TV 2R —KHD/ — R EIC
VLIAN A 4 —7 x4 REEHRLET,

UTFTDOYAML 774 VLANA VY —T 24 ADIY =TT AMDOHITE, Thicik, HMEDERT
BEXMZIVEOHBDY Y TILDOEINEENET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: vlan-eth1-policy 0
spec:
nodeSelector: g
kubernetes.io/hostname: <node01> 6
desiredState:
interfaces:
- name: eth1.102 ﬂ
description: VLAN using eth1 9
type: vlan
state: up
vlan:
base-iface: eth1 G

id: 102 €
/_.ﬁ’ U ¢/_o)%ﬁ1]o

Z 7> 3 v:nodeSelector /XS XA —4H —AEHRWEE. RUP—IEISRAY—KHDITRTD
/_ F‘:i@ﬁﬁﬁni’a—o

ZDOBITIE, hostname / — KL V49 —%EALET,

AV =74 ADH4Hi,

A7 av: NBDPHFETEZM 9 —7 14 RO,
AV9—=T A ADIA T, LTFDFITIEVLAN ZEBR L 9
EREDA V5 —7 =4 ADERI /KA,

VLAN B EfiI T W3/ — RD NIC,

909999090 ®©9°

VLAN 4 %/,

193538 RV KAV —T 4R/ —KRXYy NT—VDHBERY > —

NodeNetworkConfigurationPolicy ¥ =7 1 XA N2V SR —ITERAL T/ —NEICRY R4 V5 —
TxA R%FRLET,
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pa 3]
OpenShift Container Platform (&L R ®D bond E— KD & & HR— KL F T,

® mode=1active-backup

mode=2 balance-xor

mode=4 802.3ad

mode=5 balance-tlb

mode=6 balance-alb

UTFDOYAML 7 74L&, RYRA VI =T TAADIY=ZT T A RDBITYT, ThiliE, HMEDIEHRT
BERZIVEOH DYV TILOEIEEFNET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: bond0-eth1-eth2-policy ﬂ
spec:
nodeSelector: 9
kubernetes.io/hostname: <node01> 6
desiredState:
interfaces:
- name: bond0 ﬂ
description: Bond enslaving eth1 and eth2 6
type: bond G
state: up
ipv4:
dhcp: true 6
enabled: true Q
link-aggregation:
mode: active-backup @
options:
miimon: '140' m
slaves: @

- eth1

/_.R U y_o)%ﬁﬁo

74 7> 3 v:nodeSelector /1SS X —4H —AEHHRWVWIEE. RV —IZISRY—KHRDITRTD
/_ I\\\‘:ﬁﬁﬁénia—o

ZDOfFEITIE, hostname / —REL 79 —%FHLET,
’f \/&_7 I{Z@%ﬁﬁo
T av: N\BHDEFETERSM 9 —T7 14 ADERA,

A —TITAADYA T, TOFETIE. Ry REEHRLET,

QD00 09O

341



OpenShift Container Platform 4.8 *v k7 —%

990000 09

EREDA VI —T 214 ADBERINTIREE,

A7 av.dhep ZFERALARWVGEIE, BHNIPZRETZD. P7RLRRLTA VS —T x4
AEHDZIENTEET,

ZOBITIL ipvd EBMICLE T,
RYRDORSANR—FE—K, ZOBITE, 7IOT14T@N\v o7y TE—REFERALFT,
A7 ay: ZOFITIE. mimon ZEAL T140ms TEICRY RY VI EBRELET,
Ry RO THL/ — RD NIC,

Z 7> a >R KO Maximum transmission unit (MTUIEED R WGE., CDEIET 7 4L M T
1500 ICEREINE T,

19354.8: 41— Ry MM UYI9—T AR/ —FRXY FIT—VDFEERY > —

NodeNetworkConfigurationPolicy ¥ =7 T X 2V S X9 —IEBL TV 2R —HD ./ — RIZA —
YRy MUY —T 4 A%ERLET,

UTFOYAML 7 74L&, 41— Ry MUY —T A ADIY=ZTTAMDOBITE, Thicidk. HED
EHRCEIBRIZVEDHZ YV TILDEIEEFNE T,

o I - o e
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apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:

name: eth1-policy 0

spec:

nodeSelector: 9
kubernetes.io/hostname: <node01> G

desiredState:
interfaces:

- name: eth1 ﬂ

description: Configuring eth1 on node01 9
type: ethernet

state: up

ipv4:

dhcp: true 6

enabled: true Q
/_.ﬁ’ U t/_o)%ﬁﬁo

74 7> 3 v:nodeSelector /XS XA —4H —AEHRWEE. RUT—EISRAY—KHDOITRTD
/_ F“:i@ﬁﬁﬁni’a—o

ZDOFEITIE, hostname / —REL 749 —%FHLET,
A8 —T7 14 ZADELH,
T av: N\BHDEFETEEM 9 —T7 14 ADERA,

A=A ADIA T, TOHFITIE, 1 —HRYMRYNT—=D A4V —T 24 REERLE
-a—o
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Q@ FHBEOAYI—T M RDOBRI NIRE,

© 77 avidnep ERLAVEAE. BIIPERET DA PTRLRBLTIYI—T A
AEHBIENTEET,

@ ZDBTIEipva EBMICLE T,

19355.H:FAC/—Kxy NT—IFBERY > —COEBDA /Y —T 1R

BL/—RRYMNIT—IBER)S—TERERDA VY —T A AEEHRTEEXT, ThHDA Vv —
T RIEEICSEBTE, B—ORY)Y—~YZJxAMAFRALTRY ND—0&BEAEILRL, T
O4 TEEYd,

LTFOR=ZRy MIITIE, 2 2D NICEICbond10 & WD ZRIDKRY K&, Ry RICERT S br1 & W
S ZRID Linux 7))y U EEMRLET,

interfaces:
- name: bond10
description: Bonding eth2 and eth3 for Linux bridge
type: bond
state: up
link-aggregation:
slaves:
- eth2
- eth3
- name: br1
description: Linux bridge on bond
type: linux-bridge
state: up
bridge:
port:
- name: bond10

19.3.6. f5l: IP B2
LTDBREZ=ZRY NI, SEIFAIPEESEERLTVET,

INS5DOFITIE, ethernet 1 V9 —TJ x4 R94 FHFERALT, RYY—REICEAESTZIVTFFRN
ARRLDD. YU EEMHMIELET, TNODIPEEBEOY Y FILIE, DA V9 —T x4 R5A
TTHFERATEET,

19.3.6.1. &1

LTFOR=ZRy MI, 1 —YRY M V=TT ATIP7 L AEBIIERELE T,

interfaces:
- name: eth1
description: static IP on eth1
type: ethernet
state: up
ipvé4:
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dhcp: false

address:

- ip: 192.168.122.250 )
prefix-length: 24

enabled: true

Q CDEE, AVI—TIARADBNIP 7 RLRICBEXRAET,

19.3.6.2.IP7 FL X% L

LTFOR=ZRY NTlE, A VY—TTARICIPT7 RLADPRWZ EAHEERETEET,

interfaces:
- name: eth1
description: No IP on eth1
type: ethernet
state: up
ipvé4:
enabled: false

19.3.6.3. IR X b DERE

UTFOR=ZRy ME BINIPP7RLR, =Dz AT7 LR, BLUDNS ZFERATEHA—H xRy b
AV —T 1A R%ERELET,

interfaces:
- name: eth1
description: DHCP on eth1
type: ethernet
state: up
ipvé4:
dhcp: true
enabled: true

UTFDR=Ry ME, BIBIPT7 FLRAZFERALITA, BT bV (47 L XF7/IE DNS ZfEMH
LBWA =T Ry M VS -T2/ RZRELET,

interfaces:
- name: eth1
description: DHCP without gateway or DNS on eth1
type: ethernet
state: up
ipvé4:
dhcp: true
auto-gateway: false
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auto-dns: false
enabled: true

19.3.6.4. DNS

UFDR=ZARy Mg, RAMIDNSEREZZELE T,

interfaces:

dns-resolver:
config:
search:
- example.com
- example.org
server:
-8.8.8.8

19.3.6.5. 8N —F 1 VT
LTRDR=RY ME, 1 V9 —T7 x4 R ethl ICEMIL— R NBLOBEHIPERELET,

interfaces:
- name: eth1
description: Static routing on eth1
type: ethernet
state: up
ipvé4:
dhcp: false
address:
-ip:192.0.2.251 @)
prefix-length: 24
enabled: true
routes:
config:
- destination: 198.51.100.0/24
metric: 150
next-hop-address: 192.0.2.1 g
next-hop-interface: eth1
table-id: 254

Q A—HZY M YI—TITAADEMIP 7 KL R,

9 J—RRSTAVIDRIANKYTT7RLR, THiF, 1 —URY MU —T 24 RITHRES
NBZIPT7RLREBLY TRy MCHBIRELHY T,

194. /—RORY NIT—VEREDMNZ TN a—FT42Y
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J— ROy NT—UBRETCHEIRELLIFZEICIE. R —AEEMNICO—ILNY I3,
enactment (£17) LAR— MIEKBLE T, Thilidk, UTOL S RBBEIrEEFNET,

o RANTHREZBATIEHA,
o RANITFIAIKNT—RD A NDEHREELVNET,

o RANMIFAPI Y —/IN—ADEEAELNTT,

1941 EHETHRW/ —RRXY ND)—IBEDOR)V—BREDNZ TNV a—Fa vy

J—Rxy hD—9BZBER)—%2EHL, V75R9—2E&KT/—RDRY NT—URENDEEAE
A3 ENTEEY, FETRVWREAERAT ZHE. UTOFIZFERALT. KBLAE/—RRy b
D—OR)S—DINZ TN a—FT 14 VT EBERTOIENTEET,

ZOBITIE, Linux 7Yy YRYY—E, 3202 b= T L=V /=R (XRH—=)E3D0aY
Ea—KN(T7—Hh—)/—REEFEDISRI—DHY Y TIIGERAINE T, RUT—IFELL AV, Y
H—D A RA%EBRTZHDIC, BATZIENTEERA, T7—%2FRT5ICI1E. FIAATER
NMState ) YV —R&ZFANET, TDEIC, ELVWERETR) O —2FHTEXET,

FIR

L R)Y—%ZFERL. Ched SR —IGERLEYT, UTORITIE, ens01 1 5 —T (2R
BT )y DEERLET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: ens01-bridge-testfail
spec:
desiredState:
interfaces:
- name: br1
description: Linux bridge with the wrong port
type: linux-bridge
state: up
ipvé4:
dhcp: true
enabled: true
bridge:
options:
stp:
enabled: false
port:
- name: ens01

I $ oc apply -f ens01-bridge-testfail.yaml

H A B

I nodenetworkconfigurationpolicy.nmstate.io/ens01-bridge-testfail created

2 UTFDAT Y RERITLTRY P —DRT—H9 R%=HRLET,
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I $ oc get nncp

CDOHEAIF, RYY—DPKBLEEZEERLTVWET,

Al
NAME STATUS
ens01-bridge-testfail FailedToConfigure

L. RYY—DRT—FADHTIE, TRTD/—RTERELEN FEiZ/ —FoyT
Y NTREBLADZHEBI DI EETEI A,

. /= RDFRy NT—=UFED enactment (EfT) 2—EBXRRL. R)P—dpVWIFhHrDd/— KT
BRI LI=DEIDNEERELET, CORYY—D/—ROYH Ty ML TOAKBL K5
BliE. BEIMFED/ — RBREILHDIENATRINET, ZORII—HNITRTD/—KT
KB LGBEICIE,. BERR) Y—ICEETEZEDTHEIENTERINET,

I $ oc get nnce

ZOEAF. RY)—DIRTD/ —RTRBLEZEERLTWVWET,

o

NAME STATUS

control-plane-1.ens01-bridge-testfail FailedToConfigure
control-plane-2.ens01-bridge-testfail FailedToConfigure
control-plane-3.ens01-bridge-testfail FailedToConfigure
compute-1.ens01-bridge-testfail FailedToConfigure
compute-2.ens01-bridge-testfail FailedToConfigure
compute-3.ens01-bridge-testfail FailedToConfigure

. KB L7z enactment (RfT) DWIhbhiaRnml, PL—2NY V&R LET, UToavY
Nix, Y —J jsonpath ZERA L THDZT 1)L —LET,

$ oc get nnce compute-1.ens01-bridge-testfail -o jsonpath='{.status.conditions[?
(@.type=="Failing")].message}'

DAYV RIF, BRICTBLEDICHEEINTVWEIREIRMNL—ANY I ERLET,

H A B

error reconciling NodeNetworkConfigurationPolicy at desired state apply: , failed to execute
nmstatectl set --no-commit --timeout 480: 'exit status 1'"

libnmstate.error.NmstateVerificationError:
desired

name: br1
type: linux-bridge
state: up
bridge:
options:
group-forward-mask: 0
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mac-ageing-time: 300
multicast-snooping: true
stp:
enabled: false
forward-delay: 15
hello-time: 2
max-age: 20
priority: 32768
port:
- name: ens01

description: Linux bridge with the wrong port

ipvé4:
address: []
auto-dns: true
auto-gateway: true
auto-routes: true
dhcp: true
enabled: true

ipv6:
enabled: false

mac-address: 01-23-45-67-89-AB

mtu: 1500

current

name: br1
type: linux-bridge
state: up
bridge:
options:
group-forward-mask: 0
mac-ageing-time: 300
multicast-snooping: true
stp:
enabled: false
forward-delay: 15
hello-time: 2
max-age: 20
priority: 32768
port: []

description: Linux bridge with the wrong port

ipvé4:
address: []
auto-dns: true
auto-gateway: true
auto-routes: true
dhcp: true
enabled: true

ipv6:
enabled: false

mac-address: 01-23-45-67-89-AB

mtu: 1500

difference

348



#1938 KUBERNETES NMSTATE

--- desired
+++ current
@@ -13,8 +13,7 @@
hello-time: 2
max-age: 20
priority: 32768
- port:
- - name: ens01
+ port: []
description: Linux bridge with the wrong port
ipv4:
address: []
line 651, in _assert_interfaces_equal\n
current_state.interfaces[ifname],\nlionmstate.error.NmstateVerificationError:
NmstateVerificationError (&, desired R') & —3%E. /— KLEDRY > —0 current 3% 7E.
BLP—BLABRWRS A =4 —%i@ARRT 2 difference xa—EBXRRLFT., ZDHIT
i&. port (& difference I[CHlAAF N, THIFEEDNR) O —DR—MEEICEETZ2EDTH
5l LET,

R —DEUICEREINTWS Z &AM Y 5121, NodeNetworkState # 7> =/ M5 &
RKLULT, 12FLIFITRTO/—RDxRy =0 E=RR-LET, UTFTOaIY VR
i&. control-plane-1 / — KO xRy hT—VEBEERLE T,

I $ oc get nns control-plane-1 -o yaml

HAE, /J—REDA V9 —T x4 R&lTens1 THZEDD, KB LARY > —1 ens01 %
BHoTHEHALTWRZEAERLET,

apall
- ipv4:
. name: ens1

state: up
type: ethernet

CBBFEOR) - RELTIS—ZBELET,
I $ oc edit nncp ens01-bridge-testfail

port:
- name: ensi

R)Y—%RELTBEZERLIT,

R Y—DRT—HR%EFIv I LT BFAPVEBICITObN I MR LET,
I $ oc get nncp

H B
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NAME STATUS
ens01-bridge-testfail SuccessfullyConfigured

BHINER)Y—IE, VFRI—DIRTO/ —RTEBICEREINF L,
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$20E /525 —2HOTOF S —DR

F20E VSR —2KkOTOF L —DERE

ERERETIE, 1 V99— Y MADEETIEZZAEEEG L, KDYICHTTP £/IEHTTPS 7O+
V—AHFATEIENTEEY, BFEIV/SRAY—DTOFo—FA TV NAZTE B, FLIEHE
5 24 —0 install-config.yaml 7 7 1 L TTOF Y —REAEITD T &1L Y. OpenShift Container
Platform 2 7OF > —%#FHT L DIERETEE T,

20.1. BB

o VISR —DTIVERTEIZVLEDOHZYA b AL, TOFY—5NA R RTI2BENFH D
NEIDEHBLET, TI74INT, IRTODISRY—VRATLDegress T 714970
(VZR9—%KANTZI9Z0 RO RTONAF—APHIZRTZ2HUOHLEZSD) 7
AF>Y—3IhhFzd, YRAF7L2EKOTOFY—IF, 21— —0D7—2O0—RKTREAL, Y27
LAVR—RY MIDHHEEEZFYS, 7OF>—FT2 - bOD spec.noProxy 7 1 —)b
NiZH4 h&BML, RBICHELTTOFY—2 N1 A LET,

pa

Proxy - 7¥ £ 2 b ® status.noProxy 7 4 —JL RICI&, 41 Y A M—ILERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. &
& U networking.serviceNetwork[] 7 1 —JL KDOENBZREINZE T,

Amazon Web Services (AWS). Google Cloud Platform (GCP). Microsoft
Azure, & & U Red Hat OpenStack Platform (RHOSP) ~AMD A > X b — )LD
A, Proxy # 72 =/ hD status.noProxy 7 41 —JL RIZIE, 1 YV RI VA XS
T—HDIY RKRA b (169.254.169.254) LEREINFE T,

202. VSR —2E0TOFx>—0BMEL

Proxy 7 7V ¥V Md, 75 R9—2ED egress 7TOF >V —4FTEITZHDIFERAINET, 7OF
V—HREBTICISRAYI—DA VAN =IWNELE Ty TITL—RINB &, Proxyd 72 MMEEI
IMIEXRINFTTH, spec FEREINTHA, UTICHZRLET,

apiVersion: config.openshift.io/v1
kind: Proxy
metadata:

name: cluster
spec:

trustedCA:

name: ""

status:

9529 —EEEIL, D cluster Proxy 4+ 7Y = ¥ b %ZHE L T OpenShift Container Platform ® 7
D#D_%EQET\‘:L& i’a—o

Pz
cluster & WD &ZEID Proxy # 7V 7 kDAY R— KNI h, B0 7OF>—%4F
RI2IEETEEEA,

(1} =355

o JSRY—EBWEDN—Ivay,
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OpenShift Container Platform 4.8 *v k7 —%
® OpenShift Container Platform oc CLI Y —JLH'f Y A h—JLEINTW3,

FIa
1. HTTPS #EfHD 7OF > —ICHEAEIND CAZIEAZEA S £ % configmap ZEK L 7,

pa

TAFT—DTATVT 14T 4 —HBAEN RHCOS EF8/NY RILH S DEREEFIC
SO TELINDIFEAIK. ThEEBRTEFET,

a. L FOWAT user-ca-bundle.yaml & WS 7 7/ JLAER LT, PEMTIYOd—RKXhik
AAREDEEEELF T,

apiVersion: vi
data:
ca-bundle.crt: | ﬂ
<MY_PEM_ENCODED_CERTS> g
kind: ConfigMap
metadata:
name: user-ca-bundle G
namespace: openshift-config ﬂ

ZDF—#%*—IF ca-bundle.crt £ WD EZENCTZRELHY F T,

TAFL—DTATVT AT 4 —HBREICERTELHOIFERINS 1 DULED PEM
TIvId—RKIN7 X509 GEEE,

Proxy # 72 =7 kH5BRIN S configmap f.

o0 09

config map & openshift-config namespace IR IF N iE7AY FH A,

b. TDT77AIDLEREYY TEEHRLFT,
I $ oc create -f user-ca-bundle.yaml
2. ocedit IV Y REFALTProxy 7 7Yz NEZHELET,
I $ oc edit proxy/cluster
3. 7OF P —IIhER T4 —ILRERELET,

apiVersion: config.openshift.io/v1

kind: Proxy

metadata:
name: cluster

spec:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com
readinessEndpoints:
- http://www.google.com
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208 /S5 RXY—2HhOTOF Y —DF

- https://www.google.com
trustedCA:
name: user-ca-bundle 9

Q DS 25 —HDHTTP EEAERT 27-0ICEHET2 70+ — URL, URL Z¥—At
hitp THZIBELAHY T,

@ 7RI —HATHITPS BiAIFMT 570IEAYT 2 TO0¥>— URL, URL 2F— L4l
http 7|3 https THEZVREHNFHY EFT, URL AF—LEHYR—KTZ270F>—0
URLZIEELET, &2 FEAEDTOFT—IE, hitps 2FEHT 2L ICKREX
nNTVWTH, http LAY R—FMLTVWARWEE, I57—%2HELFEFT, TOIT— Ay
T—IROJICRBINT, RDYICRY NT—IEBRIS—DEIICRAZHENHY
F9, V7R9—D5D https Bz v A3 7O0F—%FHALTWEGEIEK. 7
OF2—MEAT S CALHBAEAZITAND LDV SR —%2BRETIHLENH B
ErHYET,

g TOXFS—5BATEEDDB/ERAA VE, RALY, PP RLR, F£Etoxy b
J7—4~ CIDROOAVIRXYIY D—E,

HITRALSVDHRE—BTDELIIC. RAA VDRI . 2T E T, =& 2K y.com (£
x.y.com [C—HL FFA. y.comIZIF—HLFEHA, *EFAL. IXRTOREOTOF
=% NANZALET, 1R M—JLEZE T networking.machineNetwork[].cidr 7 1 —
IWRTERINDZ XY NT—VICEFNTVWRVWI—H—% AT =T v TT 2548, %
hoZzlD—EICEML, B#ROBEZHCHVEIHY T,

httpProxy Z 7= (& httpsProxy 7 1 =)L RKOWTHEREINTULRWERIC, D
74 —I)LRFERINZET,

httpProxy & & U httpsProxy D% 2 7 —4 ZICE ZIADFID readiness F v 7 ILfERA
259 7R9—HD1DLLED URL,

o

9 HTTPS ##D 7O0F 2 —ICEAEI®D CASIBAENE £ 5. openshift-config
namespace ? configmap DS, I THHY BHIIC configmap AFEEL TWBHE
PHYET, TOT714—ILRIE, 7OF>—DT7AT VT 145714 —EBAESD RHCOS 1558
WY RILDLDFRIBICE > TEBERINRWVWRY BEICRY T,

4, TEABERITLDE-HDICT7MIVERELET,

20.3. 7 SR —2EkD 7O+ —DHIkR

cluster 7OF>—A TV MIBIBRTEEHA, 73R —0o70F>—%HIBR9 2I1C1E. 70O
FO—FTII DL TRTDspec 71—V REHIFRLET,

AR
o JSRY—EWEDN—Ivay,

® OpenShift Container Platform oc CLI Y —J)LHD'f Y A h—JILINTW3,

FIE
L oceditd~v Y REFELTCOF>—%2ZLELFT,

I $ oc edit proxy/cluster
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2. 7OF —F TPV ML ITRTDspec 714 — L REBIRLET, UTFICHERLET,

apiVersion: config.openshift.io/v1
kind: Proxy
metadata:

name: cluster

spec: {}
status: {}

3. TREABATZEHDICT74IVERELET,
BEEFER

o CANYRNJVEEERZEDE X X

o JOXL—FERAEDARYIVAX
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F213 h A9 A PKIDEE

F21ZE H XY L PKIDEE

Web VY —ILRED—ED TSy NT4A—LAVR—XY ML, BEICIL—rEFEAL, ZAbHEX
ETALOHICBDIVR—RY NOREAFEHETI2RELNHY ET, hRYLDONRTY v oFx—( Y
T75AMNS0Fv— (PK)EFEALTWRHAIF. T34 R—NMNIBAINEL CASIAEN I SRS —
EHETHEIINDIEIIICCNERETINELIrHY E T,

TOFY—APIZERALT. V5RY—2AfTERINS CATIAEZEBMTEEFT, 1 VX M—JUEF
FRB S VM LRICINERTIZREN DY ET,

o fVAM—IVBIT, VR —2EKOTOFV—%2BELET, TTAR—MIBELEINE
CAZIBAZ 4. install-config.yaml 7 7 1 JL @ additionalTrustBundle ;%3 E CE&HT 2L EN
HYFET,

AVZAMN=TOTZALIE EFLLEBEINO CABEENS £N % user-ca-bundle &\ &ZH]
M ConfigMap &4 L £ 9, JRIC Cluster Network Operator I&, T 5 ®D CA SEBFZ % Red
Hat Enterprise Linux CoreOS (RHCOS) 1§38/Y> RILIC¥—2 9 % trusted-ca-bundle
ConfigMap Z/EE L. Z® ConfigMap (£ 7OF>—A4 T ¥ hD trustedCA 7 1 —JL KT
SBINET,

o SUNALBI. T7ANMINODTOFO—F TV IV MNEEBLT, 7534 R—MIBELIN
7o CAGIBAZAEM LET (i, /7FR9—07OF > —EBWELDOT7—2 70—D—ET
) NI, VSR —TEEINDIVENH D T4 R—MNIBEZINL CAREENS
FN 3 ConfigMap ZER L. JRICT S 4 R— MIEBRZINAIBEZED ConfigMap 22818 $ %
trustedCA T7OF > — YUY —REZZBETLIENERLET,

pa )

14 VA N—5—E%ED additionalTrustBundle 7 1 —JL KRB L O TOF>—1JY—2AD

trustedCA 7 1 =)L KiE, VSR 9 —2FDEFENY NILEEEBITL-HOICFRINE

9, additionalTrustBundle (1 > X h—JLBEICFEARAI N, 7O+ —O trustedCA H°
SV LBICERINET,

trustedCA 7 1 —JL RiE, V53R —JVR— Y MIL>THEAINSZ HRS LGERA
ELX—DRT7%EEL ConfigMap DS TY,

2.4 VA RN—ILEDISRAY—2FK0 70X —DRE

EREIRETIE. 1 V9 —FY MADEET I ERAEEEL. KDYITHTTP £/ HTTPS 7O+
V—%FRETRZIENTEEYT, TOFT—RE% install-config.yaml 7 7 1 JLTITO T &ICE& Y., #
#2M OpenShift Container Platform 7 S 24 — % J7OF L —%FHAT LD ICERETE T,

(1} =355
o BI7Z O install-config.yaml 7 7 1 L A% 5,

o USRI —ITIVERTEZMEDHZDTM NaBREFAT., ThoOoWTFhrhTOF> —%
NANRGTEZRENHZNEDIDEZHFLTWS, TT7FILNT, §RTDY S5 AY— egress
NS TAV I (VFRI—BRKRARNTZ IS RIZDOVWTOY ST R7AONA T —APHIIHT
ZHECHLEED) IF7OFY—3hFET, TOFY—2RBICHLTNA /AR TBHIC,
4 M% Proxy + 72 =7 b ® spec.noProxy 7 1 —JL KIZEEML TW3,
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R

Proxy & 7'~ = 7 b ® status.noProxy 7 4 —JL KIZIE, 4~ X b—JLERED
networking.machineNetwork[].cidr. networking.clusterNetwork[].cidr. & &
U networking.serviceNetwork[] 7 1 —JL RDENBZREINZE T,

Amazon Web Services (AWS). Google Cloud Platform (GCP). Microsoft
Azure, & &£ U Red Hat OpenStack Platform (RHOSP) ~AMD A > X b —JL D
&, Proxy # 72 =/ h® status.noProxy 7 4 —JL RIZIE, 1 YV RAI VA XS
T—HDIY RKRA b (169.254.169.254) LR EINFE T,

FIE
1. install-config.yaml 7 7 1 L&#R&EL. 7OF>—H%EEEBMLET. UTICHERLET,

apiVersion: v1i

baseDomain: my.domain.com

proxy:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com

additionalTrustBundle: | )

PSR —HNDOHTTP A ER T 27=OICERAT2 70+ — URL, URL ¥ — AT
http THZLELHY F T,

ISR —NTHTTPS #f 2 ER T 5 7-DICFEAT 2 7O+~ — URL,

o

TOXY—DORHATBODEERAA VA, IPTRLR, FidthoRry hO—2
CDROOAVIREYPYD—E, YT RAAVDHE—BTDELIIC. KXA VDRI, %
FIFFEY, & ZIE y.comE x.y.com IC—HL FFH. y.com(ZIF—HLFHA, *
EEAL, IRTOBEDTOFV—ENANRALET,

Q EEINTWVWBIBEICIE. 1 VR M=)LTFOY S AL, openshift-config namespace IZ
user-ca-bundle & \\ 5 ZREIDEREBF = EM L T, BIND CAGERAEZREFEL X
¥, additionalTrustBundle & V< EH 120 TOF VY —REEBELLBAIC
i&. Proxy + 7Y x4 K& trusted CA 7 1 —JL R T user-ca-bundle 33~ v 7% S8
TEHEOICEREINE T, TDE. Cluster Network Operator &, trustedCA /X5 X —
H—IHEEINLZOAYT VY%A RHCOS bS5 R MY RLIZY—2 T 3 trusted-ca-
bundle 32 E~ v 7% ER L £ 9., additionalTrustBundle 7 1 —JL KiZ, 7OF>—D
TATYT 4T 4 —iBEDN RHCOS SNV RILD S DRREER/ICEL > TERINRVR
YREITRY ET,

Pz
AR N=TOTZLI1E. FOF>—0D readinessEndpoints 7 1 —JL K% H
/_.ﬁ)_ I\ l/ i‘t}.—/\lc

2. 771 %{R7E L. OpenShift Container Platform @4 Y A h—JLEBICChE SR LT,
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A VRAN=)TOTZLIE. FBED install-config.yaml 7 7 1 LD 7OF > —RE%FHT % cluster
EWDERIDYI SR —2f0TOF Y —%FHLFET, TOFI—FREMMEEINTLARNE
A. cluster Proxy 7 79 = 7 M PMRARE LTI N E T4, Zhilld spec 'Y FH A

pa T

cluster & WD &ZEID Proxy £ 7V 7 DAY R— KNI h, Bo7OF>—%4F
BRI BIEETEEEA,

21.2. 7 229 =20 70xF > —0FEME
Proxy 7 72V ME., 75 R9—2ED egress 7TOF >V —4FTEITHHDIFERAINET, 7OF

V—EREETICISRY—DPNA VA N=IVELIETyTIL—REN3E, ProxyZ 7Y x4 MEB|
IMIEXRINTTH, spec FEREINTHA, UTICHIZRLET,

apiVersion: config.openshift.io/v1
kind: Proxy
metadata:

name: cluster
spec:

trustedCA:

name: ""

status:

9529 —EEEIL, D cluster Proxy 4+ 7Y =¥ b %ZE L T OpenShift Container Platform ® 7
AFS—%ZRETEEY,
pa 3]

cluster & WD &ZEID Proxy £ 7 7 DAY R— KNI h, Bo7OF>—%4F
KB EIETELZHA,

AR
o JSRY—EEWEDN—Ival,

® OpenShift Container Platform oc CLI'Y =LA Y A R—ILINTW3B,

FIE
1L HTTPS D 7O+ > —ICHERBIND CAEHENEEN S configmap Z1EK L £7,

P
TOXY—DOF ATV T 14T 1 —iEHEH RHCOS fEF8/3Y RILA 5 DRI
$oTELEINDGHZAR. ThzdBTEIT,

a. L FOWAT user-ca-bundle.yaml & WS 7 7/ JLEER LT, PEMTIYOd—RKXhik
AAREDEEEELF T,

apiVersion: vi

data:
ca-bundle.crt: | ﬂ
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358

b.

<MY_PEM_ENCODED_CERTS> g
kind: ConfigMap
metadata:
name: user-ca-bundle G
namespace: openshift-config ﬂ

DT —% *¥—IF ca-bundle.crt &V ZENCTEZHRENHY T,

TAFT—DTATVT 4T 4 —HBREICERTEHOIFERINS 1 DULED PEM
TIYI1— R3Ih7= X509 iFARZE,

Proxy # 72 =7 kH5BRIN S configmap .

o0 09

config map & openshift-config namespace IZ2 TN iE7AY FH A,

DI 7AIWDSERESTY THERLET,

I $ oc create -f user-ca-bundle.yaml

2. ocedit IV Y REFEHLTCProxy 47 NZEELET,

$ oc edit proxy/cluster

3 TOFY—IBEBERT A —ILREBRELET,

1]
2]

apiVersion: config.openshift.io/v1
kind: Proxy
metadata:
name: cluster
spec:
httpProxy: http:/<username>:<pswd>@<ip>:<port> ﬂ
httpsProxy: https://<username>:<pswd>@<ip>:<port>
noProxy: example.com
readinessEndpoints:
- http://www.google.com
- https://www.google.com
trustedCA:
name: user-ca-bundle 9

PSR —HNDHTTP A EK T 27=OICERAT2 0% — URL, URL ¥ —LAlE
http THZENDHY £,

PSR —HNTHTTPS HERAER T 27DICERAT 2 7OF > — URL, URL AF—A4lF
http 7|3 https THEZVEHNFHY EFF, URL AF—LEHYR—KTZ7O0F>—0
URLZIEELET, L&z FEAEDTOFT—IE, hitps 2FHT 2L ICEKREX
nNTVWTH, http LAY R—FLTVWARWEE, I5—%2HELFT, TOIT— Ay
T—YROVICRBINT, KDYILRY NT—JERIS—DLIICRAZEELNHY
F9, V7R9—D5D https Bz v A3 7O0F—%2FHALTWEGEEK. 7
OF>—2MFAT 2 CALHAEEZITAND LDV SR —ABRETIHENH D5
arHhY ET,

TOFY—HBRATEIZODBERX A VE, RAA YV, IPTRLR, Fhidttory b
J7—/%- CIDROIAVIEXEYY D—E,
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HTRAAVDHE—HTEEIIC. RAA VORI . Z2fF1FF T, & ZIE y.com &
xy.com [CT—HLFITH, y.com ZIEF—HLEEA, *EFEAL. IXRTOEEDOTOF
=% NANZALET, 1A DM—JLE%TE T networking.machineNetwork[].cidr 7 1 —
IWRTEZEIND XY NT—VILEEFNTVWRWI—H—%RT =T v TI 254, T
nozZO—EBIEML, BROBEEZHSCHENHY £,

httpProxy Z 7z(& httpsProxy 7 4« —JL ROWTHEREINTWRWEEIL, D
74 —I)LRFERINZET,

httpProxy & & U httpsProxy D% 2 7—4 RIZE ZIADHID readiness F v 7 ILfERA
259 7R9—HD1DLLED URL,

o

@; HTTPS D 7O+ & — ICREABIND CAIIFAZA S F N 5. openshift-config
namespace ? configmap DS, T I THRT BHIIC configmap HEEL TVWBRHE
BHYET, TOT714—ILRIE, TOF2—DT74F7V 71471« —5EBAED RHCOS 558
NYRILOSDRIRBICL > TERINABWVWRY BEICRY T,

4, TEABERITDE-HDICT7MIVERELET,

21.3. OPERATOR %= {&fA L /=FEAZE D#EA

AR I CASERAE A ConfigMap BEH TV 5 A4 —ITEBMI N5 &, Cluster Network Operator (&
A—HF—Il&>TTOEY 3=V JEN3 CARBAES S VY AT LA CAERAEZE—N\Y RLITT—
L. BNV RILOEAEERT % Operator ILY—IV XNV NILEEALE T,

Operator l&. LTFDZRILDFFWZED ConfigMap ZERK L TZDEAEZERL T,
I config.openshift.io/inject-trusted-cabundle="true"
22D ConfigMap Dl:

apiVersion: vi
data: {}
kind: ConfigMap
metadata:
labels:
config.openshift.io/inject-trusted-cabundle: "true"
name: ca-inject
namespace: apache

ﬂ 22D ConfigMap &% EEL X9,
Operator I&. Z® ConfigMap #a Y7+ —DO—AIEBRARNTICITV Y M LET,
pa 3]
EEEI N/ CASIBAZ DEMIE. FSEBAZEA' Red Hat Enterprise Linux CoreOS (RHCOS)

BENY RIVICEEFNRWGZEILOADEICRY T,

EEBAZE DE AL Operator ICHIRI N EH A, Cluster Network Operator I&. ZZ®D ConfigMap A
config.openshift.io/inject-trusted-cabundle=true Z X)L % FR L TEXRINZIHEIC. TTOD
namespace CitFAZEZHHATE XY,
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ConfigMap |9 R T® namespace ICEL ZENTE XA, ConfigMap I(EHRY L CAZBEET S
Pod IDEAVTHF—IIR/LTARY 2—LELTIVY MINZBELNHY FT, UTIEFICKY F
_a_o

apiVersion: apps/v1
kind: Deployment
metadata:
name: my-example-custom-ca-deployment
namespace: my-example-custom-ca-ns
spec:

spec:

containers:
- name: my-container-that-needs-custom-ca
volumeMounts:
- name: trusted-ca
mountPath: /etc/pki/ca-trust/extracted/pem
readOnly: true
volumes:
- name: trusted-ca
configMap:
name: trusted-ca
items:
- key: ca-bundle.crt ﬂ

path: tls-ca-bundle.pem g

Q ca-bundle.crt i ConfigMap ¥ —& L TREICAY £,

Q tls-ca-bundle.pem (& ConfigMap /X2 & L TRHEITAY X7,
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5522% RHOSP TO &R HY

22.1. KURYRSDN % {#f L 7= OCTAVIAOVN O— RS v H—7FO/ A
J— R4 /R—DEHR

OpenShift Container Platform 2 5 24 —A* Kuryr Z{ERA L. ZhHEICRHOSP16 L7y UL —K
I 7z Red Hat OpenStack Platform (RHOSP) 13 2 2V RIZA Y A —ILI N TWBIHE., Ih%x
OctaviaOVN 7ONA F— RS A N—%FHAT DL DIRETEE T,

BF

Kuryr i@ 7ONA = RSAN—DEBRZICEEOO— RN U —%2BEMIFT, &
DFOERIZELY, Y991 LHELET,

AR
e RHOSP CLI ® openstack =1 Y 2 h—JLL XY,
® OpenShift Container Platform CLI D oc #41 Y XA h—IJL L E T,

® RHOSP @ Octavia OVN RS A N—DBWICR>TWB I EA#HRALEY,

)

FAHEE/R Octavia RZA N—D—E%ZKRRT SICIF. 7Y K54~ T openstack
loadbalancer provider list # A1 L %9,

ovh RS A N—Fa<v Y ROHAICKRTIhET,

FIE
Octavia Amphora 7O/31 ' — RS54 /X—H 5 Octavia OVN ICEE T 5ICIE. UTFERITLET,
1. kuryr-config ConfigMap 2 X %9, AV RZA4VT. UTZEITLET,

I $ oc -n openshift-kuryr edit cm kuryr-config

2. ConfigMap T. kuryr-octavia-provider: default S F N 21T7%#HIBRL ET, UTICHIZRL
7,

kind: ConfigMap
metadata:
annotations:
networkoperator.openshift.io/kuryr-octavia-provider: default ﬂ

Q CDITEHIBRLEST, V75R9—IE. ovn 2{EELTINEBERLET,

Cluster Network Operator B"ZEE %##H L. kuryr-controller & & U* kuryr-cni Pod 87 7’0
1920%[FHLET. 2OTOCRICIFHDOFEAN DN 2 AEEELRHY £,
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3. kuryr-config ConfigMap 7/ 7—> 3T ovn ZZDEE LTRRINTWVWE I & &ML
¥F9, AVYRZA VT, UTFEETLET,

I $ oc -n openshift-kuryr edit cm kuryr-config
ovh 7ONA ¥ —DEIFHAICKRIINET,
kind: ConfigMap
metadata:

annotations:
networkoperator.openshift.io/kuryr-octavia-provider: ovn

4, RHOSP 2D O—RNS U H—%BERLTWE & %#BEELET,

a. ANV R4 VT, UTFZEITLET,
I $ openstack loadbalancer list | grep amphora

B—@® Amphora A— RN U H—ARRINET, UTFICHERLET,

a4db683b-2b7b-4988-a582-c39daaad7981 | ostest-7mbj6-kuryr-api-loadbalancer |
84c99c906edd475ba19478a9a6690efd | 172.30.0.1 | ACTIVE | amphora

b. MTFZANLTovn O— RNRSUH—%2HRELZXT,
I $ openstack loadbalancer list | grep ovn
ovh 4 7DHEY DO— RN U H—ARRINET, UTFIKAERLET,

2dffe783-98ae-4048-98d0-32aa684664cc | openshift-apiserver-operator/metrics |

84c99c906edd475ba19478a9a6690efd | 172.30.167.119 | ACTIVE | ovn
0b1b2193-251f-4243-af39-2f99b29d18¢c5 | openshift-etcd/etcd |
84c99c906edd475ba19478a9a6690efd | 172.30.143.226 | ACTIVE | ovn
f05b07fc-01b7-4673-bd4d-adaa4391458e | openshift-dns-operator/metrics |
84c99c906edd475ba19478a9a6690efd | 172.30.152.27 | ACTIVE | ovn

222.0CTAVIAZ{ER L7745 —>a v NS T4 v IRDI SR —
DRg—1) T

Red Hat OpenStack Platform (RHOSP) T%4T X 115 OpenShift Container Platform ¥ 2 24 —Tl&.
Octavia BT —EXZFERAL T. EBDOREYL Y (VM) /<ld FloatingIP 7 FLRIZ S
T4 PRI HIENTEET, TORREIF. E—VVFELETRLANMELIEZRMLRY
JEBERBLET,

7S5 A8 —TKuryr 2FEHET %354A. Cluster Network Operator &7 704 X >~ MFICAER Octavia
A— KNS —%FERLTVWE L, PTVr—YavRry NI—90R—) U 7ICiEk, coo—
KNSV —%FHATEET,

PSR —TKuryr EFERALABWGE, 77U S5—2arvDxry NI—0OR 75— U JILERT %M
B®D Octavia A— KNS VH—%ERT 2HEIHY T,
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22.2.1.Octavia 2@ LIV SRAY—DRT—Y) V45

BEDOAPIO— KNS UHY—% AT B5EPY. 7 5R9—D Kuryr ZER LAWEA, Octavia A—
KNS —ZFRLTHDL, V7RI —%IheERIDLIICERELEY,

AR

FIR

e Octavia & Red Hat OpenStack Platform (RHOSP) 704 X~ N THATE XY,

L. AYY RZAUD 5. Amphora RS A /R—%EHAT % Octavia B— RN U H—%EMR L £

ER

$ openstack loadbalancer create --name API_OCP_CLUSTER --vip-subnet-id
<id_of worker_vms_subnet>

API_OCP_CLUSTER Ofth Y Il, EBEDLRIAERTEIENATEXET,

CBA=RKNRSUHY =BT IT 4TIl loeb, YRFT—%EHRLET,

$ openstack loadbalancer listener create --name API_OCP_CLUSTER_6443 --protocol
HTTPS--protocol-port 6443 API_OCP_CLUSTER

R

A—RNRSUH—DRAT—H X%RTY %ICIE. openstack loadbalancer list
EAALZET,

.Sy ROEYFZILT) A LEFERAL, By a voOxEENBRNICINTWS T—ILE{ERK

L/i_a—o

$ openstack loadbalancer pool create --name API_OCP_CLUSTER_pool_6443 --lb-
algorithm ROUND_ROBIN --session-persistence type=<source_|P_address> --listener
API_OCP_CLUSTER_6443 --protocol HTTPS

LAy hNO—LT L=y A FAERETHB I EEHRTHICIK. AVREZSY—AEFRL

ia—o

$ openstack loadbalancer healthmonitor create --delay 5 --max-retries 4 --timeout 10 --type
TCP API_OCP_CLUSTER_pool_6443

LAy bhO— LT L=y AEO—RNSUY—T—)LOXAYN—¢LTEMLET,

$ for SERVER in $(MASTER-0-IP MASTER-1-IP MASTER-2-IP)
do
openstack loadbalancer member create --address $SERVER --protocol-port 6443
API_OCP_CLUSTER_pool_6443
done

. F T3 VSR —APIDFloatingIP 7 NLRAZBHATBICIE,. REEAMRRLET,

I $ openstack floating ip unset $API_FIP
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7. REEMMBRINS APLFIP, F2EFHHRT7 LR &, FERINZO0—RIES V5 —VIP ITEM
l./ia—o

$ openstack floating ip set --port $(openstack loadbalancer show -c <vip_port_id> -f value
API_OCP_CLUSTER) $API_FIP

P25 —IF, BEAEIC Octavia ZFEAT 2 LD ICARY F L,

pa )

Kuryr ' Octavia Amphora RS54 N—%ZFEAT 2% G, INXTDOISI T4 v 7 EE—-D
Amphora [RIEZ > Y (VM) BT —F 1 VIS hE T,

CDFIEZ#EYRLTEMODA— NS —%FHRLET, InIiICLY, RhLxRY
DE@ERTDHIENTEZET,

22.2.2. Octavia DFEAICL 5 Kuryr Z2FRHT 29 SR —DRT—Y T

P59 —TKuryr 2FET 25E1E. 7529 —O0 APIFloating IP 77 KL X #BE#F D Octavia A— K
NS Y —ICEEMITET,

IE= Jia
® OpenShift Container Platform 2 5 X4 —{& Kuryr Z{ERA L £ 7,

e Octavia & Red Hat OpenStack Platform (RHOSP) 704 X~ Kk THATE XY,

FIR

L A7>av: AV R4 UNSI SR8 —APID FloatingIP 7 RL RZBFAT 5ICIE. &
DERE=MRLET,

I $ openstack floating ip unset $API_FIP

2. REEMMBRINSG APLFIP, FLEFHIRT7 KL A%, ERIN/=0— KILS 25— VIP ITED
L/i-a—o

$ openstack floating ip set --port $(openstack loadbalancer show -c <vip_port_id> -f value
${OCP_CLUSTER]}-kuryr-api-loadbalancer) $API_FIP

PS5 28 —F, BREDBUC Octavia AT LD ICHY F L,

pa

Kuryr ¥ Octavia Amphora RS54 N—%ZFEAT 2% G, IXNTDOISI T4 v 7 EE—-D
Amphora [RIE< S Y (VM) BETIL—F 1 VIS hE T,

CDFIEZ#EYRLTEMOA— NS —%FHRLET, hnIiICLY, RhLxRy
VEBRTDIENTEET,

22.3.RHOSP OCTAVIA Z{#H L7/ INGRESS k5 71 v VDR —1) VT
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Octavia A— RN\SUH—%ZFEAL T, Kuryr Z2EHAT2575X9—TlIngress AV hO—F—%Z R —
VU ITTEEY,

=S5

FIE

OpenShift Container Platform 7 5 X4 —I& Kuryr #{ERA L £ 9,

Octavia I RHOSP F7O4 A~ NTCHEBETE X7,

REDODRHRELIL—F —H—EREIE—TFTBICIE. I Y RSAVTUTEAALET,

$ oc -n openshift-ingress get svc router-internal-default -o yaml > external_router.yaml

external_router.yaml 7 7 1 JLC. metadata.name & & U spec.type DfE % LoadBalancer
IKEBELET,

W—9—T7 74D

®9

&

apiVersion: vi
kind: Service
metadata:
labels:
ingresscontroller.operator.openshift.io/owning-ingresscontroller: default
name: router-external-default ﬂ
namespace: openshift-ingress
spec:
ports:
- name: http
port: 80
protocol: TCP
targetPort: hitp
- name: https
port: 443
protocol: TCP
targetPort: https
- name: metrics
port: 1936
protocol: TCP
targetPort: 1936
selector:
ingresscontroller.operator.openshift.io/deployment-ingresscontroller: default
sessionAffinity: None
type: LoadBalancer

Z DfElF router-external-default D & 5 ICEERTH B T &R L F T,

Z D{El% LoadBalancer THd T & &=MEZRL 9,

pz 10!
O—RNRNSYUS VT EFEEEDRWVWY A LRY Y TRFDMBDIESHRAYIBRTEET,
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1. A% Y RS 4 T, external_router.yaml 7 7 1 LHSH—ERXZERLET,

I $ oc apply -f external_router.yaml

2. U—ERDHAEIP 7 KL ZAAA— KNS VS —(ICEEMITONTWEEDERLCTHD I &%
BRALET,

a. ARV RSA VT, Y—ERXOHNBIP7RLRAEREBLET,

I $ oc -n openshift-ingress get svc
ol

NAME TYPE CLUSTER-IP EXTERNAL-IP  PORT(S)
AGE

router-external-default LoadBalancer 172.30.235.33 10.46.22.161
80:30112/TCP,443:32359/TCP,1936:30317/TCP 3m38s
router-internal-default ClusterlP  172.30.115.123 <none>
80/TCP,443/TCP,1936/TCP 22h

b A—RNSYH—DIP7RNLRAZERELET,
I $ openstack loadbalancer list | grep router-external
ol

| 21bf6afe-b498-4a16-a958-3229e83c002¢ | openshift-ingress/router-external-default |
66f3816acf1b431691b8d132cc9d793c | 172.30.235.33 | ACTIVE | octavia |

c. BRIDRAT Y 7THELAT KL AN, FloatingIP D—ETHEICEEMITShTWSCZ
EEWRLET,

I $ openstack floating ip list | grep 172.30.235.33
6

| 2f80e97-8266-4b69-8636-e58bacf1879e | 10.46.22.161 | 172.30.235.33 | 655e7122-
806a-4e0a-a104-220c6e17bdab | a565e55a-99e7-4d15-b4df-f9d7ee8c9deb |
66f3816acf1b431691b8d132cc9d793c |

EXTERNAL-IP D{E% %738 Ingress 7 KL R E LTHEATES LD 1LY F L1,

R

Kuryr ¥ Octavia Amphora RS54 N—%ZFEAT 2% E. IXNTDOISI T4 v 7 FE—-D
Amphora [RIEZ S Y (VM) B TIL—F 1 VIS E T,

COFIEERYELTEMOO— RASYH—5ERLET, ThicdY, KRRy
A HEBHTHIENTEET,

22.4. 54580 — RNNS U H—DEETE

366



#5228 RHOSP TOARFLE

Red Hat OpenStack Platform (RHOSP) @ OpenShift Container Platform 7 S X4 —%, 77 #JL kD
A—RNSUH—DORDYICHAO— RSV —%2FRHTELIICERETEIET,
AR

o O—RNNFUH—TIE, YATLOEREDI—HF—HTCP ZR—h 6443, 443, LU 80
NHATEIREIHYET,

o TNFhoIayhO—ILTL—Y/—KBTAPIR—hN 6443 5 ETFOBLET,
o TRTPMPAVEL—KN/—KRBTT7 TNV Tr—>avR—M443 680 %#ERTOBLET,

o O—RNZUH—TIE Ignition BEFREZE / — NICIRMT 2DIERAINDR— b 22623
ISR —HICARAINhIE A,

o N—RNSUH—FIVSRIY—KHDITRTDIVVICT I EATEINErHYET, TDF
P RAEHFATBHHEICIK. UTFHAEFIhET,

o O—RKRNSUH—BHISRI—DII VDY TRy MCEIYHYTET,

o O—RNZYUH—%FHATZTVICFloatingIP 7 KL REE|Y B TET,

BF

NEOBRESEY—EREEO Y NO—ILTL—Y/—RIFALCL2 XY NT—0 TETT
ZHEIAHYEY, /-, VLIANAFRALTEAFTSBEY—EREEay bO—ILTL—V
J—REDKRZ 74 v 0 %I—T4 VT FTBEICEAL VLAN TEITTZ2HEHLIHY
_a—o

FIR

1. R— b 6443, 443, LUV 80 TA—KRKNSZUH—MNEIFZRY—~DT7 IV A=EFMLE
£
e & ZIE. LATFD HAProxy BREICEBRE L TLRET L,

H> 7V HAProxy XEDE I > 3>

listen my-cluster-api-6443
bind 0.0.0.0:6443
mode tcp
balance roundrobin
server my-cluster-master-2 192.0.2.2:6443 check
server my-cluster-master-0 192.0.2.3:6443 check
server my-cluster-master-1 192.0.2.1:6443 check
listen my-cluster-apps-443
bind 0.0.0.0:443
mode tcp
balance roundrobin
server my-cluster-worker-0 192.0.2.6:443 check
server my-cluster-worker-1 192.0.2.5:443 check
server my-cluster-worker-2 192.0.2.4:443 check
listen my-cluster-apps-80
bind 0.0.0.0:80
mode tcp
balance roundrobin
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server my-cluster-worker-0 192.0.2.7:80 check
server my-cluster-worker-1 192.0.2.9:80 check
server my-cluster-worker-2 192.0.2.8:80 check

2. O—RNSUH—TISRAY—APIBLOCT7 TV r—2av®ODNSH—NR—|CLO—K%EBE
MmLET. UTFICHERLET,

<load_balancer_ip_address> api.<cluster_name>.<base_domain>
<load_balancer_ip_address> apps.<cluster_name>.<base_domain>

3. A%V R4V Teurl2FALT, ABO—RNANSUH—B LU DNSERENEET D &%
BRALET,

a. V7RI —APIDNT IV ERAFARETHD I EEHRALET,
I $ curl https://<loadbalancer_ip_address>:6443/version --insecure

RENELWGZEIF, BEELTISONF TV I hERELET,

"major": "1",

"minor": "11+",

"gitVersion": "v1.11.0+ad103ed",
"gitCommit™: "ad103ed",
"gitTreeState": "clean”,

"buildDate": "2019-01-09T06:44:10Z",
"goVersion": "go1.10.3",

"compiler": "gc",

"platform™: "linux/amd64"

}

b. VSR —TF TV r—2avhr 7O ERAARTHZIZ EAHRELET,

pa

Web 7’5 7 #'—T OpenShift Container Platform 3>V —JL&RE, 71
T—2avDT7 VA EERTBIEETEET,

I $ curl http://console-openshift-console.apps.<cluster_name>.<base_domain> -1 -L --
insecure

RENELWGEEIF, HTTPIREZZELE T,

HTTP/1.1 302 Found

content-length: 0

location: https://console-openshift-console.apps.<cluster-name>.<base domain>/
cache-control: no-cacheHTTP/1.1 200 OK

referrer-policy: strict-origin-when-cross-origin

set-cookie: csrf-
token=39HoZgztDnzjJkg/JuLIMeoKNXIfiVv2YgZc09c3TBOBU4NI6kDXadH1LdicNhN1UsQ
Wzon4Dor9GWGfopaTEQ==; Path=/; Secure

x-content-type-options: nosniff

x-dns-prefetch-control: off
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x-frame-options: DENY

x-xss-protection: 1; mode=block

date: Tue, 17 Nov 2020 08:42:10 GMT

content-type: text/html; charset=utf-8

set-cookie:
12670d92730b515ce3a1bb65dad45062=9b714eb87e93cf34853e87a92d6894be; path=/;
HttpOnly; Secure; SameSite=None

cache-control: private
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EBRELHAVASY—AVI—TITAAARN)IRADZY NT—4
) ¥ TADEENIF

231 E=S NV TDEDDEAVIT )=y 8T—=0 XA K v I DYLR

TAVI)—FNRAR A VI =T 4 R)IE. FEOARICEDLETFERAINEYS, EAVSFU—FTN
AADA NV RER UCDETEET 270, ThOHEDFET2HEAHERTI2LENHY T,

NEAINZARN)IRITEEA VI =T A ADBEFNETH. 1 V9 —T7 (4 AOHFRIFEEEIN F
Ao TNiE, BIIDA VI —T 4 ANRWMEGHICEITTEES, L. EHVY Y —a vy —Tx
A ZAMNEMINEIFZE. AV — T A RGETZFERALTA VY —T7 4 R &HANT2DIEFEL WL
H, ANy I DERVEEICAZTREENHY X7,

AT —A VI —T 24 R%BMNMT 256, TORABEEBIMINELIBEFICL>TERYES, £

oo BRZ2EAVI VAV —T A ADERDZRYMNTI—JICBL. ChOEERZEMIERT
XET,

pod_network_name_info 2R 35 &, IREDANY I REA VI —T 4 A9 4 T%HBAT %8
BHREFEALTIRTEET, CTOLIICLT. X MY IREEHNL. BEDA VIY—T A RIA4TS
ICHEEDT7 o —L%EBITEET,

2y NT7—=204%414 F1E. BEET % NetworkAttachmentDefinition D&BI#FA L TERINFE T, &
DEHEINE, EAVY Y=y NI—VUDERDZ VS AERXFTZLHOICERINET, L&z BR

Z2RYRNIT—=DILBT DAV —T 4R, BRBCNIZFHTZM V9 —T7 14 RIF. BERBXRY
RO—28Y U TEEREAFERLEY,

23.1.1. Network Metrics Daemon

Network Metrics Daemon I&., XY N7 —27BEEDA M) V2 A&2[NEL. AT ZTFT—FEYAVER—F
v hTY,

kubelet (39 TICHEFETED XY hT—VBEEDA M) VXA ZRALTVWET, LTI, ThoDX b
)7 RITRYFET,

e container_network_receive_bytes_total

e container_network_receive_errors_total

e container_network_receive_packets_total

e container_network_receive_packets_dropped_total

e container_network_transmit_bytes_total

e container_network_transmit_errors_total

e container_network_transmit_packets_total

e container_network_transmit_packets_dropped_total
INHDANYTZADINIVICIE, ELICUATAEENE T,

® Pod DEHI

® Pod M namespace
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BREEHIIV—AVI—TIARAAM)IADTRY b 7—78Y HTADEEMN T

o (VH—T x4 % (ffl: eth0)

INLEDA MY I RIE, EZIE Multus ZFEB LT, FIIA V9 —T7 214 AW Pod ITEBMINDET
ERBICKRELET,

AV —=—TIAZADIRINIA VI —T A RZESRBLETH, TOA 9 —T7 14 AOF&IIBAHE
TlEAHYFEFA, ZLDERBRBAVI—T A ADHDBE. BEELTWEX KN IIANSEBTERY
ND—OA5BRBITDIEIEITITEHA,

Ihilik, UBEDEY > 3 Y THREET 2HED pod_network_name_info Z#EBA L THRISTEE T,

2312. X2y D=0 &EFHDODAN) IR

Z @ daemonset I&. BEIFEDIEHD 0 D pod_network_name_infoBIEX ) VR NBELE T,

pod_network_name_info{interface="net0",namespace="namespacename"”,network_name="nadname
space/firstNAD",pod="podname"} 0

XYy MT—=0BZINVIE Multus ICE > TEBIMINZ T/ T—YavEFERLTERINET., Ih
. X2y b7 =7 DEIY L TEEHNET % namespace DEfEE, Xy N7 —JE|Y B TEHEDEZFIT
ER

FLOUXARNY IV ZDATIETOBEIREINFIEAN,. Xy b7 —2EED container_network_*
ANYIREEHEDET, EHVY Y=y NT—JDERICHT B HR—MEBRLELET,

DLFD&LS 7% promql 7 TY) —%{FHE9 % &, k8s.vi.cni.cncf.io/networks-status 7 / 77— 3 U H
LEELAEERY NT—VREZEUCHBADAN) IV RAZRETEET,

(container_network_receive_bytes_total) + on(namespace,pod,interface) group_left(network_name) (
pod_network_name_info )

(container_network_receive_errors_total) + on(namespace,pod,interface) group_left(network_name) (
pod_network_name_info )

(container_network_receive_packets_total) + on(namespace,pod,interface)
group_left(network_name) ( pod_network_name_info )
(container_network_receive_packets_dropped_total) + on(hamespace,pod,interface)
group_left(network_name) ( pod_network_name_info )

(container_network_transmit_bytes_total) + on(namespace,pod,interface) group_left(network_name)
pod_network_name_info )

container_network_transmit_errors_total) + on(namespace,pod,interface) group_left(network_name)
pod_network_name_info )

container_network_transmit_packets_total) + on(hamespace,pod,interface)
group_left(network_name) ( pod_network_name_info )
(container_network_transmit_packets_dropped_total) + on(namespace,pod,interface)
group_left(network_name)

~ o~~~
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