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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-updating-node-network-config
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-collecting-virt-data
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-live-migration
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#installing-virt-cli
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-about-node-maintenance
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#about-virt
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-using-the-default-pod-network-with-virt
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-attaching-vm-multiple-networks
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-installing-virtctl
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/migration_toolkit_for_containers/#about-mtc
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-features-for-storage
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-customizing-storage-profile_virt-creating-data-volumes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-using-the-cli-tools
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-live-migration
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-creating-and-using-boot-sources
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-logs
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-events
https://www.openshift.com/blog/updating-a-boot-source-image
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-monitoring-vm-health

OpenShift Container Platform 4.8 OpenShift Virtualization

TEEEAL T,

OpenShift Virtualization — virtetl 754 7> b® O7B8LUVARVYED HR— b

[CDWT A2AM=Jb KRR
R~ > v OIERK REBTY VDEBEMHEDE
sy

RE< VA VRV REIIVRFVT
DNEHE vav hDERELVE
i

R~ < > DIRRE DI

RE<>>aAVY—ILA
D7 IR

=Ly bk, BETY
7. BELUOY—ERTH
vV MNEFERLTERE
T EIRET VITE
+


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#about-virt
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-installing-virtctl
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-logs
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-events
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-live-migration

#5338 OPENSHIFT VIRTUALIZATION Y Y—2R /J — }

o ZNL—YAPIAZFERALTT—49R) 2a—L%EZBETERLIICRYELEL, AMNL—Y API
& PVCAPI EFERY, DATLDNANL—IUBZY K TBRIC
accessModes. volumeMode, LUV A ML —VREAZFBEIELTEDLOICLET,

o OAVFUYHA TH Kkubevirt DIBE., ERDT—FYR) 2—LE—RETREYY YT 1 R7Y
Dy O—VEER TEBELIICHRY F LA, & 2K volumeMode: Block D kifEAR Y 2 —
I (PV) % O—> % volumeMode: Filesystem @ PV ICERXTEX £ T,
® OpenShift Virtualization A~ Y —JILTU 4 #—RKEZETL T, EEINELY—REFOTVT
L—bhD T—=bhY—RELTHRYI LT A RAVA K=V %R TEET,
3.4. EHRS L CHIR I N8R

3.4.1. FEHEE DB RE

FHEDOHEEIIRIRED) )V —RICEENTEY, Y R—FINhTVWET, £EL. IhHESEDY
) —RTHIBRI NS, FRT 704 AV NTOFERIEHEEINEIEA,

® Red Hat Virtualization (RHV) F7zI& VMware N5 DEBE—DRIE<T > VDA v R— Md, B]RiTY
) —ZATIZIEHE L 72> TH Y. OpenShift Virtualization 4.9 THIBRI N E$, T DHEE
l&. Migration Toolkit for Virtualization ICEE#b U £7,

35 ERRM LEDEER

® OpenShift Virtualization (&, TaT7IVAS v IRy NT—IDBBMIIINTVWEIZTRY—T
EITINZHBEICIPV6 7 RLREZERET LD ICY F Lz, EMff & 4% OpenShift
Container Platform 7 S R4 —IZT a7 IR Y v 732y NT—0REMIINTWBIHE,
IPv4, IPv6, FZZTDOEADIPP7RLRT7 73 —%FAT2 Y—EXZFER TETET,

® KubeMacPool (&, OpenShift Virtualization D4 ¥ X M —JUEFICT 7 A )L N TEMEI N SE LD
ICARY F L7z, namespace D MAC 7 R L 2 7— )L D#ERNE
l&. mutatevirtualmachines.kubemacpool.io=ignore 5 X)L % namespace. IZ:BII L TEITT
TFET, INILEHIERL T, namespace M KubeMacPool #BEEMICLET,

e HyperConverged 771 X% L) ) — X (CR) & OpenShift Virtualization DEEEDHAMLMIRY F L
7= HyperConverged CR zir&Ed4 2 &, UTF%ZXRITTEEY,

o SATIRATL—avDFHRELVY A LTI NDERE

o VMware Virtual Disk Development Kit (VDDK) 4 X — < DIZFTD EFH
o HWCPUETILDERE

o AVFF—LIYRKNY—DTLS DEMIL

o RYUVSYFHEBOANL—IUVS5ADERE

o ANL—Y—/O0—-RD)Y—REHDERE

36.77./0—7LE1—Dss

WE. SEOYY)—REFNZEEICIET /00— LE2a—DEDHIHY EFT, ThHDERERY
Heeld, ERERRETCOEAZENELTVWETA, INODOHBEICEAL TIE. RedHat hR Y ¥ —
R—=FIDLUTOHYR—FEEZSRL T LI,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-creating-a-custom-disk-image-boot-source-web_virt-creating-and-using-boot-sources
https://access.redhat.com/documentation/ja-jp/migration_toolkit_for_virtualization
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-creating-service-vm
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-using-mac-address-pool-for-vms
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-configuring-live-migration-limits_virt-live-migration-limits
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-creating-vddk-image_virt-importing-vmware-vm
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-configuring-obsolete-cpu-models_virt-managing-node-labeling-obsolete-cpu-models
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-disabling-tls-for-registry_virt-using-container-disks-with-vms
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-defining-storageclass_virt-preparing-cdi-scratch-space
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-overriding-cpu-and-memory-defaults_virt-configuring-cdi-for-namespace-resourcequota
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T7/00—7LEa—#EDYR— MEH

o REITIUVA VA VAEEZIEETIC, RET 1 RV 5 RETI VIEBMFAIMREYY v bH
SHIBRT BBAIC. RET ARV ARy N TS 9ELVRy NP TSI TEBLIICHYE
L7z,

3.7. BRI D REIRE

® OpenShift Virtualization 4.8.7 ICEH T 2 &, —HDREBY> Y (VM) B Z14 T4 7L —> 3
YIW—=TFTRIYILET, ThiE, REIYYYI=ZT7ZAMD
spec.volumes.containerDisk.path 7 1« —JL KD HE /N RICEEREINTWVWIIGEICHKEL X
ER

o [EEEELT, REYYYYZT7 TR MNAHIBRL TBER
L. spec.volumes.containerDisk.path 7 1 —JL KD{EA G/ NRICERELE T, ZOD
. OpenShift Virtualization # B TEX £ ¥,

e OpenShift Virtualization /8A—2 3 ¥ 24z BEIZRAICT 704 LicHE, N—Y 32 48~ D
Ty TTL—REKRBL, ROA Y EZ—IDRRRINET,

risk of data loss updating hyperconvergeds.hco.kubevirt.io: new CRD removes
version vialphat that is listed as a stored version on the existing CRD

ZD/NTIE. OpenShift Virtualization B/N— 3 ¥V 250 B TRMICT 7O1MINEI SR
H—ITIEHELEFHA. (BZ#1986989)

o [EEZE LT, HyperConverged 124 A1) Y — R EZ (CRD) » 5 vialphal N—Y 3>
ZHIBRL. 7y 7/ L—RT7OtE22BRLETY.

L ROARY RERFTLT, V5 R9—~DTOF > —EHREEIET,
I $ oc proxy &

2. RO R%3E4TL T. HyperConvergedCRD O .status.storedVersions H* 5
vialphal N\—Y 3 VEBIKRLE T,

$ curl --header "Content-Type: application/json-patch+json" --request PATCH
http://localhost:8001/apis/apiextensions.k8s.io/v1/customresourcedefinitions/hyperconvi
rgeds.hco.kubevirt.io/status --data '[{"op": "replace", "path": "/status/storedVersions",
"value"["vibetal"]}]'

3.ROAXVREERFTLT, Py 77L—R7O0R2BRALET,

$ curl --header "Content-Type: application/json-patch+json" --request PATCH
http://localhost:8001/apis/operators.coreos.com/vialphai/namespaces/openshift-
cnv/installplans/$(oc get installplan -n openshift-cnv | grep kubevirt-hyperconverged-
operator.v4.8.0 | cut -d' ' -f1)/status --data '[{"op": "remove", "path":
"/status/conditions"},{"op": "remove", "path": "/status/message"},{"op": "replace",
"path": "/status/phase”, "value": "Installing"}]'

4. ®ROAX Y R%EFEITLT, ocproxy 7O R EMEHIKT LET,

I $ kill $(ps -C "oc proxy" -o pid=)
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https://access.redhat.com/support/offerings/techpreview
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-hot-plugging-virtual-disks
https://bugzilla.redhat.com/show_bug.cgi?id=1986989

#5338 OPENSHIFT VIRTUALIZATION Y Y—2R /J — }

5. A7 a v ROARY REEFTLT, 7y FIL—RKRTFT—9REHRLZET,
I $ oc get csv

IN—3 3> 4.8 LT OpenShift Virtualization M@t 9 27> 7L — M &HIR T 2546, TV
7L — b & OpenShift Virtualization Operator IZ& > TEHEIMICBERINE T, L. /N—
T3V 48 &Y HENCIER S fu/e OpenShift Virtualization BT 27> 7L — N % BIRT %
mald. HIBRICEEBNICBIERIhERA. TOBER. HIRIWLEIOT Y FL— 25
BIZRETIVORBETITEHFHITEKBLET,

IO—VEN I O—VENRT 2 Y —ZADFARREICARZRICHIBIN S &, 1B2FITERRIC
FLELFEFT, ThiEx, 70—VEEORBRIICY O— Y OEAROHARNMINS/HTT,
(BZ#1855182)

o OEEELT, /VO—VAERT 2 DataVolume 77V x40 hAaHIBRLET, V—IBHF
FARIEEIC/A % &, HIPR L7 DataVolume # 7Y ¥/ NEBER L., 70— VigFAEEIC
RETTEDLIICLET,

OpenShift Container Platform 7 5 X2 4 —#A* OVN-Kubernetes % 7 7 # JL b @ Container
Network Interface (CNI) 7O/N4A ¥ —& L TEAT 5354, OVN-Kubernetes DR R b X v k
D=0 MNRAOY—OEFEICLY. Linux TV v VFLRBRYT AV ITERANDT 74 M
VH—TIARICEYLETEIEIETEF A, (BZ#1885605)

o EhEERE LT, RRANIERIN AV —RY NT—IA4 V9 —T 1 REFERT
%D OpenShift SDN T 7 #JL K CNI 7AONA F—ICHIYBEZZ I ENTEET,

SATRATL—Y a3 VAERTTERWMRIEY Y Y A2RTT % &, OpenShift Container
Platform 2 224 —D7 v 7L — KN 70y I INBaEHENHY £9. ThICTIE,
hostpath-provisioner A ML —Y F72IE SR-IOV Xy KT —9 A4 V9 —T =4 A% FERAT 3R1E
RYVUNEENF T, (BZ#1858777)

o EERE LT, REYIVEBREREL. VI3RI—DF7 v T L—RRICENLDER%.
F7IC92EIICTEET, REYDVEET7T 74 I)LDspec V2 avT, UTFEETL
7,

1. evictionStrategy: LiveMigrate 7 1 —JL R&HIfRLE 9, TEV Y3 VA NS TV —
DEREFEICOVTOFMIE, REYYYOIEI Y3 VAN TI—DRE 558
LTI,

2. runStrategy 7 1 —JL K% Always I[ZEREL £,

J—RDCPUETILNERDE, FA4TIA L —YavICKkBLEYS, /—RICALCYE
CPUETIAHDHBETEH, XAV7O00—ROEMICE > TEAINDZIEWICLYEUKRED
£ LFET, TNE. TIAILRERED., SA4TA4 7L —YaryEEBEDRWERR N CPU N
AR —EfEZE M) H—F27HTT, (BZ#1760028)

o MEEERELT, UTFDOOAX Y REEITLTT 72 MNDCPUETILERELET,

R

SATIATL—2avayR— NI 3REYY VERZRENT BHIIC. TOXE
BETODELGHYEFT,

$ oc annotate --overwrite -n openshift-cnv hyperconverged kubevirt-hyperconverged
kubevirt.kubevirt.io/jsonpatch="]

{

1


https://bugzilla.redhat.com/show_bug.cgi?id=1855182
https://bugzilla.redhat.com/show_bug.cgi?id=1885605
https://bugzilla.redhat.com/show_bug.cgi?id=1858777
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-configuring-vmi-eviction-strategy
https://bugzilla.redhat.com/show_bug.cgi?id=1760028
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llopll: lladdll’
"path": "/spec/configuration/cpuModel",
"value": "<cpu_model>" ﬂ
}
]l

<cpu-model> %= EMED CPU ETILDEICEZMAF T, §XTD./— KNI oc
describe node <node> %3217 L. cpu-model-<name> 5 X)L = HER L T DIE% ¥
ATEET, IRTO/—NICFEETSBCPUETILEZRBIRLET,

® RHV{RIE~Y YDA »R— MFIZ RHV Manager D38 > 7RFLIEHR A ANT % &. vm-import-
operator 7' RHV API ~ND#i#iZ & Y iR LE1TY 27, Manager i& admin 2—%—7Hh o v
MOy o3 2aEENHY £, (BZ#1887140)

o 7huv OOy EMEKRYT BICIE, ManageriCOJ 4 v L, UWTFDOAY Y KEAALE
-a—o

I $ ovirt-aaa-jdbc-tool user unlock admin

® OpenShift Container Platform 4.8 T OpenShift Virtualization 2.6.5 #5179 23548, &EDMH
BAFEE L £9, OpenShift Virtualization /83— 32 48 ILT7y T L—RT3&, Thb
DOEEZ=LORWTEEY,

o Web dYY —JLT Virtualization R— (&) L. Create » With YAML %#3&iR9 % &,
LTFOIS—XyvE—IPNRRINZET,

The server doesn't have a resource type "kind: VirtualMachine, apiVersion:
kubevirt.io/v1"

m @K E LT, apiVersion #° kubevirt.io/vialpha3 (272 % & 5 (T VirtualMachine <
Z7IRAMERELET, UTFICHIZRLET,

apiVersion: kubevirt.io/vialpha3
kind: VirtualMachine
metadata:

annotations:

(BZ#1979114)

o Customize V14— RAFALTRETY VEERTDE, LTOIS—XvE—IHK
RINFT,

I Error creating virtual machine

B OREEELT, ¥=Z 7z RAMNEIOE—L, CLIMSREYY VAEMLET,
(BZ#1979116)

o OpenShift Virtualization Web 3>V —JLZEALTVYNC IV YV —ILICERKRT 2 &, VNC
AV —IVEBICIEICKBLETY.

m OERE LT CLIDSREYY VY ZFEKT 2H . OpenShift Virtualization 4.8 IC77
707‘ I/ - I\\\ L/ i -a—o
(BZ#1977037)
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https://bugzilla.redhat.com/show_bug.cgi?id=1887140
https://bugzilla.redhat.com/show_bug.cgi?id=1979114
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-creating-vm-cli_virt-create-vms
https://bugzilla.redhat.com/show_bug.cgi?id=1979116
https://bugzilla.redhat.com/show_bug.cgi?id=1977037

554E OPENSHIFT VIRTUALIZATION @1 >~ X b—Jb

54E OPENSHIFT VIRTUALIZATION O 1 ' X h—)b

4.1. OPENSHIFT VIRTUALIZATION D9 S5 2 49 — D #£(ig

OpenShift Virtualization 24 Y A h—J)LE ZFIIZDEI > a v AER LT V5 RAY—HIELERE
LTWBZEERERLTLEIL,

B

a—H-—-JOoEvaz=vy AVRAM=F—FOEYV 3=V FLEEZERLEZIUR
h—F—7&, EFBDA VA M—ILAEZMFEML T, OpenShift Container Platform % 7
TOATEEY, LEL. A VRAMN—IWAREI SR - RAY = RFv T
vav MRS 4TA4 7L — a7 ED OpenShift Virtualization #EEICHEAX 52 5
ATREMED DY £,

FIPSE—F
VSR —% FIPSE— K TA VA M—ILT B15E. OpenShift Virtualization |IEINDERE IS HEH Y
FH A
AN N—RI T EFRV—TFT 4 VIO AT LDEH
OpenShift Virtualization DJRDN—R Iz 7B L VARL —FT 4 VI AT LEHZHRB L TES
(A
HR—MNINBZ TSy b T+—4
o FVTLIADRT AL —/"—

® Amazon Web Services DX X Z LA VAV R

BF

AWS RT7 X Z LA 2V X5 2 D Open Shift Virtualization D4 Y XA =)Lk, 729/
OY—7FLEa1—#EEE LTOAMRBRINET, 77/ /0V—FL E1—#EEIE. Red
Hat 8RO Y—EZLRILT T ) =X b (SLA) OFRATHY ., HEMICTE TIER
WZEDHYET, RedHat IEHREIRIETINSGZFHAIT B E2HEELTVWEYE
ho TV /AY—TLE2I—DOHEER. SRFTOMEHELZVESRRMEL T, ARERE
THREDTANZITWT 4 — RNy V2R L TVWELESZIEZBHNE LTVWET,

RedHat D54 /Oy —7 L Ea1—#eEDyR— NEEICRET 23FMIE. 77/ 00—
T E1—#EDYR— MNEFE 2S8R L TLEIN,

o MDIZYRTOANAT—DRBIDIRTAZIVA VRV REFIFY—N—EFHR—rIh
TWEHA,

CPU OZ

® Red Hat Enterprise Linux (RHEL) 8 THHKR— h
® Intel 64 F 71X AMD64 CPU {L3RIERED HR— b

o |Intel VT F£7I& AMD-V /\— R = 7{RIB{LILFREBENBIELI N TW B,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/installing/#installing-fips-mode_installing-fips
https://access.redhat.com/support/offerings/techpreview/
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o NX(ETRL) 7 I7MER

ANL—VEH

® OpenShift Container Platform (Z &k 2 %R — b

FRL—F 4 VI RT LEH

o TJ—H—/—RIZA VA M—JLE N7 Red Hat Enterprise Linux CoreOS (RHCOS)

A s 0
RHEL 7—Hh— /—RIZHR—FrIhTWEHA,

ESPERoE:H

® RHCOSICDWT
o HR—KMINTWLWS CPU®D Red Hat Ecosystem Catalog

o WIKEAML—Y

412. B YY) —2ADF—/N—~vw REH

OpenShift Virtualization (& OpenShift Container Platform @7 KAV TH Y., 75 R —DETEFICE
BT2REDHZEMDA —/N—~y REBELET, §7FRF¥—<7 2 VIE, OpenShift Container
Platform ODEBHICMA T, LTFDA ==~y NROBEH#ZBILITBENHYET, 77 R5—HNOYE
V)Y —R&EBENH TRISATET2E NI+ —IVRICHETHHEMEIHY XY,

BF

AEICEHINTWSBEIE, RedHat DF A MNAES LY M7y FICEDVWTWE
T, INSHDOEE,. BBOEY N7y THLUVBREBICIGCTERY FT,

4121 XA EYY—DFA—/N—AAvy R
UTOX%EAL T, OpenShift Virtualization DX EY —F —/"—~v KOEEFEL X T,
PSR —RXAEY)—DA—/N—~y R

I Memory overhead per infrastructure node = 150 MiB

I Memory overhead per worker node = 360 MiB

I 512, OpenShift Virtualization IR V —RIZIE. IRTDA VI ZARNZ I Fv—/—RIZHEI
N385t 2179 MiB D RAM "I E T,

RETVDAEY) —F—/X—Ay K

Memory overhead per virtual machine = (1.002 * requested memory) + 146 MiB \
+8 MiB * (number of vCPUs) \ )
+ 16 MiB * (number of graphics devices)

14


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/architecture/#rhcos-about_architecture-rhcos
https://catalog.redhat.com
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#storage-overview

#5425 OPENSHIFT VIRTUALIZATION DA Y X b—JL

@ FETYUHERT ZRMECPUDK

@ FREIVUHERTZRIEITT 192N — FOK
HBFEVDIERIEIC Single Root I/0 Virtualization (SR-IOV) & v kT —2 7/34 X £ 7213 Graphics
Processing Unit (GPU) B"& EN3HBE. TNETNDT /NS AIC1GB DEMD A E) —F —/"—Av R
ZEIYHETEY,
4122.CPUA—/R—Av [

LTFDORX%[EA L T, OpenShift Virtualization 7 S R4 —7FOt vy H—DF —/"—~v REHEFE
LET, RETIYTEDCPUA—N—Aw Rif, BEL4DBREICL>TERY ET,

DS3ARAYI—D CPUA—/IN—AY R
I CPU overhead for infrastructure nodes = 4 cores

OpenShift Virtualization &, AF >V J, =T 4V J, BLVEZI NV ITREDIZTRAI—LRILD
H—EZADEENAFERRAENIEET, COT7—270—RICRBTZICE. 1V ITS5RAMNSY
Fr—AVR—FRV I MERANTE/—KIZ, 4D0OEBMNIT (4000 Y I7) DBRELHY. Ihh
TNSD/ —REIKDMINTWS I E5BRALET,

I CPU overhead for worker nodes = 2 cores + CPU overhead per virtual machine

RE<TSVERANTZET—A—/—RIZIE, REY YO —70— NICER CPUICIIA T,
OpenShift Virtualization B 27—/ 0O— KAIC2 DMEMI T (2000 ) A7) ODFENRBETT,

R} >D CPUA—/IR—Ay R

HEODO CPUAERINZESIE. RETIVIBICDXCPUIDERY, 5R9—D CPU A —/\—
ANy REHICRENBETEET, TNRUADFEEIE. REY Y VICHER CPU OFUICET 2455174
IL—ILiEHY Tt A

4123. A MNL— DA —N—AY R

UFDHA KZ4 > %ER LT, OpenShift Virtualization RIED A b L —IF —/N—Avy REH % BIR
SDE

DAY —A ML —IF—R—Ay K
I Aggregated storage overhead per node = 10 GiB

10 GiB I&. OpenShift Virtualization D4 Y 2 h—JLBEICI S A9 —ADE / — NIZDOWTDT 1 AV L
DAML—YDFRINZHEICHHELET,

RETVDAMNL—TF—R—Ay K

RISV TEDRAM L=V F—R—~y RiE, RETYVHDY Y —REY B TOREDEXRIZELY
BERYZET, ZOEXKIF, V7R —HDORDBATHRANING/ —RELEFAMNL—VYY—ZD
—BFANL—=VIIRTE2EDTHBEREMENHY £9, OpenShift Virtualization IFIRE,. EfTHOI YV
FHF—BEXIEMO—BANL—YVEEYUTTVWERA,

4.1.2.4. 6l
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PSR —EBEBEN, VTRI—ADIOED (TNTN1GBDRAM & 2 DD vCPU D) RIEEY Y~ %
RARNTEFEDGZGE. VIRY—2ATHEAZITEAET)—EN68GBICRYEY, VTR —
DE/)—RIIDWTFRINBETARAIVEDRAMNL—YVDFEIFI0GB TRIN, REYYYDT—
JAO—RAERANTZT—H—/—RIZDWTOHOCPUDEEIFIRN2 A7 TCRINET,
413. 77 NODBRKIE
PSR —%EETDEZE. RDTANBFA ATV NOBABEEBRTEINENHY XY,

® OpenShift Container Platform & 7Y = ¥ N O&RX{E

® OpenShift Virtualization + 7Y £ 2 b D& A

414 . HIRI Ny NO—VIRIE

A4 29—y MERORWEIR X /2 REIC OpenShift Virtualization 24 ~ XA h—JL§ 2545 1E. #IR
Ih/xv b7 —2UFIC Operator Lifecycle Manager %3% 7 §2RELFHY 7,

4=y NEBRMIFIBRI N TWBIFE. Operator Lifecycle Manager T7HF ¥ —HR— M &R E
L T. RedHat »*#2#t9 % OperatorHub ICT7 VX T B ENTEZET,

415. 5474 L —> 3>
SATIATL—=2aVIliROBEHEHY £T,
e ReadWriteMany (RWX) 7 7 EXE— ROHBFERA ML —Y
o +HMRRAM &Ry MU — U FIEIE
o T—hH—/—RIT+DARBEEF DOEYA CPU, CPUDBENERBZIBAE. S1TXA4Y
L—>a VIBIEBICEBLS RENKKT 2HREMLHY 7,
416. A F v 7 ay h&sO—U R
2AFwFray heEyO—VERDEEIL, OpenShift Virtualization 2 b L —V##EE #SB L T X
LY,
417. VSRV —DEATRMA T3y
PSR —ITE. ROGHTAME HA) A T2 avonWdFnhsRETEET,
o (VAN—F—Il&>TFOEYa =V IINIAVIZANIVFv+— (IP)D BEIEAA
MiE, YO VOEREF v AT T7O4TEIETHRTEET,
p=-o!
AVAMN=5—T7OEY 3=V IINBAIVISANIVFv—%2FEALTA
v 2 b—=JLE N, MachineHealthCheck AEHIIZERTE X i 7z OpenShift
Container Platform ¥ 5 24 —T. ./ — KT MachineHealthCheck "k L. 7
SAY—THRATERLRBDE, ZO/—REBARAINET, BENIRELEL
J—RTETINLRETI VTR, —BORBICE > TRICRI 2E8ENED

YEYT, FRINDHERP RunStrategies N TN S DIERICHE 2 ZHEIIDOWVWT
DEFEMMIZ. About RunStrategies for virtual machines 28R L T 2X W,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/scalability_and_performance/#planning-your-environment-according-to-object-maximums
https://access.redhat.com/articles/6571671
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/operators/#olm-restricted-networks
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/operators/#olm-configuring-proxy-support
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-features-for-storage
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/installing/#ipi-install-overview
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/machine_management/#machine-health-checks-about_deploying-machine-health-checks
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-about-runstrategies-vms_virt-create-vms

#5425 OPENSHIFT VIRTUALIZATION DA Y X b—JL

o E=HFNVIVARTLAFLIZEEREZFERALT/ —NFORAKZE=Y—FDZ &ICLY.
HoWB TSy NI+ —LOBTAMEMATEEY, /—RiKbhiBEalE. Ihi
4wy N4> LT oc delete node <lost_node> #3217 L £ 9,

a1
WEE=H )YV RTFLAELIZEROHDAMICELED / — ROEEHEDOERD
N FbohRWgEs, REYY VIEETAEEAEVET,
4.2. OPENSHIFT VIRTUALIZATION OV R—x% >V MDD/ — KRDIBE

/J— RODBEEIL —ILZFRE L T, OpenShift Virtualization Operator, 7—20— K, $&LU'a> bO—
S—%770149%5/—REEBELET,

y 13!
OpenShift Virtualization D4 ¥ 2 b —JLRRIC—FDIAVR—FX Y bD/ — RDEE %%

ETEFEIHN, 7—70—RABIC/—ROREZRET 2HBICIIREYI V28305
ZEIETEZEA,

421 1REEI VA=V MDD/ —REEICDWT

OpenShift Virtualization A2 DIAVR—X Y N&TF7 FO4 2B hRAI9T1 XL T, UTEHERT
DUENDHDIIHFENHYET,

o REVTIVIEF, REBILT7—VO—RAD/—RILOAHTTOMIN D,

® OperatorlFA Y 7SRRIV Fv—/—RILODAHFT7TO4 I3,

o RFED ./ — K& OpenShift Virtualization DFEZZ (T2, & ZIE. VT RY—TEITIN
ZRBIABICEELRWVWT—2O0—RKLHY., ENHDT—2 O— K% OpenShift Virtualization
NONBET D2UENHDELET,

4211/ — ROREN—NZREBEIVR—RY MIBERY 5%

WK 24TV NABEERET M, FLEWebIVY—ILAFERLT, JVER—FRXV D/ —
KOBEBIL—ILAIEETTET,

® Operator Lifecycle Manager (OLM) A*7 7’04 4 % OpenShift Virtualization Operator DiH&
l&. OLM Subscription 7 7Y/ h2BEFEL T, RERTIE. WebI vV —ILEFEHR
L T Subscription 7 7> /7 hD/ —NOEBIN—IVEERET DI EETETEHA,

® OpenShift Virtualization Operator #7704 92 3V R—3x > hDFHEIE. HyperConverged
FT7Vx) NEBEERET S, F7IE OpenShift Virtualization DA >~ 2 k—JLEFIC Web 3
Y= EFEALTINERELET,

o RAKNNRRTOEY 3+—0DH4A. HostPathProvisioner 7 7V 1/ N2 BEERET 2H.
TeldWeb AV Y —I)LEZERALTIhEZHRELE T,
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Digk

==
[=]

RZARRZRTOEY aF—EREBIEIVR—FV NERLC/—RTRYT

Ja—ILIBREIrHYET, ATV 21— LARWERIE. KA NIRRT
AEY 3 r—%FEAT 5REIEPod ZEITTTEEA,

ATV MIBLT, UFDOIL—ILIA TEH1DULFERTEEY,

nodeSelector

Pod l&, F—¢EDRT7ELIFIIDT 1 —ILRTEELAERTZFERLTSRILIFIFoNE/ —
RICPod R a2a—)LTEEY, /—FRITIE, —BRRINLEITRTORTIC—HTERILH
RiThiERy 8 A,

affinity

FJURBHAEBXAZFEHRALT, /—RFEPodIl—BTBI—ILERETCEET, 774 =T1—%
FET2E. L—IIDOBERAAEICEBIND- 27 VA5 EATEET, & 21E IL—IL
PNA—REHTIERCERREICRDLIDICEHEEL. LW—ILDOREIF LINRWGEEE Pod KR
TI1—=ILEINBEIILTBIENTITET,

tolerations

—RITBETAVINERE D/ —RTPodERT V21— I)LTEET, TAV MDY/ —RICEREINSE
é\ %0)/_ |\\\(«17__’f y I\%";.S“Elg-a—é POd @&%%‘j’lnijo

4.2.1.2. OLM Subscription A7 x4 b®D / — K&

OLM #%* OpenShift Virtualization Operator #7 704 §% / — R&IEET % ITI&. OpenShift
Virtualization D4 >~ 2 b —JUBFIC Subscription 7 7> =7 b ZiRELF T, UTDHICRIND LD
IC. spec.config 7 1 —JL RIZ/ — ROEREIL —ILEZEBINTEET,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: hco-operatorhub
namespace: openshift-cnv
spec:
source: redhat-operators
sourceNamespace: openshift-marketplace
name: kubevirt-hyperconverged
startingCSV: kubevirt-hyperconverged-operator.v4.8.7
channel: "stable"
config: ﬂ

Q config 7 41 —JU K% nodeSelector & & U tolerations %=t 7R — k L £9 4%, affinity (ZHHR— b
LEHA.

4.2.1.3. HyperConverged 7 73 ¥ b®D / — KEE
OpenShift Virtualization A2 DIAVR—X Y N&F 704923/ — K&EIBET 5ITI1E. OpenShift

Virtualization D4 >~ 2 b —JUBFICYERR § % HyperConverged Cluster AR 4 LYY —Z (CR) 7 71 )L
ICnodePlacement # 72 =tV NAEDHBIENTEET, UTOHIDL D IC, spec.infra s LT
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spec.workloads 7 1 —JL KIZ nodePlacement z 22 Z &N TE X T,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
infra:
nodePlacement: ﬂ

workloads:
nodePlacement:

Q nodePlacement 7 1+ —JL Ki&, nodeSelector. affinity. & & U tolerations 7 1 —JL K& H/R—
PLET,

4.2.1.4. HostPathProvisioner 4 7 x4 D/ — Ridi&

J—ROEBIL—IVIEZ. RAMZRTFOEY 3 +—DA VX M—ILEIC{EK T % HostPathProvisioner
7YY h® spec.workload 7 1 —)L RTHRETEZZET,

apiVersion: hostpathprovisioner.kubevirt.io/vibetat
kind: HostPathProvisioner
metadata:
name: hostpath-provisioner
spec:
imagePullPolicy: IfNotPresent
pathConfig:
path: "</path/to/backing/directory>"
useNamingPrefix: false

workload: ﬂ

Q workload 7 1 —JL K%, nodeSelector. affinity. & & U tolerations 7 1 —JL R&HR— KL &
ER

4.2.1.5. BEEE#R
o RETIYD/—RDIBE
o /—RELII—DERICLBRHE/ — N~D Pod DEE
o /—RDT7T74=F74—)b—I)LZERLK/— RFLET®O Pod EEEDHIE
e /—RTFTA Vv hafERAL7KL PodEE&EDHIE
e CLI %#f#H L % OpenShift Virtualization @4 > X k—JL
e Web Jv YV —JLA{HER L % OpenShift Virtualization 1 > 2 k—Jb

o RETIYOO—HIAKNL—YDEE
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422. 7 =7 A MO

LUFD YAML 7 7 4 JLDBITIE. nodePlacement. affinity, & & U tolerations + 7> = ¥ M & f&FH
L T OpenShift Virtualization AV R—X Y bD/ — REBEZHRYITA1ALET,

4.2.2.1. Operator Lifecycle Manager Y 724 F>a>vx 7o/ b

4.2.2.1.1. 5l: OLM Subscription = 72 £ ¥ b @ nodeSelector ZfA L7/ — REE

ZDOFITIE. OLM A example.io/example-infra-key = example-infra-value @ 5 X)L AT 1T Sz
/ — RIZ OpenShift Virtualization Operator ZBZE 4 % & D IC. nodeSelector Z5%E L £,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: hco-operatorhub
namespace: openshift-cnv
spec:
source: redhat-operators
sourceNamespace: openshift-marketplace
name: kubevirt-hyperconverged
startingCSV: kubevirt-hyperconverged-operator.v4.8.7
channel: "stable"
config:
nodeSelector:
example.io/example-infra-key: example-infra-value

4.2.2.1.2. f5l: OLM Subscription # 7Y =/ NORBAFEA L/ — REEE

ZDBITIE. OLM A* OpenShift Virtualization Operator 27 704 § 2 7HICFHIND / — RITIE
key=virtualization:NoSchedule 71 ~ hDSRILHBMFIFS5NFE T, — BT 2HEDH S Pod DHH
N0/ —RIZRATYa—ILINET,

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: hco-operatorhub
namespace: openshift-cnv
spec:
source: redhat-operators
sourceNamespace: openshift-marketplace
name: kubevirt-hyperconverged
startingCSV: kubevirt-hyperconverged-operator.v4.8.7
channel: "stable"
config:
tolerations:
- key: "key"
operator: "Equal”
value: "virtualization"
effect: "NoSchedule"

4.2.2.2. HyperConverged # 7 x 7 k
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4.2.2.2.1. 5I: HyperConverged Cluster CR M nodeSelector Z#fff L /= / — NEZE

ZDFITIE. nodeSelector I&, 1 TS5 A MZ U Fv—"1) Y —XH example.io/example-infra-key =
example-infra-value D S NILAMTIF SN/ — RICEBEINS LD ICREIN, 7—70—Ri&
example.io/example-workloads-key = example-workloads-value @ 5 X)L A F 1 57z / — RICEEE
INBLDICEREINZT,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
infra:
nodePlacement:
nodeSelector:
example.io/example-infra-key: example-infra-value
workloads:
nodePlacement:
nodeSelector:
example.io/example-workloads-key: example-workloads-value

4.2.2.2.2. f5l: HyperConverged Cluster CRD7 7 1 =5 4 —%{FHA L7/ — NEZE

ZOFITIE, affinity &, 1 73X MNZ 0 Fv—1) Y —XH example.io/example-infra-key =
example-infra-value D S NILAMFIF SN/ — RICEBEINS LD ICEREIN, 7—70O0— R
example.io/example-workloads-key = example-workloads-value D 5 X)L AT T 7z / — RICERE
INBLDICEREINET, 7—270—RAIKIE9ODULEDCPU ZHED/ — RKHPBEINZITH, %
NODNFAEAETIERWGE S, Pod IFMKAE L TR Y2 —)ILINET,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
infra:
nodePlacement:
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: example.io/example-infra-key
operator: In
values:
- example-infra-value
workloads:
nodePlacement:
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution:
nodeSelectorTerms:
- matchExpressions:
- key: example.io/example-workloads-key
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operator: In

values:

- example-workloads-value
preferredDuringSchedulinglgnoredDuringExecution:
- weight: 1

preference:
matchExpressions:
- key: example.io/num-cpus
operator: Gt
values:
-8

4.2.2.2.3. f5l: HyperConverged Cluster CR D&RZE%=FH L=/ — NECE

Z DBITIE. OpenShift Virtualization AV R—3 Y FAICFHINS / — RITIE
key=virtualization:NoSchedule 71 ~ kD SR HBMFIFE5NFE T, — BT 2HEDH 5 Pod DHH
N0/ —RIZATYa—ILINET,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
workloads:
nodePlacement:
tolerations:
- key: "key"
operator: "Equal”
value: "virtualization"
effect: "NoSchedule"

4.2.2.3. HostPathProvisioner 74 7 x 7 ~

4.2.2.3.1. f§l: HostPathProvisioner = 7> = ¥ kM nodeSelector Z{FA L 7=/ — REE&E

Z DI TlE. example.io/example-workloads-key = example-workloads-value D S X)L AT T S 7
J—RIZ7—70—RHPEEINS L DIC nodeSelector ZE8E L £,

apiVersion: hostpathprovisioner.kubevirt.io/vibetat
kind: HostPathProvisioner
metadata:
name: hostpath-provisioner
spec:
imagePullPolicy: IfNotPresent
pathConfig:
path: "</path/to/backing/directory>"
useNamingPrefix: false
workload:
nodeSelector:
example.io/example-workloads-key: example-workloads-value
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43.WEB O~ Y — )L % L 7= OPENSHIFT VIRTUALIZATION @O 1 > X
h—J

OpenShift Virtualization =4 ~ 2 bk —JL L. {RFB{LHEEE% OpenShift Container Platform ¥ 5 X4 —IC
EBMmMLEY,

OpenShift Container Platform 4.8 Web O > — )L £ L T. OpenShift Virtualization Operator IZ
HITRVZ4T L. ThaTTO4$2ZENTEET,

4.3.1. OpenShift Virtualization Operator D1 > X h—JU

OpenShift Container Platform Web O >V — LAY 5 OpenShift Virtualization Operator =24 > X b —)b
TEEY,

AR ERM
® OpenShift Container Platform4.8 20 2 A4 —ICA VA M —ILT B T &,

e cluster-admin /N\—3X v 2 3 VD1 —%— & L T OpenShift Container Platform Web 3>
Pt 1o = B (7 ARl i

FIE
1. Administrator /X\—2X RV 7 4 TH 5, Operators - OperatorHub #27 ) v 7 LE ¥,
2. Filter by keyword 7 1 —JL K(Z OpenShift Virtualization # A1 L £ 7,
3. OpenShift Virtualization ¥ 1 L& #IRL £ 7,
4. Operator IKDWTDBEHRZERLTH S, Install 207 ) v I LFET,
5. Install Operator R—Y TLUTATWE T,

a. BEIRATEEAR Update Channel + 7> 3 Y D—EH 5 stable 23ZIRLFT, ThicLY,
OpenShift Container Platform /X—2 3 > & B4 A% % OpenShift Virtualization MD/3¥—
JaVvEAVAN—ILNTBEIENTEZET,

b. 41 X h—JLE N7z namespace DA, Operator recommended namespace 47 7 3
VHMBIRINTWA I E R LET, ik Y, Operator BAAED openshift-cnv

namespace ICAf Y A h—JLEINFE T, T D namespace IEFELABWGE X, BEIRICHE
RINET,

Digk

==
[=]

OpenShift Virtualization Operator % openshift-cnv L4+ M namespace

IKAVAM=IL&EDETBRBE, A VAM—ILDKBALET,

c. Approval Strategy DB &I, stable BHF v+ RILTH L WA= 3 YA FIARREIC/AR o
7= & ¥ T OpenShift Virtualization ’BEIEFHINZ LI, TI74IMETH S
AutomaticZBIRT B2 2 & @< BEHLF T,
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Manual KBERA RS TV —%RIRT DI EIXTARETIN, V753 RI—DHR—rEBZUES L
VHEEICTINT 2 Y RI9DPEVED, BEADHDTEEFEA, TNOHDY RV ERDICIEREL
TWT., Automatic 2B TIRWGEDH,. Manual Z:BRL T LI W,

Digk

==
[=]

OpenShift Virtualization I&Xf 9" % OpenShift Container Platform

N—=I a3V THERAINZGEICDAYR— NI N DD, OpenShift
Virtualization "EFINiaWE, VSR —DNHR—MNIhAR<ARS
aeEMELH Y 9,

6. Install %2 1) v 2 L. Operator % openshift-cnv namespace THIFBRBEICL £,
7. Operator NIEEICA Y A h—J)L I N5, Create HyperConverged 27 ') v 7 LE T,

8. # 7 3 v: OpenShift Virtualization 3~ /R—% > b @D Infra & £ U Workloads / — REZEA 7
YavaERELET,

9. Create %% ') v ¥ L T OpenShift Virtualization &8 L £,

HREE
e Workloads » Pods R— U ICFE) L CT. OpenShift Virtualization Pod A*9 X T Running JAR&IC
BBETINLDPodEZE=Y—LET, §TD Pod T Running JREN KRR I N 7z&IC,
OpenShift Virtualization #fFETZ £ 9,
432.RDRAFTv T
UTFOIVR—2Y N BIITHRET 2MENHIHZENHYET,

o RAMNRZTOEY 3+ — (&, OpenShift Virtualization BICERET IO —HI A NL =TT
AEY 3 F—T9, REYYYOO-AINRA M —VERETILELNHZHE. THRI L
NRRTOEY aF—2BMTI2RENHYFT,

OpenShift Virtualization =4 ~ 2 bk —JL L. {RFB{LHEEE% OpenShift Container Platform ¥ 5 X4 —IC
EBMLEY, ARV RSAVAEAFERALTYZ7RA M%7 5% —ITEA L. OpenShift Virtualization
Operator ICH TRV Z4 7L, 7704 TEET,

T

pa )

OpenShift Virtualization DAV R—F Y b %A VA M—=ILT 3B/ — REIFET BIC
id. /—ROBBIL—IVEHRE LET,

4.3.3. B FM

® OpenShift Container Platform4.8 20 2 A4 —ICA VA M —ILT B T &,
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin ¥R =HFEo>21—H—-—& L TAJV1 L TW5,
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4.3.4.CLI % {#H L 7= OpenShift Virtualization 7% Q7 DY TRV 54 7

OpenShift Virtualization &4 >~ 2 M —JL ¢ 3 E[IC. OpenShift Virtualization A% QAJ (Y TR0 54 7
TEIRENHYEY, Y TRV 54 7ICL Y. openshift-cnv namespace (Z OpenShift Virtualization
Operator NDT7 V2 AMNMTEINE T,

B—<Y—-J7xAMN45U 5% —I#A L T Namespace. OperatorGroup. & & U Subscription #+ 7
VIV NEYTRIOSA4TL, BRELET,

FIig
L UTFOY=ZT7zRAMNEEOYAML 7 7ML AR LET,

apiVersion: vi
kind: Namespace
metadata:
name: openshift-cnv
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: kubevirt-hyperconverged-group
namespace: openshift-cnv
spec:
targetNamespaces:
- openshift-cnv
apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: hco-operatorhub
namespace: openshift-cnv
spec:
source: redhat-operators
sourceNamespace: openshift-marketplace
name: kubevirt-hyperconverged
startingCSV: kubevirt-hyperconverged-operator.v4.8.7
channel: "stable"

stable ¥ ¥ R L% FEHT % Z & T. OpenShift Container Platform /X—< 3 > & B4 D
# % OpenShift Virtualization D/N—Y 3 V%A VA=) T B EHNTEET,

2. LFOO~ Y R%&EFT L T, OpenShift Virtualization ICIAE R
Namespace. OperatorGroup. & & U Subscription # 72 7 M&ERLE T,

I $ oc apply -f <file name>.yaml

= oo}
YAML 7 74 )L T, SEFREDO—T—Y 3 VNS A—H—ABE TIXZET,

4.3.5.CLI %= {3 L 7= OpenShift Virtualization Operator O 7’04

on

oc CLI % &M L T OpenShift Virtualization Operator #7 7O4 §5 2 EATEXF T,
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AR
e openshift-cnv namespace M OpenShift Virtualization A% A7 ~ADT7 V571 TRY TR Y T
av,
FIE
L UFOY=ZT7zRAMNEEUYAML 7 71 L EERR LT,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:

2. LTFDIO< v R%%E4T L T OpenShift Virtualization Operator 27 704 L £,
I $ oc apply -f <file_name>.yaml
WREE
e openshift-cnv namespace @ Cluster Service Version (CSV) ® PHASE % Eif7 L T,
OpenShift Virtualization AIEE&EICT 704 I/l & &2BRELE T, UTFOITY REETL
9,

I $ watch oc get csv -n openshift-cnv

UTFOHEAR, 7704 XY MIRILIENEI D ERRLET,

ol
NAME DISPLAY VERSION REPLACES PHASE
kubevirt-hyperconverged-operator.v4.8.7 OpenShift Virtualization 4.8.7
Succeeded

436. RORATv
UFOAVR—%FY N BIMTRET DHENHDIHENHY T,

o RAMNRZRTOEY 3+ — (&, OpenShift Virtualization BICERET IO —HI A NL =TT
AEY3F+—TY, REY Y YOO—AIWAML—V%BRETIVLENHZHE. TR
NRZ2TOEY aF—2BMTI2REIHYFT,

44 VIRTCTL 7 47> MDA VA M=)V

virtetl 7 514 7> M. OpenShift Virtualization ) V — X = BB T 5/HOIY Y NS4 21—T 1Y
F4—7T9, Ihit, Linux. macOS, LU Windows T4 A MY E2—>a v TRETEET,

virtetl 7 247> DA VX b—)LI&. OpenShift Virtualization Web 2>V —ILH 6 H, Fild

OpenShift Virtualization ') ;RS 1) —&2FIC L. kubevirt-virtctl /Xy 5 —2 %4 VX h—JL L TE
TTEEY,
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441 Web OV —ILD LD virtctl 7547 DAV X =)L

RedHat AR Y —R—F IS virtcl V54 7> b &5 o> O0—RKRTEEXY, ik, Command
Line Tools™*— <D OpenShift Virtualizaton Web A~V —J)L T VO INTWVWET,

AR

o NRHIT—KR—=FIDF I O—RKR=JIZT IR BITIE. B4 OpenShift Container
Platform #7250 Y 7> a v ETH %,

FIR

L Webavy—oistEics2 Bl 74av%4 1 v 4 L. Command Line Tools % E1R L
T. HARAIT—IR—ZIICTIEALET,

2. Version: — BN 5V S AY —D@EYRN—Ua UHABIRINTWE I EAERLE T,

3. FETETAAMNIEA =Y 3 VEICvIRCH V547 M5 ooO—KLET, $XRTDY
v vO—RKOFKXIF tar.gz TY,

4. tarball #BEALE T, UTFDCLIOTY NIZ, IhExtarball ERACTa L2 M) —ICBBELE
T, TNEFITARTOTAAN)E2a—YaVIGBEBRATEEY,

I $ tar -xvf <virtctl-version-distribution.arch>.tar.gz
5. Linux 3 & U macOS DIFHE:
a. BRALEZ7 2 IVY—[EEICFHEIL. virtetl /N1 F ) —%RTa8EICLE T,
I $ chmod +x <virtctl-file-name>
b. virtetl /XA 7Y —%ZRRHBT1 LI M) —ICBBLET,
i. PATH ZFEER9 21013, UTEETLET,
I $ echo $PATH

6. Windows 1 —H—DF4&:

a. BRELEZT7 45 —BEBICBEI L., virtctl BITRIEE7 7ML EY TILI Yy I LTS
PYvhNEAVRAMN—=ILLET,

4.4.2. OpenShift Virtualization ') /RY b ) —DER)1L

Red Hat I&. Red Hat Enterprise Linux 8 & & U Red Hat Enterprise Linux 7 [+ M OpenShift
Virtualization YR M) — &R L F T,

® Red Hat Enterprise Linux 8 ') /RY k1) —: cnv-4.8-for-rhel-8-x86_64-rpms
® Red Hat Enterprise Linux7 Y iR b 1) —: rhel-7-server-cnv-4.8-rpms

subscription-manager T) RY M) —2FMITZ2 ORI EELDTSY N7+ —LTERKT
ER
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FIR

o UTDITY REERITLT, BFEVDY AT LITHE L 7z OpenShift Virtualization J R k1) —
ZEMICLES,

I # subscription-manager repos --enable <repository>

443.virtctl V5247 MDA VA M=)

kubevirt-virtctl /Xy 5 —I DS virtel V24 7V A5 4 VA N=ILLE T,
Fg
e Kkubevirt-virtctl /Ny r—S %A VA M =)L LE T,

I # yum install kubevirt-virtctl

4.4.4. BAEIER

® OpenShift Virtualization @ Using the CLI tools

45.WEB O~V —J)L%{#F L7 OPENSHIFT VIRTUALIZATION ©® 77 >~ A
YAM=I

OpenShift Container Platform Web 3>V —JL %Z{#f L T OpenShift Virtualization Z7 >~ 4 ~ X b —
IWTEZEY,

4.5.1. BiiR S

® OpenShift Virtualization 4.8 "1 Y XA h—JILINTWB T &,

o IRTDRETY Y, RETY VA VAIVA, BLUV T—F R 2—L BHIBRTZ2HEN

H5,
HE
INSDFTT Y N%EHBIRYE 9 IC OpenShift Virtualization D7 >4 ¥ A h—
WaERHADERBLET,

4.5.2. OpenShift Virtualization Operator Deployment 1 X4 A1) ¥ — X DHIFR

OpenShift Virtualization # 7 >4 ~ X h—)L ¥ % (1CI&, Z ¢ OpenShift Virtualization Operator
Deployment H 249 L)YV — 2 %HIRT 2HENH B,

AR SR
® OpenShift Virtualization Operator Deployment H 29 L) Y — X% {ERT S Z &,

FIR

1. OpenShift Container Platform Web I~V —JLH 5. Projects —& & Y openshift-cnv % %R
LEY,
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2. Operators — Installed Operators R—JICRKEIL £,
3. OpenShift Virtualization #2 ') v 7 L £ 9,

4. OpenShift Virtualization Operator Deployment¥ 7% 2 1) v L% ¢,

5. Options X =21 — % kubevirt-hyperconverged 124 L)V —R&EELTTO ) v oL
9, IARI N/ A =2 —T. Delete HyperConverged Cluster #7 1) v 7 LE ¥,

6. V1 KU TDeletex7 )y o LET,
7. Workloads = Pods R—J|[C#8E) L. Operator Pod DAHNERITHTHZD I & =R LET,

8. #—3XFIV4 Y RUERE, UTOAYY RERTLTRYD)Y—RE0)—vT7v L
i’a—o

I $ oc delete apiservices vialpha3.subresources.kubevirt.io -n openshift-cnv

4.5.3. OpenShift Virtualization A% OJH% 72X 0 ) 7> 3 > DIk

OpenShift Virtualization D7 >~ 4 » 2 b —JL%# T ¢ %1Z1d. OpenShift Virtualization 14 O 747
29N T avEBIRLET,

AR

e OpenShift Virtualization A% O DEMRY TRV 1) T3>,

FIR

1. Operators » OperatorHub R—J([IRBEIL 7,
2. OpenShift Virtualization Z#&%& L. INh%&RL XY,

3. Uninstall #2 ) w 2 LEd,

' pa 3]
openshift-cnv namespace ZHIfR TE 5 L D ICAY £ L7,

454, Web OV —)L %R L 7= namespace DHIR

OpenShift Container Platform Web 2>~V —JL %M L T namespace ZHIBR TX ¥ 7,

pa

namespace % Bk 9 %/8—3I v > 3 VAR WI5HE. Delete Namespace 4 7' 3 V [d#
RTEARYFT,

-

FIR

1. Administration » Namespaces ICBEI L £ 7,
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2. namespace D—E THIFRT 2 MEDH % namespace =R DT X T,

3. namespace D—&EDA#H T, Options X =1 — M5 Delete Namespace %#3&IR L £ 7,

4. Delete Namespace XA Y NRRINDH, 74 —IL KD SHIFRT % namespace DEHIZ A
HLET,

5. Delete#2 )y 2 L%xd,

4.6.CLI Z{EF L 7= OPENSHIFT VIRTUALIZATION 7 > A4 Y XA k—JL

OpenShift Container Platform CL| Z £ L T OpenShift Virtualization 27 >4 Y A h—JILTE X7,

4.6.1. Ui M

® OpenShift Virtualization 4.8 "1 Y XA h—JILINTWB T &,

o IRTDRETY Y, RETY VA VAIVA, BLUV T—F R 2—L ZHIBRTZ2HEN
H5,

8%

INSDFTT Y N%EHBIRYE 9 IC OpenShift Virtualization D7 > A ¥ A b —
WERHADERBLET,

4.6.2. OpenShift Virtualization M H &

CLI % L T OpensShift Virtualization #HIR TX X 9,

AR ERM
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e cluster-admin /X—3X v > 3V AEDT7HY ¥ N %FH L T OpenShift Virtualization 2 5 X
H—ICT7 IV ZATES,

R

CLI %M L T OLM T OpenShift Virtualization Operator D% 722 1) 7> 3 > % Kbk
¥ % &, ClusterServiceVersion (CSV) #7249 MEI S A9 —h LHIBRINEE
Ao OpenShift Virtualization ZZ&ICT7 V4 Y XA h—ILF 2 ICIE, CSV % BARBIICHIBR
TEIMENHY FT,

FIE
1. HyperConverged 7 2% LYY —R&HIFRL XY,

I $ oc delete HyperConverged kubevirt-hyperconverged -n openshift-cnv

2. Operator Lifecycle Manager (OLM) T OpenShift Virtualization Operator D% 722 1) 7 3
VHIBRLE T,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/cli_tools/#cli-getting-started
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-delete-vm-web_virt-delete-vms
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-deleting-vmis-cli_virt-manage-vmis
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-deleting-dvs_virt-deleting-datavolumes

#5425 OPENSHIFT VIRTUALIZATION DA Y X b—JL

I $ oc delete subscription kubevirt-hyperconverged -n openshift-cnv
3. OpenShift Virtualization @ Cluster Service Version (CSV) &5 RIEEHE L THREL X T,
I $ CSV_NAME=$(oc get csv -n openshift-cnv -o=jsonpath="{.items[0]. metadata.name}")

4. BRIDFIET CSV & %1EE L T. OpenShift Virtualization 7 5 24 —H 5 CSV % HIkR L £
_a—o

I $ oc delete csv ${CSV_NAME} -n openshift-cnv

OpenShift Virtualization I&, CSV BN EEBICHIBRINA I LA RTHERA v E—IDKRRIND
BRI YA YR M—=ILENET,

H A B

I clusterserviceversion.operators.coreos.com "kubevirt-hyperconverged-operator.v4.8.7"
deleted
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252 OPENSHIFT VIRTUALIZATION D E T

Operator Lifecycle Manager(OLM) A* OpenShift Virtualization M z-stream B LI~ A F—/"—=2 3 >
DEHZRMT A EEHRLETT,

5.1. OPENSHIFT VIRTUALIZATION @7 v 77 L — KIZDWT

5.1.1. OpenShift Virtualization D7 v 7' L — KDt # &

e Operator Lifecycle Manager(OLM) (& OpenShift Virtualization Operator D74 7% 4 VIV =&
B L 9, OpenShift Container Platform @4 ¥ X b —JLBFIZT 7'O4 I % Marketplace
Operator IC& Y. U5 A4 —THER Operator B"FIATE B LD ICRY T,

® OLM (%, OpenShift Virtualization M z-stream BL VYA T —NN—Ya VOEHFERHEL F
¥, OpenShift Container Platform ZRDX A +—NN—=TavIlT7v T L —KT3&, 1
F—=N—=U 3 VOEHFHIFMAFTREICARY £, OpenShift Container Platform Z&#NICT v 7
JL—RKLAWRY., OpenShift Virtualization 2 RDY A F—/I"—2 3V IILT7 v FTJL—KT
TEHA

® OpenShift Virtualization % 722 1) 7> a3 >4, stable & WD ZRIDE—DEHF v+ RIL % F
FAL &9, stable 7+ %)L TI&, OpenShift Virtualization & & U OpenShift Container
Platform /N\—Y a v E OBEBMEIERERINE T,

o BTV YT avDERANSTI—1 Automatic ICEREINTWBIHFAEIC, 7y I L—
K 7O+t Xk, Operator OF#R/N— 3 > ' stable F+ XL THEBATREICA S & T <ICBEIA
LET, Y R—MNAIREARIEEZHRERT 57DIC. BB ERANSTY—%2FHAT 5 & %5E<

#3E L £ 9, OpenShift Virtualization D& A +—/N—T 3 ik, 59 % OpenShift
Container Platform /N\—2 3 VA RT§ 2G5/ICOA Y R— M INET, =& ZIE. OpenShift
Virtualization 4.8 (& OpenShift Container Platform 4.8 TER{T$ 2 MENHY X7,

o VSR —DYR— I NEZUES L UVHEIELRDND Y XV HH S DT, Manual KRR +
STV FERTBHIEIFHETTN, #HELTVWEEA, Manual KRR STV —T
. RBPOIRTOEFHZFHTERT Z2HBENHY T, OpenShift Container
Platform & & U OpenShift Virtualization D EH DR BN TWARWEEICIE, 7T R
H—EHR— M INA<RY FT,

o FHODTTXTICHNZEEIF. XY MNT—VEKRICE>TERYET, FEAEOBEERH

X 15 2LRICETLET,

5.1.2. OpenShift Virtualization 7Y 77 L — KD U S A5 —~DFE
o 7y UL —REERFTLTHERETIVYODT7—70—RiZFELEEA,

o REEYY Y Podid, 7v UL —RNBSICHBEEILZY., BiTLAEY LEHEA, virt-
launcher Pod ZEB#3 2MENH 2B EIE. REYI VOBEHILIES1 T TL—
IavVHIREICRY ET,

p= !

FRET O VI, REYY VAV RAY v A EREITT % virt-launcher Pod
, Y F9, virt-launcher Pod (X, RET> VD TOCRA2EET 57480
pod ICERAINS libvit D1 VRV 2EEITLET,

o Py TUL—RIZLoTRY MU=V EERIFEINZ I &@HY FHA,
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o F—HRY1—LBLTZOEEMFSNAKGERY 2—LABR (PVC) 7 v F5 L — RESIC
REINET,

BF

SATRATL—Y a3 VERTTERWMRIETY Y Y ARTT 5 &, OpenShift
Container Platform 7 2 24 —DO 7y 77 L— K7 0Oy 7 I3 AeEMENH Y
9., Zhillk, sriovLiveMigration #EE S — b AN IC X 117z hostpath
provisioner A A L= F 72 SR-IOV Ry NT—9 A V5 —T x4 R %&FHAT
ZIREIVUNEETNET,

EERE LT, REYYVEBREL, V7R9—DF7 v T L—REICEND
DEREBEMNICA 7IC25 LD ICTE T, evictionStrategy: LiveMigrate
74 —JL R%&HIFR L. runStrategy 7 1 —JL K% Always ICEREL 7

5.2. {#88 D OPERATOR BT D F&EIC L B &R
4 YR KN=)LENT Operator DY TRV Y T2 avDEBAKNZTY—H Manual ICEREINTWS

ma. FROEMMNMBEDOEHRF v RILICY ) —RAENBE, A VAN ZRKBT SEIICEHZFE
THE@RITD2VEDDHYEYS,

AR

® Operator Lifecycle Manager (OLM) Z {8/ L TLARIICA ¥ X b —JLE N TS Operator,

FIR

1. OpenShift Container Platform Web 3> Y —JL @ Administrator /X—XX Y 71 7
T. Operators - Installed Operators [ICEEI L £ 7,

2. BHFTHYREB D Operator |& Upgrade available DA 7T —49 2 %=X RLET, BHT 2
Operator DEZFIZ V) v 7 LET,

3. Subscription ¥ 7% Y w o LEd, RRPBEREHE. 7y TIL—RKRA7—4% X DREIC
RRINFET, 72& 2K Trequires approval " RRINZAEEMELNHY ET,

4. 1requires approval =7 ') v 7 L THh 5, PreviewlInstallPlanZz /7 ) v 2 LE¥ T,

5 BEHICFIARERY Y —RELT—EBERRINTWSE Y YV —R&2HRALET, BEI RiTh
iE. Approve &7 ) v o LET,

6. Operators = Installed Operators R—VICRY ., BFOEHZE=F—LET, TTHIC. R
7 —% A3 Succeeded B & U Uptodate ICEREINE T,

53. 7Y 7L —RRAT—4H ZRDER
OpenShift Virtualization 7v 77 L — RRTF—9 R %= EZ4 —F 2 &ELAEE LT, Cluster Service
Version (CSV)PHASE %#EBSfRTE 9, Web AV YV —ILAFERATZH, JJIKRFEINTVWEIT Y
NEETLTCSVDREEE=I—TBIEETEET,

4 p= )

PHASE & & WWMAREDfEIXFIAATRE R BRRICE D IEEMEICRY T,

P
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BIRS
e cluster-admin O—J/LAFODI—H - LTIV ZRY—ICATA VTR E,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR
L UFOaAvY RERGFTLET,

I $ oc get csv -n openshift-cnv

2. HN%Z#E L. PHASE 7 1 — L FZEFzv 7 LET, UTICHAIZRLET,

DBl
VERSION REPLACES PHASE
4.8.0 kubevirt-hyperconverged-operator.v2.6.5 Installing

4.8.1 kubevirt-hyperconverged-operator.v4.8.0 Replacing

34TV UTOITY REETLT. $TD OpenShift Virtualization AV R—x > b D
REODENINLERAT I R%EZE=Y—LFT,

$ oc get hco -n openshift-cnv kubevirt-hyperconverged \
-o=jsonpath="{range .status.conditions[*]}{.type}{"\t"}{.status}{"\t"{.message}{"\n"Hend}'

Ty TITL— KRBT DE, UTOHANBLNET,

o
ReconcileComplete True Reconcile completed successfully
Available True Reconcile completed successfully
Progressing False Reconcile completed successfully
Degraded False Reconcile completed successfully

Upgradeable True Reconcile completed successfully

5.4. EE B
® Operator [CDWT
® Operator Lifecycle Manager Dt 2B L ') V—2
® Cluster Service Version (CSV)

7AY

o RETIYDIEIYIVARNSTY—DERE

=111
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/operators/#olm-what-operators-are
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/operators/#olm-understanding-olm
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/operators/#olm-csv_olm-understanding-olm
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-configuring-vmi-eviction-strategy

%63 KUBEVIRT-CONTROLLER & & T VIRT-LAUNCHER ICff5Xh BN+ 1Y) 57 1 —HERRE

6% KUBEVIRT-CONTROLLER & ' VIRT-LAUNCHER (21
HEXhzEMDOtEXa1) 71 —ER

kubevirt-controller # & U virt-launcher Pod ICI&. @& D Pod FTEE OWERICHIIA T—ERD SELinux
R 2 —8 & U SCC (Security Context Constraints) #ERAMTEINE T, ThH5DERICE Y. RIE
< ¥ VI OpenShift Virtualization #EEAFRTE £ 7,
6.1. VIRT-LAUNCHER POD D155k SELINUX R 1) & —
virt-launcher Pod @ container_t SELinux R ) ¥ —IZLL T DI —IL TIRINF ¢,
e allow process self (tun_socket (relabelfrom relabelto attach_queue))
e allow process sysfs_t (file (write))
e allow process hugetlbfs_t (dir (add_name create write remove_name rmdir setattr))
e allow process hugetlbfs_t (file (create unlink))
INsDIL—ILiE, UTORBIEHKEZBMICLET,
o Fa1—ZMEDTUNYI Y MIBEINILMIFL, ThICEIYHTET, hid, Ry hT7—
IDIIWVFF1—%HR—PMNT2EDIIBETY, VILFFa—& FIATEER vCPU OEA
BABBICRY NT—VDNRNT =XV RERAT—)VITEXT,

® virt-launcher Pod A’ 1E#R % sysfs (/sys) 7 7 1 ILICEZIAL Z & &FALEF T, Zhid SR-IOV
(Single Root I/0 Virtualization) = B#ICT B2 7=DICHETT,

e hugetlbfs TV b)) —DFEAIY /EXAAEETLET, ik, HugePage #HR— T2
TeDITIWETT, HugePage ld, X EY —R=—IHP A X%BEPTIETREDAEY —2EHE
$TB5HETY,

6.2. KUBEVIRT-CONTROLLER Y4 —E X7 A7V~ NDENMD OPENSHIFT
CONTAINER PLATFORM SCC (SECURITY CONTEXT CONSTRAINTS)
B & U LINUX #8E

SCC (Security Context Constraints) (& Pod D/X—3X v a v aHIHLEFd, chosD/IX—Ivo 3y
ICIE, AV F+F—DaAL P23 v THBPodHMERITTEZT772avBLVTENDTIOERTES)
Y—2ABHRHIEEFNFE T, SCCEFEARAL T, Pod DBV ATLILRIFTANONZOHICHER Pod DE
TICODWTDRHD—EZEEIT DI ENTEIT,

kubevirt-controller I%. 75 X4 —HDIRIE~ > >~ D virt-launcher Pod #EfT 22 S AH—aV K

A—>—7T9, I 5D virt-launcher Pod IZ(&. kubevirt-controller t—EX 7 AT ML 2T
N=—Ivwoarvhftsxhzxd,

6.2.1. kubevirt-controller Y —EX 7 hHo > M5 INBEIND SCC

kubevirt-controller t—E X7 A 7D ¥ MIIZEBID SCC B LU Linux BENMTS I, ThiCLYiE
i/ —3 v 3 v %&FD virt-launcherPod A EfTE XY, CNOHDIR/ANA—I v 3 vty
RIE< > v I3BE D Pod OEF S D OpenShift Virtualization #eEAFBATE X7,

kubevirt-controller Y —EX 7 H o Y MIIFLLTO SCC Bt 53INZE T,
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scc.AllowHostDirVolumePlugin = true
Zhix, RE< > VD hostpath R a—L TSI VEFRTHIEETREICLET,

scc.AllowPrivilegedContainer = false
N, virt-launcher Pod AR E IV FF—& LTETINBVWELDICLET,

scc.AllowedCapabilities = [Jcorev1.Capability{"NET_ADMIN", "NET_RAW", "SYS_NICE"}
This provides the following additional Linux capabilities NET_ADMIN, NET_RAW, and
SYS_NICE.

6.2.2. kubevirt-controller ® SCC & ' RBAC EED R

oc Y — )L %&£ L T kubevirt-controller ® SecurityContextConstraints E&4% X R CI XY,

I $ oc get scc kubevirt-controller -o yaml

oc YV —/L%{#M L T kubevirt-controller 7 2 A4 —O—JL D RBAC EEA2X R CXZ T,

I $ oc get clusterrole kubevirt-controller -o yaml

6.3. EAEIER

36

Red Hat Enterprise Linux IRIBIEDF a2 —=V J & &ZBlb A RICIE, Ry 87— <ILF
F 1— & Huge Page ICDW T DFFMIEBRAIEH I N TWE T,

capabilities man R— I TIE, Linux HEEIC DO W T DFMIIBERASZH I TWET,
sysfs(5) man R— I I, sysfs ICDWTDEFMIERAZH I TWET,

OpenShift Container Platform E85EH 4 KN IZI&. SCC (Security Context Constraints) IZ2WT
DFMEIEHINTVNET,


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/7/html/virtualization_tuning_and_optimization_guide/sect-virtualization_tuning_optimization_guide-networking-techniques#mult
https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/7/html/virtualization_tuning_and_optimization_guide/sect-virtualization_tuning_optimization_guide-memory-tuning#sect-Virtualization_Tuning_Optimization_Guide-Memory-Huge_Pages
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/authentication_and_authorization/#security-context-constraints-about_configuring-internal-oauth

78 CLIYV—ILDOfEH

B7E CLIY —ILDFER
PSR —TYY—REEBTZLDICERIND 2DDELRCLIY —ILIELLTDEY TY,
® OpenShift virtualization virtetl 7 54 7> b

® OpenShift Container Platformoc 7 54 7> k

7.1, iR

o virtctl VAT A VA M=) TEIURELDH D,

72.VIRTCTLY 247> ATV K

virtetl 7 514 7> M. OpenShift Virtualization ) V — X = BB T 5/HOIY Y NS4 21—T 1Y
T14—7T9Y,

virtctlAY Y ROY AN ERRTBICIE, ROAT Y REETLEY,
I $ virtctl help

HEDIYY RTHEATEZA S avD—E852RRTSICIE. i -hE£7ld -help 75 7 %1BE
LTEITLET, UTICHlZRLET,

I $ virtctl image-upload -h

FEOvirtctl AT Y RTHERATE 20— N)LOAT Y RAToavo) A MNARRTBICIE., kOoax
VREERITLEY,

I $ virtctl options

AR DEFRICIE, OpenShift Virtualization D KF¥ 2 X ¥ h2AETHEAIN TV S virtetl 37 > KA GEES
nTwxd,

Fz7lvirtctl V547> bV R

av vk B
virtctl start <vm_name> REE<Y> v a=REILET,
virtctl stop <vm_name> R~ V%ZFIELES,

virtctl pause vm|vmi <object_name> RETY Y FLIFREII VA VRV R E—BEIELE
T, YIVDOREAAEY —ILRFINET,

virtctl unpause vm|vmi RV FLRBBRBYI VA VR v AD—EHE L% IR
<object_name> LET,

virtctl migrate <vm_name> R VEBITLES,

virtctl restart <vm_name> REE<v> v a=BREL£Y,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-installing-virtctl
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avYv Kk B

virtctl expose <vm_name> RISV FRIFREIS VA VRSV RADIBEINR—
MNednXd 20 —EXZEHL. TOY—ER%E/—RDIE
EINR—NTRBALZET,

virtctl console <vmi_name> REIY VA VR VZADOI Y ZIAVY —LICERLE
ER

virtctl vne -- UNC (IREExY hT—=0 0547V M) DRBYY VAV RY

kubeconfig=$KUBECONFIG VANDEREREET, O—ANLII VT E—FE21—

<vmi_name> T—%BEETBVNCZ2FEALTUREY VA VRS VAD

TS24AN0AVY—IVIZTIEALET,

virtctl vne -- UNCERNSE1—7—%2FALTR-—FESZRTL. R
kubeconfig=$KUBECONFIG --proxy- BIYI VA VR VRAICFHTERLES,
only=true <vmi-name>

virtctl vne -- R— MO FIAEATERSZE. TOBEINLR—rTTOF

kubeconfig=$KUBECONFIG --port= V—HETTBLDICR— N ESEEBELFT., R— I ES

<port-number> <vmi-name> MEEINTVWARWES, 7O0F -5V Y LR—NTE
TINET,

virtctl image-upload dv RIS VA A=V BT TILHEET DT —YRY) 2 —L4IC

<datavolume_name> --image-path= 7y 7O—KLET,

</path/to/image> --no-create

virtctl image-upload dv RIS VA A=V %FHRT—HIR)a—LIT7y TO—K
<datavolume_name> --size= LFY,

<datavolume_size> --image-path=

</path/to/image>

virtctl version VATV NBLIVF—NR—DN=TYa ViFHRERRLE
ER

virtctl help virtctl A~ > KON —BZRTLET,

virtctl fslist <vmi_name> T2V THRAERT 7ML 2T LOFBA—E%
BLEFT,

virtctl guestosinfo <vmi_name> FRU=FTAVIVRATALAICET BT A T =Y TV MER
ZRLFT,

virtctl userlist <vmi_name> FArTorTcOd4 Y LTWR1——DFlA—E%iR
LE9,

7.3. OPENSHIFT CONTAINER PLATFORM 7 54 77> XV K
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OpenShift Container Platform oc 7 54 77> b &, VirtualMachine (vm) & & U
VirtualMachinelnstance (vmi) = 7> =¥ k4 4 7% &%, OpenShift Container Platform ') ¥V — X %
EEIZLHOAY Y NSIA2A—FT14)T14—TT,

pa 3]
-n <namespace> 7 7 VA FRAL T, OOz ) MEIEETEEY,
£7.20c ATV R
avw vk B

oc login -u <user_name> OpenShift Container Platform ¥ 5 2 4 —IC <user_nhame>
cLTpJ1vLET,

oc get <object_type> REDOTOYV ) NODEEINLAF TV NIATDAT
VI hD—EERRLEY,

oc describe <object_type> MEDOTOYV Y NTRHREDY Y —ADFMAERRLET,
<resource_name>

oc create -f <object_config> BEDTOYV Y MT. 774 NVEELIFBEAN (stdin) H
LYY —2%EHLET,

oc edit <object_type> REOCTOYVz I MDY Y —RERFELET,
<resource_name>

oc delete <object_type> REOCTOYV I MDY Y —REHIBRLET,
<resource_name>

occlient A< Y RIZDWT D& YKREMARIERICD W TIE, OpenShift Container Platform CLI Y —JL
DRFaAVMESRLTIEIL,
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Jax =~ S,
FE8E BV

8.1 R~ v DIER
UFOWTIhAIDOFIRZFERAL T, REYS VEZEHRLET,
e VAV IRI—MNDHA RFEYT—
o VA —RDEFT
o RIETIYDAH—NICLBHRIHEINGL YAML 7 7 1 JLDREY {51
o CLIDfER

o REEVYI VI A4H—RIZLD VMware REYY VEIFTVTL—MDA VR— b

Digk

==
[=]

openshift-* namespace IRV VAR LRVWTL IV, KHY

IC. openshift #EZ3EFE 4 L D#38 namespace 2 RS 2. F 7 IZBEE
namespace A L £,

Web VY —ILHBIREY YV EERT 256, 7— MY —RATCEREIWZREY> VTV TL—NE
BIRLET, 7T— N —RESUREYY VT 7L — MIIE Available boot source & W5 SARJLA
HFonzdds, FLEEENSEFARITAZAINESNILTFRAMNERRTLEF T, BIRATRERT— b
YV—RATTFV7TL— b aFERATZE, RESYVYOERTOEREZAE—RT7 Y TTEET,

T— MY =20 WF > T L — NI, Bootsourcerequired &V SRILAFIFSNET, T—F
Y —2A%RETIVIENT %2 FIEEERITT2HBE. IhoDOTFY FL—MeFERTEET,

81174 v IR —MDFERICKZRET > > DIEK

Web VY =)Lk, R VEERT Z2-ODHA REEVT7—%28L 71y IR —bERHELE
9. Administrator /X—2ZRJ 57 1 TD Help X Z21—%#IR L T Quick Starts Ay OTICT7 IR

L. QuickStarts h¥ OJ 5RRTEXZEJ, QuickStarts ¥4I AEV ) w o L, Y7—45RIKRT D&,
VRATFAILELZTOCVADHAA RAPBEBLET,

Quick Starts D% X7 1&, RedHat 7> 7L — FDBRHIASEBLET, RIC, T—bMY—X%EBEBML

T ARLV—FAVIVRTLAA—VBAVIR—MNTEET, RIEIC. DRYLTVTL— MNERE
L. IhAEFRLTREYY VEERTEET,

AR

o ARL—FT A VIVATLAA—=YDURLY VI %F 5 AO—RTEEZWeb YA MNMITVE
2T3BT &,

FIR

1. Web YV —JLT., Help X =2—5"% Quick Starts #:&R L £7,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-importing-vmware-vm
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-adding-a-boot-source-web_virt-creating-vm-template

P8E RiEv v

2. Quick Starts A9 T DY A I % ') v Y LEXT, ffl:Red Hat Linux Enterprise Linux R~
>V DYER
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b. &7 3> ¥RT®D NIC DHIFRIE. Options X =21— 91) w9 L., Delete & iEiR
LTEITTEZT, RETYVOERICEWVWT, NICHEY LTSN TWAREIEHY X
HA, NICIHRIEY S Y DIERRICIERT B ENTEET,

41



OpenShift Container Platform 4.8 OpenShift Virtualization

9. Next#% 1) w4 LT Storage A7 v FIEHZE T,
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DYV NTEET,

Shared Access (RWX) TARVEEHELL D/ — R THRAMY/EERAHEL
TRV NTEEY,

pa 3

Zhnik, /—KBEDREYS VDS
A TRATL—aviheEn, —5
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Read Only (ROX) FTARVEEEL D/ — RTHARYERELTY
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8.1.2.4. Cloud-init 7 1 —JVL K

Hui S4BA
Hostname RETSVORFEDRRA NEERELE T,
A XN/ SSH F— {R#8~ > >~ D ~/.ssh/authorized_keys ICO E—Xh

31— —DORRKE,

HRAYLRZ TN ot T aviE, AAY L cloud-init YY) T h%
BRYRITE 74—V RICEEH®RZFT,

AMNL—VOSADTI7AIMNAERETBICIE. AMNL—27O07 7402 ERELET, FHMICOWT
lE. AML—U70774IDHRYITA X EBRBLTLLIEIN,

8125 RV VU 14 ¥— FOERHADEHRIICEREI N/ YAML 7 7 1 JLDORLY {17

YAMLEEEZ7 71 IV EER L. BT L TREBY V2R LET. YAMLIREEEmZMA< & BICED
&exampleﬂii@?y/ SENT 74 N TREINET,

Create 57 1) w 7§ BRI YAML SR EMNEMARIBEES., TS5S—AvtE—CTIS—HDRELE/ATA—
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H#4 KA =a2—H5 Workloads - Virtualization 27 1) v 7 LE T,
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Create #7 ') v 2 L. Virtual Machine With YAML%3ZiR L £,

WETERV 1 Y FUTREYY VORELFEXT 20 FLEINZHYRITIT,
a. ¥72lE. YAMLEEICT 7 4 )V b TIREI N 5 example RE~Y > v &2ERAL T,

Z 7 av:Download#71)y V2 LTYAMLERE 7 7ML &2 ZDRIEDRETY o vO—KL
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Create#7 )v J LTIREY VAEERLET,
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8.13.CLIOERICL B2 RE~YY v DIERK

virtualMachine v =7 = XA MO SR VAERTET X T,

FIR
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R#E< > > ?D VirtualMachine v =7t X b EfREL F T, /& AL, ROY=7 £ X M Red
dataVolumeTemplates:
- apiVersion: cdi.kubevirt.io/vibetal
spec:
sourceRef:

Hat Enterprise Linux (RHEL) {RIE~ > Y #EL T,
kind: DataVolume
kind: DataSource

BI8ARHEL (RFEE~> > D~¥=7 X MDD
apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
labels:
app: <vm_name> ﬂ
name: <vm_name>
metadata:
name: rhel9

spec:
name: <vm_name>
namespace: openshift-virtualization-os-images
storage:
resources:
requests:
storage: 30Gi
running: false
template:
metadata:
labels:
kubevirt.io/domain: <vm_name>
spec:



domain:

cpu:
cores: 1
sockets: 2
threads: 1
devices:
disks:
- disk:
bus: virtio
name: rootdisk
- disk:
bus: virtio
name: cloudinitdisk
interfaces:

- masquerade: {}
name: default
rng: {}
features:
smm:
enabled: true
firmware:
bootloader:
efi: {}
resources:
requests:
memory: 8Gi
evictionStrategy: LiveMigrate
networks:
- name: default
pod: {}
volumes:
- dataVolume:
name: <vm_name>
name: rootdisk
- cloudInitNoCloud:
userData: |-
#cloud-config
user: cloud-user
password: '<password>' g
chpasswd: { expire: False }
name: cloudinitdisk

@ e vozmEEELET.

9 cloud-user /X277 —RAEEELXT,

2. RZT7xAM 774V 2FRLTUREBY Y VAERLET,

I $ oc create -f <vm_manifest_file>.yaml
A TvaviRIEBYYVERKBLET,

I $ virtctl start <vm_name>
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814. RV VDANL—VURY 2 —LFA S
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B A XA —JVIRRET Y ORBIFICERI N, IR
TOEZAHEO—HIIRELET, —BA X —
T, RV VDL, BEEE)E 7 S BIBRE IS
BEINhhFd, NvFUIRYa—L4(PVO)IEVWTH
DHEETEERINFEEA,

persistentVolumeClaim FIBATREAR PV 2 RET Y VICEIYHTET., PVOD
BYLHTICLY, REYYYTF—90Ey > a v
TOXFALD ATREIC AR Y £ 9,

CDI 2R L THENREY YT 14 X% PVCIC
A VR—=kL, PVCERIEBYI VAV RY Y ZICE
YHTEHEIF. BFEOREY S V% OpenShift
Container Platform iC4 Y R— N 57D DHER X
N3/ ECTY, T4 RV % PVCHTHERATES LD
KT BHODODVLOODEGELRHY £,

dataVolume FosRYa—Ll A UR— b SO—VEER
7y 7O— RERETREBYO VT4 RV 0%EmTO
EREEERTBIEICELST

persistentVolumeClaim 7«4 27 ¥ 4 FICEJL K
INFEY, TORY 1—L541 TEFERTBRET
IR R 1A—LDERFTEZITEH LAV
EMMREEINZFT,

type: dataVolume Z /(& type: "™ #5EL £
¥, persistentVolumeClaim 7% & @ type (IZfthdD
BEZEET D&, EENRTIN, REYY VERE
FLEEA

cloudInitNoCloud IR X N3 cloud-init NoCloud ¥ —4% YV —RAHNEF
N3d37120%EYLET, 21— —FT—9BLUAX
Y T—8 %R VIRHELFT, cloud-init 1~
AN—IVIRIET Y VT4 RVATREICKRY £
ER
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containerDisk

emptyDisk

8.1.5. R #8 < > > M RunStrategy ICDW T

AVFTF—AXA=VLIVARN)—=IIREINS, R
MBIV YTARIBREDA A=V EBRBLET, 1
A=JWELYRANY =B TIEN, RETI VD
EEFFICTA A7 ELTRETS VICEIYH TSN
9,

containerDisk R') 1 — Ak, B—DRET I VI
BRI N, KA ML —VEREE LAVWESHOD
REY> O/ O—VEERTBDICKIBET,

RAW B LU QCOW2 R DA AV T FH—A A=Y
LYRANY—DYR—KNEINBZTARI94TT
¥, QCOW2 IE, BIINiA X —=IH A1 XDFH
ICHRINET,

pa 3

containerDisk ;R ) 2 — AlE—BFHY
BRARY1—ALTY, Ihnik, REYT
SUNMEILEINE D, BiEENT S

. FLIFHBRINZEICEESN
9, containerDisk R') 2 — LA
I, CD-ROM 72 & DiEpAHEX Y HHA
T 7 AN AT LARRERRE R RAE
TUVICRIIBLET,

RE VA VI—D A ZADZA 7% 41 U IVICE
BT 5NDR/N—2D QCOW2 T4 RV %BIT
ERLET, T—FIMREBTIVDTRAMILLT
RITINZBEFHREIEHLEI T, RET N
Web AV Y — /I SEIEFLIIBEHT ZIHEICIE
WEINFET, ZOT4 RV 7TV r—v 3y
DIREEZRELVC—BET A RIVD—BEI771ILIR
TLDHIRE LO 27— % RET HHICHERAI
nEYd,

TARVBEVAILEETHIRLENHYIET,

k18~ > D RunStrategy (&. —EDFRHICH LU TRETS VA VA4V X (VM) OEMEEHIFIL £
¥, spec.runStrategy ;% £, spec.running SREDR DY IREY Y VERETOERAICEFEELE
¥, spec.runStrategy ;XEAFHT 5 &, true /2L false DB DH % £ spec.running F8E & 1
MBS, VMI DIERS L VBEE L YFICITAET., £ L. 2 DDRERBEHHHNT

¥, spec.running ¥ 7= |% spec.runStrategy DWW INHZFEATEE T, MALERAT 2HBEIF. T

T—DHEELFT,
4 D RunStrategy "EZEINTWVWE T,

Always
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VMIEZIREY S Y DIEREFICEICRTIINE T, 70D VMI DAL O DEHTELET 3550, FK
DVMIBERI N E T, Zhid spec.running: true & @ CEIMET T,

RerunOnFailure

BIDA VA VAN ITS—HEREETERHT 25581E. VMIDBERINET, 1 VY RYVRIE, R
MYV UDNEEIFEILETZHEE (v y MO VERE) ICEBERINEHRA,

Manual (F &)

start. stop. B & Urestartvirtctl 754 7> bax > Kk, VMI ORES L O EEEFIET S
OILFEARATEET,

Halted
RIS U HERINBBEICVMIIEFEEL FH A, INid spec.running: false &E CEI{ETY,

start. stop. & & U restart D virtctl A7 Y ROZEOHAEDLEIE. £D RunStrategy HMERAI N
DM EBEFAET,

UTORIE. RETY VOEBEOREISDBITICOVWTRLTVWET, FADNFICIE. RIETY VD
#HAD RunStrategy NRTINX T, TNENDEBIMDINICIE, virtctl ATV K&, TOAT Y RET
#% D3R RunStrategy AR~ INE T,

#0H# RunStrategy stop restart

Always - Halted Always
RerunOnFailure - Halted RerunOnFailure
Manual Manual Manual Manual

Halted Always - -

pa )

AVAMN=5—TFOEY 3=V IINBAVIZRANSIFv—%FERALTI VR
b —JL & 17z OpenShift Virtualization 7 5 X4 —Tld. / — KT MachineHealthCheck
ICKBL, V5 R —THIATEAR< % &, RunStrategy A° Always & 7z &
RerunOnFailure DRE~Y > VAR / — RTBRT7YV1—ILENET,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
spec:
RunStrategy: Always ﬂ
template:

Q VMI MIRTED RunStrategy 53 E.

8.1.6. BAEIE R

e KubeVirtv0.41.0 API ') 7 7 L > Z @ VirtualMachineSpec €& (&, RIE~Y > V& D/S
A= —BLUVEEDOLVEEADLWIYTFAMNERELET,
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o IVFF—T 4RV EREE LTHS, Thk containerDisk R 2 —L & LTREY S VIE
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o IVUANVRFIVvIDTIOA4BELVEMEICDWTDFMIE. Deploying machine health
checks ZZBR LTI W,

o {VAN—S5—T7TOEIYa=VIINDZAVISAMNSIFv—ICDVWTOFEMIT. 1 VR
N—5—T7OEY Iz I ENBAVITARNSVFv—OBE 2#SBLTLEIL,

® SR-IOV v b7 —7% Operator ICDWTDFFMIE, SR-IOV v k7 —7 Operator DF&E %
SRLTLCEIW,
8.2. R~V v DiRE
Web AV Y —ILDYAML I F 49 —F7/ida< Y RS54 > ®D OpenShift CLIOWFhh %A L T,

RET VEBREEBEIFTXE T, Virtual Machine Details EBE T/NS X —49—DHY Tty NaEHT S
ZEETEEY,

8.21.Web OV Y —I/ILTOIRETY Y DiRE

B&ET 274 —ILNDBEICHBHETA IV %Y ) v I LT Web AV Y —ILTREYY VDZEIRT 3
& (selectvalues) #fREL ¥, MDEIE. CLIAFERALTRETEZT,

SRIVET/)TF—Yavid, ERIICEEIN/T-RedHat 7 T L— N EDRY LREBYY VTV T L —
NOBEAHICODWTIREINE T, TOMBOIARTOEIF, 21— —HNRedHat T TL—MFlE

Create Virtual Machine Template” 1 #— R&EZFRA L TER L7 HR Y LRBY> YTV FL— RIS
DVWTOHREINIT,

Fg
1. 4 KA =a1—H5 Workloads = Virtualization 2 ) v 7 LF 9,

2. Virtual Machines ¥ 7% 7 1) v 7 LE Y,

3 REYYVAEBERLET,

4. Details # 7%= )y LEY,

5. $wE7A V%V vILT. 74—V RZREFAREICLIT,

6. BEITHEEAIMA, Save 7 v I LZET,
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R

RIET UHREITINTWVWSBIHAE. BootOrder 7213 Flavor NOZEHEIIREYY Vv &
BEIHTIEFTRBEINTEHA,

FEET 57 1 —IL RDAMICH B View PendingChanges 24 1) v 7 LT, RBHFDE

BARRCEEYT, R—Y LED Pending Changes /N F—ICId, R~ >~ DBEREIRF
WKERAINSIRTOEED—BHIRTIINEY,
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a. TDHIHICH % Options A =1 — =0y O LETY,

o FERLILRETYVZEFILTZHIC, TORET Y Y OMENRERERTT HICIE. MU
TERITLIT,

a. RET>>YDZri%2 ") v % LT, Virtual Machine OverviewR—JIC7 VA L &
ERR

b. Actions #27 )y 7 LET,
5. Stop Virtual Machine #3&iR L £ 7,

6. V1 RIOTStopaV)v oL, REYYVZEFELLEY,

8.6.4. [RIE~Y > v D—R = IE DEERR
Web AVY—ILHOSRETY VYD—HEILA@RTEZET,

AR

o 1DLULEDRETSVDRT—4H XD Paused THDINELH B,

pz o-1o)
virtctl 7 S4 7Y M AFERLTTRETY VA —BEILET I ENTEXET,

FIg
1. ¥4 RX=2—H5 Workloads - Virtualization =2 ') v 7 L £ 7,
2. Virtual Machines ¥ 7% 7 1) v 7 LE Y,
3. —BELEBERTIRETSUIEEFNETERDITET,
4, A—RT—RICBELAZ2—ICBELET,

o BHRDRBIIVVYTDT I aVOERITHNABRRIDR—IIZBESZITIE. UTEZETL
9,

a. Status 7, Paused 22w o LFT,
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o REIRLAEREYTY VDB EILE%ZHRY Z1IC. TDRETY VORENRIERERRT
5IClE. ULTFAERITLET,

a. RET>YDOZri%Y ") v % LT, Virtual Machine OverviewR—JICT7 VA L &
ERR

b. Status DABRIICHBMETA OV EI )y I LET,

5. EV4 2RI TStopzs )y oL, REYYVD—FHEILEZMEIRLE T,

87.RE~Y>YIAVY—ILADTIER
OpenShift Virtualization I&, ERZ2ERI RV ERBTLDIFERATEZEALZRET > YOV Y —

WERBLEYT, choddr Y —ILIZiE, OpenShift Container Platform Web OV Y —JLhv G, Fic
CLIOYY RaERALT7IVERATEET,

8.7.1. OpenShift Container Platform Web O > YV — /)L TORE~Y> AV Y —ILAD
V73

OpenShift Container PlatformWeb 3>V —)L T2 Y 7)Y Y —)LEIEFVNC AV Y —)L&FEAL
T, REYYVICERTEET,

OpenShift Container Platform Web I~V —JL T, RDP(VE—FF7R I by 7 7OMI) 2EAT 2
TR My TE2—=T7—a vV —EMAL T, Windows RE~Y Y VICERTEIET,

8.711. Y7y —ILADiEk

Web 3~ Y —JL® Virtual Machine Overview BE® Consoles ¥ 7H 5, RITHDRE~Y> DV
V—ILICERLEY,

FIR

1. OpenShift Virtualization 3> Y —IJILDH A K X = 2 —H 5 Workloads - Virtualization %z 7
Vv LET,

2. Virtual Machines % 7% 2 1) w27 LZ 9,

3. {R*¥8~< > v A EIR L T, Virtual Machine OverviewR— T A2 F 7,

4, Consoles#=27 )y LFEd, VWNCOAVY—ILDNTI74ILNTRHEZET,

5, —BIl1203avY—illty>arvDiHhEININDE LD ICT BITIE. Disconnect before
switching Z: 2R L9, ZHUADGZE. VNCOAVY =)Ly > avidN\v I I59 2 KT
TOT4TRFFICRYZET,

6. VNC Console KAwY 745> 1)ZXMNA5%51)wv % L., Serial Console #&IRL X7,

7. Disconnect =2 YY) w4 LT, AvY—Iibty avasRTLET,

8. # > 3 :0pen Consolein New Window% 7 w2 LT, BlIOD 1> ROTY 7)Y
V—ILERETET,

8.7.12.VNC AV —IJIL~D¥E:
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FEeE RiEV >

Web 3~ Y —JL® Virtual Machine Overview BE® Console ¥ 7 5R{THDRE~ T >~ ® VNC 3
VY —IVICERLE T,

FIR

OpenShift Virtualization 3>~V —JLDH A K X = 2 —H 5 Workloads - Virtualization %z 7
vy LET,

. Virtual Machines ¥ 7527 ) vy -7 L9,

R*8~< > > AER L T, Virtual Machine OverviewR— 2 A2 F 7,

.Console ¥ 7% 401wyl LEd, VWNCOAVY—IBTI74I NTHEET,

#4 7> 3 >:Open Console in New Window% 27 ') v 2 LT, BIOV 4> KUTVYNCOYY—
WeREETFET,

A7 av:SendKey &7 1) v LT, ¥F—DAEDLEERBY VICEELET,

AVY—II4 Y RODONEAES ) w2 L, Disconnect 501w o LTy avaiTLE
-a—o

8.7.1.3.RDP % {#f L 7= Windows {R38~< > A D#Ekx

Remote Desktop Protocol (RDP) #9427 A2V by T2 —7—23> Y —JLiE, Windows {RIE~ >
VICERT 2HODOLYFEVLCTVWIYY —ILERELET,

RDP %A {#FH L T Windows {R28~ >  IC#EEfET 5 ICIE. Web I Y —IL® Virtual Machine Details &
M Consoles ¥ 7H SR> D console.rdp 7 7 A L %ESF o O—KL, IN%@B%T 2 RDP

747

YMIEBELEXY,

AR

FIR

QEMUZ R MI—Y ¥ MHA Y R M—=)LINETHD Windows REY > >, gemu-
guest-agent [& VirtlO KRS 4 N—|CEFEFNTWVWET,

RIE~ > VIR I N7 layer-2 NIC,

Windows (R~ VY ERLRY hT—0 LD VICA VA N—ILENIRDP V547>
bo

OpenShift Virtualization 3>~ Y —JLDH A K X = 2 —H 5 Workloads - Virtualization %z 7
Vv LET,

Virtual Machines ¥ 7% 2 ) v 7 L% 7,

Windows {R38~< > > %3&IR L T. Virtual Machine Overview BIE %X £ 9,
Console # 7% 1) v L&Y,

Console —& T, Desktop Viewer #:&R L £ 7,

Network Interface —& T, layer-2NIC A3&RL £ 7,

4
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7. Launch Remote Desktop %2 ') v %7 L. consolerdp 7 7 1)L E¥ o> O—KLZET,

8. RDP 7547 h%RIX, consolerdp 7 7 M ILESRLET, & ZIE. remmina ZfEA L
i’a—o

I $ remmina --connect /path/to/console.rdp

9. Administrator 1 —H—&ZH L VR T—KAAHAL T, Windows RIEE~Y > VICERKLET,

8714.WebAVY—J)VHhHSSHOYY KEIQAEK—9F 3

O Y REIJIE—L T, Web I Y —IL®D Actions ') Z D5 SSH BHTEITHDIRIET > ¥ (VM)
K7 92ALET,

FIR

1. OpenShift Container Platform 3> Y —JL T, ¥4 KX =1 —7H5 Workloads - Virtualization
=0y I LEY,

2. Virtual Machines % 7% 2 1) w27 LZ 9,
3. IR#E~Y > v &#EIR L T, Virtual Machine OverviewR—J 2B X F 7,

4. Actions ') 2 A5 Copy SSH Command Z:ZEIRL £9, 2D~ K% OpenShift CLI (oc)
ICBHU T2 2 ENTEBR LD ICRY LT

872.CLIA~X Y RDFEARICLZRE~Y> AV Y—ILADT I ER

8.7.21.SSHEHATORIETI VA VAV AADT IR

RIETYY REBY ) ICR—KF 22 22 L7EIC. SSHAFERLTUREBY Y VICT V7 ERATER
_a—o

virtctl expose I >V R, RETI VAV RI VR (VM) DR— K%/ — RKR—NZEE L. BWIC
INET7I9ERDY—ERAZEHRLET., UTDOHITIL. fedora-vm-ssh H—EXZ{ERKLET, D

Y—ERE, V5RY—/—ROBEEDR— MDH 5 <fedora-vms RIEY VDR—KN 22185714
VEEELET,

BIRS
e VWMIERALTOY Y MAERAT %,

o 7/UtRYBVMIIE masquerade /N1 VT4 VI HEEFERALTT 74 MDD Pod Ry bk
T—JICERIN T\,

o PUOERTBVMI AEITHTHBZ I &,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR

L. LTFoavy R&EE4TL T fedora-vm-ssh Y —EX &K L 7,

I $ virtctl expose vm <fedora-vm> --port=22 --name=fedora-vm-ssh --type=NodePort ﬂ
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Q <fedora-vms |%. fedora-vm-ssh ' —E 2 A E79 2 {RET VDOEFI T,

2. H—EREZFzv I L. Y—EZRPERBLER—FERDIFZET,

I $ oc get svc

H oAl
NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
fedora-vm-ssh NodePort 127.0.0.1 <none> 22:32551/TCP 6s

+ ZDFITIF. —ERIEX 32551 R— M E2EELTVWET,

1. SSHEBEATVWMIIZOA Y LEY, V7R —/— RDipAddress & & CERIDFIE THEER
LieaR—bMEFERLET,

I $ ssh username@<node_IP_address> -p 32551

8.7.22.YAMLEEA AL/ SSH CORET IADT IR

virtctl expose IY ¥ RERTT2MEBER LIS, REYS Y (VM) AD SSHEREZBMICTZ I ENT
XFET, RETYVYOYAML 7 74 E LV —EZXD YAML 7 74 ILAREIh, BEAINS &,
H—ERESSH NS T4 v 0 REBYIVICEZELET,

LLTFoAIE, IREYVDYAML 7 74 IILBEL VY —ERXYAML 7 71 ILDFZREEZRLTWVWET,

AR
® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e oc create namespace I <7 K& L. namespace DEHIZIEE L TRE Y~ D YAML
7 74 )LD namespace HER LT,

FIR

LR VYDYAML 7 74 LT, SSHEROY—ERXRERRTZHODTRILE L CEZEEN
LEJ. 19 —7 x4 AD masquerade HEEXBMICLE T,

VirtualMachine FEZ& D fll

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
namespace: ssh-ns ﬂ
name: vm-ssh
spec:
running: false
template:
metadata:
labels:
kubevirt.io/vm: vm-ssh
special: vm-ssh 9
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spec:
domain:
devices:
disks:
- disk:
bus: virtio
name: containerdisk
- disk:
bus: virtio
name: cloudinitdisk
interfaces:

- masquerade: {} 6
name: testmasquerade
rng: {}
machine:
type: ™"
resources:
requests:
memory: 1024M
networks:
- name: testmasquerade
pod: {}
volumes:
- name: containerdisk
containerDisk:
image: kubevirt/fedora-cloud-container-disk-demo
- name: cloudinitdisk
cloudInitNoCloud:
userData: |
#!/bin/bash
echo "fedora" | passwd fedora --stdin

oc create namespace 1< >~ K THER I 11 % namespace DEHI,

®9

SSH NS 74 v IHEBICH L TEMIINIREBID VA VAV R E2HANT B72DIC
H—ERICL>THEAINDE IR, SRV, TDYAML 7 74 J)LiC label & L T
MEINZERD key:value R7ZFHATE, Y—EXYAML 7 7 1 )LD selector & L T
FHTEET,

9 48 —71x4 %4 7i& masquerade TT,

Q DA VH—7 T4 ADEHIE testmasquerade T,

2. REEX VAR LET,
I $ oc create -f <path_for_the_VM_YAML _file>
3 REYYVEREBLET,

I $ virtctl start vm-ssh

4. HY—EXDYAML 7 74T, Y—ER&, R—rES, LYy bR—bMEIBELE
-a_o
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Service EZDHI,

apiVersion: vi
kind: Service
metadata:
name: svc-ssh 0
namespace: ssh-ns 9
spec:
ports:
- targetPort: 22 6
protocol: TCP
port: 27017
selector:
special: vm-ssh ﬂ
type: NodePort

SSH t%—E X D £,
oc create namespace 1< >~ N THER I 11 % namespace D &HI,

SSH##HD Y —47 v hR— hES,

- -

L) i’a—o

5. Y—EXEERLET,

I $ oc create -f <path_for_the_service_YAML _file>

6. REBEYYUDNEITINTVWBIEZHALET,

I $ oc get vmi

el
NAME AGE PHASE IP NODENAME
vm-ssh 6s Running  10.244.196.152 node01

7. Y—ERXREZFzv UL, Y—EADPRBLER— ERDIFZET,

I $ oc get svc

H oAl
NAME TYPE CLUSTER-IP EXTERNAL-IP PORT(S) AGE
svc-ssh  NodePort 10.106.236.208 <none> 27017:30093/TCP 22s

ZOBITIE, H—ERIFKR—FEFES 30093 Z2EFLTWET,

8. UTFDOY Y FZEFTLT, /J—RFOIP7RLRZERELET,

LI —ZBEEIMRETY VYO YAML 7 74 IILICIEBEI NS SRIVE—BTE2HELDH
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I $ oc get node <node_name> -0 wide

o
NAME STATUS ROLES AGE VERSION INTERNAL-IP  EXTERNAL-IP
node01 Ready worker 6d22h v1.20.0+5f82cdb 192.168.55.101 <none>

9. REX Y UDNERITINTWVWE/—RDIP7RLRER—MNESEIBEL T, SSHEHTIRE
o4 LEY, ocgetsve IV Y RTHRIRINBR— MESH LU oc get node 1
IYRTERRINSE/—RDIP7RLZRZFEALEYT, UTFOHIE. 21— —%H, /—RODIP
TRLAR, BLIVPR— I ESEIEELcsshITY RERLTWET,

I $ ssh fedora@192.168.55.101 -p 30093

8723 RETIUAVARIVADIYTZILAVY —IADTIER

virtctl console I < > KiF, IEEINLRET I VA VRV AADY ) IV Y —ILEEETET,

BIRS Y

e virt-viewer X T —I B4 VA RM=ILINTWVWSBZ &,

o PUOERTBRETIV VA VAYVANRE[THTHD I &,
FIig

o virtctl YTV Y—ILICEKELET,

I $ virtctl console <VMI>

8724 VNCAFHLARETI VYAV ARIYVADT S 74 ANAVYY —IADT IR

virtctl 7514 7> h21—5F 14 1) 7 14 —IZ remote-viewer #gEEFA L. ETHDORETI VAV RY Y
2/ LTI Z74A0A0Y—ILEaRALLZENTETET., ZDHEEEIL virt-viewer /Xy r — U [THL A
AFNTVWET,

AR & M
e virt-viewer /Ny T —IU DA VA MN=)LINTWVWBZ &,
o FUERTHBIREII VA VA VANETHTHB I &,
p= -

JDE—FMIYTVTSSHRHBTyvirtctl 2 FE T 258, Xy arvaId VIlERET S
WEIHY ET,

Fg
L virtetl 2—F 4 V5714 —%2FHELTI 714 HhINA V9 —T 14 RICEHE LET,

I $ virtctl vnc <VMI>
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P8E RiEv v
2. AV RABAKRBMLULEBEICIK. NS a—FT1a V7 BRENETZLHIC-v IS TDEFER
ERITLET,

I $ virtctl vnec <VMI> -v 4

8.7.2.5.RDP OV YV —IJLDEAIC & % Windows {RA8 < > > A Dk

Remote Desktop Protocol (RDP) (&, Windows {RIE~ > VIlHEix T 22dD LY FEVWPTWVNWI Y Y —)L
ERELET,

RDP % {#H L T Windows IR~ > VICEHRT BICIE. BYY TSN L2NICDIP 7 KL X% RDP %
A7 MIRLTEELEXY,

AR

o QEMU#Z R hI—Y v A VA M—=I)LINZEITHD Windows IR3E< > >, qemu-
guest-agent [& VirtlO KRS 4 N—ICEFEFNTVWET,

o RV VIlHEHEI NI layer-2 NIC,

e Windows REYVERLURY NT—0LDT I VICA VA RN—ILEINILRDP V547
bo

FIR

. 79AM=VV%&FED1—H—& LT, ocCLI'Y—)L%{F > T OpenShift Virtualization 7 5
A=l 14LET,

I $ oc login -u <user> https://<cluster.example.com>:8443

2. oc describe vmi ZFH L T. £1TH®D Windows IRFEBEY Y VDR EERRTLE T,

I $ oc describe vmi <windows-vmi-name>

H A B

spec:
networks:
- name: default
pod: {}
- multus:
networkName: cnv-bridge
name: bridge-net

status:

interfaces:

- interfaceName: eth0
ipAddress: 198.51.100.0/24
ipAddresses:

198.51.100.0/24
mac: a0:36:9f:0f:b1:70
name: default

- interfaceName: eth1

75



OpenShift Container Platform 4.8 OpenShift Virtualization

ipAddress: 192.0.2.0/24

ipAddresses:
192.0.2.0/24
2001:db8::/32

mac: 00:17:a4:77:77:25

name: bridge-net

3. LAY —2XYNT—DA VI —TITAADIPF7RLRAAEEEL, ThaxdE—LZxd, Th
IFERIDFITIX 192.0.2.0 THY ., IPv6 #1ZIRT 2154 1E 2001:db8:: (T4 Y 7,

4 RDP V247V M aRE, EHEHICERIOFETCIE—LZIP7RNLAEFRALET,

5. Administrator I—H—&8 L VPNNAT— K% AHL T, Windows RE~Y > VIlERLE T,

SS.EENRKELL/ —NOERICLZREY VD7 M)A —/"—D K
) H—

J—=RICEENIREL, YVUNLAF v I RIS RY—ICTF 704 INTVRWNE

A. RunStrategy: Always 'SR EINRETI Y (VM) IFEER/ — RICEFNICBHILEFEA. R
IS UDITzAINA—N"—% N H—F3ITIE NodeA TV ¥V NaFETHIRT ZLELNHY F
-a—o

pa 3]
AVARN=5—T7OEY 3=V IINB2AVITIZANIVFv— ZFALTISR
H—%bAVARN=ILL, IVUANINRFzv I EBEYICERELTWEGEEIE. UTDL
DICRY X,
o EEMNKELAL/—RNIBFNIIBFIRAINET,
e RunStrategy »* Always Z 7z & RerunOnFailure IZEXE S M7 RIE~< > VIZIE
B/ —RTHINICRAT Y 2—ILINET,
8.8.1. HUIR &M
o RIS YHNEFTINTWS ./ — RIZIE NotReady R HBEINT WD,

e BENDHD/—RKNTEITIINTWARETYY Y TIX., RunStrategy #° Always ICFRE IR TL
3

e OpenShift CLI (oc) 4 Y 2 h—LI N T W3,

882 RTVXHINYZAI =MD/ — KDHIFR

CLIZERLT/—R&HIBRT B5E. /—RATY 9 M Kubernetes THIBRI N ETH, /—K
BIRICH P Pod IFBIBRINEHA, LTV /=23y bO—5—TEEINBRVART Pod I,
OpenShift Container Platform W& &7 7 2 A TERARY FS, LY —2 33y hO0—5—T
BEINDIANT Pod &, OFAARER/ —RICBRIYV1—I)LIhES, O—AILDIY=T7 TRt
Pod IZBIRT 2 ELHY £,

FI7

DLTOFIEAETL T, X7 XHITRITINTL S OpenShift Container Platform 7 5 X4 —H 5
J—RZHIFRLEX T,
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P8E RiEv v

1. J—=RIZRT Y 2 —ILHRH (unschedulable) DY — 0 &3 £,
I $ oc adm cordon <node_name>

2. /J—REDIRTDPod% KL AV () LET,
I $ oc adm drain <node_name> --force=true

CDRATYFE. J—RDBF 754V FLREIBELRWVEEICKKT 2RI HY £7,

J—REARELAWVWEATHE, HAX ML —JICEXALT7—IO0—REETLTWSHEEMN

PHYET, T—YDHEEMHCICIE, BT THEIMEBEN—RIT7OEREIY E9,
3. VSRY—HMhH/)—RuEYIKRLET,

I $ oc delete node <node_name>

J—=RFATIxI MIUVSRI—DLHBRINTVWETHA, INIXBEEIE P kubelet —E
AL BREINZFZHEICV TIRAI—ICBUSMT B IENTEEY, /—REZTDITRTO
T—8 EXKEHICHIRT BICIE. /—ROFEREEILE TE2REIHY T,
4. MEBN—ROzT75EREYI>TWRHBEIE. /— RPNV SRS—ICBEMHLR LI, ZD
N—=ROzT7EBUAVICPYYEZZET,
8.83. RV VDT A IA—/N—DFER
TRTODVY—ZADEBTRW/ —RTRTTRE, BTLERETSYOZEAENICOWT, FHTLW
RETVAVREI VR (VM) BNEBR/ — RICEBBNICERINE T, VMIMERIhTWEZ &%
HERT 5ICIE, oc CLIZFEALTIRTOVMI ZRRLET,
8831 CLI AL RETI VI VY RAY VY AD—EXRTR
oc ANV RZIA VAT —TTAR(CL) ZFEALT, R R7AOVBFIMREYI VICEL> T
BINTWB VM ZEUIRTOREYY VDO—EEZRRTEET,
FIE

o UTDIAT Y RZERITLT, IRTOVMID—EEZRRLET,

I $ oc get vmis

89.QEMUYRARNI—Y Y NDIRET IADA VA M=)

QEMUFTZhIT—Y v b &, RETYVYTEITIN, REYY Y, 2—H—, 774V AT A,
BLVEHAVI) =Ry NI —D BT 2BEHRE=RAMIESTT—EVTY,

891 QEMU YA MI—Y TV MDD Linux RIEETS ADA VA =)L

gemu-guest-agent IFA<FIAINTH Y, RedHat REYL VY TTF 74V MNTHIETEEY, 2D
I—YzV a4 VRAM=LL, Y—EREZEHLET,

FIR
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-viewing-qemu-guest-agent-web

OpenShift Container Platform 4.8 OpenShift Virtualization

L avy—=llowghh, FLESSHAEFRLTREY> Y OAY Y RSAVILTIRALE
-a—o

2. QEMUTRARNI—Y YV M ERBIYIVICA VAN —ILLET,
I $ yum install -y gemu-guest-agent

3 Y —ERITKGEEDHD I =B L. ThzRFLET,
I $ systemctl enable --now gemu-guest-agent

Web AV Y —ITREYY VELBREY Y YT TL—bOWTIDEERT IS, 74 F— KD
cloud-init£2 < 3 »® customscript 74 —JLNZFEALTQEMU ST A NI =Y TV R A VA M—
L., BT BRIEETETET,

89.2.QEMU4S A I —Y ¥ D Windows REEYS VADA VA MN—JL

Windows R Y DIBEE. QEMUS R NI =V ME. UTOFIEOWThAEFERL TS VR
N—ILTZ3VirtlO RKSANRN—=IZEFNhTVWET,

8.9.2.1.Virtlo K74 X—D & Windows R~ I ADA VX b—Jb

Virtlo R4 /=%, E|YHTS5N/=SATACD K4 THSEEED Windows IREEY S VIZA VA M—
JILET,

= -1o)
ZDFEIETIE., KRS A/8—% Windows IBINT 370D NAML 7 7O—F A FEHRALT
WEzd, 2O7AtERIE Windows DNN— 3 Y TEICETFERZFRMEI DY FT, 4

EDA VA M—=ILFIBICDWTIX, BFEULD Windows /X—2 3 VICDWTDA VA M—
IRFAAVMNESRLTLCEIN,

FIE
LR VEREL. V5740020 —VICERLET,
2. Windows A1—H%—tvavicos4 v LET,
3. Device Manager Z B X, Other devices Z#:5k L T. Unknown device Z —&EXRTRL X7,

a. Device Properties W\ T. FEARTNA RERFELET, TNA1R&E2HI VYD
L. Properties &R L 7,

b. Details ¥ 7% %2 1) v % L. Property ') X b T Hardware Ids Z &R L £,
c. Hardware Ids @ Value Z%7R— kXN 2 VirtlO RSA N—& B L ZF T,

4. TINA R%&HY ") v Y L. Update Driver Software 3R L £ 7,

5. Browse my computer for driver software= 27 ') v 7 L. VirtlO RS A4 N—DNEINTWBE]
YETEHDSATACD RS A TDHBMICBEILE T, RIA/1—d. RSANRX—=DF A T,
ARLV—=—FT A VIV RAT AL, BLVCCPUT—F TV F v —RlICREBHICERINE T,

6. Next#2)w I LTRSAN—Z%AVAM=ILLET,

78



P8E RiEv v

7. REBRIANTOVirtlO RSAN—IZH LTIt %#EYIRLET,
8 FRZIAN—DAVZAKM—JLRIC, Close 27 ) v I LTO1 VRO ZRLET,

O REYYVEBREELTRSAN—DIVAMN—ILERZTLET,

8.9.2.2. Windows 1 ~ A h—JLEF®D VirtlO K4 /X—DA4 VXA h—JL

Windows DA > 2 b —JLBSICEIY H TS5 SATACD RSA/N=—D5 VirtlO RSA/N\—% 4 VX h—
IMLET,

yz o-1o)
ZDFIETIE, Windows 1 VR M—ILONANART7 TO—FA5FALEIH,. 1 VR
N—JLAEIE Windows DNXN—2 3 VY TEICERZAIEEMEIHY ET, 1 VA K—ILT D
Windows D/NX—2 3 VIZDWTORF a2 AV M ESBLTLEIWL,

FIig

LRE~YYVEREL, VY2 74AH0aVY—ILICERLET,
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FE
1. 4 KA =a1—H5 Workloads = Virtualization #2) v 7 LF 9,
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4. Environment ¥ 7% 1) v LET,
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6. Save=/V )v o LZET,
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FREE
1. Virtual Machine Overview R—Y H 5, Disks ¥ 752 ) v oI LET,
2. BIlRL7z>— 2Ly b, BENY S, FLEY—ERT7HIVIMDRTARID—EBICEENT
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8.11.3. B EEHR
o Pod NDOHEBEMEDEWNT —4 DR
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RSA/NN—DA4 VX M—JLT&IC. container-native-virtualization/virtio-win I > 57+ —75 1« X 7 13{x*8
IOVUNLHIBRTEEY,

Installing Virtio drivers on a new Windows virtual machine SR L T XL,

8.12.2. Microsoft Windows IRI8< > v DHR— NI N3 VirtlO KRS 4 /8N—

KBIYR—FINBRFM /1=

N—FKoxx7ID
viostor VEN_TIAF4&DEV_1001 78wy %9 K354 /8—, Other
VEN_TAF4&DEV_1042 devices 7' JL— 7 M SCSI
Controller & L TRTRINBHE
rHYFET,
viorng VEN_TIAF4&DEV_1005 IvhoE—Y—XRKRIq
VEN_TIAF4&DEV_1044 /N—_ Other devices 7' IL— 7D

PCl Device & LTRRIN 55
arhy F9,

NetKVM VEN_TAF4&DEV_1000 *xw NT7—2 KRS 4/8—, Other
VEN_TAF4&DEV_1041 devices 7' )L.— 7'M Ethernet
Controller & L TRRINBI56
rHY FEF9, VirtlONIC HREX
NTWBIERICOAFBETEZ
ER

8.123.Virtlo R4 /N—aVF7F—T 41 AV DRET > U A~DENM
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ZM=ILF BT, RIEY > VERE 7 7 1 )L T container-native-virtualization/virtio-win 1> 77—
T4 A% SATACD RSA4 J7& LTRBR D VICEIYHTEY,
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e container-native-virtualization/virtio-win O > 57+ —7 4 2% % Red Hat Ecosystem Catalog
NBFIVO—RTBIE, AVTT—TARIDNI T RI—ICRWEAIE RedHat LY R b
=648 va—RKINn37H, ThIZBETEHY A,
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1. container-native-virtualization/virtio-win 3> 577+ —F 4 XV % cdrom T4 A2 & LT
Windows RV VEREZ7 7AIIVICEMLE S, AVTF—T 1 RAVIE. V5 RF—ICHRWE
BIILZRAN)—=HBFovO0—-RINET,

spec:
domain:
devices:
disks:
- name: virtiocontainerdisk
bootOrder: 2 ﬂ

83


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-installing-virtio-drivers-on-new-windows-vm
https://access.redhat.com/containers/#/registry.access.redhat.com/container-native-virtualization/virtio-win
https://access.redhat.com/containers/#/registry.access.redhat.com/container-native-virtualization/virtio-win

OpenShift Container Platform 4.8 OpenShift Virtualization

cdrom:
bus: sata
volumes:
- containerDisk:
image: container-native-virtualization/virtio-win
name: virtiocontainerdisk

‘D OpenShift Virtualization (&, VirtualMachine 27 7 1 LICEZ I N B EF CTIREBY > ~
F4 RV %FEENL £J, container-native-virtualization/virtio-win 3> 5+ —5F 4 XU D
BICIREBYY v OMDT A RV AEFHT 3H. FhE4 7> 3 D bootOrder /85 X —
H—5FALTRETVYUYDNPELWT A AIDSRBEFTEEIICTEET, 714 AVIC
bootOrder #18E T 2HA. CNIFREDITRTDT 1 RAVIBEINDZRELNHY F
ER

2. TARVIE, RETYUNBET S EFBERTREICARY ET,

o VT FT—TARVERTHOREYY VIENT 21568, EEEAAMICT 5725HIC CLI
T oc apply -f <vm.yaml> Z T 50, FLIFREYI Vv E2EEBLET,

o RETIUNEITINTWARWEE, virtctl start <vm> A#EFAL F T,
R UHEEILIZS, VirtlO R4 NRN—%Z|Y Y TSN/ SATACD KSA4 THhEA4 VA M=)LT
xXF9,
8.12.4. VirtlO RS A4 /N\—DEETfE Windows {RIEEY > Y ADA Y A M—JL

Virtlo R4 /=%, E|YH TSN/ SATACD KRS A4 THSEEED Windows IRET S VIZA VA M—
JILET,

pz o-1o)
ZDFEIETIE, K54 /8—% Windows IBINT 270D NAMAL 7 7O—F A FEHRALT
WEzd, 2O7AOtERIE Windows DNN— 3 Y TEICETFERZERME, DY £T, 4

EDA VA M—=ILFIBICDWTIE, BFEVD Windows /X—2 3 VICDWTDA VA ~M—
IRFAAVMNESRBRLTLCEIN,

FIE
L REBYVEREL. V5740020 —LICERLET,
2. Windows A—H%—tvavicos4 v L&,
3. Device Manager Z B &, Other devices Z#:5& L T. Unknown device Z —&XRTRL F¥7,

a. Device Properties ZfAW\N T, FEARTNA RERELET, TNAREHI Vv Y
L. Properties &R L 7,

b. Details ¥ 7% %2 1) v % L. Property ') X b T Hardware Ids Z &R L £,
c. Hardware Ids @ Value %7 R— kXN 2 VirtlO RSA N—& B L ZF T,

4. TINA R%&HY ") v L. Update Driver Software #3ZR L £ 7,
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5. Browse my computer for driver softwarez 7 ') v 7 L. VirtlO KR4 N—=AEHN TS E|
YYHTEHDSATACD RS TOHZAICBEILET, KTA4/X—ld. RSANR—DF5 41T,
IRV=FTAVITIRAT L, BLUVCPUT—F TV F v —RlICEBRICIERINE T,

6. Next#2)w I LTRSAN—%AVAM=ILLET,
7. MEBRIRTOVIIO RSAN—IZ L TZO7OERA2BYIRLET,
8. RSAMNR—DAVAMN—JLIEIC, Close 50 ) v L T4V RIERALCET,

O RE~Y>VEBREELTRSAN—DIVAMN—ILERZTLET,

8125. RETVUMLDVIiIrtlO AV T F+H—T14 AT DYIBR

WMEBRITARTODVirtlO RSAN—%RETVICA VA M=)l L7=%IL. container-native-
virtualization/virtio-win > 577 —FT 1 RV 5 {RETI VICEIY B THIREIALC LY F

9, container-native-virtualization/virtio-win 3> 577+ —57 4 X 7 &5 {RET I VEET 71 IILH S Y
LEY,

FIig
L RE7 7ML %EREL. disk 8L volume ZHIBRL 7,

I $ oc edit vm <vm-name>

spec:
domain:
devices:
disks:
- name: virtiocontainerdisk
bootOrder: 2
cdrom:
bus: sata
volumes:
- containerDisk:
image: container-native-virtualization/virtio-win
name: virtiocontainerdisk

2. BEEABMICTBLEOICREYY VABREFHLET,
8.13.VIRTIO RS A4 N—DE R WINDOWS {RIEE<X > > ADA VA M—)b

8.13.1. FiiR &4

o RETIUNSGTIERATES Windows 1 VA KM—ILXAT 47 (ISODT—F R 2—L~D
1 VR—hF BEITREBYY VADEIY BT %EEFT),

8.13.2.VirtlO K4 /N—|[ZDWT

VirtlO K5 4 /8—I{%, Microsoft Windows {R#8~ < > A OpenShift Virtualization TETI N 572D Ik
ERERBIETNNARARZAN=TY, Y R—bINB K54 /8—(F. Red Hat Ecosystem Catalog M
container-native-virtualization/virtio-win 1> 57+ —7 4 RV THEATE X7,

container-native-virtualization/virtio-win 3> 577 —F7 1 X7 1&. RSANN—D1 VA M—=ILEHYIC
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Windows DA > A M —JLEFIC VirtlO RSAN—% A VA M=)l TBZEEH. BEFED Windows 1 X
N—=ILISEBINT 22EEHETEET,

RSA/NN—DA4 VX M—JLT&IC. container-native-virtualization/virtio-win I > 577+ —75 1« 2 7 13{x48
IOVUNLHIBRTEEY,

VirtlO R4 N—DBEFED Windows IREEY S UADA VA =L BB LTLEI W,

8.13.3. Microsoft Windows (RZ8< > v DHR— M I N3 VirtlO KRS 4 /8—

KB2YR—FINBRFA /1=

N—FK9xx7ID
viostor VEN_TAF4&DEV_1001 78wy %9 K354 /38—, Other
VEN_TAF4&DEV_1042 devices 7' JL— 7 M SCSI
Controller & L TRTRINBHE
rHYFET,
viorng VEN_TIAF4&DEV_1005 IvhoE—Y—XRKRIAq
VEN_TIAF4&DEV_1044 /N—_ Other devices 7' )L— 7D

PCl Device & LTERRIN 35
anhy 9,

NetKVM VEN_IAF4&DEV_1000 *xw NT7—2 KZ4/8—, Other
VEN_IAF4&DEV_1041 devices 7' )L— 7 ® Ethernet
Controller & L TRRIN 256
HrHY F£F9, VirtlONIC HEREX
NTWSSEICOAFBATEE
E

813.4.VirtlO RS A N—=VFF—T 4 R DRET L U ADIENN
OpenShift Virtualization &, Red Hat Ecosystem Catalog T#IA T X % Microsoft Windows @ VirtlO K
FAN—%AVTF—TA4RIELTEALET, INHDRF A /8—% Windows RIEEY > VT4~

2 h=ILFBICIE, RIEEY T VERE T 7 1 )L T container-native-virtualization/virtio-win 3> 57—
T4 AV %SATACD RSA T LTREYTY VICEIY H¥TET,
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Mo IO—RTBIE, AVTFT—TARIDNISRI—ICRWIGEIERedHat LY X K
=58 raO—RINdH, CHIIREBETIEDY FHA,
FIig
1. container-native-virtualization/virtio-win 3> 577+ —F 4 XV % cdrom 71 A2 & L T

Windows (REEX S VEREZ 7AIIVICEBIMLET, AVTF—T 14 RVIE. 75 RY—ICRWE
BIILZRAN)—=HB4FovO0—-RINFET,

spec:
domain:
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devices:
disks:
- name: virtiocontainerdisk
bootOrder: 2 ﬂ
cdrom:
bus: sata
volumes:
- containerDisk:
image: container-native-virtualization/virtio-win
name: virtiocontainerdisk

Q OpenShift Virtualization (&, VirtualMachine 27 7 1 LICEEZ I N B EF CTIREBY > v
F4 RV %FEEIL £J, container-native-virtualization/virtio-win 3> 5+ —5F 14 XU D
BICIREBY Y v DOMDT 4 RV AEFHT 3H. FE4 7> 3 D bootOrder /85 X —
H—5FALTRETYUYPELWT A AIDSRBHATEEIICTEET, 714 AJIC
bootOrder #18E T 2H5A. CNIFREDITRTDT 1 RAVIBEINZIRELIHY F
ER

2. TARVIE, RETYUNBET S EFBERTREICARY ET,

o VT FT—TARVERTHOREYI VIENT 21568, EEAAMICT B725HIC CLI
T oc apply -f <vm.yaml> Z AT 20, FLIFREY Vv E2EEBLE T,

o RIETIUNEITINTWLWAWESE, virtctl start <vm> ZFARAL X9,
RET UM EEILEZS, VirtlO R4 N—%ZY ¥ TSN/ SATACD KS14 TH B4 VA M=ILT
xE9,
8.13.5. Windows 1 > X M —JLEF®D VirtlO KRS A4 X—DA VA h—JL

Windows DA > 2 b —JLBSICEIY H TS5 SATACD RSA/NN—=D5 VirtlO RSA4/1N\—% 4 VX h—
IMLET,

yz o-1o)
ZDFIETIE, Windows 1 VR M—ILDNANAT7 TO—FA5FALEIH,;, 1 VR

N —JLAEIE Windows DNXN—2 3 VY TEICERZAIREMENHY ET, 1 VA KN—ILT D
Windows D/N—2 3 VIZDWTDORF A AV MNESRBLTLIEIL,

FIig
LRE~Y>VEREL, VY2 74AH0aVY—ILICERLET,

2. Windows 41 YA M=) 7Ot XAAFBLET,
3. Advanced 1 YA MN—J)LAEBIRL Z T,

4, ZMNL—YDBEIE. RSAN—DPO—RINDFETERHEINFEA, Loaddriver 24 1) v
9 L/i-a—o

5. RSANR—ZSATACD R4 TELTEIYETONET, OKZY Yy oL, CD KFA /13—
TO—RIBRAMNL=YRFIAN—BRLFET, FTAN—F RIA =D T #R
L—=FT4 VT AT AL BLUVCPUT—F T 7 F v —RlICEEBMICRRINE T,

6. MERIRTORSAN—ICDWVWTHERD2 DOOFIEEZYIRLET,
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7. Windows 41 Y2 =L &7 L& T,

8.13.6. R UALSDVirtlIO AV T+ —FT 14 A7 DY

WMEBRITARTODVirtlO RSAN—%RETVICA VA M=)l L7=%IL. container-native-
virtualization/virtio-win > 577 —FT 1 RV 5 {RETI VICEIY B THIZREIIALC LY F

9, container-native-virtualization/virtio-win 3> 577+ —F7 4 X 7 & {REBT S VEET 71 IILH S Y
LEY,

Fig
L RE7 7ML %EREL. disk 8L volume ZHIBRL 7,

I $ oc edit vm <vm-name>

spec:
domain:
devices:
disks:
- name: virtiocontainerdisk
bootOrder: 2
cdrom:
bus: sata
volumes:
- containerDisk:
image: container-native-virtualization/virtio-win
name: virtiocontainerdisk

2. BEABMICTDLEOICREY Vv EBREZELET,
8.14. 5 REY VEIR

8UNLKRETVYDYY—RI+—9DFEMA

RE~Y VD)V =R +—9 DIESE L VER

81411L{RETI VD) Y —R Y +—FHIBDRE

DOIANDHEFATSZ)Y—RI+—FId, RETYY (VM) TEFHRICKELEXY, YV —X
I A—HTHIREFERT 2HE8E. VMICFHTY Y —RFIRERETIHEIHYET, )Y —RH
Rik, VY—RBRIYDRCEEHEI00MBRELTEIRELHY T,

FIig
1. VirtualMachine ¥ =7zt X MA&fRELT. VM OHIREZRELEF T, UTICHETRLET,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
name: with-limits
spec:
running: false
template:
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spec:
domain:
#...
resources:
requests:
memory: 128Mi
limits:
memory: 256Mi ﬂ

ZDERENYR—PMINBDIL, limits.memory &4 requests.memory {EL Y D7 < &
£ 100Mi KEW/HTT,

2. VirtualMachine ¥ =7z A M EREFELZ T,

8.14.1.2. BAE AR
o JOVIHVRNITED)Y—RTF—4

o BHOTOVIY NEDYY—RI +—4
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81421 {REVv> VD /) — KBEICDWT
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UTFDBEICINETIIENTEET,

o RETIUNEMDD, 74— ILMNMNLSVRERRETZEHIC. ThHEELRSD /) —RTE
TI20ELH D,

e 2DODHEERDRXY hT7—U 8374 v I D%\ chatty VWM 2'%H %, TRA/ — KEDIL—
T4 VORI B, REYYVERLC/ —RTEITLET,

o RIETIUICIK, FIATRERTIARTD/ — RICEWVEED/N—RY T 7HENIVETT,
o HEEAR /) — RIBIMT % Pod'HY, ZNOLDHEEAFRHATIRLDIREYY VYEZFD /) —
RICECE S 2 ELHY T,
pz -1o)
RETVOEBREIE, 7—70—RDOEED/ — ROBEIL—ILICEDEFY, 7—7

A—RAIVER=—FRV MLRILOBEED / — KO LBRAINZIGE, REYYVIEEHN
5D/ —RICEEETEEHA,

LFDIL—ILY A FiE, VirtualMachine ¥ =7t X h®D spec 7 1 —)L RTHEHRATEXZ T,

nodeSelector

RETVIE, F—EEORTERIEIZDT 1 —ILRTEELERTEFRALTSRNILNGIT O
7=/ —RKICPod ARV a2a—I)LTXFT, /—RIZIE, —BRXRRINALTRTORTII—HIT B
NILBRIFhIERY FH A

affinity
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JYURRWLEBXAEFRALT, /—RERBIIVIC—HTBIL—IIEBRETETFT, &2,
IW—ILDN— REHTIIARCERBEICRDEDIICEEL, L—ILOEENB LINLWVEESLIR
BRIV DR AT T 2a—IEINDEIICTBIENTEEFT, PodD7 74 =5 14—, Pod DIET
TAZT4—, BLP/—ROT7 71 =71 —I3RETP VOEBEBTYHR—NINET, Pod D7
T4 =254 —IFRET I L TEMEL £, VirtualMachine 7—2 O0— K% 4 713 Pod 47
ST MIEDLEDHTT,

R

L

TI74=ZT74—Ib=)bid, RFTa21—YVIBRBICOHERINES, OpenShift
Container Platform (&, #l# & &/ IR R LFEICETHFOT7—/0O0—-—RK%2HBR
1=y LEHA,

tolerations

—HITBTAVINEE D/ —RTREYYVERY V21— TEXFET, T4V MDY/ —RICERX
nNa5B8, TD/—RKRET74V N2BRTBREI VDA EZITANTET,

8.14.2.2. / — FECEDHI

BUF®D YAML R =Z~X_v hDAITIE. nodePlacement. affinity, & & U tolerations 7 1+ —JL K% {F
LTREBYY YD/ —REEZHRAITAXLET,

8.14.2.2.1. f5l: nodeSelector # A L 7zRE~Y >V / — RDEE

ZDFITIE, RIE T VI example-key-1 = example-value-1 & & U example-key-2 = example-
value-2 SRIVOEANEEFNZIA YT —YDH B/ — KHBBETT,

Dig¥
Of

ry
S

MBAICEEYE T 5/ — R RWGE, REYY VYRR Ya—IL3nEHA.

<=7 MDOH

metadata:
name: example-vm-node-selector
apiVersion: kubevirt.io/v1
kind: VirtualMachine
spec:
template:
spec:
nodeSelector:
example-key-1: example-value-1
example-key-2: example-value-2

8.14.222.fl:Pod D7 74 =74 —B LUV Pod DT 74 =7 4 —ICLBREBYY Y/ — RDOERE

- o~ T 1L IrF4f e s & 1L — _a

a =l s L N~ [ N
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’l

BeE R~

C W Cld, IR ¥ ¥ V& 7 XL example-Key-1 = example-value-1 2 2 E{TH W Pod Wb & / —
RTRTT21—-IINBRENHYEY, ZDLIML/ — FTERITHD Pod BRWVGEHE, RIETI >
BRTYa—bIhFEHA,

ARERIGEICRRY . RET > »IE S5 R example-key-2 = example-value-2 =D Pod % % / — K
TRRATV1—LINEHA, EEL, IRTOEMERS/ —RIZZDINIVERED Pod 1'% %1%
B ATV 15— LI DRI EEELE T,

RE<v =7 MDOH

metadata:
name: example-vm-pod-affinity
apiVersion: kubevirt.io/v1
kind: VirtualMachine
spec:
affinity:
podAffinity:
requiredDuringSchedulinglgnoredDuringExecution: ﬂ
- labelSelector:
matchExpressions:
- key: example-key-1
operator: In
values:
- example-value-1
topologyKey: kubernetes.io/hostname
podAntiAffinity:
preferredDuringSchedulinglgnoredDuringExecution: 9
- weight: 100
podAffinityTerm:
labelSelector:
matchExpressions:
- key: example-key-2
operator: In
values:
- example-value-2
topologyKey: kubernetes.io/hostname

ﬂ requiredDuringSchedulinglgnoredDuringExecution )L —J/L ¥ 1 7% R 9 31548, HN%EHE
IRWGERICIFREBETS VIRV a—ILINFE A,

9 preferredDurlngScheduImglgnoredDurmgExecutlon V=94 TaERT2HE. JOHNE
WEIBWEETEH, BRERIANTOHNZ®BLITHBEICREY VIFEKAEL TR Y1—LE

hi’a—o

8.14.223.6l: / —RDT7 74 =74 —ICLBREBYI Y/ — ROEE

ZDFITIE, RET T VIESRIL example.io/example-key = example-value-1 £ 7z &5 X)L
example.io/example-key = example-value-2 Z#2 ./ — R TRT Y1 —ILIN2BEI HYET,
@ﬂ%m FNILDWITNDD/ — RICFEET BIGEICHLEINE T, WTIhOINILEFELRWS
A, REIYVIFZATYa—-ILIhEtA,

4
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AERRSBE. A7 Y 1—7—Id 7L example-node-label-key = example-node-label-value % 7§D
J—RZEERELET, 2L, IRTDERERSZ )/ —RICZOSRIVDBHZIHEE. ATP1—5—&
ZOHEMEEERELEXT,

<=7 MDOH

metadata:
name: example-vm-node-affinity
apiVersion: kubevirt.io/v1
kind: VirtualMachine
spec:
affinity:
nodeAffinity:
requiredDuringSchedulinglgnoredDuringExecution: ﬂ
nodeSelectorTerms:
- matchExpressions:
- key: example.io/example-key
operator: In
values:
- example-value-1
- example-value-2
preferredDuringSchedulinglgnoredDuringExecution: 9
- weight: 1
preference:
matchExpressions:
- key: example-node-label-key
operator: In
values:
- example-node-label-value

ﬂ requiredDuringSchedulinglgnoredDuringExecution )L —J)L ¥ 1 7% B9 31548, HN%EHL
IRWGEEICIFREBTS VIRV a—ILINFE A,

g preferredDurlngScheduImglgnoredDurmgExecutlon V=54 TEFERT2HE. JOHN%E
WEIBWEETEH, BRERIANTOHNZ®BLITHBEICREY VIFEKAEL TR T Y1 —LE
hi’g—c

8.14.2.2.4. f5l: /&R (toleration) Z A L RE~> >~/ — FOEE

ZOFITIE, RETVAICFHNINS / — NIZIE, 9 TIC key=virtualization:NoSchedule 71 > k
DIN)IDBFIFLENTWET, TOREBYY VICIE—HT 5 tolerations h'H 27H, InET414 Vb
Mo/ —RICRATZY2—ILTEEY,

pa 3
TAYV N BRI BREBYIVIF EDTA VN eFHF D/ —RICRATYV1—-LVTB0E
EHY A

<=7 MDOH

metadata:
name: example-vm-tolerations
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apiVersion: kubevirt.io/v1
kind: VirtualMachine
spec:
tolerations:
- key: "key"
operator: "Equal”
value: "virtualization"
effect: "NoSchedule"

8.14.2.3. BAE AR
® Virtualization AV R—R >V hD/ — RDIEE
o /—RELIVHY—DFERICLZHE/— KD Pod DEE
o /—RD7T74=F74—)b—I)LZERLK/— FLET®O Pod EEEDHIE

o /—RTFTA Y h%eEAL% PodEEDHHE

814 3. GAAEO—F—Y 3 VODERTE

AEAEO—T—2a v NSA—9—%REL T, BIEOIMHASLZEEIBRAIT,

ZhnilE. Web 3> Y —JLTD OpenShift Virtualization D4 > X b —JLBFIC, F 7z |& HyperConverged
ARG L)Y —Z(CR) TAVARAPM—JVRICEITT B ENTEET,

FIR

1. L FDa~ > R%3E47 L T HyperConverged CR X £ 9,

I $ oc edit hco -n openshift-cnv kubevirt-hyperconverged

2. LTFOFID & S IC spec.certConfig 7 1 — )L R ERELE T, P RATLDA—/N—0O— RN%&
T2ICIE, TRTOENM10ODULETH DI &A2MHER L F T, golang ParseDuration 230 IC%#E
W HXFHELT, TRTOEERELET,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
certConfig:
ca:
duration: 48h0m0s
renewBefore: 24h0m0s 0
server:
duration: 24h0m0s 9

renewBefore: 12h0mO0s 6

Q ca.renewBefore D& (3 ca.duration DIELL R THBZMHEHNHY £,
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Q server.duration D{E&(Z ca.duration DELL T THZIZLELHY £,

9 server.renewBefore D fEld server.duration DELULT THDIUELHY F T,

3. YAML 7 74L& SR —ICERALET,

8.1432.ZBAZEO—F—aVNRSA—Y—DRSTINa2a—FT14 VY

1DLLE®D certConfig [EZHIfRT B &, T 74 MEDUTOWT NI DRGEHRET 2HEERE.
TI7 A4 MEICRY Y,

e ca.renewBefore D{E|d ca.duration DIELL T THZHELHY £,

e server.duration DfE | ca.duration DIELL R THEZMELHY T,

e server.renewBefore D{E|d server.duration DELL T THZHELHY £,
TIAIMEDNINLDRUEFEETDE, T7—DNRELET,

LA F DT server.duration [EAHIPRT 5 &, T 7 4 )L MED 24h0mO0s | ca.duration D{EL Y £ K
IRY, EBEINEEZHEEELET,

B

certConfig:
ca:
duration: 4hOm0Os
renewBefore: 1ThOmOs
server:
duration: 4hOm0Os
renewBefore: 4hOmO0s

INICEY, LTFOIZ— Xy E—IDRTINIT,

error: hyperconvergeds.hco.kubevirt.io "kubevirt-hyperconverged" could not be patched: admission
webhook "validate-hco.kubevirt.io" denied the request: spec.certConfig: ca.duration is smaller than
server.duration

IZ5—Xv =Y, RIDBEEDHDEBHINE T, HfTT 2H1IC. TRTD certConfig DIE%
mERLEYd,

8.14.4. 51845 XV DEENL

Red Hat Ansible Automation Platform Z{#f 9 % &. OpenShift Virtualization HI24 2 7 # BEL TE
F 9, Ansible Playbook Z{FfH L THRDIREY > VA ER T 2BOEKREIE AL E T,

8.14.4.1. Red Hat Ansible Automation ICDWT

Ansible l&, YR TFLDKRE. V7 Mz T7OTF7O4, $LU0O—Y) VY IVEHRORTICERT 288
{6y —IL T, Ansible IZl& OpenShift Virtualization DY R— kA& FN, Ansible EY a—I)L%&ER

T2E, FYTL—b, KEERY 2—LBER(PVC) BLTRETY VORBRERED I SR —ERY
2V EBEETEET,

_ e S Sy A R S S —_— e, . . — fbewrm L o -
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/

$BeE I8~

Ansible (&, oc CLI Y —JL* APl Z18H L CH3E1TC T 6 OpenShitt Virtualization g2 BENMLI ©
FEEAERMLUFE T, Ansible 1. KubeVirt EY 12— )L AfiD Ansible EY 12— )L ERETEXDH T
——)THhBEELFT,

8.14.4.2. {R*3E~v > V{ER D EENL

kubevirt_vm Ansible Playbook Z{#f L. Red Hat Ansible Automation Platform % {8 L T OpenShift
Container Platform 2 5 24 —IRBEY Y V= ERTE £,

AR

e RedHat Ansible Engine /X—3 > 2.8 LAf&,

FE
1. kubevirt_ vm ¥ X 7 &8 & 5 IC Ansible Playbook YAML 7 7 1 L= fREL £ ¢,

kubevirt_vm:
namespace:
name:
cpu_cores:
memory:
disks:
- name:
volume:
containerDisk:
image:
disk:
bus:

o EE
ZDR=Ry NZIE Playbook @ kubevirt vm S DANEENE T,

2. namespace. cpu_cores D%, memory. H& U disks xZL. EFRTI2HEDOH BRET
VUERMIESIDICEEZRELE T, UTFICAZRLET,

kubevirt_vm:
namespace: default
name: vmi
cpu_cores: 1
memory: 64Mi
disks:
- name: containerdisk
volume:
containerDisk:
image: kubevirt/cirros-container-disk-demo:latest
disk:
bus: virtio

3 REBY Y VEERRBRYT CICERT 2HENDH BB EICIE. state: running = YAML 7 7 1 JLIC
EBmMLET. UTFICHIERLET,

I kubevirt_vm:

>
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namespace: default
name: vmi

state: running ﬂ
cpu_cores: 1

Q ZDfE% state: absent ICEE T 2., §CICHEET AEAICREYY VIZYIBRINE
£

4. Playbook @7 7 1 L& %518 & L TOAEMAL T, ansible-playbook 1% > F%2£4TL &
ER

I $ ansible-playbook create-vm.yaml
5 HAO%EEREL., TLADPEBICETINAAEINEER LT,

H A B

(..)

TASK [Create my first VM] kkkkkhhkkkkkkhkhhhkhkhkhhkhhhhhkhkhkhhhhhhhhhhhhhhhkhhdhhhhhhhhhhhhkhhhddhhrrrhhhhhhkx

changed: [localhost]

PLAY RECAP
Khkkhkkkhkhkhkhkhkhkhkhhhkhhhkhhkhhhhhkhhhhhhhhhhhhhhhhkhhhdhhhhhhhhhhhhhhhdhhhhhdhhhhhhhhhhhhhhkhhkhhhhhkhkhhkdhkrhhhkrhhhkkk
localhost :0k=2 changed=1 unreachable=0 failed=0 skipped=0
rescued=0 ignored=0

6. Playbook 7 7 1 JLIC state: running 2289, 3 CILRIEBY Y V2 RET 2UENH DHBEIC
&, state:running #5523 £DICT7 7ML %EfRE L. Playbook #BERTLET,

I $ ansible-playbook create-vm.yaml
RIETS VNERINZ & 2BBTBICIE, RIEYS YAV —IUADT IR 28T LE T,

8.14.4.3. fl: k18~ > > % EB T % 7= D Ansible Playbook

kubevirt_vm Ansible Playbook Z A L TR~ VExXZBEMELTE X,

LUF® YAML 7 7 1 )L i& kubevirt_vm Playbook DI TY, ZhiliE, Playbook 2179 2MRICHE
DEREBEWMADIVEOHZ YV TILOELNESENET,

- name: Ansible Playbook 1
hosts: localhost
connection: local
tasks:

- name: Create my first VM
kubevirt_vm:
namespace: default
name: vmi
cpu_cores: 1
memory: 64Mi
disks:
- name: containerdisk
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P8E RiEv v

volume:
containerDisk:
image: kubevirt/cirros-container-disk-demo:latest
disk:
bus: virtio
EINEER
® Playbook OE

® Playbook MREEY —IL

8.145. RIEYY VD EFI E— RDFEMA

Extensible Firmware Interface (EFI) E— R TRET Y V2B TEE T,

8.1451. KRBV VD EFIE— RICDWT

L 51~ — BIOS % & D Extensible Firmware Interface (EF) &, O Ea—4%—DEHFICN—KT =T
AVR—RYMRARL—=FTA VIV RTLADAA =TT 74V EMBPILLES, EFIIFBIOS L YD
BT OBEEE DRI A XA T avaYR— Mg 270, BEEEZEHBTIEY,

ik, efilliRFEFO7 7ML E EHNICE T 21BEREIRTRELET., 27 714)L
i&. EFISystem Partition (ESP) & MEIEN 2 4FRM/NR—FT 4 > a VICREINE T, ESPICIE. OV

Ea—49—IlA VAN —=—ILINBARL—FA VIV RTFLDT— b O—4—T0O7SLEE5FNFE
-a—o

R

OpenShift Virtualization (&, EFI €E— RZER Y 51558, €X2177— M &AL RE
IV (M) DHEYR—KNLET, EFa 77— rHAEDCINTLARWVGEEIE. R
B UMRYRLYI Sy aLET, L. REYDVIEEFa2T77—MIHIEL
TWARWAREMAHY F9, RETI U EZREIT 2HIIC. (REYS VERELZHERL T,
INPEF2TT—MIHIELTWEZ EZHERALET,

8.1452.EFI E— RTO{RET>YDT—

RETVEREIVMIRZ 7 AMNAREEL T, REYV VA EFIE—RTREIFBITALDICKETEE
£

AR

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR

1L ARE~Y > VA T - hF 7L Virtual Machine Instance (WMD) A 7Y 29 N2 E&HT % YAML
774NV EEHRLET, YUY TIVLYAML 7 7AIVD T 7—L7 7D AV HFAEFARALET,

tXaT7T— D707 4 THRREDEFIE—RTOT—Fh

apiversion: kubevirt.io/v1
kind: VirtualMachinelnstance
metadata:
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labels:
special: vmi-secureboot
name: vmi-secureboot
spec:
domain:
devices:
disks:
- disk:
bus: virtio
name: containerdisk
features:
acpi: {}
smm:
enabled: true ﬂ
firmware:
bootloader:
efi:
secureBoot: true 9

‘) OpenShift Virtualization Ti&, EFI E— R TEF 177 — hEE{TT 575HIC SMM
(System Management Mode) ZBMICT 2ELHY £,

9 OpenShift Virtualization I&. EFI E— RZFERAT2HBE. X2 77— M afEALLRIE
ROV (M) DHEYR—KLET, EFa 77— MHAEVCINTOVRWGEIE, R1E
TOUMRYIBRLY Sy aLET, £EL, RETIVEEFIT T MIFIELTWL
BRWATREMEL DY 9, RIEY Y VZEET BH1IC. REYY VEREEZERLT. Ihd
X277 —MIRBLTWE I ZHRLET,

2. LFOOYY REEFTLT, Y27 ANEISRAY—ICEARALET,

I $ oc create -f <file_name>.yaml

8.14.6. RIEY > VD PXE 7— MNDETE
PXE 7— N F7IlE®R Yy b7 —2 7— M& OpenShift Virtualization TRIETEX 9, Xy N7 —2 7 —
MILY, O—ANICEYYTOSNEZERAMNL—YUTNANA R LICAVYE2—49—%EL., AL —
FAVIORTLFRLIZMBOTOSLEREHL, O—RTBZIENTEET, L& Thick
Y, il RZA MDTFTOABICPXE H—N—HDWSNEBEROSA A—VUBRBIRTEET,
8.14.6.1. RiliR &4

o Linux 7y IR ERINTWLS,

o PXEH—N—T)yTELTHELU VLAN ICERKRINTWSZ &,

8.1462.MAC 7 KL R&HE L= PXE 7—hk

T3, BEEHII PXE XY k7 —% D NetworkAttachmentDefinition # 7~ = 7 N &{ERH L. v b
T—ORBETI ATV N 2RBETETET, RIS, RETD VAV RAIVADEBREZ7 74 TRy b
D— O EREEESRBLTUREY Y VA VRV AERBIILE T, T/ PXE H—/—TRELIFEIC
&, REIV VA VR VADERETI 7AITMACT RLREIBETZIEETEET,
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P8E RiEv v

AR & M
o Linux 7w IHERINhTWSEZ &,

o PXEH—N—A2TYyTELTHELU VLAN ICERKINTWSZ &,

FIE
L V53R —ICPXEXRY N7 —V%BELET,
a. PXE &y b7 —7 pxe-net-conf Dx vy N7 —VEGERT7 71 IV EERLET,

apiVersion: "k8s.cni.cncf.io/v1"
kind: NetworkAttachmentDefinition
metadata:
name: pxe-net-conf
spec:
config: '{
"cniVersion": "0.3.1",
"name": "pxe-net-conf",

"plugins": [
{
"type": "cnv-bridge",
"bridge": "br1",
"vlan": 1

b

"type": "cnv-tuning" 9
}
]
}l

Q 473V VLAN ¥ &,

g cnv-tuning 75 74 Vi3, BRI LMAC 7 RLZADHR— MERHEELET,

R

RS VA VRV RIE, BRERVLANDTZ VERAR—KNTT ) v brl
ICEIYETONhET,

2. BRIDOFIETHER L7 7V ERL TRy T —VERERLZ/FEKRLE T,

I $ oc create -f pxe-net-conf.yaml

3 ARBT VA VARAIVARABET 74N E, AV —T A RABLVRY NT—VDEFEMESD
DEOIRELEY,

a. PXE —N—TRERQFEICIEF. XY MNT—VBLUPMACT RLRAEZIBELE T, MAC
7 RLZADMEBEINTULWRWGE, EIXBEMICEIYVETONET,
bootOrder A* 1 ICEREINTHY., 1 V9 —T x4 ANRMCEST B & =W L
T ZDHITIE. 419 —7 x4 Rk <pxe-net> & W) Xy NT—2ICEGEINTUVE
ERR
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interfaces:
- masquerade: {}
name: default
- bridge: {}
name: pxe-net
macAddress: de:00:00:00:00:de
bootOrder: 1

pa )

BEOAVIY—T A RBLVTARIDT—  OIEFEIE T O—/NIVIEREIC

BRYFEY,

b. ZRL—F A VIV RAFLDTAOEY 3 v JRICEENEICETIND LD, T—F

FINAREBESETAAVICEIYYTET,
54 2% bootOrder D% 2 ICHREL F T,

devices:
disks:
- disk:
bus: virtio
name: containerdisk
bootOrder: 2

c. BERIICHERIN/IcRY N —JHERERICERINDIRY NTV—JZEELEYS, TDY
F 1) A Tlk. <pxe-net> | <pxe-net-conf> & WD xv N7 — I EBERICERINE T,

networks:
- name: default

pod: {}
- name: pxe-net
multus:
networkName: pxe-net-conf

4. BRI VA VRAIVREERLET,
I $ oc create -f vmi-pxe-boot.yaml
6l
I virtualmachineinstance.kubevirt.io "vmi-pxe-boot" created
LRI VA VRV ADETEFELET,

$ oc get vmi vmi-pxe-boot -0 yaml | grep -i phase
phase: Running

2. VNCAHEARALTIREBIYY VYAV RY VY AAERRLET,

I $ virtctl vnc vmi-pxe-boot

3. 7— MNEBT, PXE 7— M EEICEFINTVS I EERRBLET,
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4. REX VAR VZAICOT4 v LET,
I $ virtctl console vmi-pxe-boot

5 REYY VYDA VI—T A ABLUVMAC T RLRZHERL., TV v VIlERINA >V
H—TITARAICMACT RLADBEINTWE I EEHELET, TDIHE. PXE T— NI
EIP7 RLRAGLICeth1 ZFEALTVWET, D1 >4 —7 x4 R eth0 (& OpenShift
Container Platform ™5 IP 7 KL Z&EZEBRELTWE T,

I $ ip addr

H A B

3. eth1: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN group default glen 1000
link/ether de:00:00:00:00:de brd ff:ff:ff:ff:ff:ff

81463. TV FL—NMNPXET—FDREITI VAV RIVRAFZET 7M1

apiVersion: kubevirt.io/v1
kind: VirtualMachinelnstance
metadata:
creationTimestamp: null
labels:
special: vmi-pxe-boot
name: vmi-pxe-boot
spec:
domain:
devices:
disks:
- disk:
bus: virtio
name: containerdisk
bootOrder: 2
- disk:
bus: virtio
name: cloudinitdisk
interfaces:
- masquerade: {}
name: default
- bridge: {}
name: pxe-net
macAddress: de:00:00:00:00:de
bootOrder: 1
machine:
type: "
resources:
requests:
memory: 1024M
networks:
- name: default
pod: {}
- multus:
networkName: pxe-net-conf
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name: pxe-net
terminationGracePeriodSeconds: 0
volumes:
- name: containerdisk
containerDisk:
image: kubevirt/fedora-cloud-container-disk-demo
- cloudInitNoCloud:
userData: |
#!/bin/bash
echo "fedora" | passwd fedora --stdin
name: cloudinitdisk
status: {}

8147. T AMXE) —DEHE

FAMAEY —BREEABEDI—RAT—RIEDLETHETIVLELGHZBE. YA MD YAML RE
771N ERELTINERITTEET, OpenShift Virtualization &, XA M X E) —DF—/—1
SYNDREE, TAMAE)—DA—N—AIY NTHI VT4V ITOEMNLEHFTLET,

Digk

==
[=]

DLTFOFIETIE, XY —FRICLYVREY OO ZAN@EHIRT XN 5 AEE
MEZSHET, YURIVEEBRL TWBBEESICOMAMRTLTLEIL,

8UATZLTANMNAEY—DA—/N—O3Ivy FOHBTE

RE7—7O0—RICHARREAEZ LOS XA E) —IREBELRBE. XE)—DF—/"—33Iv MaFEH
LTRARDAE) —DIRTELIFZDIFEAEZREBII VA VRIS VZ (VM) ICEIY KBTS Z &
NCTEET, ATV —DA—N"—Iy MNEBWHICT B EE. BERAMIFHINE)Y—R45K
KETEBZEEEKRLET,

TcE AW, RRAMI32GBRAM D' H2HE. AEY—DA—N"—2Iv " aFALTENTN 4GB
RAM ZHD 8 DDRIEBY Y Y (VM) ICHIETEF T, Ihid, RETIUDENSLDXEY —DFTA
TEBRERFICERALAVWEWSRHRTHEELE T,

8%

AXEY—DA—N=TIv MILY, XEY—FE (OOM IC L B3 T) »'RE TR
B o702 0@HRT I3 FEErE<RY £,

R~ v OOM THRE T I N2 AR, HEDFRE. /—FKAEY—, FIAT
BE% swap tRig. R VDA EY —HE., H—XILD same-page merging (KSM) D
FRZOMODERICL >TEDLYET,

FIR

LRI VAV RI VR L, VR —DOBRINEULDXE) —HL'FIAEAETH S
CEEBPARMICTRT DI, RIETDVERET7 71 )V %#wE L. spec.domain.memory.guest
% spec.domain.resources.requests.memory & Y E HSWMEICEREL T, 2O TOERIEX
EY—DA—/N"—ZIy PEMENRTVWET,
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LLFOFITIE, 1024M B0 S R —DEBRINFTA, RET VM VYV RITIE
2048M N FFERIEETCH B EBAINFE T, / — NICFIHEARRZEDOA T —D+2ICH DR
Y, IRETY VA VRY VY AIEERA2048M 2 3HE L X T,

kind: VirtualMachine
spec:
template:
domain:
resources:
requests:
memory: 1024M
memory:
guest: 2048M

R

J—RDBXEY) —FRBOREEICLDE, PodDIEY>avIL—ILERLIL—IL
MRS VA VRV AISBERAINET,

2. RS UAEERLET,

I $ oc create -f <file_name>.yaml

81472. A MAEY —F—NR—Aw K7 h9 VT4 v TDOEMNL

BRTBEICMAT, PEDOAEY —DEREIV VA VRAIVRAICE>TERINE T, BIMOAE
) —l&. FNZFNho VirtualMachinelnstance 7Ot X425y T34V ISARNS IV F v —ICFEAI
ni’g—o

BEIIERINDIAETIELYFEADN., TAMXEY) —F—N—ANY RTHODUFT A VT HERDICT
52T/ —REDREIS VA VAIVADBEEERLT I EIXARETT,

8%

FAMNAEY =D —=IN—=A~NY RTAIVT AV TEEDICTEE. XEY—FRE
(OOM IZ & 2BHIRT) ICL BIRET > Y 7O ANREIR T DAIgEEN B BW £
-a—o

R~ A OOM THRE T I N D AR, HEDFHRE. /—KAEY—, FIAET
BE7Q swap tRig. R VDA EY —HE. H—XILD same-page merging (KSM) D
FRZOMRODERICL >TEDLYET,

FIR

L HAMAERY)—F—N=AY RTHI T4 TEEMNITBICIE. YAMLERE 7 7ML AR
£ L. overcommitGuestOverhead D{E#% true ICRELEF T, TDNRNSX—F—FFT T AL
NTEMICINTWET,

kind: VirtualMachine
spec:
template:
domain:
resources:
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overcommitGuestOverhead: true
requests:
memory: 1024M

pa )

overcommitGuestOverhead "*E&ICINTWVWBIHFE., CNIETA MDA —
W=~y REXAE) —HIR (HBHE) ICEMLEXT,

2. RV ERLET,

I $ oc create -f <file_name>.yaml

8.14.8. k18~ ~ >~ T®M Huge Page D{F [

Huge Page . 7SR —ADREI VDN F U ITAEY—E LTHERATEET,

8.14.8.1. Rl &M

o J/—RICIE FFNIHEIY BTSN Huge Page B EREINT WS,

8.14.8.2. Huge Page DAL

XE —Id Page EFENZ 7OV VTEEINE T, Z<DYRATLTIE, 1R=JF4KiTY, X
EY—1IMi & 256 R—=TIZ, X EY —1GilE 256,000 R—JICHYE LF T, CPUICIK, ABEDXE
)—EEBI1=v FDHY, N—RIVITTIDEIBR=V YA MZEELFT, FSVRAL—Y 3V
Iy 2 7H A R/\y 77— (TLB: Translation Lookaside Buffer) (&, {RENSYPEADR—I T v EY
TOINRERN—RI T T7Fvrv2aDIETT, N— RV T7OERTEINLRET7 KL AN TLB
IKhniE, v EY I ETIEPKCRETEEY, TITRWEEICIE, TLBIZANEEL., Y RT AR
EENELS, VINIZTPR=ZADTZ RLATHRICT A —ILbN\v I3, N7 3—< YV ADBBEIRE
LEF. TLBOH A XEEEINTWEDT, TLB I RADFEERER S TIIE Page 1 XEKELT
ZRENHYET,

Huge Page &1, 4Ki KU KEWXEY —R—I DI ETY, x86_64T7—F TV F+—TlE, 2Mi &
1Gi @D 2 DA —#BY7% Huge Page 1 XTY, BIOT7—F TV F v —TlEY A4 XIFERQRY £9, Huge
Page ZAT2ICIE. 7TV r—2avpRETEDLDICI—REEZILAUBELIHY FT,
Transparent Huge Pages (THP) &, 77U 4 —> a3 vl & %8357 LIC. Huge Page DEE %= HE)L
LEDELFTA HMHAHY £, FIC. R—=IH A4 X 2Mi ICHIRINE T, THP TiE. THP D
TI7ZUNREET, AEY—FRAEI S AY, RN EIY., N7+ —T Y RDETICDRHY,
AEN)—R=IUHPOVIINTLEDAEMELHY ET, COLIREBEIS, 7TV I—2avid
THP Tld7a <, FFEIY HTHEHD Huge Page ZEAT 5 & D ICERET (FLHER) SN3BENHY X
ER

OpenShift Virtualization Tl&. FFNICE|IY BTSN 7 Huge Page 2R TE 2 LD ICREY Y U %%
ETEET,

8.14.8.3. k8~ < > M Huge Page D&E

memory.hugepages.pageSize & & U' resources.requests.memory /X5 X —4 —&{RET > VEREIC
HAAI, RIBYS VU HFBFICEIY B THNT Huge Page 2T 2 LD ICERETE XY,

AEY —BRER=IY A IFURITRIBELDHY FT, L&A R—=IH A X 1Gi DIFEIC 500Mi
XEV—ZBERTDIEREFTEIEA,
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P
RANBELVTRAMNOSDAEY —LAT7Y MIIEERELHY FEA. REYV VT

—7xAPMTERINS Huge Page B QEMU IZEAINE T, 7 X MH®D Huge Page
i REXO VA VRV ZADFATREBAEY —BICETWTOHRRETEET,

EITHORBY LV ZHmET 2R EEZADICTILOICREBYY V2BEBTIVENHY X
_a—o

AR

o /—RITIE, FFNCEIY BTSN Huge Page BMEREINTWEIRELH B,

FIE
1. R~ VERET. resources.requests.memory & & U' memory.hugepages.pageSize /X5
*X—4% —% spec.domain ICEEMLXT, UTFDERERA=ZRY ME, R—=IH 4 IH1Gi D&
4G XA T —ZEKRT BRI VICOVWTDEHEDTY,
kind: VirtualMachine
spec:
domain:
resources:
requests:
memory: "4Gi" ﬂ
memory:
hugepages:
pageSize: "1Gi" 9

Q) RIETYVICBRINDATY —DAHE, TOFEER—IJHA X THIIHNERHY £
7T,

@ & HugePage DY A X, x86_64 7 —XF U F v —DEMAMEE1GI LT 2Mi TT,
R=I YA ZFEBERINIAE) =LY ENILRIFNIERY FHA,

2. RE~YUEREZERLIY,
I $ oc apply -f <virtual_machine>.yaml|
8.149. RV VHDERY V—RDEMIL
NI 4=V R%EEALEIEZLHIC. CPURED/ —RYY—REZREBTUVERICHEERTEIET,

81491 FAYY—XICDWT

RS VYOER) Y —RA5BWTBEE. REYY YO —70— Rt 7O A THERAI LA
WCPU TR Ya—)bInEzd, ERNVY—RA%ZFHTZIET, REYD VDN T+—T VR EL
AT —DFHDBEEZREIFTZIENTEET,

8.14.9.2. miiR &M
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o CPUNYF—Yv— &/ —RICREINZLENHYEY., RETYDT7—-/0—-F2RYT
T a—I)L9 BHEIC,. /— KIZ cpumanager = true SRNIHBREINTVWSE Z EAERLE T,

o RETIVDERNA IR ->TWBZ &,

8.14.93. k3> Vv DERY Y —RADARIL

Details ¥ 7 CIREYY VOERY Y —RA2EMCT BRI EHNTEZFT, RedHat 7 FL— M F T
DA —REFBALTERINERETY VIE. EHDY Y —ATEMICTEET,

FIg
1. ¥4 KX Za2—H5 Workloads = Virtual Machines 27 v 2 LE Y,
2. RIEEY > v %#EIRL T, Virtual Machine¥ 7#RE £,
3. Details ¥ 7%V ) v LEY,

4. Dedicated Resources 7 4 —)L RORAIIH ZERETA A% V1) v - LT, Dedicated
Resources 714 Y RO ZHETET,

5. Schedule this workload with dedicated resources (guaranteed policy)% &R L £ 7,

6. Save =V )v o LZET,

8.14.10. REX VDRI a—)l

RETVDCPUETIVERY Y—BUDN., /—RKDBHYR—NFTZCPUETILEIVRY V—EHE
DODE#BMEICDOVWT—HTEIE%2HRALT. /—RTREYY Y (WM ZRS V21—l TEET,

8.14.10.1. R Y ¥ —EBHICc DWW T

RET>Y (VM) Z RV 2—)LT3ICE. RYY—BEE., REYY DN/ —RTRIVa—-)ILIh
ZEDEBRMEICDOVWT—HT 2 CPUKREEAIEELE T, REVIVICEEINZ R > —BHEIE.
DR~V VE ) —RICAT V12—V BAEERELE T,

RY>—EtE B4

force RIEY S VIFBBEINIC) — RTRET1—ILINET, Thidk. RRAMD
CPUMMRIEY L VD CPUICHIBRL TWAWGETEEHELEY,

require RET S VDFED CPU ETILS L UBBEARTEREINTULAWEEIC
RETVIGERAINET 7274 MDERYY—, TOF 71K > —
BHEFAIFMOR) Y —BHEOWTNA%ERFD CPU / — KOBHE Y R—
FE2LIIC/—RAREINTVWARWSGE, REYYVIEZED/—RT
AT a—=)LINnFEFHA, RRXMD CPUIMRIET S D CPU ZHR—p
LTWah, NAN=NRAHF-PR/ELTVWBCPUETIVETIaL—h
TEX2RENHYET,

optional RIEX D VUDRRANDOYIET S VD CPU THR—FINTWBIHEIE. R
B Un/—RIZBMINEFT,
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RY>—EH

disable RIETVIECPU / — KRDMEBHEEEHICR T2 -5 &IEFTEE
HA.

forbid ZDHLBEN R A D CPU THR— hIh, CPU / — RigHEAEMICA ST

WBIBETEH, REYYVIERTa—-ILInEHA.

8.14.10.2. RV v —Et & L U CPU EEDERE

ZTNTIhORETIY (WM IZRY P —BHES L CPUMEEAREL T, IR > —6 LU
IKES>T/ —RTRTDVa—IbINBELDICTEHIENTEET, RET S CPUMBEIL. RRAMD
CPUILE>THR—IIN, FEEINANRN—NAHF—BIIalL— b INBZIEEHRTEHDIIR
EINET,

FIR

o RIETIUERET 74 )LD domain tHkZIREL T T, LTDOHITIEK, REY VA VRV
Z (VM) IZDWT CPUHBES L U require R > — %R EL £,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
name: myvmi
spec:
domain:
cpu:
features:
- name: apic ﬂ
policy: require

@ FETCVERRRETY VA YRI VR (VM) DEHT

Qg RETY VELIIRETY VAV RY V2 (VM) DR Y ¥ —Blk,

8.14103. Y R— I TWB CPUETFTINCODIRET VDR a—Y 5T

RE<T> Y (VM) D CPU ETIVELIFRIBY VA VY RAI VR (VM) ZERE LT, CPU EFILAY
R—FMINTWB/—RIZChERT V2 —ILTEET,

FIR

o RIETIUEERET 74I)LD domain tikAZREL T, UTOHIE. VMIBIFICERINEHE
EDCPUETILAERLTWET,

apiVersion: kubevirt.io/v1
kind: VirtualMachinelnstance
metadata:

name: myvmi
spec:
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domain:
cpu:
model: Conroe 0

Q VMI @ CPU EF L,

814104 KA METITCHDREY VDR a—Y T

R > (VM) D CPU E7 )L host-model ICEREINTWBIHE., REYIVIFRAT Y a—)L X
NTWB/—RKROCPUETILEMALET,

FIR

o RIETIUEERET 74ILD domain tikAZwRELET., UTOHIL, RET VYA VRI VR
(VMI) ICEE I 15 host-model R L TWE T,

apiVersion: kubevirt/vialpha3
kind: VirtualMachinelnstance
metadata:

name: myvmi
spec:

domain:

cpu:
model: host-model ﬂ

AT 1—=)LE¥NB/—RKRDODCPUETIEMEATZREYY VELIXREYY VA VR
&2 A (VMID),

8.14.1.PCI /XA R J)L—DETE

PCI (Peripheral Component Interconnect) /NZ ZJL—#EA AT 2 &, REYY U HEN—KRD 7T
FTINARZTIEAL, BETEFET, PCI/NRRRIL—DEREIND &, PCIL TN RIET A MAR
L= 4 YT AT LICHERICERINTVEIDL D ICHELE T,

PSR —BEEIE, ocAYXVYRSA VAV —T 4 A(CLYAFERALT. V5 RX9—TOFERAN
HFAIINTVWEERA N TN, RERABLVCEERTEET,

814N PCI/RRRIV—AKRR M F/84 ZADERICDOWT

CLIZERALTPCI /AR RI—AICKRA M T/31 A% #(H T %121, MachineConfig 7 7> ¥V b %
ER L. Bh—FILBIE%EEIL T, Input-Output Memory Management Unit IOMMU) &4 L £
9, PCl 7/34 Z % Virtual Function I/O (VFIO) KRS A /X—IZ/N1 > KL TH 5. HyperConverged /1
A% L)) —2Z (CR) D permittedHostDevices 7 1 — )L RZiRE LTI SR —ARATRALZE T,
OpenShift Virtualization Operator Z&#)IC1 > X h—JL ¥ %355, permittedHostDevices D —& (322
IKRY XY,

CLIZERLTY A9 =05 PCIFRA MT/31 2 %HIkd %ICI&. HyperConverged CR H5 PClI 7
NA REREHFRLEF T,

8.14.1MN.1.1LIOMMU RS A N—%28FRIZT 572D H—FRILBIEDEN
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71— )LD IOMMU (Input-Output Memory Management Unit) K24 N—ZBMICT %I
i&. MachineConfig # 7> =7 M &{EK L. A—XILBIEEZEML X,

AR
o {EEF® OpenShift Container Platform 7 5 24 — LRt § 2 EEEERINVETT,

e Intel F/IXAMDCPUN—RD L7,

® Intel Virtualization Technology for Directed I/O 3k & 7= I& BIOS (Basic Input/Output System)
@D AMD IOMMU D' BZNICET T W3,

FIR

1. A—RILBIE%H5$ % MachineConfig 7 72 =V M EER LE T, LLTDAIE, Intel CPU
DA—XIBIERLTWET,

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker ﬂ
name: 100-worker-iommu
spec:
config:
ignition:
version: 3.2.0
kernelArguments:
- intel_iommu=on

Q FHLWA—RIBIEAET—H—/ —ROHMERALET,

@ rameld. TUVERELTOBMICHITSION—FILEIH(00) D5V IERLET,
AMD CPU 1'% 515 & 1&. H1—FILE|# % amd_iommu=on & L TEEEL XY,

g Intel CPU @ intel_jommu & L TH—RILBIBAERELET.

2. #7138 MachineConfig # 7Y =7 & ER L E 7,
I $ oc create -f 100-worker-kernel-arg-iommu.yaml
WREE
e T MachineConfig # 7> =/ D EBMINTVWS I & EHRALEF T,

I $ oc get MachineConfig

8.14.1.1.2. PCI /XL AD VFIO RS A IN—~DNA VT4

PCl 7/34 R % VFIO (Virtual Function I/O) RS 4 /N—IZ/X1 > RF BICIE, &T /34 AH 5 vendor-
ID & & U device-ID DEZEF L. INHDET—E%ZEKLFT. —&E% MachineConfig 7 7> =
2 MBI L 9. MachineConfig Operator (&, PCI 7/8f R %D/ — KT
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/letc/modprobe.d/vfio.conf Z4 K L. PCl 7/84 X% VFIO RS A N—ICNXA Y KL ET,

AR

o H—XRILB|IE%AE CPUDIOMMU 2BRICT B70HIEBMLTWS,

FIR
1. Ispci ¥~ R%ZEFTL T, PCl 7/31 2D vendor-ID & & U device-ID #BE L £ 7,

I $ Ispci -nnv | grep -i nvidia

H A B

02:01.0 3D controller [0302]: NVIDIA Corporation GV100GL [Tesla V100 PCle 32GB]
[10de:1eb8] (rev at)

2. Butane #%7E 7 7 1 JL 100-worker-vfiopci.bu Z{Em L. PCI 7/34 2% VFIO RZ 4 /X— |/
1Y RLET,

yz -1o)
- Butane DF¥#llE. Butane A LYY VEREDEMESRB LTI,

B

variant: openshift
version: 4.8.0
metadata:
name: 100-worker-vfiopci
labels:
machineconfiguration.openshift.io/role: worker ﬂ
storage:
files:
- path: /etc/modprobe.d/vfio.conf
mode: 0644
overwrite: true
contents:
inline: |
options vfio-pci ids=10de:1eb8 9
- path: /etc/modules-load.d/vfio-pci.conf 6
mode: 0644
overwrite: true
contents:
inline: vfio-pci

FLOWA—FRILBIEHED—H—/—ROAHBEALET,
PARTICRE X 1z vendor-ID 1& (10de) & device-ID f& (1eb8) #18E L T, BE—DF/ A

A% VFIO RSAN—=IINAI Y RLET, BHROTNNA AD—EAERV T —BLVT /A
AIERE EHITEBINTEET,

®9

g J—H—J)— RTVfio-pci A—RIVEZ 2 —ILEFEHAL 7 71 b,
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3. Butane 2L T, 7—Hh—/— NICEREIN 3% E% EEL MachineConfig 7 7> =/ K
7 7 1 )L (100-worker-vfiopci.yaml) =4 L £ 7,

I $ butane 100-worker-vfiopci.bu -0 100-worker-vfiopci.yaml
4. MachineConfig # 7>/ h&D—h—/—RNIZEALZ Y,
I $ oc apply -f 100-worker-vfiopci.yaml
5. MachineConfig 7 7> =7 A EBMINhTWE I & 2HRAL T,

I $ oc get MachineConfig

H oAl
NAME GENERATEDBYCONTROLLER IGNITIONVERSION
AGE
00-master d3da910bfa9f4b599afded7f5ac270d55950a3a1 3.2.0 25h
00-worker d3da910bfa9f4b599af4ed7f5ac270d55950a3a1 3.2.0 25h
01-master-container-runtime  d3da910bfa9f4b599afd4ed7f5ac270d55950a3a1 3.2.0
25h
01-master-kubelet d3da910bfa9f4b599af4ed7f5ac270d55950a3a1 3.2.0
25h
01-worker-container-runtime  d3da910bfa9f4b599af4ed7f5ac270d55950a3a1 3.2.0
25h
01-worker-kubelet d3da910bfa9f4b599afded7f5ac270d55950a3a1 3.2.0
25h
100-worker-iommu 3.2.0 30s
100-worker-vfiopci-configuration 3.2.0 30s

WREE
e VFIO RZAN—HPO—RINTWBI xR LET,
I $ Ispci -nnk -d 10de:
ZOEATIE, VFIO RZAN—DMFERINTVWE I EEERLET,

H B

04:00.0 3D controller [0302]: NVIDIA Corporation GP102GL [Tesla P40] [10de:1eb8] (rev al)
Subsystem: NVIDIA Corporation Device [10de:1eb8]
Kernel driver in use: vfio-pci
Kernel modules: nouveau

8.14M13.CLI A2 FRHLEYZRIY—TDPCIEANT/INA ZDRAH

VTR —TPCIHRRKNTNA REZRFAT 2T, PCl 7/31 ADFF#% HyperConverged 1 X % L
1)V —2Z (CR) @ spec.permittedHostDevices.pciHostDevices E25IICEH L F 9

FIE
L UAFOaY Y REEIFTLT, 774/ NI 7 14 —T HyperConverged CR 2#R5%E L £ 7,

m
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REE

12

I $ oc edit hyperconverged kubevirt-hyperconverged -n openshift-cnv

2. PClI 731 R1E#R % spec.permittedHostDevices.pciHostDevices EZ5ICEIM L £9 . LLTFIC

PlermLET,

BEITFANDY VT

apiVersion: hco.kubevirt.io/v1
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
permittedHostDevices: ﬂ
pciHostDevices: 9
- pciDeviceSelector: "10DE:1DB6" e
resourceName: "nvidia.com/GV100GL_Tesla_V100" ﬂ
- pciDeviceSelector: "10DE:1EB8"
resourceName: "nvidia.com/TU104GL_Tesla_T4"
- pciDeviceSelector: "8086:6F54"
resourceName: "intel.com/qgat"
externalResourceProvider: true

PSR —TDFERAMIPFAINTWVWEERRAMNT/NA Z,

/— R THIBATRER PCI T/31 2D—E&,

PCI 7/N1 R %71 3 = IC % E 7R vendor-ID $ & U device-ID,

PCI R kT /84 ZD4&Hi,

F72av:ZDT74—IV R%E true ICERET D&, VY —RDBHETNA R TS T4 VIC
SYRHEINZZEARLZFT, OpenShift Virtualization &7 5 X9 —TIZ DT /X1 A D

FREZHFALFTN, BIYETEIVEZSI YV ITENRTNNARTS T4 VICELE
-3—0

0009

R

LEEDZA =Ry FDHFlIZ. nvidia.com/GV100GL_Tesla V100 & £ T
nvidia.com/TU104GL_Tesla T4 & WD ZEID 2 DD PCI KRR M F/31 R

». HyperConverged CR DFFAIIN/ZHRRA M TS ZAO—EITEBMINiZ &
ERLTWET, INSDT /N1 RIE, OpenShift Virtualization &EFd 2 Z &
DTFANBLURIEINTUVET,

3 EFEEFRFL. IT49—%ERTLET,

o LTDAT Y REEFTLT, PCIRRAMTNAZA/ —RIZEMINEZ EEZERLET, I
OHEAFIE, &T /N4 AN
nvidia.com/GV100GL_Tesla_V100. nvidia.com/TU104GL_Tesla_T4. & & U intel.com/qat
DY)Y—RRAICENTNEERITONIEZT NI AN DHBIEERLTWVWET,



8.14.M14.CLI AR LAV SR —D 5D PCI KRR MF/34 DY

I $ oc describe node <node_name>

6
Capacity:

cpu: 64
devices.kubevirt.io/kvm: 110
devices.kubevirt.io/tun: 110
devices.kubevirt.io/vhost-net: 110
ephemeral-storage: 915128Mi
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 131395264Ki

nvidia.com/GV100GL_Tesla_V100 1
nvidia.com/TU104GL_Tesla_ T4 1

intel.com/qgat: 1

pods: 250
Allocatable:

cpu: 63500m

devices.kubevirt.io/kvm: 110

devices.kubevirt.io/tun: 110

devices.kubevirt.io/vhost-net: 110

ephemeral-storage: 863623130526
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 130244288Ki

nvidia.com/GV100GL_Tesla_V100 1
nvidia.com/TU104GL_Tesla_ T4 1
intel.com/qgat: 1

pods: 250

PSR —H5PCIKRRNT/NA Z%HIBRY 5IC1&. HyperConverged h 2% L)Y —X (CR) BB %
DTN, ZADERZHIFRL XS,

FIR

I $ oc edit hyperconverged kubevirt-hyperconverged -n openshift-cnv

BEITFANDY VT

apiVersion: hco.kubevirt.io/v1
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:

L UFOoaY Y R%EEIFTLT, 774/ NI 7 14 —T HyperConverged CR 2% L £ 7,

2. @A /34 2D pciDeviceSelector. resourceName. & U' externalResourceProvider
(5249 %5%E) D7 1—I)L K&EHIFR L T, spec.permittedHostDevices.pciHostDevices E27!
Mo PCl 7/ ZEREHIRLE T, ZDOFITIE, intel.com/qat )V — XD HIFRI N E L7,

13
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permittedHostDevices:
pciHostDevices:
- pciDeviceSelector: "10DE:1DB6"
resourceName: "nvidia.com/GV100GL_Tesla_V100"
- pciDeviceSelector: "10DE:1EB8"
resourceName: "nvidia.com/TU104GL_Tesla_T4"

3 EFEFBFL. ITA49—%ERTLET,

MREE
o LIFDOYT Y REEFTLT, PCIERARNTNA AL — RO LHIBRIN-ZEEERELET,

ZDEAFIE, intel.com/qat )V —RZICEAEMITONTWETNA ANEOTHB I & %&R
LTWEY,

I $ oc describe node <node_name>

5
Capacity:

cpu: 64
devices.kubevirt.io/kvm: 110
devices.kubevirt.io/tun: 110
devices.kubevirt.io/vhost-net: 110
ephemeral-storage: 915128Mi
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 131395264Ki

nvidia.com/GV100GL_Tesla_V100 1
nvidia.com/TU104GL_Tesla_ T4 1

intel.com/qgat: 0
pods: 250
Allocatable:
cpu: 63500m
devices.kubevirt.io/kvm: 110
devices.kubevirt.io/tun: 110
devices.kubevirt.io/vhost-net: 110
ephemeral-storage: 863623130526
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 130244288Ki

nvidia.com/GV100GL_Tesla_V100 1
nvidia.com/TU104GL_Tesla_ T4 1
intel.com/qgat: 0
pods: 250

8.14.11.2. PCI /XA R JL—RHDRIE~ > ~ D&

PCIT/INA ADI T AY—ICEBIMIN/ZEIC, TNOEREYI VICEIYHTEZENTEET, PC
FINA ZAPRET Y VICYEBEMICERINTVWAIDL I RRETHATESZ LD ICRY F L,

8.14.11.21.PCI T/ ZADRIET > U ~ADE|Y HT

14



P8E RiEv v

PCIT/NNA ADY S A —THEHARELRGE., CNERETID VICEIY YT, PCI/RRRIL—EFHWIC
TBHIENTEET,

FIR

o PCITNARERANTNARELTREBY I VICEIVETET,

B

apiVersion: kubevirt.io/v1
kind: VirtualMachine
spec:
domain:
devices:
hostDevices:
- deviceName: nvidia.com/TU104GL_Tesla_T4 ﬂ
name: hostdevices1

‘D HSAY—TERARNTFNARE LTHAIND PCl FNA ZDEET, RETY VA DK
ZARFNRA AT I ERTEET,

REE

o LUTOAT Y REFEALT, RRAMTNAZANMREBY I U LHATRETHD I E2HRLE
-3—0

I $ Ispci -nnk | grep NVIDIA

H A B

$ 02:01.0 3D controller [0302]: NVIDIA Corporation GV100GL [Tesla V100 PCle 32GB]
[10de:1eb8] (rev at)

8.14.11.3. BAEE IR

e BIOS TO Intel VT-X & &£ T AMD-V Virtualization /x\— K™ = 7RO B RIL
o 7 7AIIERDEIE
o VAN IEDTIVEREYRY
81412. 9 #vF Ry TDHE
DAY FRYTTNA BB Y (VM) Z8EL. Vv FRYITEALAVAMN—ILLT, 92YF

Ny 9 —EXZRIKRTSHIET, Vv F Ry TZRHALET,

8.14.12.1. piR &M

o RIEY> > Ti6300esb T+ v F Ry TFNA RADA—FIHYR—MNEENTWS, RedHat
Enterprise Linux(RHEL) 4 X —J 4% i6300esb =4 R— Kk L TW3,

8.14122. 9 A Y F Ry IFINM4 ADESH
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FARL—=FA VIV RTLOS) NIELARLRBEZILYIFyF Ry IHEDLD ICETTEAEE
%bi?c

REIFIHARERT I a Yy

poweroff R~ (VM) OBRENY CICA 7127 Y £, spec.running A true ICEREIN TV
&%, spec.runStrategy ' manual [CEREI N TWRWEEIZIE. RIEEY Y VITHES
LE9,

reset VM IZZDBTHEEBL, YA M0OSIERIGTEEEA, 7 A N OS DEIEEICHELREFE

DRIICELY liveness TO—T DY A LT MDELZAREELNHBD., DA T ay
DEAIFEEINEEA, TOIMLTIRNNILY., 7529 —LRNILDIRED liveness 7
O—7ORBICEDE, BEMICBRT Y 1—I)LLEBAIC. VM OBREEICHH DR/
RARZ2T8EMEDRHY FT,

shutdown VM IE, RTOY—ERA2EBELETZZEICLY, EBICEREZTY XY,

Fig
L. UFTORBEESL YAML 7 74 ILBEERLE T,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
labels:
kubevirt.io/vm: vm2-rhel84-watchdog
name: <vm-name>
spec:
running: false
template:
metadata:
labels:
kubevirt.io/vm: vm2-rhel84-watchdog
spec:
domain:
devices:
watchdog:
name: <watchdog>
i6300esb:

action: "poweroff" ﬂ

Q watchdog 77 7 > 3 > (poweroff. reset. 7% shutdown) #35EL 7,

LEDHITIE, BRAT7T7 I av&EFEHRLT. RHELS VM T i6300esb 7 #+ v F Ky 75/
41 A%F’EL. T/31 X% /dev/watchdog & L TABEL T,

IDTNARE, DAYy FRYITNRAFY—THATEELIICRYE LK,
2. LTFDOOTY RZEITLT, YAML7 7407 SRS —IERALET,

I $ oc apply -f <file_name>.yaml
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P8E RiEv v

BF

CDFIEIFZ, DAY FRY THEETANTDZLDICOAMREINTEY., EHE Y
VTIRETLAEWTLLEIL,

LUTFOATY REERGFTLT VMBI FRYITTNAARICERBINTWSE I EZHRALF
-a—o

I $ Ispci | grep watchdog -i

2. UMFOOT Y ROWTNHLEETLT, DAYFRY IR TIOT14TTHBIEHHERALE
-a—o

o h—xIWNR=voEN)A-LET,
I # echo ¢ > /proc/sysrqg-trigger
e UAYFRYIJH—ERZRTLET,
I # pkill -9 watchdog
814123. 9 AYFRYITNAADA VA M=
R~ > ~iC watchdog /XY 5 —L %A VARM—=ILLT, DAYy F Ry ITH—ER%ZEEBLET,

FIE
1. root a—%—& LT, watchdog /¥y 5 —Y B L KFRERESI VAN —ILLET,

I # yum install watchdog

2. letc/watchdog.conf 7 7 A LDLLTFDITOAX Y &R L T, EEZRFLET,

I #watchdog-device = /dev/watchdog
3. UAYFRY TH—EADNEBFICHBTESLIICAMELE T,

I # systemctl enable --now watchdog.service

8.14.12.4. BAEER

o NVAF v IDFERICLDZT T S—2a v DEEMHOER
8.15.REY VYDA ViR— b
8151.5F—4%RY 1—LqVIR—MDTLS SEFRE

8.15.1.. 7 —4% KR 12— LA ViIR— MOREEICHERY % TLS SEBAZ OB
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V=AW TF—FEAVR—KTBITIE. LYRAMN)—FIFHTTPS T RIR4 > hD TLS sFERE %
BREYY FITEMT 2HELNHY ET, COFXREYY Sl BET—4F KR 12— LD namespace ITTF
ET2RErHY T,

TLS SEFAEDHEN /AR = SR L TEREY Y 7 2R L F T,

FIR

1. IEL W namespace ICHBD T AR LE T, FRET Y 7. B LU namespace IZH B IHEIC
F—=HR) 1 —LICE>TOAERINET,

I $ oc get ns
2. BREXY THEEKRLET,

I $ oc create configmap <configmap-name> --from-file=</path/to/file/ca.pem>

8.15.1.2. Bl: TLSZEBAZE M SERI N BB EYY S

LIFE. ca.pem TLS SEBAE TR INDREY Y TDHITT,

apiVersion: vi
kind: ConfigMap
metadata:
name: tls-certs
data:
ca.pem: |

815.2. T — 4R a—LDFAHICLZRETS VA A—DA ViR— b

Containerized Data Importer (CDI) ZfH L. T—49 R 1 —L%ZFEAL TREBY Y V1 X —2 & kix
R)21—LERPVC)ITAYR=PLET, RIS, T—FR)2—-LZEXKEAML—JDORETZ Y
ICEY B TR ENTEET,

RET VA A—UE, HTTP XX HTTPSTY RIRA VY N THRARNT 2D, FALE IV FF—FT4
2UICHAAH. AVTFF—LIAN)—TRETEZT,

BF

TARIDARA=UBPVCILA VR—RMNTBRIC, T4 RIVAA—=TYIEPVC TEKRIHN
2AMNL—VDEBEAFRTILDICIERINET, COBEBAEFERT 2T R1E
IVVDTARIN=FT42avBLVT7AINY AT LDILEIVEICRDIGEDNH
YFd,

YA XLZEDOFIBEIX. RETIVICAVRAMN =L INZARL—FT 4 VTV RATALIC
FOTERYFT, FHMIK. ZHUTIARL—FTAVIVRATLDORT XY NS
LTLEIW,

8.15.2.1. AR &4
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E8E RIEBv v
o TV RNRAYVMITLSIAENRELRGZE, AAERET—9 R 2— L ER L namespace D
BREVY TICHAAD BEFDHY., ThiZT—FR) 1 —LBRETERINB I &,
o AVFTFT—TFT 1RV EAVER—KTBITIE. UTEERTITBIE,

o RETIYUVAA=IUNSAVTFT—T 1RV %#%FE L, ThaxdYyFF—LI AN —IC
RELTHOA VR— NI EZRE’HZGZELHY T,

o AVFTF—LIRMNY—IZTLS AWiFE. LY A M) —7% HyperConverged 71 2% L
1)V —Z® insecureRegistries 7 1 —JL RIZEM L., 2ZH6AVTFF—TFT1 RV %Y
/_.R_ I\T\‘ﬁi-a_o

o ZTOBREAEBICRTIDEHICIE. ANL—UVSREEERTSH. CDIRY Sy FiEEA
FE LRIFThIERSRWGELrHY F7,

8.15.2.2.CDI Y R— M BBIETNYY IR

DT M) ORIV RRAYMINLTAYTFYYIYATOHR—MINS CDIRELRRIN
T, INOOBREICIER Y Sy FREEIMBETT,

HTTP Basic 22 LRANY— 7y 7O—K
=
KubeVirt v QCOW?2 v QCOW2** v QCOW?2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* oGz v GZ*
v XZ* v XZ* v XZ* O Xz v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 06z v GZ*
v XZ v XZ v XZ OXZ v XZ*

s HHR— NI h B
O K — b ThAanigeE
* 295y FEEBHNYLE

FHRY LR REBIGEICR I Ty FRENBE

Pz
CDI I& OpenShift Container Platform @ 7 S5 24 —£AD 7O+ —%E 2#FHET 5 &
QY F L,
815.23. 7—4 KR a1 —LALIZDWVWT
DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OY =V N TREINDZIHR Y A
J)Y—RTY, 7—F9RY a—LALld, BEREAZKERY 2—LEK (PVC) ICEEEMITONE AV

R—b 20=—VFEK. LTy 7O RBEOA—T AL =23V ETFTVWET, T—9 R 21—
IslF OpenShift Virtualization ICHEE I, RET S VN PVC DERMICEHTEIEEHETET,

8152.4. 7—9 K a—ALEFALTEREYS VA A—JERAML—TJIKAVKR—FT B
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TR 1—LZFALT, REYY VA AV EZAM —JILM VR—FTEET,

RET VA A—UE, HTTP X/ZIEHTTPSTY RARA VY N THERARNTZH, FhlFA X —Y5Y
FF—FTARVICHAFRAH, AT F—LIAN)—TRETETET,

A A= DT—4Y—2RIE, VirtualMachine X E7 71 L THEELE T, RETI UHIERIN S
ELREBTY VA A—CEESOT AR =LA L—=JIZAVYR—NINET,

AR
o RIS UVAA=—V%AVR—PMTBICIE. UTFHIBETH S,

o RAW, ISO, F7IE QCOM2FERDRET S VT A RIA X =T (X T arTxz £
gz AR L CEREINS).

0 T=YYV—RIKT IV ERAT BIDICRERFEBREIHICA XA —IARZX I B HTTP
FIEHTTPS TV KR4~k

o OVFTFTF—FT ARV EAVER—RITBITIEK, REXIVAA=VAOAVTFHF—T 14 AV IHEH»
AHF, T—HY—RILT IV CRTBEDICHERBIA I LTV vbEEEIlaVyTFHF—L Y
AN)—=IIRETDIRLELIHYET,

o RETYUNBCELIMPE I LIV AT ALACANY FILICEL>TERZRINTWAWERE%Z
FHTZ2Y—N—CBETILE’HIHEIF. T—9 R 12— LERL namespace IC
configmap Z{Ef T 2 ENHY T,

FIig
. T—8Y—RITIAPDBERIZEIF. T—9YVY—RADI LTI vILEIEEL T Secret ¥ =

« ity

7T A M%={ER L. endpoint-secret.yaml & L TIREFEL £,

apiVersion: v1i
kind: Secret
metadata:

name: endpoint-secret ﬂ

labels:

app: containerized-data-importer

type: Opaque
data:

accessKeyld: " 9

secretKey: ™
Q Secret D&RIAIEELE T,
g Base64 TIYI— RINAF—DFhiF1—H—L5aEELFT,

g Base64 CTI Y A— RINEMBERILIINAT—REEELXT,

2. Secret v—JxAMEBEHLET,
I $ oc apply -f endpoint-secret.yaml

3. VirtualMachine Y Z 7t X b &#R&EL. 1 VER—FFTBREII VA A—IDT—HYV—R%&
8% L C. vm-fedora-datavolume.yaml & L TREL X T,
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-

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
creationTimestamp: null
labels:
kubevirt.io/vm: vm-fedora-datavolume
name: vm-fedora-datavolume ﬂ
spec:
dataVolumeTemplates:
- metadata:
creationTimestamp: null
name: fedora-dv 9
spec:
storage:
resources:
requests:
storage: 10Gi
storageClassName: local
source:
http: e
url: "https://mirror.arizona.edu/fedora/linux/releases/35/Cloud/x86_64/images/Fedora-
Cloud-Base-35-1.2.x86_64.qcow2" ﬂ
secretRef: endpoint-secret
certConfigMap: "™ G
status: {}
running: true
template:
metadata:
creationTimestamp: null
labels:
kubevirt.io/vm: vm-fedora-datavolume
spec:
domain:
devices:
disks:
- disk:
bus: virtio
name: datavolumedisk1
machine:
type: "
resources:
requests:
memory: 1.5Gi
terminationGracePeriodSeconds: 60
volumes:
- dataVolume:
name: fedora-dv
name: datavolumediski
status: {}

R VDOLRIZIEELE T,
F—HR) 1a—LDZEIEELZT,

HTTP 7/ZIE HTTPS TV RARA Y M hitp 28 BELE T, LA MY =D B ViR—b

Xh+—"1srF4+—F 4 72/ A A —3>M vanictru AT | =+ H

121



OpenShift Container Platform 4.8 OpenShift Virtualization

“M1vi-— -7 J 7 J L AN 7/ "7 - VI |culauy‘c_]l:|/\C.uch7°

QD AVR— T EIBEOHZRIETS VA A—IDY—2R, ZOFTIE, HTTPS TV KK
AV MNTCIREYD VA A=V ESRBLES, VT F—LIVRAMN) =TV RKRA Y hDY
> 7 )L url: "docker://kubevirt/fedora-cloud-container-disk-demo:latest” T9,

6 F—48Y—2D Secret =EK L 7= EIXNHEATT,

6 #4732 CAFEBAE configmap #1BE L £,

4, RETVUAEERLET,

I $ oc create -f vm-fedora-datavolume.yami

pa )

occreate AV Y Rif, F—4 R a—LBL™MREY> VEEMRLZET, CDI
Ay hO—S—@ A7/ 5T—>avaE- TEBEERSD PVC AERR L., 1
VIR—MNTOEZAPEBINET, 1 VR—MTETITDE, T—F9KRY)a—LA
DRAT—4 AN Succeeded ICEDLY FF, RET VAEREITEET,

T=R) 2 —LDTOEY IV IENY I TSV RTEITINZ LD, Ih
E7OCREE=SY—T2HERHY FHA,

MREE
L. 41 VR—=%9—Pod IFIEEINALURL DSREYI VA XA—=VFEAVTF—FT1RI4%4
HyO—RL, Tha7OEYazZyd3InNEPVICRELE T, UTOaT Y REETLT
A VR—Y—Pod DRAT—H R&EMHELET,
I $ oc get pods

2. RODOAYT Y RAEERFTLT, ATF—49 AN Succeeded ICRZFETT—F R 2 —LEERLZE
£

I $ oc describe dv fedora-dv ﬂ

ﬂ VirtualMachine ¥ =7t A N TCEZELLT—YR) 2—LEZEEELET,

3. VYTFILAVY—IIITOEALT, 7AEYaZyvIARET L, RETYUNEEFLEZ &
EHRELET,

I $ virtctl console vm-fedora-datavolume

8.15.2.5. BAE &K
o FHEIULTE—NEBE LT F—9RY 1—ABREOEIAHIR T+ —Y VY REALIE
i’a—o
8153. 7 =4 R a—LDFERICLZREY I VA X—IDTOY VAN L—I~DA
ViR— bk
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P8E RiEv v

BEDRIE~ > >~ 14 A —TF OpenShift Container Platform 7 2 X4 —IZ4 Y R— N TEEJ,
OpenShift Virtualization &7 —4 R Y 2 —LZFALTT—9 DA ViR— b L VCEREE R 2 KR
) 12— LR (PVC) DIER = BEME L £,

BF

TARIDARA=UBPVCICA VR—KMNTBEIC, T4 R4 A—=TYITPVC TEKRIHN
ZAMNL—VDELBREAFRTEILDICIERINET, COBEBAEFERT 2T R
IVVDTARIN—=F42avBLVT 74N AT LDILRNVEICRDIBEDH
YFEd,

YA ZZEDOFIEIZ. RETUVICA VAN =ILINDZARL—FT 4 VTV RATAIC
FOoTERYFT, FHMIE. ZHUTIARL—FTAVIVRATLORT XY NS
LTLEIW,

8.15.3.1. AR &4
o CDITHR—FINBZEETNI Y IR ICHLETRY Ty FREENAVELRIGZEIZ. TOREDN
EBICETTDEIIC, TR A=Y ISREERTBH. FLIECDIRY Sy FHElG%E
AE 43I,
81532 7—4KRY a1 —LALIZDWVWT
DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZIHRY A
)Y —RTYE, 7—F9R) a—Lid, ERERZIKER) 1 —LEXK (PVC) ICEEMITONZT Y
R—bh, 20—=VER. L7y TO—RKREOF—S AL —2 a3V EFTVWES, T—F R 21—
L% OpenShift Virtualization (&I, REY Y VD PVC DERBIICEEI T2 & 52T T,
8.15.3.3. 7Oy VkimAR ) a—LICDWVWT
TOvVKBERY a—L PV)IE raw 7OV I TNRNA RICE>THR—MINBZ PV TYT, THHDR
Da—AICIE 7 7AIVY AT LD, F—N—~Ay REYIRT B2 ET, RETY YOI 4—<T v
2LDORREELLTIENTEET,

raw 7Oy 7R 2 —Ald, PVELVKTERY 2 —LEK (PVC) {5 T volumeMode: Block % 15
LTFaEY sy Ixhnzxd,

8.15.3.4.O0—Ah/) 70Oy VkExERY) 21 —LDYERK
T7A4IMCT—9A5BEL, ThEIL—TTFTNARELTIIVNTBZEICLY, /—RTO—AI

TOv VkEEARY 2 —L (PV) ZERLET, RIS, TOI—TF/N4 2% PV~ =7 xR T Block
R)a—LELTBRL., InEREY D VA A=IDTOVITNARELTHERTEEY,

FIR

. O—AIPVEEKRTSD/ —RKRiCrootE LTAYVA Y LET, ZTOFIETIE. node0d1 %l

2. 774NV EERLT. I null XFTHREL, 7AYITNARELTHEATESLDICL
F9. LTDOHFITIE. 2Gb (20100Mb 7Oy 7)) DY A XD 7 7 4 )L loop10 ZER L £ 7,

I $ dd if=/dev/zero of=<loop10> bs=100M count=20

3. loop10 7 7 M IV EIN—TFNRARELTIYO VY MNLET,
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I $ losetup </dev/loop10>d3 <loop10> ﬂ g

‘) W—FFNRAZANT I RINTWB T 7M1 IL/ISRATT,

Qg BOFEIBTERLEZT 7AIIIL—FFNARELTIYIY hINET,

4. ¥V MNINTIV—TFNNA R %5883 % PersistentVolume ¥ =7t A ME{ERR L E T,

kind: PersistentVolume
apiVersion: vi
metadata:
name: <local-block-pv10>
annotations:
spec:
local:

path: </dev/loop10> ﬂ
capacity:

storage: <2Gi>
volumeMode: Block 9
storageClassName: local 6
accessModes:

- ReadWriteOnce
persistentVolumeReclaimPolicy: Delete
nodeAffinity:

required:

nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- <node01> ﬂ

J—REDIV—TFINA4ZADINZA,
JOv I PVTHDBIEAIBELET,

T aViPVICRAMNL—YISRAERELEFT, ChEEBT 58, V5R9—0F
7 IDERINET,

-

@ TovIFURRRIYRERES - R,
5 70v 2 PVEERLET,
I # oc create -f <local-block-pv1 0.yam|>ﬂ
@ EHOFECERINEKBERY 2—LDT 7 1ILE,

8.15.35. 75— KY 1a—LAFALTREBYI VA A—SHTAYIAML—JICA VIR— b
ER-)

F—HR)1a—LEFALT, REYY VA A=V TOYIRMNL—JICAVR—MTEFT, REE
TV VEVERT BEIIC, VirtualMachine ¥ =7zt A NTTF—49 R 2 —LAE5SRBLET,

124



e RAW, ISO. F7/IE QCOM2FERDRET S VT A RVA X =T (XA T arTxz £kld gz
EALTERIND),

o T—HY—RILTIVERTBLDICHERTEIBREFKICAA—IHNRAMNINE HTTP £ /£
IEHTTPS TV KR4 v b

FIR

L 7= Y —RIRAPVERIGEIE. T—9Y—RADIV LTV vI)L%EEL T Secret ¥ =
7T A M%&{ER L. endpoint-secret.yaml & L TIREFEL £ 9,

apiVersion: vi
kind: Secret
metadata:

name: endpoint-secret ﬂ

labels:

app: containerized-data-importer

type: Opaque
data:

accessKeyld: " 9

secretKey: ™

Q Secret D&FIAIEELE T,
9 Base64 CI Y I—RINhAEF—DFhF1—HY—LaEEELFT,

9 Base64 CTI VY A— RINEMBRELIINAT—REEELXT,

2. Secret V=7 xR MNAEFEALET,

I $ oc apply -f endpoint-secret.yaml

3. 7—% DataVolume ¥ =7 T A M E{EM L. REIS VA A=V DT—HYV—R &
storage.volumeMode @ Block #3#5E L £ 9.

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: import-pv-datavolume ﬂ
spec:
storageClassName: local 9
source:
http:
url: "https://mirror.arizona.edu/fedora/linux/releases/35/Cloud/x86_64/images/Fedora-
Cloud-Base-35-1.2.x86_64.qcow2" 9
secretRef: endpoint-secret
storage:
volumeMode: Block 6
resources:
requests:
storage: 10Gi
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T—YR) 1 —LDZFEEREL T,

ATVavAML—VUSRERET DN, FLEINEBBLTISRI—DT T+
IKNEZIFANET,

AVIR—RMNTBAAXA—=IUDOHTTP £/ HTTPSURL 2 EE L T,
F—4Y—2®D Secret 1ERM LB EIINHETT,

R)1—LE—RETIVERE—RIF, BRIOX ML —Y7OEY 3 +—ICx L TEEHN
ICHREINEY, ThlADHEEIE. Block #f8E L 9,

00 09O

4 RETIVAA—=Vk A VIR—NT B728IC datavolume Z/ERR L £,

I $ oc create -f import-pv-datavolume.yaml

R~V AEEMRT 2ENIC. VirtualMachine X =7t AN TCZDF—49RY) 2 —LASBTEXZT,

8.15.3.6.CDINYR— b BBIETNYY IR

CORKMNYYIRICEIVRRA VMR LTAVYTUYYA TOHR—MNINS CDIBENRRIN
T, INOOBREICIER Y Sy FREEIMVETT,

aAvFve HTTP HTTPBasic®® LYZRMY—  F7yv7FO—k
17 s
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*

v XZ* v XZ* v XZ* [0 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*

v XZ v XZ v XZ 0 XZ v XZ*

s HHR— NI h B
O K — b ThAanigeE
* 295y FEGBHNYLE

FRRY LR BREBIGEICR I Ty FRENBE

R

CDI & OpenShift Container Platform @ 7 5 24 —£A0 7O+ —3%E 2 AT 5 &£
Y F L,

8.15.3.7. B tEIR

o EFEIVETE—FREZRELT, 7T—9R) 2 —LBEDEZIAHAN T+ —I VA &EBLIHE
i-g_o
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P8E RiEv v

8.15.4. 52— Red Hat Virtualization [RZ8~ > > D1 v iR— b

VM Import 7 4 #'— RE7/I& CLI ZfERA L T. 8 —® Red Hat Virtualization (RHV) (R~ > >~ %
OpenShift Virtualization IC1 Y/ R— M TE XY,

BF

RHVIRIEEY S VDA ViR— MEIFEHRICIN/HEEETT, IEHEEDBAEIXIRAE LT
OpenShift Virtualization ICEENTH Y., BIEHMI P R—rINFITH. AEKHDSE
DY) —RATHIBRINZLD, FRMTTOA4AXLY FTOFRIFHEEINZIEA,

OpenShift Virtualization TIHRE E R > 72h . FIFHIBRI N ELEEORFO—&E
IZDWTIE, OpenShift Virtualization ') 1) — X / — N DIE#EES L VHIBRI h - #gEt
22aVvESRLTIEIV,

Z DO#EEIL. Migration Toolkit for Virtualization IC& > TEZ#BALNET,

8.15.4.1. OpenShift Virtualization A kL —I#gE~Y MY 7 X

LTFDRIE, RETS YDA VR— k%Y KR— NF % OpenShift Virtualization A L —2 % 4 FICD W
TEHBALTWET,

8.4 OpenShift Virtualization 2 kL —Y#gE<T K1) 7 R

RHV RS > DA vlR— b

OpenShift Container Storage: RBD 7O v 7 €E— K Yes

AR a1—A

OpenShift Virtualization K2 h/XX 7OEY 3 +— No
OB/ — ROEZAHARERA ML —Y ol
OBE—/ —ROEZAHARERA ML —Y ol

1. PVC I& ReadWriteMany 7 7 £ R E— R EBR T Z2MEIHY £,

2. PVC |% ReadWriteOnce 77 LA E— RAEBRTHZMNELHY FT,

8.15.42. RV v ViIR— M B DFHREY

RFE~ > >~ % Red Hat Virtualization (RHV) H*5 OpenShift Virtualization IZ4 i R— M35 IC1E. LR
DRIRFHZ/IITRBEN DY T,

o TIEI—H—HERIHB &,
e XAhNL—:

o OpenShift Virtualization DA —AILE L VCHEKFEA ML —Y 7 F R, REYS VDA
VIR—RNEYR—NTIRENHY X,
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o CephRBD 7O0vYv V7 E—RKRODRY) 2a—L&EFERALTWT, RIEBT 14 RV ICFIARBERZ b
L—VEENNITEDE, A VR— M TOEAN—E75% T20 9L EEIE L., #B1TIE
BRIMLEFEA, Web AV Y —ILICIS—XAyvtE—YJFRRINFHA, BZ#1910019

o Ry KNT—7:

o RHV & & U OpenShift Virtualization *v h7—2 XA CL&Ri2&FoH. LIEHEEICT Y
TINBZRELFHY T,

o RHVIREE~YY VXY ND—04 V85 —7 x4 A e1000. rtl8139, ZF /I3 virtio TH % s
ErHYET,

o RETIYVYTARY:
°O FTAARYAVH—T A R sata, virtio_scsi. F 7L virtio THEIRELHY X T,

o TARVIEEEDLUN ELTHRETSHIEETETEEA,

o

TARYDRAT—4 Xd illegal £7-(F locked ICT B ENTETFE A,

o

AMNL—=U %4 Fidimage THEIUEIHYZET,
SCSI FH &= B|MICT 2HUELNHY X,

o

o ScsiGenericlO #EMICT Z2HELHYFT,
o RIEBTYVDERTE:

o REXTIUNGPUNY—R%ZFERYB5EIE. GPUZRMT D/ —RZ2RET HLED
L)i’a—o

o REYYVEVGPU DY —RAAICKRET DI EIITEEFHA,
o RIETIUITIL, illegal REEDRF v T3y hEaEHZIEETEEHA,

o R~ > v I& OpenShift Container Platform TERRI NN S, TDRICRHV IEINYT 5 2
EIFTEFEA,

o RV UEUSBT/NA ZAAICRET DI LIITETEHA,

o watchdog E7/VIF diag288 ICT 2 EATEEH A

8.15.4.3.VMImport V 1 ¥— K&EHL KB VD1 vKR—F
VM Import 7 4 = RK&FEAL T, B8—DRET>V%E(AVR—K TEET,

FIR

1. Web O~ Y —JL T, Workloads - Virtual Machines =7 Y v 2 L£9,
2. Create Virtual Machinez % ') v 7 L. Import with Wizard %=:#iR L £ 7,
3. Provider —& T Red Hat Virtualization (RHV) %#:#iRL £ 9,

4. Connectto New Instance £ IZREFEIN/ZRHV A VA VA ZEIRLE T,

® Connectto New Instance Z:EIRT 255 ld. UTD 714 —ILKIZAADLZET,
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P8E RiEv v

o APIURL https://<RHV_Manager_FQDN>/ovirt-engine/api 7 &,
o CA certificate: Browse #% ) v 2 L T RHV Manager CAFFBAZE%# 7 v 70— K9 3

M FWE T4 —ILRICCASEREZHYMITET,
UTFnavy FEXRTLTCAGRELZRRILIT,

I $ openssl s_client -connect <RHV_Manager FQDN>:443 -showcerts < /dev/null

CAGERAZEIF. HAIMND 2 BB DIAETY,
o Username: RHV Manager 1 —4%—4% (fl: ocpadmin@internal)
o Password: RHV Manager /XX 7 — R

o REINLRHVA VAV VAERIRTDHAE. V4= NIIREINLZIABEREFEAL
TRHVA VRY YV RICEHELET,

5. CheckandSavez2 ) v 7 L, BN T I5FETHELET,

R

EHEOFMIE—7 Ly MIREINFT, ELLKAWURL, 21— —%F L
AR —RAEFARALTTONS ¥ —%8IN7 %354, Workloads —» Secrets %
g0y oL, 7ANA YT —D—o Ly NEEIBRLET,

6. V7R —BLVREBYYVZERLET,

7. Next =2 YUv I LET,

8. Review HIHEI T, REZMAL T T,

9. # 7< 3 V:Start virtual machine on creation Z:#iR L £ 7,

10. Edit#2 ) v LT, UTOBREEZFHLET.
® General » Name: RIEY > V#1363 XFICHIRINE T,
® General - Description: {R18~ > > DR (F > a3 V),

o Storage Class NFS F 7z & ocs- storagecluster ceph-rbd Z:ZEIR L 7,
ocs-storagecluster-ceph-rbd % EiR9 31HE. 7 4 XY D Volume Mode % Block
ICERET 2WEDDHY T,

o Advanced - Volume Mode Block %:#R L £,
e Advanced - Volume Mode Block %:#R L £,

® Networking - Network: #IARIBER R Y N7 —JEIYHTERA TV hD—EL DS
Xy NT—U & BIRTEET,
N A VER—REEERELABEIE. Import £7 1% Reviewand Import 22 Y v 7 LT,
Successfully created virtual machine E W) X v =Y HRRI N, RETY VICERI N
)Y —Z2D—BIARRINE T, RET P Vb Workloads — Virtual Machines ICRRI L E
ER

RET VD4 HF—RKDT714—ILR
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Bl

ARL—F A VIV RT L

Boot Source

KigRY 2—LER (PVC) D70
2=R78 N

KIERY 21— LER (PVC) DEH
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URL =R L7=4 ~7R— bk (PVC
DYERK)

BtED PVC @2 O— VB (PVC
DYERK)

LIZRNY) —%FERLES VER—
N (PVC DAERR)

PXE(xY hT—0T—hk xv b
D—04VEH—T T4 ZADEM)

ZDEZRICIE. INXF (a-z).
F(0-9)., BLUNA TV (=) &S
HBIEDNTE, K253 XF%
FATEEYT, RNEREDXF
FRBFICTB2RENHY T,
ZORAFUIIE, KXF, AR—

2, BUF R (). FLEEKRX

FEFEHRATEIEEA.

7o avoHRBET 1 —ILR,

TV TL—bMTRIEYY VAIGE
RINBARL—T 4 VIV RT
Ly, TVTL—IDSRETY Y
HERNY 23mE. D7 14—JLKR
ERETHIEIITETEEA,

HTTP 72 I& HTTPS T KR4
VENTHETEZ2M A—=YH50
VoY EAVR—NLET, B
FRL—=F A VTV RTF LA A —
TDHB Web R—IHh 5 URL Y
VOERBLET,

92 A9 —THARRRZERFDK
ftRh ) 2 —LFER (PVC) Z &R
L. Ihzs0—vL&ET,

DSRY—DLTIEATESL
RN —DEBERERA R —
TAVIVRT LAV T =D
R~ vEIOEYa =V L
9. #: kubevirt/cirros-
registry-disk-demo

FY hT=0DY == bF~
L=FT4 VI AT L%RELZX
¥, PXE7—hEIBERRY hT—
VEREBENVDETT,

PVC Dy O—VERICERYT 2T
I:|°/°17 I\‘glo

BfFEDO PVC O/ O—V % ERT
GBI CORBEYY YTV
L—RNCBERAYT2MEDOH B
PVC %,



Zh#% CD-ROM J—hY—2 &
LTV RT3

Flavor

Workload Type

pa )

£2 > 7= Workload
Type %3E&R L /-
BEE. 71—
TURFERITY

Y — 2 DFERRR
DEENFEET S
ZERHYFETY

(Ul DFEEETA
Eo

ERRBICZ DIRIE~Y Y v AREIL
£9,

XY NIT—=DT4—=J)LR

Tiny., Small. Medium. Large.

Custom

FRI Ny T

Server

High-Performance

CD-ROM IZI&, ARL—FT 1V
JORATLEAVARN=IT B
HDBINDT 4 R IHBBETT,
Fryv IRy I RERIRLT,
TARYZEBML, B#THRY~
1 XLEY,

RE~> V7T FL—h®DCPU

BIUXEY-—DFEZ., TDT
Y7L — MIEEMT AR
L=T74 VIV RTALIKIG LT,
RIEX > VICEIY HTEHNBEH
KEBEINIETENREL F

ER

FIANMDT YT — hERER
T2BEE. hRYLEEFERAL
T. 7v7L—bDcpus 8LV
memsize DEZ EEXLTHR
SLTFVTL—MNEERTEE
9., F7lE. Workloads —
Virtualization R— < @ Details ¥
7 T cpus & & U memsize D&
HAEBELTC, hRAY LTV TL—
NEERTEET,

TR Ny TTHEAT Z7HDIR
WY VERE, MNIERRETD
HRICELTWET, Web OV
V—ILTOFERICHEINET,

NIF—TVADINST VA AEH
Y, XFEFIFRY—N—DT—2
O—RKEE#RELNHY £9,

ERI7A—<TVADT—rO—R
I L CEEbEINAREYY Y

E1—1

X Ao

CDFTYIRYIRET 74
P TEIRIN, RIEY S VIZERK
BICETERABLES, RETY
v DYERKBFICEBIY 2 BN RV
BEE. Fzv IRy IR &
7LEY,
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EA:0) B

e RYND—OA4 V=D TA ROV NOA—5—DF
Ao

TEFI XY NT—OA4 V9 —T4ARA NO—5—DF
FIERLET, YR—PFINBEILel000e & &
W virtio T9,

Xy hT7—2 FATRERXY NT—VEEERD—E,

Type FARRERNI YTV ITAY Yy KO—8&, T7%

W ER®D Pod *ry kT —2ICDWTIE. masquerade
DPHE—DOHBEINDZNA VT4V T XYy RITRY
¥9, EAVY)—%v hT7—0DHAIE. bridge
NAVTAVITAYy RaFRLE

¥, masquerade XV v K&, 77 2L NUAD
Fy M7= TR YR—IFINFEHA, SR-IOV RV
NT7—0F N4 R%5&E L. namespace TED XY
N7—20%E&ZLIHEIE. SRIOV %#:E R L Z

ERS

MAC Address XY NT—=OA4 V8 —D4 R bNOA—F—D
MAC 7 RL R, MACT7 KL ZADEEI N TWLW AL
ZaE. CNIEEENICEIYHTONRET,

ANL—=YT74—=ILK

EA:T} =R A
Source Z2H (PVC DYER) ZDT ARV EERLET,

URL AR L7<M KR —b (PVC  URLHTTP £/ZIEHTTPS TV K
DYERK) KAV M EALTAVYT U Y %
/ryd—:_l\ l/ij_o

BL7E PVC O PS5 AY =TI TICFIHERRER
PVC #fERH L £ 9,

BFEO PVC Dy O—VER (PVC 25249 —CHBAATREAEED
DYERK) PVC #®IRL., co/O—r%{F
BRLET,

LYZRNY—%EALEA vE— 2AVFF—LYRNY—EFHERAL
N (PVC DERR) TaAvFyYaEAVER—NLE
¥
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D e Gt 1:1)) ISRAY—DLTIEATESL
AN —=IZHBAVTF—DH
aAvFvYE7y7O—RKLE
¥, AVT+—T4 AVIdE CD-
ROM »—BH MR~ > Vg &
DOHEAMYER 7 7AINYRT L
ICOMERT2RENHY T,

En) T4 RV DEARL, TDRABITIE,
N (a-Z). BF (0-9). /N1 T
V) BLUVEYAR () EEDD
ZENTE, RR253XEAFHA
TEEYT, BHEREDXFIEE
BREICTIMNELHYET, <D
BENCIE, AXF, AR—2Z,
BT AFEATEEE A,

Size F 4 29 DY A X (GIB B,

Type TARIDY AT, ffl:Disk 7
(& CD-ROM

Interface FTARITNAZADYA T, H

R—hINBZMV9—T 4R
&, virtlo, SATA., LU SCSI

T7,

Storage Class T4 RIDERICERINS R~
|/—°/“7 510

Advanced - Volume Mode KR 2a—LDT4—Tw bX

NE774IVY R FLF = IE raw
Oy VREEFERTINEDD
EEELET, 774N
Filesystem TY,

AN L= DFMERE

RYa1—LE—K  Filesystem T77ANYRATLR=ZADR) 1 —LTRET 1 R
TEFREFELET.
Block 7Oy IR 12— LTRET 1 RV ZBEEREFLE

T, HREELRBZAMNL—=—UDYR—KNLTWBEFEES
iZ. Block #FHL %9,
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7otE2E—KN Single User (RWO) TFTARUIEE— ) — RTHAMY/EERAHELTT
YU RNTEET,

Shared Access (RWX) TARVEEHELL D/ — R THRANMY/EERAHEL
TYIVRNTEEY,

Read Only (ROX) FTARVEEEL D/ — RTHARYERELTY
DVNTEET,

LAY RSIA VA VA—T AR5 ERL TP IV ERE—REAZLETEEY,

8.15.4.4.CLI & L /={REB~v> DA vKR—

Secret & & U* VirtualMachinelmport 1 249 1) YV —X (CR) 4 L C. CLI CIRIEEY > V&A1 v
R—MNTXZ 9., Secret CR I& RHV Manager DERFEIEHRS L U CAGIRAZE A REL X
¥, VirtualMachinelmport CR I3 {RIEY > VD1 VY R— N 7OCADNIRSA—49—%EHLF T,

# 7> 3 >: VirtualMachinelmport CR & (£5/C ResourceMapping CR % Ef T X £

¥, ResourceMapping CR &, :BIID RHVIREY I V&AM VR— NS 2IBEREICEKHMERB L Z
ER

BF

FIAILMNDY =Y RAMNL—U IS RIENFS THEREHLHY £, Cinder &
RHV{REEY> VDA viR— b hEaHR—MLEFA.

FIR

L. LFOOY Y FAE3EITL T Secret CR Z#1/E L £ 9,

$ cat <<EOF | oc create -f -
apiVersion: vi
kind: Secret
metadata:
name: rhv-credentials
namespace: default ﬂ
type: Opaque
stringData:
ovirt: |
apiUrl: <api_endpoint> 9
username: ocpadmin@internal
password: 6
caCert: |

ﬂ F7vav, §RTDCRICEARS namespace AIEETET £ T,
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@ RHVManager ® API TV KR4 ¥ hEIEEL ET (H!
\"https://www.example.com:8443/ovirt-engine/api").

9 ocpadmin@internal /27— R&IEEL X T,

Q RHV Manager CASFFRZ A EELET. UTDIAT Y REET LT CASIHEA2MBTE
i’a—o

I $ openssl s_client -connect :443 -showcerts < /dev/null

2. A7 a v UTFOIRY REEFTLT, Y)Y —AY v EY Y% VirtualMachinelmport CR 5
SN ZMNENH 5155 ResourceMapping = ER L £ 7,

$ cat <<EOF | kubectl create -f -
apiVersion: v2v.kubevirt.io/vialphat
kind: ResourceMapping
metadata:
name: resourcemapping_example
namespace: default
spec:
ovirt:
networkMappings:
- source:
name: <rhv_logical_network>/<vnic_profile> ﬂ
target:
name: <target_network> 9
type: pod
storageMappings: 6
- source:
name: <rhv_storage_domain> ﬂ
target:
name: <target_storage_class> 9
volumeMode: <volume_mode>
EOF

RHV OMIBRY D —IBLCWIC 7O7 74 ILEIEELE T,
OpenShift Virtualization *v N7 —2 &3BEL X7,

A ML =Yy EY T H ResourceMapping & & U VirtualMachinelmport CR O A 1C
IEEI N 3HE. VirtualMachinelmport CR MBI E T,

RHVAKMNL—Y RAA VEIEELET,

nfs ¥ 7= 1% ocs-storagecluster-ceph-rbd #35E L £ 7

QDO 009

ocs-storagecluster-ceph-rbd 2 AL —2 0 5 2 %EE L7215E. Block &R ) 21— A
E—NELTEETI2HVENHY FT,

3. LFD3¥ Y R%&%E4T L T VirtualMachinelmport CR #{Es L £ 97

$ cat <<EOF | oc create -f -
apiVersion: v2v.kubevirt.io/vibetat
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kind: VirtualMachinelmport
metadata:
name: vm-import
namespace: default
spec:
providerCredentialsSecret:
name: rhv-credentials
namespace: default
# resourceMapping: a
# name: resourcemapping-example
# namespace: default
targetVmName: vm_example g
startVm: true
source:
ovirt:
vm:
id: <source_vm_id> e
name: <source_vm_name> ﬂ
cluster:
name: <source_cluster_name> 6
mappings: G
networkMappings:
- source:
name: <source_logical_network>/<vnic_profile> ﬂ
target:
name: <target_network> 6
type: pod
storageMappings: Q
- source:
name: <source_storage_domain> @
target:
name: <target_storage_class> m
accessMode: <volume_access_mode> @
diskMappings:
- source:
id: <source_vm_disk_id> @
target:
name: <target_storage_class> @
EOF

ResourceMapping CR %= Ef ¥ %354, resourceMapping 7> 3 > DO XV b &fRER
LE9.

H—4y NDIREBYY VEZEIEELE T,

o

V—2REY VD ZIBE L £ (fl: 80554327-0569-496b-bdeb-fcbbf52b827b).
Manager ¥ < > M Web 75 7 #'— T https://www.example.com/ovirt-engine/api/vms/
EAALTREY VY IDEZREBL. IXTORBEBYI VE—BERRTIET, 1 VKR—
N BRIETS YV EZORBTZRIEYCVIDERDIFET, REYYVEFRLIEIS
A —HBERETIHERDHY A,

QD Y—2RET YV VEZERETIERES. VRV TRYI—LIBETIMNELrHYET, V—
2IRETYVIDIFEELAVWTLLIEIWN,
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\’l
\

8= {8~
Y—RI SR —%BET DHE. V—AREIVVREEBETIVEIrHYET, V—
2 RETVIDIFEELARVWTLLEIW,

ResourceMapping CR = E ¥ %354, mappings /> 3> AV NFPORMLE
ER

V—RAREITVDOREBRY NT—IBLCWIC 7O7 74 L EIEELE T,
OpenShift Virtualization *v h7—J &2BEL X7,

A ML =Y v EY T H ResourceMapping & & U VirtualMachinelmport CR O/ A 1
IEEI N 3%HE. VirtualMachinelmport CR MBI E T,

Y—ZAAMNL—=YRXAVAEIBELET,

=TI hNAML—=YOSREZERELEY,

P00 9090 O O

ReadWriteOnce. ReadWriteMany, Z7-(& ReadOnlyMany % 5EL 9., 77 2R
E—RDBEEINTVWARWGE, {virt} ERHVIREY Y VELRET A RV T7 IR
E— N_E® Host » Migration mode S8 EICEDWTIELWARY 2 —AT7 IV ERE—R%
HRILET,

—_

o RHVIRIE~ > v#1TE— KH' Allow manual and automatic migration D354, 7
74 bDT U XE— K& ReadWriteMany IC72 Y £9,

o RHVIRIET 41 RV D7V ZAE— KA ReadOnly D&, T 74N KDT IV ERAE—
K{E ReadOnlyMany IC72 Y £ 9,

o ZDMDIRTDHFETIE., T74)I DTV EXE— KIiX ReadWriteOnce T,

@ Y—2RIBYY VT4 20 ID EZEEL £T (f: 8181ecc1-5db8-4193-9¢92-
3ddab3be7b05), Manager ¥~ ® Web 75 7 #—T https://www.example.com/ovirt-
engine/api/'vms/vm23 # A L TR~V > v Ol #SEL. T4 RV IDRBTEE
ER

@ H—Fy N2ANL—U 0S5 25EELET,

4. RIETI VA VR—MOEBICHEWN, 1 VR— M EBICET LA EEZERALET,
I $ oc get vmimports vm-import -n default
AVR=IDPEIMLEZ EERTHAIFZ. UTOELDICARY ET,

H A B

status:

conditions:

- lastHeartbeatTime: "2020-07-22T08:58:52Z7"
lastTransitionTime: "2020-07-22T08:58:527"
message: Validation completed successfully
reason: ValidationCompleted
status: "True"
type: Valid

- lastHeartbeatTime: "2020-07-22T08:58:52Z7"
lastTransitionTime: "2020-07-22T08:58:527"
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message: 'VM specifies IO Threads: 1, VM has NUMA tune mode specified: interleave'
reason: MappingRulesVerificationReportedWarnings
status: "True"
type: MappingRulesVerified
- lastHeartbeatTime: "2020-07-22T708:58:56Z"
lastTransitionTime: "2020-07-22T08:58:52Z"
message: Copying virtual machine disks
reason: CopyingDisks
status: "True"
type: Processing
dataVolumes:
- name: fedora32-b870c429-11e0-4630-b3df-21da551a48c0
targetVmName: fedora32

815441 RIEY> VEA VR—NT Z1ODEET Y TDIEK

T 7 # )L b D vm-import-controller v v EY 7% LEX T ZI5EY. BMOT Yy EY VT %BINT %15
&%, Red Hat Virtualization (RHV) RIE~ > > AR L —F 1 > 7> 2T L% OpenShift Virtualization
TYTL—MIRYTIBHRETY TEERTEET,

7 7 4 )L~ D vm-import-controller 52 E~< v 7T, UTFDORHV ARV —F 4 VIV AT LB LV ZE
NS DXIGT B HBED OpenShift Virtualization 7 7L — M HEFENE T,

REEARL—F A VIV RTFLABLVTF VYT L—bDYvEVY

RHV{RIEEY S Y ARL—F A VIV RAT A OpenShift Virtualization 7~ 7L — b
rhel_6_10_plus_ppc64 rhel6.10
rhel_6_ppc64 rhel6.10
rhel_6 rhel6.10
rhel_6x64 rhel6.10
rhel_6_9 plus_ppc64 rhel6.9
rhel_7_ppc64 rhel7.7
rhel_7_s390x rhel7.7
rhel_7x64 rhel7.7
rhel_8x64 rhel8.1
sles_11_ppc64 opensusei15.0
sles_11 opensusei15.0
sles_12_s390x opensusei15.0
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RHV{RIEY S Y ARL—F A VIV RAT A OpenShift Virtualization 7~ 7L — b
ubuntu_12 04 ubuntui18.04
ubuntu_12_10 ubuntui18.04
ubuntu_13_04 ubuntui18.04
ubuntu_13_10 ubuntui18.04
ubuntu_14_04_ppc64 ubuntui18.04
ubuntu_14 04 ubuntui18.04
ubuntu_16_04_s390x ubuntui18.04
windows_10 win10
windows_10x64 win10
windows_2003 win10
windows_2003x64 win10
windows_2008R2x64 win2k8
windows_2008 win2k8
windows_2008x64 win2k8
windows_2012R2x64 win2k12r2
windows_2012x64 win2k12r2
windows_2016x64 win2k16
windows_2019x64 win2k19
windows_7 win10
windows_7x64 win10
windows_8 win10
windows_8x64 win10
windows_xp win10
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FIR

1. Web 75 74 —T. http://<RHV_Manager_FQDN>/ovirt-engine/api/'vms/<VM_ID> IC#8&) L
TRHVREY S VARL—T 4 VIV RFTLADRESTAPIBERELET, UTOHIDL D
IS ARV—FT A VIV RTLENXMLEID <08> 272 3 VICKRRINET,

<0S>

<type>rhel_8x64</type>
</os>

2. FFTEEAR OpenShift Virtualization 7~ 7L — hD—EBAZRRL £,

$ oc get templates -n openshift --show-labels | tr ', \n' | grep os.template.kubevirt.io | sed -r
's#os.template.kubevirt.io/(.*)=."#\1#g' | sort -u

H A B

fedora31
fedora32

rhel8.1
rhel8.2

3. RHVIREEIY Y VA RL—FT 1 VT AT LIC—8T % OpenShift Virtualization 7> 7L — kA
FMAFTEAT Y L — bO—BILRTINALWEEIL. OpenShift Virtualization Web 3>V —
WTTFYTL—REERLET,

4. RHVIRIEXY > VARV —F 4 ¥ ¥ > AT L% OpenShift Virtualization 7>~ 7L — MMIx v 7§
BOIREYY THERLET,

$ cat <<EOF | oc create -f -
apiVersion: vi
kind: ConfigMap
metadata:
name: os-configmap
namespace: default ﬂ
data:
guestos2common: |
"Red Hat Enterprise Linux Server": "rhel"
"CentOS Linux": "centos"
"Fedora": "fedora"
"Ubuntu": "ubuntu”
"openSUSE": "opensuse”
osinfo2common: |
"<rhv-operating-system>": "<vm-template>" 9
EOF

Q # 7 3. namespace /XS XA —9 —DEELZETEXZET,
LTFORIDLSIC, RHVARL —F 4 VIV RFALABLIUORIGT BREYY VYTV TL—
NOD RESTAPI & %IEEL T,
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$ cat <<EOF | oc apply -f -
apiVersion: vi
kind: ConfigMap
metadata:
name: os-configmap
namespace: default
data:
osinfo2common: |
"other_linux": "fedora31"
EOF

5 ARILBRER Y THMERINTWE I & aHRLET,
I $ oc get cm -n default os-configmap -0 yaml
6. vm-import-controller-config 32 E~ v 7IC/\y FABA L., FRFZEYY T2EHLZE T,
$ oc patch configmap vm-import-controller-config -n openshift-cnv --patch '{
"data": {

"osConfigMap.name": "os-configmap",
"osConfigMap.namespace": "default"

}
y

ﬂ BREY Y 7T namespace #Z & LB & X, namespace #BH LT,
7. 7 7L — b A OpenShift Virtualization Web > Y —JLIZRRIND I E 2R LE T,

a. 4 KX =a21—»5 Workloads = Virtualization 2 ) v 7 LZF 9,

b. Virtual Machine Templates¥ 7% 2 ) v LT, " ET7Y7L— 2RDIFZET,
81545 REYI VYDA VR—bMND NS TV a—FT42 YT

8.15.45.1. 07

VM Import Controller Pod O/ CIS—DHEE|ARIETEET,

FIR

L UTFDa<Y KEETLT. VMImport Controller Pod &% XRR<L £ 9,
I $ oc get pods -n <namespace> | grep import ﬂ

ﬂ 4V R—=PMINRIET Y VD namespace #IEE L T,

H A B

Ivm-import-controlIer-f66f7d-zqkz7 1/1 Running 0 4h49m
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2. UTFoax Y REZE{TLT. VMImport Controller Pod A %#&RR~L 7,
I $ oc logs <vm-import-controller-f66f7d-zqkz7> -f -n <namespace> ﬂ

ﬂ VM Import Controller Pod % & & U namespace #38E L £,

815452. T 75— XvtE—Y
UFDIS—AvE—IDNRRINBZGZENHY T,

o LIFDOIS—XvyE—YH VMImport Controller Pod O 7' ICRIRI i, OpenShift
Virtualization 2 b L —2 PV 2NEY) TR VGE IXER /N —1310% TEIEL F T,

I Failed to bind volumes: provisioning failed for PVC

EMMEOHBZAMN—V ISR 2FERTZILENHY ET, Cinder AL =TT 5 REHR—
FEINhFIHEA,

8.15.4.5.3. BT DB

e CephRBD 7YV E—RDRYa—LEZFALTVWT, RET«4 XAV ICFIAATRERR ML —
JEENANITEDRE, A VR—MNTAOERN—E75% T20 DLl EEIE L, BITIXERIIL X
HhA, Web AVY —JILILIS—AvE—YFRRINFH A, BZ#1910019

8.15.5. B— VMware [RIEE~v > v FE3F >V TL— MDA ViR— K

VM Import 7 1 #'— K% {#H L T. VMware vSphere 65, 6.7, £7/&IZ7.0 DRET > v FIERET
> V5> 7L — b % OpenShift Virtualization IZ4 Y R— N TEEXT, VMFT VY TL—b e ViR—KT
%354, OpenShift Virtualization (&7~ 7L — MIEDWTREBYY VAR L T,

BF

VMware [RIEEY S VDA ViR— M, FEHRICIN/EEETT, FEHROBEEITKA S
L T OpenShift Virtualization ICEENTH Y., BIETMEI Y R—FINFITH., AEHHZD
SHED) Y —ATHBRINSG /O, FRTTOMAL Y NTOFRIIHREIWTIEA,

OpenShift Virtualization THHEIR & Ao 72, FRIFBIBRI N EREEORFTO—E
ICDWTIE, OpenShift Virtualization ') 1) — X / — N DIE#EES L VHIBRI h et
22aVvESRLTIEIV,

Z DHEBEIX. Migration Toolkit for Virtualization IC& > TBE#ALNE T,

8.15.5.1. OpenShift Virtualization R b L —J#gE<Y Y I X

LTFDRIE, RETS YDA v KR— %Y KR— NF % OpenShift Virtualization A L —T 4% 4 FIZD W
TEHBALTWET,

8.6 OpenShift Virtualization 2 b L —J#EET MY 7 R
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VMware VM @A ~R— b

OpenShift Container Storage: RBD 7O v 7 €E— K Yes

AR a1—A

OpenShift Virtualization K2 M3 7FOEY 3 +— Yes

OB/ — ROEZAHARERA ML —Y ol
DOE—/ —ROEZAHARERA ML —Y ol

1. PVC I& ReadWriteMany 7 7 R E— R EBR T Z2MEIHY £,

2. PVC |% ReadWriteOnce 77 LA E— RAEBRTHZHELHY F T,

8.15.5.2. VDDK 1 X — DYERK

4 viR— M 7O XTI, VMware Virtual Disk Development Kit (VDDK) % f#F L T VMware 1R85 1
Z 9 % | l::)_ l./ i _a_o

VDDKSDK 4o >»O— KL, VDDKA A=Y ZEHL. A A—JLIRARN)—ICA A=V %ET YT
O—RLTHhHS., Ih% HyperConverged 1 24 L)Y —2X (CR) M spec.vddklnitimage 7 1 —JL K
IEBITEEXTY,

MEE OpenShift Container Platform 41 X —Y LY X M) —F 72id VDDK 4 XA =T D ¥ 2 7 A8 A

A=ILIZARN)—DWVWTFNHIERETETET, L YR M —Id OpenShift Virtualization IRIEMN S 7 ¥
CATEIMRENHYET,

-

= -1o)
VDDK A A= %/NRTY)w D YRI N —IREFET B E. VMware 54 2 ZADEEIC
ERYT B HABEMEIHYET,

815521 NEWPA X —J LI A N —DERE

A A=Y LT RMY — Operator SEEEZFFH L T, X7 X% JLIZHER OpenShift Container Platform o
A=V LIRARN)—%HZETEET,

LY R KN —%)JL— NTRR L T, OpenShift Container Platform 7 2 24— 5, EABHLS L
SAMN)—ICEET IV ERATEEY,

AX=ILIAN)—DEBREDEE

ARXR—=VLIVRARN) —%RBEIT BICIE. 41 X—T LY R MY — Operator 5% M managementState %
Removed 75 Managed ICEE T 2 EBAHY 7,

FIR

e ManagementState 1 X —< L 2 X k1) — Operator i%2% %~ Removed 75 Managed ICZ&E L
F9, UTICHZRLET,

$ oc patch configs.imageregistry.operator.openshift.io cluster --type merge --patch '{"spec":
{"managementState":"Managed"}}'
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RPAGNE L OCMBDOEEA VA M—ILDBEDL AN =AML —YDHTE
PSR —EBEIL, 1 VAMIIWBIILYARN)—%2ZAMNL—YVA5FRETESLDICKRET HPHED
HYFET,

BIRS
e cluster-admin A—J)LEFDODI—H—E LTISRY—ICTIVEATE S,

o NP XHIIKRED, FFTTOEY 3= ¥ XN Red Hat Enterprise Linux CoreOS
(RHCOS) / — RZERAT 295 R9—DH %,

® Red Hat OpenShift Container Storage @ ED Y S A9 —D7OEY 3 =V I kiR b
I/_\\/“b{% 60

BF

OpenShift Container Platform (&, 12D L 7Y HDANEET BIFEICA X —
VLYRKMN)=ZPML—T®D ReadWriteOnce 77 zZA % HR— ML &

9. ReadWriteOnce 77 A TlE, LY R M) —7H' Recreate O—IL7 7 N
BEFHATILELHYET, 22ULDOL T A TCETREEYR—KT 54
A=Y LIYRRN)—%FTT0O49 %ICI&. ReadWriteMany 7 7 Z A AU ET
ERS

® 100G DRENNETT,

FIR

LLYRAMN)—=%ZAMNL—YRFERATESLDICRET 5ICIE,. configs.imageregistry/cluster
1) — XD spec.storage.pvc X EL X7,

pa )

HEZA ML -V ZEATEHEIE. AEIST7 7R ZH<CDICEF Y
TA4—REEHELES,

2. LYZRMNY—Pod MW & 2R LET,
I $ oc get pod -n openshift-image-registry -1 docker-registry=default
DBl
I No resourses found in openshift-image-registry namespace

R

HAIKLYZXA M) —Pod 1'% 33561, COFIEZRITTHIHVELEHY T
/‘JO

3LYRAM) —REEHRELIT,

I $ oc edit configs.imageregistry.operator.openshift.io
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H A B

storage:
pvc:
claim:

claim 7 1+ —JL R&ZZDF FIZ L. image-registry-storage PVC D BEEIERZTREICL T,

4. clusteroperator 2 7 —4% X =R L £,

I $ oc get clusteroperator image-registry

6l
NAME VERSION AVAILABLE PROGRESSING DEGRADED
SINCE MESSAGE
image-registry 4.7 True False False  6h50m

5 AX—YDENLNRBLV Ty a52FMITEEHICLY AN —H managed ICEREINTL
2T EEMHRLET,

e LITZERITLET,
I $ oc edit configs.imageregistry/cluster
RIS (TEEELEY,
I managementState: Removed
ERZUTOLIICEELET,
I managementState: Managed

V529 —=DHLIYRAN)—~DEET V£
VSR9—ANLLIRAMN)—ILT IV ERATBIENTEET,

FIE
REBL— b EFERALT V5R9—DOLIRMN—IKT7IERALET,

L. /J—ROEZRIERBLT/ —RNIZ7IEALET,
I $ oc get nodes
I $ oc debug nodes/<node_name>

2. /—KToc* podman 72 EDY —ILADT VR =BT BICIE. b—bTa LI MY —
% host ICEEL X9,

I sh-4.2# chroot /host

33TV EA NV VEMABLTAVYT I —A A=Y LIYRN)—ICATAVLET,
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sh-4.2# oc login -u kubeadmin -p <password_from_install_log> https://api-int.
<cluster_name>.<base_domain>:6443

sh-4.2# podman login -u kubeadmin -p $(oc whoami -t) image-registry.openshift-image-
registry.svc:5000

UFD&E>0004 v 2HRTE2A Y E—IDNRRIINZETTY,

I Login Succeeded!

T

R

A—HF-RICIIESDEZEETE., b= VICRBERBRIIARTEINZE
¥, IAVHARENZ IV —EZ2EETSHE. AT VICKRRLEY,

A A=Y LY RN — Operator I&)b— M EERT 7=, default-route-
openshift-image-registry.<cluster_name> O &£ 5 IC72Y £9,

4. LY A MY —IIx LT podman pull & £ U* podman push ##EE2 =T L £,

BF

EEDA A= HTILTELTH, systemiregistry O—ILEZBINL TW3HE
. EEOTOY IV MIHBILIARN) —ICDHIA A=V Tyvoa1ddI L
NTEXT,

ROBITIE, UTF=ERALEY,

AVR—V b &

<registry_ip> 172.30.124.220

<port> 5000

<project> openshift

<image> image

<tag> EB& (7 7 4 )L b i latest)

a. FEDAA—=—IETIVLET,

I sh-4.2# podman pull name.io/image

b. #3R1 X —TIC <registry_ip>:<port>/<projects/<image> X TH J{FiF LE ¥, 70O
V) bEEE AA—TJEELKLYRAMN)—ICEEL, ThICETT7IERTES LD
IC¥ % 78 IC OpenShift Container Platform @ 7L ERRICKR FII N B HELIHYE T,
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sh-4.2# podman tag name.io/image image-registry.openshift-image-
registry.svc:5000/openshift/image

R

BEINALZTOY TV MIDWT system:image-builder O— /L% > TL
PWENHYFEY, 2OA—NICELY, 2—HF—R@FAA-—IJDEEHLY
Ty akRITTEET, 5 TRVWEAIE. ROFIED podman push (&
KBLET, ThETZRNTSICE, FIRTOVL I MEERL, 41 X—
HTv aTEET,

c. LKA ITRIFINIcAA—VHLIRAMNI—IZTYy a2 LET,
I sh-4.2# podman push image-registry.openshift-image-registry.svc:5000/openshift/image

EXa2T7RLIAN)—DFFHICL B AHE

9 5 X4 —WH 5 OpenShift Container Platform LY 2 M) —iZO 74 v § 5D TIER<., A&, 6L
VAMN)—IZT7IVEATESDELDIC, ZOLYVRAMN)—=ZI—MIRRALET, THICLY, L—K7
FLRZFERALTISRAI—DAHALL Y AN —=IZATA VL, W—MRARNZFERALTA A=Y
K TaMFTREEOTOY I ML Ty oad5ZENTEET,

AR
o LITORHIRFHIIEEMICEITINE T,
o LYZRMY—Operator ®F 701,

o Ingress Operator D7 701,

FI7

configs.imageregistry.operator.openshift.io ')  — X T DefaultRoute /X5 X —4% —ZEHT % H\.
FEHRILIL—FN2FEALTIL— b ERETEIENTEET,

DefaultRoute # A L CL Y AN —A2RFATBICIE. UTFTZ=ERTLET,

1. DefaultRoute % True ICEZE L F 9,

$ oc patch configs.imageregistry.operator.openshift.io/cluster --patch '{"spec":
{"defaultRoute":true}}' --type=merge

2. podman OV 4 Y LE9,

I $ HOST=%(oc get route default-route -n openshift-image-registry --template="{{ .spec.host }}')

I $ podman login -u kubeadmin -p $(oc whoami -t) --tls-verify=false $HOST ﬂ

Q --tls-verify=false (. L= bDI SR —DFT 7 # )L MEAENEFEINABAWVWESICHE
IC7Y) £9, Ingress Operator T, §IND N RS LFIRREA T 7 4V MERAEE L T
BRETEZET,

ARG LIV—heERLTLYAMN) —ZRFT2ICIE. UTFZRITLIET,
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LIL—hDTLSF—T¥—2 Ly bEFERLET,

$ oc create secret tls public-route-tls \
-n openshift-image-registry \
--cert=</path/to/tls.crt> \
--key=</path/to/tls.key>

ZOFIEEGA T a v T, Y=Ly MEERLEWEE. Jb— b Ingress Operator 55
TI7AIWMDTLSREZFEALIT,

2. LY R MY — Operator Tld, UTFDLDICRYET,

spec:
routes:
- name: public-routes
hostname: myregistry.mycorp.organization
secretName: public-route-tls

R

LYRAMN)—=DIL—MDARY L TLSREZIEE L TW3BI5E(E secretName
DHEHRELET,

8.155.22. ABA A=Y LI X N —DERE

VDDK A X =YV DHELA X =T LI AN —%ZFERAT 25, ALAX—JLIZARN)—DFRFAR%
OpenShift Container Platform 7 2 A4 —ICEBIITE X T,

Z 7> 3T, Docker BREFBHRMS TILo—o Ly REERL, Thatd—ERXT7HD Y MBMT
xFd,

9 52& _AOJDIL\DIE%O)LDD

UTOFIETA A—SD Ty 18LCTIVEICERT 3R (CA) 57 3R —IBINT 32 &n
TEZXY,

AR &M
o VSR —EEEDHERIHB &,

o LIYZNMNY—DRFIFERAE GBEIL. /etc/docker/certs.d/ 71 L7 M) —IlH B
hostname/ca.crt 7 7 1 Jl'),

FIB
| BOBRIMREEERATILYZ N —DOEES N SHENSENS ConfigMap %

openshift-config namespace ICfE L £3, TNENhD CA 7 74 ILICDWT, ConfigMap
D F—1" hostname[..port] HEXDL AR —DRANZTHB I E%ZMHALET,

$ oc create configmap registry-cas -n openshift-config \
--from-file=myregistry.corp.com..5000=/etc/docker/certs.d/myregistry.corp.com:5000/ca.crt \
--from-file=otherregistry.com=/etc/docker/certs.d/otherregistry.com/ca.crt

2. VSR —AA—VDERECEHMLET,
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BeE R~

$ oc patch image.config.openshift.io/cluster --patch '{"spec":{"additional TrustedCA":
{"name":"registry-cas"}}}' --type=merge

Pod MDD EFa ) 71 —REINLLIAN) —DOAXA—VEBRTEDLIICTIHRE

Docker 7 54 7> k@ .dockercfg $SHOME/.docker/config.json 7 7 1 JLIE, EF¥ 27/ X271

LYZXA M) —ICER/IICATA Y LTWRIBEICEREEERZREF Y % Docker BRaEIEHR 7 7 1 IV T,

OpenShift Container Platform OAREL XA MY —IZRWEF a2 Y T4 —RE IOV TF—A A —
V% IV BICIE. Docker BBEEBIHRTTILY—I Ly MEER L. IhEY—ERT7HT Y MED
TEIRELNHY XY,

FIR

o Xxal)F4—REINLLIAMNY—D .dockercfg 7 7 1 LT TICH BHHEIE. LLTFAERE
TLTED 774D —0 Ly NEERTEET,

$ oc create secret generic <pull_secret_name> \
--from-file=.dockercfg=<path/to/.dockercfg> \
--type=kubernetes.io/dockercfg

e F 7%, $SHOME/.docker/config.json 7 7 1 L HH B IGEIZUTE#ERITLET,

$ oc create secret generic <pull_secret_name> \
--from-file=.dockerconfigjson=<path/to/.docker/config.json> \
--type=kubernetes.io/dockerconfigjson

o X aTFTHRLIYARNY—IIDWVWTD Docker FREFIER 7 7 1 LD E L ARWHEITIE, LLTFD3
SYURERITLTY—ILY NEERTBIENTEET,

$ oc create secret docker-registry <pull_secret_name>\
--docker-server=<registry_server>\
--docker-username=<user_name> \
--docker-password=<password> \
--docker-email=<email>

o PodDA A=V TINTBLDDY—I Ly NEFRTBICIK. TOY—VLy haH—ER
THDY NMIEBIMTZ2RENMHYEY, COBITIE. Y—ERTHT > bDARIIE. Pod H¥FE
AT —ERT7HY Y NOLRIC—BLTWBIRELrHYET, TTIHI MDY —ERTH
7 > hi& default T3,

I $ oc secrets link default <pull_secret_name> --for=pull

8.15.5.2.3.VDDK 1 X —Y DER S L VMFEFA

VMware Virtual Disk Development Kit (VDDK) =47 > O— K LT, VDDKA X—Y % EJL R L,
VDDK A X =V %A XA—=ILIRAMN)—=IZT Yy adBIENTEET, RIS, VDDKA X =V %
HyperConverged 1 X4 ') Y —X (CR) ® spec.vddklnitimage 7 1+ —JL RIZEEML X7,

AR S

® OpenShift Container Platform REfA X —Y LY A M) —F g EFa 7RAML IR N —
TV EATEZRENH D,

4
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FIE
L —BTALI M) —ZFERL. ThICBEILET,

I $ mkdir /tmp/<dir_name> && cd /tmp/<dir_name>

2. 73 UH—T VMware code ICBEIL, SDKs 2 ) vV LET,

3. Compute Virtualization T Virtual Disk Development Kit(VDDK) =2 ') v 2 LE Y,

4. VMware vSphere M/X— 3 VI IGY 5 VDDK N—2 3 V& BIRL F T, 72& 2.
vSphere 7.0 M5 &1E VDDK 7.0 %3#3R L. Download #7 ') w7 LTHh S, VDDK 7—hA4 7
E—ETALIMN)—ILRELET,

5 VDDK 7—h4 7#BALET,

I $ tar -xzf VMware-vix-disklib-<version>.x86_64.tar.gz

6. Dockerfile Z{EF L £ 7,
$ cat > Dockerfile <<EOF
FROM busybox:latest
COPY vmware-vix-disklib-distrib /vmware-vix-disklib-distrib
RUN mkdir -p /opt
ENTRYPOINT ["cp", "-r", "/vmware-vix-disklib-distrib", "/opt"]
EOF

7. AA=2%EIRLET,
I $ podman build . -t <registry_route_or_server_path>/vddk:<tag> ﬂ
@ vLvabU—sEELET.
e AEB OpenShift Container Platform L Y 2 M) —DiF&E X, REL VA MY —JL— b

(f51: image-registry.openshift-image-registry.svc:5000/openshift/vddk:<tag>) % f&
ALET,

e AMMLIZAKNY—DBZEIF, Y—NR—F NABLTYTZEELETT (B
server.example.com:5000/vddk:<tag>).

8. AA=—YHELIYZAN)—=IZTyvalLEd,
I $ podman push <registry_route_or_server_path>/vddk:<tag>
9. 4 X—I " OpenShift Virtualization RIENS 7V LA TE 2 &AL E T,
10. openshift-cnv 7O £ 4 b T HyperConverged CR = #R&E L £,
I $ oc edit hco -n openshift-cnv kubevirt-hyperconverged
1. vddkinitimage /X5 X —% —% spec X% VHFIZEML XY,

I apiVersion: hco.kubevirt.io/vibetai
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kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
vddklInitimage: <registry_route_or_server_path>/vddk:<tag>

8.155.3. VM Import 7 1 ¥— K& A L zRET> VDM VKR—k

VMImport 74 #— REZFRAL T, B—DRET>VEA VR—KNTEET,

REX YT TL—bEAVR—b T BZEETEET, VM T TL—bEA VR—NT 254,
OpenShift Virtualization &7~ 7L — MIEDWTREBY Y VA2 ER L £ T,

BIRSH
o TIEI—H—HERIHBI &,

® VMware Virtual Disk Development Kit (VDDK) 4 X —</ (&, OpenShift Virtualization IRIEH 5 77
JEATEZAA=ILIZAN)—IIH B,

e VDDK A Xx—<(d, HyperConverged 1 2% L') Y —X (CR) ® spec.vddkinitimage 7 1 —
W RISEMT 2RENHY X7,

o RETIVDERINA Z7ICIHE>TWS,

o REFARIMNIDEF/IXSCSI Oy hO—5—ICEHEINTWS, REFT 1 RN SATA
VRO—Z5—IlEHREINTWRIGEIE. ToZ IDEQY MO—Z5—ICZBLTH S, REY
VUERBITTEEY,

® OpenShift Virtualization DA —AILE L VHBEKFERA ML —Y I F R, REY VDAY
R—MaHR—NTIHRENHY FT,

® OpenShift Virtualization 2 L =13, RET 4 XAV ICHIET 2DICHRBRAREZTITH 5,

Digk

==
[=]

CephRBD 7O Y V7 E—RDRY 2 —LAFHALTWBIFEE, ALY

EREBT 4 RV IS T BDICTHRRARKEITHEIUEIHYET, T 1
ZDFAETMERA N L —JICHLTARETESZE, 1 VAR—MFOER
PMRBL., RET4+R70IEE—ICERAINS PVIERINEEA, &
T2 NDHIBREYR—KTZ720D) Y —ZADB+RITW=8, BID
R VAHEAVR—MLEY, ANL—VESY—V Ty T LEEYTS
CEWRETEEFA, TOKRREFRT ZICIE. ARNL—=—UNY O ITV RIC
TV NAML=UTNA R EEILIENT 2HELHY FT,

® OpenShift Virtualization egress £ Y N7 —2 R —ZUTD NS T 4 v Y &FF T 2HEN
%60
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152

%% Zokan K—b
VMware ESXi R R TCP 443
VMware ESXi R R TCP 902
VMware vCenter TCP 5840

. Web 3> Y —JLT. Workloads - Virtual Machines %% ') w7 L9,
. Create Virtual Machine= 7 ') v 2 L. Import with Wizard &R L £,
. Provider —&Mn 5. VMware %:#RL £,

. Connect to New Instance £ 7 IJREFEIN vCenter 41 VRAY VA %=ZEIRL T,

® Connect to New Instance %#3&IR 9 53545, vCenter hosthame, Username. Password

EAALET,

o REFEINM vCenter1 VRIVAZEREIRT 56, 71— NIREINLRLEHRAE
FAL T vCenter ICERHK L EX T,

. CheckandSave% 7 ) v /o L, P’ TI5FETHELEEY,

pa 3

EHROFEMIE—I7Ly MUREINE T, mRA NG, 21— —%&, FLIENR
J7—RKAELLBAWTONS ¥ —%BIL %EIL. Workloads —» Secrets %
Dy L, 7ANAIT—D—o Ly NEHIBLET,

ARV VERIETF YT LM EBIRLET,
.Next2#27 v o LZET,
. Review BIE T, REAMELZXT,

. Editz2YY v LT, UATOREZEHRLIET,

® General:
o AR
o FRL—=TFTAVIVRAT A
o Flavor
© Memory
o CPU

o Workload Profile



® Networking:

o H&HI
o Model
o Network
o Type
o MAC Address
]
H
o XAhL—Y:REYIYT 14 AU D Options X =21 — 2 Uwv oL, Edit #:&8IRL T
LFO74—ILRZEHLET,
o H&HI
o Source: Import Disk %% &,
o Size
o Interface
o Storage Class NFS X 7= (& ocs- storagecluster ceph-rbd (ceph-rbd) &R L £ 7,
ocs-storagecluster-ceph-rbd % EiR9 31HE. 7 4 XY D Volume Mode % Block
ICERET 2WENDHY T,
DR ML =20 Z A EHEET 2 HRIEEMEDHY F T, ERICHR—FInTVWEYE
Ao
o Advanced — Volume Mode: Block %#:#IiR L £,
o Advanced - Access Mode

® Advanced — Cloud-init

o

o

Form: Hostname & & U Authenticated SSHKeys # A1L %9,

Customscript 7T¥ A M7 4 —JL RiC cloud-init 2 7 ) 7N AHDLZET,

e Advanced - Virtual Hardware {k%8 CD-ROM % A4 Vi R— h I/ {REBT I VICEIY 4T

%C

10. 4 ViR—

ENTEXT,

NERE = RE L /2355 1&. Import ¥ 7zI& ReviewandImport =2 1) v 7 LE T,

Successfully created virtual machine & W X v £—IYARRI N, RET Y VICERI ML
)Y —ZAD—BHIRTINET, RIE~Y > »H Workloads - Virtual Machines ICR R I F

ER

RET VD4 HF—RKRDT714—ILR
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Bl

ARL—F A VIV RT L

Boot Source

KigRY 21— LER (PVC) D70
2=R78 N

KIERY 21— LER (PVC) DEH
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URL =R L7=4 ~R— bk (PVC
DYERK)

BtED PVC @2 O— VB (PVC
DYERK)

LIZRNY) —%FERLES VER—
N (PVC DAERR)

PXE (kv kT —2 T —h: v k
D=4 Vs —T T ZDEM)

ZDEZRICIE. INXF (a-z).
F(0-9)., BLUNA TV (=) &S
HBENTE, XKN253XF4A
FRATEET, RVEREBDOXF
BREEFICTILEIHY X,
ZDAFICIE, KXF, AR—

A, BUA R (). FEEBEHEX

FEERATEEEA,

7o avoHRBET 1 —ILR,

TV TL—bMTRIEYY VAIGE
RINBARL—T 4 VIV RT
Ly, TVTL—IDSRETY Y
HERNY 23mE. D7 14—JLKR
ERETBHIEIITETEEA,

HTTP 72 I& HTTPS T KR4
VENTHETEZ2M A—=YH50
VoY EAVR—NLET, B
FTRL—=FA VTV RTF LA A —
TDHB Web R—IHh 5 URL Y
VOERBLET,

92 A9 —THARRRZERFDK
ftRh ) 2 —LER (PVC) Z &R
L. Ihzs0—vL&ET,

DSRY—DLTIEATESL
RN —DEBERERA R —
TAVIVRT LAV T =D
R~ vEIOEYa =V L
9. #: kubevirt/cirros-
registry-disk-demo

FY hT=0DY == bFR
L=FT4 VI AT L%RELZX
¥, PXE7—hEIBERRY hT—
VEREBENVDETT,

PVC Dy O—VERICERYT 2
I:|°/°17 I\‘glo

BfFEDO PVC O/ O—V % ERT
GBI CORBEYY YTV
L—KNICERT2REDH S
PVC %,



INh% CD-ROM 7—hY—2 &

LTvYo YT 3
Flavor Tiny. Small. Medium. Large.
Custom
Workload Type TR MY T
)z 6

£2 > 7= Workload

Type Z:#IR L7 gerver
BEE. 71—
TURFERITY

Y — 2 DFERRR
DEENREET S
ZERHYFETY

(Ul DREETA
Eo

High-Performance

ERRBICZ DIRIE~Y Y v AREIL
£9,

Cloud-init 7 1 —JL K

CD-ROM IZI&, ARL—FT 1V
JORATLEAVARN=IT B
HDBINDT 4 R IHBBETT,
Frv IRy I AEZERLT,
TARYZEBML, B#THRY~
1 XLEY,

RE<v> 5> 7L— kD CPU

BLIUAERYY—DBRER., TDT
Y7L — MIBEER IO A R
L—F 14 YTV RFALICELT,
RIEY 2 VICEIY B THNZEAR
ICEEINETHREL X

ER

FIANMDT YT — hERER
T2BEE. hRYLEEFERAL
T. 7V 7L—bDcpus 8LV
memsize DEZ EEXLTHR
SLTFVTL—MNEERTEE
9., F7lE. Workloads —
Virtualization R— < @ Details ¥
7 T cpus & & U memsize D&
HAEBELTC, hRAY LTV TL—
NEERTEET,

TR Ny TTHEAT Z7HDIR
WY VERE, MNIERRETD
FEARICELTVWEY, Web OV
V—ILTOFERICHEINET,

NIF—TVADINST VA AEH
Y, XFEFIFRY—N—DT—2
O—RKEE#RESAHY £9,

ERI7A—TVADT—rO—R
I L CEEbEINAREYY Y

E1—1

X Ao

CDFTVIRYIRET 74
NTEBRI N, REY D VIFEK
BRICEITERABLEY, KRBT
Y DOIERRBEFICKEEN T 2B MR
BEIR. Fzv IR IRED )
7LET,

155



OpenShift Container Platform 4.8 OpenShift Virtualization

E2:T) tEA
Hostname REYY VDFEDRANEEZRELE T,
A I N/ SSH ¥ — R18< > > D ~/.ssh/authorized_keys ICIE—3h

31— —DORRKE,

HRILRDY) T oF T aviE, AAY L cloud-init 7Y 7 %
BYRITE 74—V RICEEH®RZFT,

XY NIT—=DT74—=J)LR

EA:0) E::]

e RYND—OA4 2V H—D TRV NOA—5—DF
Ao

TFIL XY NT—OA4 V9 —TARAY NO—5—DF
FIERLET, YHR—PFINDEIXel000e & &
W virtio TY,

Xy hT7—2 FATRERXY NT—VEEERD—E,

Type FETRELRNA VTV I XYy KO—&, 77 %

W ER®D Pod *ry kT —2ICDWTIE. masquerade
PUE—DOHREINZNNA VT4 VT Ay RITRY
F9, EAVY)—%v hT7—0DHAIE. bridge
NAVTAVITAYy RaFRLE

¥, masquerade XV v K&, 77 2L NUAD
Fy M7= TR YR—IFINFEHA, SR-IOV RV
NT7—0F N4 R%5&E L. namespace TED XY
N7—0%E&ZLIHEIE. SRIOV %#:E R L F
ERS

MAC Address XY RND—=DA4A =T M OA—F—D
MAC 7 RL R, MACTZ7 RLZNEEEINTLAL
BA. ChIEEFNICEYETONhET,

ANL—=YT74—=ILK

EA:T] =R A
Source 22l (PVC DYER) ZDT AR EERLET,

URL AR L7M KR —b (PVC  URLHTTP £/IEHTTPS TV K
DYERK) KAV N ENLTAVYT Y%
/ryd—:_l\ l/ij_o

BL7E PVC O PS5 AY =TI TICHIHERRER
PVC =R L £9,
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CEE

Size

Type

Interface

Storage Class

Advanced — Volume Mode

BEED PVC @2 O— VB (PVC
DYERK)

LIZRNY)—%ERLES VR—
N (PVC DFERR)

D e G 1:1))

B4

92 A9 —THAAERERFD

PVCA#BEIRL, coyO—ruE

ﬁ\zl}ijo

AVFFHF—LYARMNY—%FAL
TaAvFoYEAVR—NLE
ER

ISRAY—DLTIEATESL
JAN)—=IIHBAVTF—DH
aAvFoYeE7y7O—RKLE

¥, AvTFF—7T14 A& CD-
ROM »—BH MR~ > Vg &
DOHEAMYER 7 7MY RT L
ICOHMERT IHENDHY X7,

T4 AU DARL, T DEBICIE,
N (a-2). BF (0-9). N1 7
V() BLUVEYAR () EEDD
ZENTE, RRK253XFEAEA
TEET, RUERBOXFIFE
HFICTDRENHYET, D
BRENCIF. KXF. AR—2Z, &
IS FAFERATEEEA,

F 4 25 DY A X (GiB B,

FTARIDY AT, Hl:Disk 7=
(& CD-ROM

FTARITNAZADYA T, H
R—=—bFINZA VI —T MR
I&. virtlo. SATA. LU SCSI
<9,

T4 R DERICERINZ R b
|/—°/“75Xo

KFAR) 2a—LDT+—< v bX
NE774IVY AT LF T IE raw
Oy oREEFAT ZNE D H
ZEELIT. 77NN
Filesystem TY,
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EA:0) =R ShBA
Advanced - Access Mode KiERY) 1 —LDT IV ERAE—

Ko YR—FINBT7IERE—
R{%. Single User

(RWO). Shared Access

(RWX). & £ U'Read Only
(ROX) T,

AN =Y DHEMBRE
LFDR KL —Y DM EIL. Blank, Importvia URLURL, & & U Clone existingPVC 574 249 T

FATEET, INODNRASA—H—FAFT>arTT, INLDNRSA—F—EIBELRWVEE., ¥
27 IslE kubevirt-storage-class-defaults 58 €< Y 7O 77 # )L MEZFER L £ 9.

RYa1—LE—K  Filesystem 77ANYRATLR—=ZADR) 1 —LTRET 1 R
TEFREFELET.
Block 7Oy IR 12— LTRET 1 RV ZBEEREFLE

T, HREELRBZAMNL =YY R—KNLTWBEES
&, Block #FER L 7,

T7OERAE—NR Single User (RWO) TARVEE—/) —RTHRAMY/EZAHE LT
DV NTEET,

Shared Access (RWX) TARIEEHEL D/ — R THRAMY/EXRAHEL
TYIVNTEET,

Pz -

Zhnik, /—KBEODIREYS VDS

A TRATL—>aviheEn, —5
¢ DHEBETREICRY £,

Read Only (ROX) FTARVEEEL D/ — RTHARYERELTY
DVNTEET,

8.1553.1 1 ViR— hENh7/zRET> VD NIC ZDEH

VMware M54 Y iR— M I NGB D NIC %, OpenShift Virtualization D ZiRRNITES 9
DEDICEHITEINENHY T,

FIE
LR~ vIicOg1 v LET,
2. /etc/sysconfig/network-scripts 71 L 7 b —ICIBEIL £ T,

3. XY ND—VBET7AIVDEREZTELF T,
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I $ mv vmnic0 ifcfg-eth0 ﬂ

@ *vINTURETFAINOEHE ifcigeth0 CEELF T, BMORY bT—JFE
7 714 IVICIE, ifcfg-ethl. ifcfg-eth2 R EDBESHIBRICH TSN ET,

4, 2y NI —VHBET774IVTNAME B LU DEVICE /XS X—4 —4&BHLF T,

NAME=ethO
DEVICE=ethO

5. FY M7=V %BEHLIY,

I $ systemctl restart network

81554 REY VDA VYR—MDMZ TN a—FT1 2T

8.15.5.4.1. 07

V2V ConversionPod O CIT S —DHEEAERTIZET,

FIR

L. LTFoavwy RAEEFTLT. V2V ConversionPod 22 R R L T,
I $ oc get pods -n <namespace> | grep v2v ﬂ

ﬂ 4V R—=PMINRIET Y VD namespace #IEE L F T,

Al

I kubevirt-v2v-conversion-f66f7d-zqkz7 1/1 Running O 4h49m
2. LTFDOY Y R%EZEFTL T V2V ConversionPod OV %X RLET,

I $ oc logs <kubevirt-v2v-conversion-f66f7d-zqkz7> -f -n <namespace> ﬂ

ﬂ VM Conversion Pod & & & Uf namespace =3 8E L £ 7,

815542. TS5 —Xvt—
UFODIZ—AyvtE—IDNKRRINZHBELHY T,
o A VR—RNFENI VMware RET I UH Y v v MUY EINRWEE, OpenShift Container

Platform > Y —ILDA YiR— b INRET > VICIEIT 5 — X v £— Readiness probe
failed /*F&R/xI N, V2V Conversion Pod AZICIEUTD IS — A v E—IARRINE T,

INFO - have error: ('virt-v2v error: internal error: invalid argument: libvirt domain
‘v2v_migration_vm_1’ is running or paused. It must be shut down in order to perform virt-v2v
conversion',)"
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o TEELANDI—H—DNRETI VDI VR—MeEADE, UTOIS—XyvE—IN
OpenShift Container Platform 3> Y —JLIZKRRII N F ¢,

Could not load config map vmware-to-kubevirt-os in kube-public namespace
Restricted Access: configmaps "vmware-to-kubevirt-os" is forbidden: User cannot get
resource "configmaps" in API group "™ in the namespace "kube-public”

R VAEAVIR—NTEDDIE, EBEZEI1I——DHTT,
8.16. [REE<v> v AaO—1ERK

8.16.1. 53D namespace B TTF—4 R 2 —LA -V O—VIERT BODI—H—
N—IvoavDEMEL

namespace ICISMEEICDBET 2MENH D70, 21— —IEFT 7 #JU b Tld namespace £ £7=H > T
VY =200 0—V%EFRTHIENTEEHA,

A—HF—MRE<T> DI O—2 % 5D namespace IR TE % & D IC9 %I1TIE. cluster-admin
A= ZFH2A—Y—DHREOI SR —O—ILZFRT DVENHYET, TOIVFRY—O—I)L%
A—H—IZNRA Y RL, ZhoD1—H—HRET Y VDY 00— %55 namespace 03 L TER T
X5LOICLET,

8.16.1.1. BiR &M

e cluster-admin A—J)LEFDODI—H—DHHIN YIS AY—O—ILEERTIXD I &,

8.16.1.2. F—4 KR 2 —ALIZTDWT

DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZHR Y A
J)Y—RTYd, T—FRYYa—Lid, ERELRZKER) 12 —LEK PVC) ICEEMITOND AV
R—b 20—VFEK. LTy 7O—RBEOA—T AL =23V ETFTVWEYT, T—9 R 12—
IslE OpenShift Virtualization ICHEE I, RET S VN PVC DERMICEHTEIEEHETET,

8.16.13. T—4 1KY 1a—LDIO—{EEDI1=8D RBAC Y YV — A DYERK

datavolumes ) YV —ADITARTODT7HI2avDONRN—IvoaveaEAWITIHRROCRY—0O—IL %
B LE T,

FIR

. ClusterRole ¥ =7 T R FAERK L F T,

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:
name: <datavolume-cloner> ﬂ
rules:
- apiGroups: ["cdi.kubevirt.io"]
resources: ["datavolumes/source"]
verbs: ["*"]

‘D 5529 —O—ILD—EDLE.
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2. USRI —ICU SR —O—ILEEMRLET,

I $ oc create -f <datavolume-cloner.yaml|> ﬂ

ﬂ BERIOFIETIEM I N/ ClusterRole T =7 T A MDT 74 ILETT,

3. %177t H & VTS namespace DA A ITEHA I 5 RoleBinding v =7 = X M&ERK L. B

DFIETHER LY 229 —O0—ILeSRLET,

apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:
name: <allow-clone-to-user> ﬂ
namespace: <Source namespace> g
subjects:
- kind: ServiceAccount
name: default
namespace: <Destination namespace> 6
roleRef:
kind: ClusterRole
name: datavolume-clonerﬂ
apiGroup: rbac.authorization.k8s.io

O—JILINA VT4V TDO—EDEHRI,

Y —2AF—4 R 12— LD namespace,

0009

4. VSR —ICO—IN\A VT4 VT EERLET,

I $ oc create -f <datavolume-cloner.yaml|> ﬂ

@ EHOFIECTHERINL RoleBinding =7 X hD T 74 LATT,

8.16.2. FfifRT —4 R 2 —LANDREYI VT4 ROy O—VEK

HRY 2—LDYO—2HYER I NS namespace,

F—
BERIOFIRTHER LAY 525 —O—)LDAH]

R

I

T—IR)1—LRET7ANTY—APVC 2SR, FiMT IR 2 —LIREBYS VT4 R7Y
5

DXFGERY 2 —LEBRPVC) DI/ O—VEERTEET,
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Digk

==
[=]

volumeMode: Block M5 X /= kiR ) 2 — L4 (PV) » 5 volumeMode:

Filesystem "' EI N/ PVAD Y/ O—V A E, ERZHRY 2 —LE—RKETDY
O—VgENYR—PMINZET,

7272 L. contentType: kubevirt Z{FH L TW2IGEICOARMRZRY 2 —LE—
KDY O—HAEEETT,

eEvb
BREIYHTE/O—NILICEMICT 256, B—FT—49 R 2 —ALIZDWT, Containerized Data
Importer (CD) (&7 B —VEBFICT 4 A VB ZFRNICEIY HTE T, FARIFIYHTUSLY, EZAHN
74— VAPALLET, #FMIE. 7—9HR) 2 —AICDVWTOEFEY LB TOERICOVWTSEL
TLIEXW,
8.16.2.1. AitR &M

o I1—H—& REYIVYFT4RIDPVC DI O—%FD namespace ICIERKT 726 IZ BN

DIN—Zwvay "UETHD,

8.16.22. 7—# KV 1 —ALICDWT
DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZHRY A
J)Y—TY, 7—F9RYa—LALld, BEREAZKERY 2—LEK (PVC) ICEEMITONS AV

R—b 20=—VFEK. LTy 7O—RBEOA—T AL =23V ETFTVWET, T—9 R 21—
InlE OpenShift Virtualization ICHEE I, RET S VN PVC DERMICEIHTE I EEHETET,

8.16.2.3. T — 9 KY 1 —LAADRIEI S VT4 RV DOKEERY 12— LER (PVC) DY O—
HERX

BEDRIEYY VT4 2T DXERY 21— LER (PVC) DY O— Y 5 FIRT—H KY 21— LIHERT
XFd, TDE, FIRT IR 2 —LIIFRORET VICERATEZET,

R
T—IR) 2a—LMRIEY Y Y EBBICERINSGIEG. T—9 R 2 —LD31 7Y

AIWVRERBY U LH0YBINIEY, REYS UDEIBRINTE, 7—9 KR 21—
LY ZDOREEMIT SN PVC BLHIRIhFEA,

AR

o FHIZIHMEDREYVYTAAIVDPVCEZHFTZIE, 70— VERDAINIC, PVC ICE
BRI OoNREBYVDERZZHELHYFET,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR
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P8E RiEv v

1. BEEATIT bMN7c PVC WHRFIH &K U namespace 2 FET 72D, 7 H— V1ERICKDEZTRIRTE
RIVTA RV EHRLET,

2. FilRT—49 R 2 —LDAR]L. V—RPVC DEZBEIH & U namespace. L UVHFIRT—4 7R
Ja1—LDYA XER/ETZT—IRY1—LDYAML 771 ILEERLET,
UTFICHlERLET,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <cloner-datavolume> ﬂ
spec:
source:
pvc:
namespace: "<source-namespace>"
name: "<my-favorite-vm-disk>" e
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <2Gi> ﬂ

HRT—9 K'Y 12— LDEAL

Y — 2R PVC D" FE T % namespace,

Y —2Z PVC D%,

HRT—9R) 1 —LDY A X, +HREHEENVETEILENHY T T, T TRV

BiICix, 7O0—VBFEFXKRLET, Y14 XY —XAPVCERUD, FhiFZEFNLYE
KEL BT NIERY FH A,

- -

3. TRV a—LEERLTPVCOIO—VERERAIBLET,

I $ oc create -f <cloner-datavolume>.yami

pa )

F—HRY 2 —LIXRET VA PVC DERBIICEEI TSI & AH T2,
PVC D/ O—VERFICHFIRT —49 R 2 —LA5SRBTZREYY VEEKRT
xFd,

81624. 7L —©MFT—49KY)a1—L/O—VEETIF7AIL

example-clone-dv.yaml

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: "example-clone-dv"
spec:
source:
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pvc:
name: source-pvc
namespace: example-ns
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: "1G"

8.16.25.CDINYR— NI BBIETR) Y IR

CORKMNYYIRICEIVRRA VMR LTAYTUYYA TOHR—MNINS CDIBEARRIN
T, INOOBREICIER Y Sy FREEBIMVETT,

HTTP Basic 2 LRAKNY—

-
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*

v XZ* v XZ* v XZ* [0 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*

v XZ v XZ v XZ OO0 XZ v XZ*

v HIR— NS h28E
OYR— KNI VIERE
* 295y FHEENMVE

BRRY LR BREBRIGEICR I Ty FRENBE

8163. T —4 R a—LFTVTL— M MNDFERICLZREYY YD O—EK

BEORE< Y VOKGRY) 2 —LERK (PVC) D7 O—VERICE Y. FHHRDOKREBYL v EEHRTE
¥ 9, dataVolumeTemplate Z{RIET VEET7 7M1 IVICEHB I EITL Y. TTD PVC HSHHHRD
F—HRY 1 —LEEHRLET,

DIk

H
[=]

volumeMode: Block N5 X /= KkifitR ) 2 — L4 (PV) » 5 volumeMode:

Filesystem "' EI N/ PVAD Y/ O—V Y, ERZHRY 2 —LE—RKETDY
A—Y#BEIYR—rINZET,

=72 L. contentType: kubevirt Z{EFRA L TW25RICOARRBZRY) 2 —LE—
KDY O—HAEEETT,
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P8E RiEv v

D

EFEYYTEIIO—NILIZEMICT 256, B—F7—4 R 2—ALICDWT, Containerized Data
Importer (CDI) (&7 O—VBICT 1 A VB AFFNCEIY Y TE T, FaidlY Y TITLY, EXAHN
TA4A—<I VAP EMELET, FHMlIEZ, 7—9R ) 2—ALICDVWTOEFEIYLETOER ICDWTSERL
TLEEW,

8.16.3.1. RIS M

o I1—H—& RETIVYT1ZXVDPVC DY O— %KD namespace ICYERR T 2 78 I BN
DIN—Zv a3y DUETHD,

8.16.3.2. 57— R 2 —AICDWT

DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZIHRY A
J)Y—2RTY, T—FRY a—LiF, ERFERZKERY 2 —LEKR (PVC) ICEEM TGNV
R—b, 20—VFKR. BLVOT7y 7TO—-RBEOA - AL =23V ETVWET, T—FHRY 21—
IslE OpenShift Virtualization ICHEE I h., RET S VN PVC DERMICEHTE I EEHETET,

8.1633.F— 49KV a1—ALFTVTL— b MOFERHICES., 70—VERINTZKER) 1 —LE
K (PVC) H 5 DRME~Y > >~ OFRIERK

BEORBY VOKGARY) a—LBER(PVC)DI/A—V%ET—9RY) a—LILERT 2RIEBY>

EERTEET, RETI Y =7 X MO dataVolumeTemplate #5889 5 Z &1L Y. source

PVC DI A—UDBT—FR) a—LIHERI N, THIERICRIBY Y VAN T 270 ICBEIRIC{ER
IhExFd,

pa )

F—HR) 2a—LMNMRET VDT —YR) 2 —LFVTL—bD—EELTHERI N
&8, TR 2a—LDSA 7Y AV IIIXMRET VICIKELET, 2F Y., REY
SUNHIBIND E, T—YRY 2 —LBLVEERITONE PVC HEIBRINET,

L

BIRS M
o FHIZIHMEDREYYVYTAAIVDPVCEZHFTZIE, 7O—VERDAEINIC, PVC ICE
BN RETY VOEREYZVELNHY T,

e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR

1. BEM T 57z PVC DERIS & U namespace Z4FET 270HIC. 7 O— VEHRICHERRIE
RIOVEERLET,

2. VirtualMachine 7 72z RO YAML 7 7 1 L &ERR L £, UTFOREY> VD4 FILT
I&. source-namespace namespace |Z# % my-favorite-vm-disk D7 O — > Z {ERK L &%
¥, favorite-clone & \\9 2Gi 7— % | my-favorite-vm-disk ™ SERRINE T,
UTFICHlERLETS,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:

labels:
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kubevirt.io/vm: vm-dv-clone
name: vm-dv-clone ﬂ
spec:
running: false
template:
metadata:
labels:
kubevirt.io/vm: vm-dv-clone
spec:
domain:
devices:
disks:
- disk:
bus: virtio
name: root-disk
resources:
requests:
memory: 64M
volumes:
- dataVolume:
name: favorite-clone
name: root-disk
dataVolumeTemplates:
- metadata:
name: favorite-clone
spec:
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 2Gi
source:
pvc:
namespace: "source-namespace"
name: "my-favorite-vm-disk"

Q@ rmIaEETUY.

3.PVC O O—YHMERINT—F9RY 2 —LTREBYY V2ER LTS,

I $ oc create -f <vm-clone-datavolumetemplate>.yaml

81634. 7L —h.FT—9K)1—ALAREITIVEET 7

example-dv-vm.yaml

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
labels:
kubevirt.io/vm: example-vm
name: example-vm
spec:
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dataVolumeTemplates:
- metadata:

name: example-dv
spec:
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 1G
source:

http:
url: ™ ﬂ
running: false
template:
metadata:
labels:
kubevirt.io/vm: example-vm
spec:
domain:
cpu:
cores: 1
devices:
disks:
- disk:
bus: virtio
name: example-dv-disk
machine:
type: q35
resources:
requests:
memory: 1G

terminationGracePeriodSeconds: 0
volumes:

- dataVolume:
name: example-dv
name: example-dv-disk

8.16.35.CDI Y R— b BBIETNYY IR

AVR—NTEREDHZBAA—VDHTTIP V—R (54T 356

CORKMNYYIRICEIVRRA VMR LTAVYTUYIYA TOHR—MNINS CDIBEARRTIN
T, INODOBREICIER Y Sy FREEIMVETT,

HTTP Basic 2

KubeVirt v QCOW?2 v QCOW2**
(QCOW?2) v GZ* v GZ*
v XZ* v XZ*

LYZABMY—
5F
v QCOW2 v QCOW2*
v GZ* oGz
v XZ* O Xz

v QCOW2*
v GZ*
v XZ*
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HTTP Basic &2 LRANY—

EIE
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*
v XZ v XZ v XZ 0 XZ v XZ*

v HIR—MNEINBEE

O Y R— b INRWEE

*RY Sy FRENBE

HARY LREERDDERIBEICRY 5y FEENLE

816.4. 7OV IR —IT =9 R) a—LADREY VT4 RoD7O—Y
1ERX

T—HR) 2a—LERET7AINTY—RAPVC SR, FHIR7Ov I 7—4 R a—LITRETY YV
TARIDKERY 2—LEBR(PVC) DY/ O—VEERTEET,

Digk

==
[=]

volumeMode: Block N5 X iz kiR ) 2 — L4 (PV) 55 volumeMode:

Filesystem "' EI N/ PVAD Y/ O—V Y, ERZHRY 2 —LE—RKETDY
A—VENYR—PMINZET,

7272 L. contentType: kubevirt Z{EFRA L TW2HRICOARRDZRY) 2 —LE—
KDY/ O—HAEEETT,

[/ 8
EFEYYTEIIO—NILIZEMICT 256 P. B—F7—4 R 2—ALICDWT, Containerized Data
Importer (CD) &7 O—VEBICT 4 R VMBEHZBRNICEIYETE I, BRIEIYHTUITLY, EZAAN

T4A—<TVAAMEMELET, FMllE, 7—9RY 2—AICDVWTOEFIEIY L TOFERICDWTHSEL
TLEIW,

8.16.4.1. RiliR &4

o 1—H—F REYIUYTARIDPVC DY AO—2%FID namespace IAERMT 5781 BN
DIR—=Zvay BRETHD.

8.16.42. 57— KR 1 —LIZDWT

DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZHR Y A
J)Y—RTYd, T—F R a—LiF,. ERELRZKER) 2 —LEK PVC) ICEEMITOND AV
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P8E RiEv v

R—b 20=—VFEK. LTy 7O—RBEOA—T AL =23V ETFTVWET, T—9 R 21—
I lF OpenShift Virtualization ICHEE I h., RET S VN PVC DERMICESHTE I EEHETET,

8.16.43. 7Oy VKR 1 —AICDWT

TOvOKBERY 2a—L PV)IE raw 7OV I TNRNA RICE>THR—MINBZ PV TYT, IhHDR
Da—LICF 7 7AWV RATLDRL, A==~y REHIFT DI ET, REYSYDNRT+—T v
ALEDMREELLTIENTEET,

raw 7Oy 7R 2 —Ald, PVELVKERY 2 —LEK (PVC) {5 T volumeMode: Block % 15
LTFaEY sy Ixhnzxd,

8.16.4.4.O0—ANTOvY VKR 12— LDEK

T7ANWICT—9%5REL. TNEL—TFNARELTIIVRNTBZEILLY, /—RTO—Al
TOv VkEERY 2 —L (PV) ZEKRLET. RIS, TOI—TF/N4 2% PV~ =7 xR T Block
R)a—LELTBRL., IhEREYI VA A=—UDTOvITNARELTERTEEY,

FIR

. O—AIPVEEKRTS/ —RKRiCrootE LTAYVA Y LET, TOFIETIE. node0d1 %l

2. 774NV R LT, InZenull XFTHREL, 7AYITNARELTHEATESLDICL
F9. ULTDHFITIE. 2Gb (20100Mb 7Oy 7)) DY A XD 7 7 14 )L loop10 ZER L £7,

I $ dd if=/dev/zero of=<loop10> bs=100M count=20
3. loop10 7 7 A IV EIN—TFNRARELTIYO Y MNLET,

I $ losetup </dev/loop10>d3 <loop10> ﬂ 9

‘) W—FFNRAZANIT I RINTWB T 7M1 IL/ISRATT,

Qg BOFEIBTERLEZT 7AIIIL—FFNARELTIYIY hINET,

4. IV MNEINTIIV—TFNNA R %5B88T % PersistentVolume ¥ =7t A ME{ERR L E T,

kind: PersistentVolume
apiVersion: vi
metadata:
name: <local-block-pv10>
annotations:
spec:
local:
path: </dev/loop10> ﬂ
capacity:
storage: <2Gi>
volumeMode: Block 9
storageClassName: local 6
accessModes:
- ReadWriteOnce
persistentVolumeReclaimPolicy: Delete
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nodeAffinity:
required:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname

operator: In
values:
- <node01> ﬂ

J—REDIV—TFINA4ZADINZA,
JOv I PVTHDBIEAIBELET,

T aViPVICRAMNL—YISRAERELEFT, ChEEBT 58, V5R9—0F
7 IDERINET,

-

Q TOYIFENA AN Y NI/ — R,

5 70v 2 PVEERLET,
I # oc create -f <local-block-pv1 0.yam|>ﬂ

Q BRIOFIETERINEZkER) 2 —LD7 71 L%,

8.16.45. FRT—FHRY 2 —L~ADREI> VT 1 A DXKEERY 2 —LEXR (PVC) DY
O—{EBX

BEORETS VT4 RV DXKGERY) 2 —LBRK (PVC) DI/ O—VEFIRT—9RY 2 —LICERT
XFd, FDE, FRT—IRY) 2 —ALIIFROREYY VICERTEZXT,

P2
TR 1 —LPMRIBT Y Y E@BICHERINBIBE, TR 1—LDFA 7Y

A IIVEREBT O U LHYYBINE T, REYY UDEIBRINTE, T—9 R 12—
LY ZDEEMITONEPVC LEIBRINEREA.

AR

o FHIZIHMEDREYLYTAAIVDPVCEZHBTZIE, 70— VERDAEINIC, PVC ICE
BT oNREY VDOERZZHELHY T,

e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

e Y—ZAPVC ERBUM FLEEIhLYERETWIDUEDOFIATRER7OY VKGR 2 —A
(PV),

FIR

1. BEEMF 5N PVC DERFIS L U namespace 4 ET 57201, 70—V ERICHERRIE
ROVTA AV EERLET,
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P8E RiEv v

2. W7 —YR) 2—LDKEI. V—APVC DHAEISE LT namespace. FIHRAIGRZE T B Y 7 PV
EHEATESLDICT 5720IC volumeMode: Block., 8L UHIRT—49 R 2 —LDH A X
EIRETET—YRY1—LDYAML 7 71 ILEERLE T,

UFICHZRLET,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <cloner-datavolume> ﬂ
spec:
source:
pvc:
namespace: "<source-namespace>"
name: "<my-favorite-vm-disk>" e
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <2Gi> ﬂ
volumeMode: Block 6

FRT—4 R 21— LDHAR,

Y — R PVC D" FE$ % namespace,

Y — 2R PVC D4,

FRT—9R) 2a—LDYA X, +RREFHEEY LB TIUENHY ET, O TRWVE
AIiE, 70—VEFEEFRBLET, Y1 XEY—RPVC LALLM FhiFzhdVUD
RELLRIFNIERY FH A,

BWEMNTOY I PV THBIEEIBELET,

® 0000

3. 7= RV a—LEERLTPVCOIO—VERERIBELET,

I $ oc create -f <cloner-datavolumes>.yami

pz o-1o)
F—HRY 12— LIXRET VA PVC DERBIICEEI TSI & AH T2,

PVC DI O—VERHRICHIRT —9R) 2 —L%ZSRIBREYS VEERT
TET,

8.16.46.CDIDBYR— T BBIETR) Y IR

CORKMNYYORICEZIVREBRA Y MIRLTAVYTUYYAL TOHR—MNINS CDIRELARTIN
T, INODOBREICIER Y Sy FREEIMVETT,

171



OpenShift Container Platform 4.8 OpenShift Virtualization

HTTP Basic &2 LRANY—

-
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*

v XZ* v XZ* v XZ* 0 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*

v XZ v XZ v XZ [0 XZ v XZ*

s HHR— NI h B
O K — b ThAanigeE
* 295y FEGBHNYLE

* P2 LRIV ERIBERICA Y 5y FREBNBHE
817. R VDY NT—4

8171774 NDPod Xy NT—VHDIREYTY VDEE

masquerade /N1 V7 4 VI E—REFRATE2ELIICRY NT—DA VI —D (M REEET D&
T, REX>V%ET 72V NDHEPod Ry N7 —VICERTEET,

81711. AR Y KSA4A VY TCOIRARAAL—KRE—KDH

RAAL—RE—RZEFERAL. RETSVDEENSI 714 v V% PodIP7 KL ZADERTIERRICT
5ZENTEFYT, YRAAL—FRE—FRIE, XY MT—0T7 RLZAZH (NAT) 2fERA L TRBY> >
% Linux 7Yy URBREHTPod &2y N7—O NNy TV RICERKLET,

RETVDEBRET7ANEREL T, SARAL—RE—RZEWICL. NS 714 v IMRET> VIC
BFETEELIICLET,

AR

o RIEETIVIE, IPVAT RLRAZEEBTE7-HOICDHCP 2#FHTESLIICEREINZINELD
5, UTDHITIE, DHCP 2#EHT B LD ICREINZE T,

FIR

L REETY VERET 71 )LD interfaces Tk A REL T,

kind: VirtualMachine
spec:
domain:
devices:
interfaces:
- name: default

masquerade: {} ﬂ
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ports: g

- port: 80
networks:

- name: default

pod: {}

‘D TANL—RE— RAEFERL

g FToa v RETUNSAETER—NE, port 74 —JLRTEELT—BRRLE
T, port DIEIL O H 5 65536 DREIDHFETHZNENHY T, portsRFIZEALA

WIZE. BUREERNOLR—MZEMN ST v 2ICHLTHEET, ZOFITIE. &
ERZT74 v R—FMBOTHIINET,

= o-1o)
R— N 49152 8L V49153 (X libvirt 75 Y N7 #—ATEHERT Z7-HICFHI
N, INSDR— MADBOITRTOZENS T4 v VIIWHEINE T,

2. RS UAEERLET,

I $ oc create -f <vm-name>.yaml

81712.7a 7RI v U (IPvA B LT IPv6) TDYRAAL— KE— FDFXE

cloud-init A LT, FRRE~Y> VA, TI74IMDPod XYy NT—2Y TIPv6 & IPv4 Ol H % {#
FAd2LOICKRETETET,

IPv6 2y RO —2 7 RLRIE, REYYVEEDY — KT 4D Fd10:0:2::1 T fd10:0:2::2/120 (&%
HICSREINZMELNHYET, TNBIEIPVE6 NS T4 v 5 REISVICIN—FT4 v TT5DIC
virt-launcher Pod CEA I, AL TIHFEAIL I HEA,

RETUDNEITINTVWEIGE, REYY VYOEZENT 7 14 v 71&. virt-launcher Pod @ IPv4 7
RLREBEBDIPV6 7 KLZDOEAIIL—T 4 v T7INFET, JRIC, virt-launcher Pod (X IPv4 k5
T4V ERIETVDDHCP 7 RLRICIL—TFT 4 VT L. IPv6 bS5 74 v 0% REBTS U DOFMIC
HEINEZIPVGTZRLRICIL—FT14 T LET,

AR

® OpenShift Container Platform 2 5 24 —I&, TaT7IA4Y vV RICERE I 17 OVN-
Kubernetes Container Network Interface (CNI) &y N7 —2 7ONA ¥ —%FERT 2 HEHLH
YEd,

FIR

1. FHROREY S VERETIE, masquerade ZiIEE LA V9 —T 24 XA %EML. cloud-init
ZEALTIPV6E 7RLRET 7ANMRNT—M O zA 2BRELET,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:

name: example-vm-ipve

interfaces:
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- name: default
masquerade: {} 0
ports:

- port: 80 g
networks:
- name: default

pod: {}
volumes:
- cloudInitNoCloud:
networkData: |
version: 2
ethernets:
eth0:
dhcp4: true
addresses: [ fd10:0:2:2/120 ] @)

gateway6: fd10:0:2::1 @)
YRAAL—RNE—REFERLLER
R—hBODRBIZ T4 v I &RETIVICHLTHATLET,
IPv6 7 K L Z fd10:0:2::2/120 = AT 2 MBI H Y £7,

=K~ xzA fd10:0:2::1 % FHITZHEHI,HY £,

- -

2. namespace CIRIEEY Y VA VRAY VYV ABERLET,

I $ oc create -f example-vm-ipv6.yaml

REE

o PVEAREINTWE I EEMERTBICIE, REYY VEREIL, REYY VAV RAYVAD
AV —TIARART—HRARELT, THICIPV6 P RL AR HDZEAHERLET,

I $ oc get vmi <vmi-name> -o jsonpath="{.status.interfaces[*].ipAddresses}"

8172 RIEEY Y VA NHET B2 H—EXDIER

Service 7 7V NAFRALT, V5RY—RFLIEZISRAY—DOHAEBICREYY VA RNET R &
73(‘—6‘3&_3—0

8.17.21. Y4 —ERICDWT

Kubernetes t—E R |&. —&® Pod TETINZ 7SV r—>3vaRy ND)—9H—ERELTA
T 2-DDMRNALAETT, Y—EREFHETZE, 7TV 5r—2arvd NS 74v 0 52EFETE
F9., —ERIE. Service # 7T ¥ MIC spec.type ZI5E L TEMDELDZAETLAHETEET,
ClusterlP

ISR —HDAELIP 7 RLRATH—ERERBEALZEY, ClusterlP (774 )L DY —ER 4 4
701‘\-3_0

NodePort
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VSR —HADERLEE/ —RFROBELR—MTH—ERXEZRABLZXT, NodePortid, 75245 —
ALY —ERICTIERATESLDICLET,

LoadBalancer

BREDI VR (FR—FINTWBIHFE) ICABO— RS —%FHRL. BEDOHEIP 7K
LAZY—ERICEYHETEY,

8.17.211. T aTIVARY v JHR— K

IPVABELTIPVE DT 2TIVAY Y IRy ND—O QRIS A=/ LTERICINTWSIE
AN

&. Service + 7~ = ¥ b IT spec.ipFamilyPolicy & & U' spec.ipFamilies 7 1 —JL K= E& L T.
IPv4, IPv6, FLWEEZNOMAZMERAT I —EXZFRTEITT,

spec.ipFamilyPolicy 7 1 —)L KIZLUTFDEOWTINIRETETET,

SingleStack

avhO—ILT7L—rid, BOIIKEEINLEY—ERISAY—DIPS@EICEDWVWT, ¥—ERD
D9S2 —IPF7RLRAEEY LETET,

PreferDualStack

Iy bhA=LT L=k, TaTZILRIYYIDEREINLZISRAY—DHY—ERAICIPV4 ELV
IPv6 7S5 RAY—IP7RLAOEHEEIY HETET,

RequireDualStack

CDFATVavik, TaTFZIRIYIZY NT—=I0HBEPHICINTVWAWI SR —DIFEICIEER
BMLET, TaT7INRIYIDREINLI T RAY—DIFE. ZTDED PreferDualStack ICERE X
NTW3BEERALIKARYET, avbO—ILTL—VIik IPvAT7 KL R & IPv6 7 KL REHE DT
ANSISRI—IPT7RLREEYHTET,

B2y IEATRIP77IY—, TaZ7IRIYvIRADIP 773 —DIEF
i&. spec.ipFamilies ZLA T 7 L A {EOWVWTNMNICERELTERTEE T,

o [IPv4]
o [IPv6]
e [IPv4, IPv6]

e [IPv6, IPv4]

8.17.22. kv VDY —ERE L TOLHRE

ClusterlP. NodePort. Z7-|% LoadBalancer H —E XA {E L. 75 AY —AADISETHRDOIRE~
U (VM) ILERLE T,

FIR

1. VirtualMachine =7zt XA b&RELT. Y—EXERDOZIRNILEEMLE T,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
name: vm-ephemeral
namespace: example-namespace
spec:
running: false

175



OpenShift Container Platform 4.8 OpenShift Virtualization

template:
metadata:
labels:

special: key ﬂ
#...

Q SNl special: key % spec.template.metadata.labels =7 > 3 VIEML T,

pa )

RIS DINIVIE Pod ITEINEF T, special: ¥— S ~NJLIE, Service ¥
—7 X D spec.selector BEDSRILE—BTIRELRHY T,

-

2. VirtualMachine X =7z AN 77 M IR EFZELTCEEEZEALE T,

3. RIET VAN TE7-HD Service v =7 A MNEERLZET,

apiVersion: vi
kind: Service
metadata:
name: vmservice 0
namespace: example-namespace 9
spec:
externalTrafficPolicy: Cluster e
ports:
- nodePort: 30000 @)
port: 27017
protocol: TCP
targetPort: 22 9
selector:
special: key G
type: NodePort ﬂ

Service # 7Y 7 M D&HRI,

Service 77 72 = U A FEIET % namespace, I 1id VirtualMachine ¥ =7 = X b D
metadata.namespace 7 1 —/IL RER U THEIZUENHY T,

®9

FF2av. J—RPABIPT7RLATRELEY—ERANS 71 v 0 DT 2 HESE
BELZFT, ik NodePort & & U LoadBalancer H—E X4 A FICOHBERINZE
9. 774 MEIECluster T, NS 7495 ITRTDIZTAY—ITV KRSV MY
FIIW—T1vT7LFET,

o

T2 avERET 5%BE. nodePort (EIZ T RTOH—ERXTEATCARIThIEAY FH
Ao TEELAWIGE, 30000 %82 2EBERNDOEIIXENICEIY B TOShET,

o

FFav—EREL>TREINE VM A—b, R—MJ X MPRETI VY=
TJIRAMIERBINTWVWEHER, A—TVR—MN2SRITI2UENHY F
¥, targetPort MEEINTUWAWERIF. R—h EAUCEZRY Y,

®

6 VirtualMachine ¥ =7 = X k @ spec.template.metadata.labels 2 % > HIZEML 75X
ILADSEE

Z"nvno
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$BeE I8~

@ 720517, EATESME ClusterlP. NodePort, & & U LoadBalancer T,

4. H—ERAYZ Tz AN I 74 ERELET,

5, UFOOY Y REETLTH—EXRAERLET,

I $ oc create -f <service_name>.yaml

6. RE~YYVZEBLIFT, RETIUDNTTICEITHOBZEIX, BREEILEXT,

MREE
. Service# 7V A&V T —L, ChHFAARETHD I EAEERLET,

I $ oc get service -n example-namespace

ClusterlP H—E 2D H HHl

NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
vmservice ClusterlP 172.30.3.149 <none> 27017/TCP 2m

NodePort — E 2D H A6

NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S) AGE
vmservice NodePort 172.30.232.73 <none> 27017:30000/TCP  5m

LoadBalancer Y —E XD H 116

NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S) AGE

P4

vmservice LoadBalancer 172.30.27.5 172.29.10.235,172.29.10.235 27017:31829/TCP

5s

2. REYVICERT 2ODBENRAEEZRRLIT,

e ClusterlPH—EXDFEIE. Y—ERIP7RLREY—ERR—KMNEFHLT, V75X
Y—AISIRBI U VICERELET, UTICHZERLET,

I $ ssh fedora@172.30.3.149 -p 27017

e NodePort H—EXDFE. /—RIP7RLREVSAI—XY NT—IOHD /) — RiR—
FaEELTREYD VICERLEYT, UTICHAZRLET,

I $ ssh fedora@$NODE_IP -p 30000

e LoadBalancer t —E X D& L, vinagre 7 54 7V N&FRL. XTYv 2 IP7 KL
ABLVR—PMTREYVICERLET., ABR—MIEBWICHYETONET,

8.17.2.3. BAEt5EHR

® NodePort Zf#f L7z ingress 7 2 A9 —NZ7 4 v UV DERE
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o ON—RNSUH—%MFEHLKingress V5 RY —DRE

8.17.3.Linux 7)) v ¥ Xy N —OADREY >V DiESE

7 7 # ) b Tl&. OpenShift Virtualization IZBE—DWE Pod v kT —2 & &HIIA VA M=ILE N
9,

BIIDORY N7 —27IZEHET 2IE Linuxk 7D vy Y Xy KD —JERER (NAD) 21EKT 2 EH
HYET,

RISV EBMORY hT7—2ICBYLHTRICIE. UTFERITLET,
L Linux 7VvyY /=R Ry NT—0BER) O —%ERLZET,
2. Linux 7V vy xy NT—VERESEEKRLET,
3RETIVERELT, REIIUDNRY NV -V ERERERHBTEDLIICLET,

AgTa—=YV YT AV —=T A R4 T, BLUVZTOMD /) —RKDRY NI—O T I FT14ET 14—
ICDWTDFMIE. node networking 22> 3 v ESRL T EI W,

81731 Ry M7 —VEBGERICELZRY hT7—U DR

8.17.3.11LLinux 7V vy J—KR Xy R —U8RERY —DIERK

NodeNetworkConfigurationPolicy ¥ =7 = X b YAML 7 7 1 JLAER L T, Linux 7Y v & {ER L
9,

FIR

e NodeNetworkConfigurationPolicy ¥ =7 = X P AERK L 9., ZDFICIE. HEDIEHRTE
MDD EBEOHZY Y TIDEIEENET,

apiVersion: nmstate.io/v1
kind: NodeNetworkConfigurationPolicy
metadata:
name: br1-eth1-policy ﬂ
spec:
desiredState:
interfaces:
- name: br1 9
description: Linux bridge with eth1 as a port 6
type: linux-bridge ﬂ
state: up
ipvé4:
enabled: false ()
bridge:
options:
stp:
enabled: false )
port:

- name: eth1 6

ﬂ /_.RU t/_o)%ﬁﬁo
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P8E RiEv v

AV =74 AD%&Hi,

F7 av: NBIHGETEDZA V9 —7 14 ADERHA,
AVI—T A ADIA T, ZOFITIE. Ty IEERLET,
EREDA V59 —7 =4 ADBERI NI REE,
ZOBITIE IPv4 ZEMICLE T,

COFITIESTP #EMICLE T,

Q999000

Ty INEREINTWS / — K NIC,

8.17.3.2.Linux 7V vy I xRy N7 —VEHREZDIENK

8.17.3.2.1. BUiR &4

o Linux 7y Tk, IRTD/—RNIZKRELTEIYHTEIUNELNHD, FMlE. /—FDxv
ND—2 2902 avaSRBLTLEIL,

gk

==
[=]

RETSVDRY NT—ITFIyFAY NEZTDIP 7 KL RAEE (IPAM) DR E

ax AE
FHR—FINhTWEHA,

8.17.3.2.2.Web OV —J)LTD Linux 7 v IRy N —VEHEEZDIERK

v M7 —UEBEERIL. layer-2 T/34 X % OpenShift Virtualization ¥ 5 24 — D4 E D namespace
ICRFEATDHRI LY ‘/ ATY,

Xy hT—0EEEE, Xy M-V ERERZIENL TBIFD layer-2 %Y b7 —7 % Pod & MR
I*L?\?:/\/"—*E1I\T%i_a—o

FIE
1. Web O~ Y —JL T, Networking - Network Attachment Definitions%= 2 1) v 7 L %9,
2. Create Network Attachment Definition=27 ) v 2 L9,
pa 3]

v M7=V #ERESIE Pod /I3 RE <> > EE U namespace IZH B HEMN
HYFET,

3. —E®D Name 8L VF 7~ 3 ~ D Description #AHLE T,

4. Network Type—&% 7 ') v - L. CNV Linux bridge#:#&{RL £7,
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5. BridgeName 7 41 —JILRICT Y v DEZFIZAHDLET,

6. #7>av: )Y —RITVLANID BE&REINTWSBIHE, VLAN Tag Number 7 4 —JL KIZ ID
BEBSEANLET,

7. 77 3 ~:MAC Spoof Check#ZIRL T. MACRT—7 748 —) v 7 BMIILE
T, TOMEEICELY, Pod 5T T 2HDDMACT RLRE1DEFHFATT 5T & T, MAC
AT=T74VTHREICHLTCEFa) T4 —52BRELET,

8. Create27 1w LZET,

yz -1o!

Linux 7 v ¥ 2y N —JERERIEX. REY> V% VLAN ICERT 5720

DEREMENLFETY,
8.17.3.2.3.CLITD Linux 7Y w I xv N — U EHEEZDIER

Ty hO—OEBEEIX, 91 Tcenv-bridge DRy N —VERERESEZ, LAV—2Xy N7—0%
Pod BLMMREBYI VICRET LD ICRETEZXT,

p= =)
Ry N7 —VEHESIE Pod F/2I3RE~Y Y Y EE L namespace ICHZEBELH Y F
-a—c

FIig
1. RE<T> Y ER LU namespace ICRY N7 — VU ERESEEERLET,

2. ROBPIDESIT, REYIVERY ND—JERESRICEMLEY,

apiVersion: "k8s.cni.cncf.io/v1"
kind: NetworkAttachmentDefinition
metadata:
name: <bridge-network> ﬂ
annotations:
k8s.v1.cni.cncf.io/resourceName: bridge.network.kubevirt.io/<bridge-interface> 9
spec:
config: '{
"cniVersion": "0.3.1",
"name": "<bridge-network>", 9
"type": "cnv-bridge", ﬂ
"bridge": "<bridge-interface>", 6
"macspoofchk: true,
"vlan": 1 ﬂ
y
@ NetworkAttachmentDefinition 4 7~ = & k D&l
‘9 FFav. J—RBROT7/F—>avDF—EEDRT, bridge-interface (& —E8D
J—RIZREINDZ Ty YDERITY, D7/ T—YavaExy NT—JERERIC

BINY 2546, REYY VA R4 2 RS bridge-interface 7' v U ERKINTLS
/—RTOHETINET,
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REE

Q® o6 o

$BeE I8~

REDHAH, RERZFY M7 —JEGERD name EIC—BIED Z ENHRINZE
EE

ZDRY NT—VEMERDFR Y M7 —U %Rt 3 % Container Network Interface (CNI)
T34 DEBEDER, 2D CNIZHAT2Z2OTRVRY, TDT71—ILRIZEEL
BWTLREL,

J—RICEREINS Linux 7Y v DEH,
TV aVMACRT =4V TF v I EEMT S, true ICERET D&, Pod Tk
AN VA —TAZADMACT7 RLRAEZZETETFHA, COEMIE. Pod h5D

MAC7 RLZRZ1DREFHFATEIET, MACRT—TJ4 Vv VHBIIHLTEF2 )
T4 —%=HELET,

T avVLANSY Y, /J—RDxy NT—2BERY —TIE, EBIMOD VLAN BRE L
WEHY FH A,

pa 3

Linux 7 v Ry N —JFERERIEX. REY> V% VLAN ICERT 5720
DEREMENLFETT,

3Ry NIV EREREFERLE T,

I $ oc create -f <network-attachment-definition.yam|> ﬂ

TJ774IVETY,

¢ RXDAXYV RZRFTLT, Fy NI —VEREEMERINLIEZHELET T,

I $ oc get network-attachment-definition <bridge-network>

8.17.33.Linux 7Y woxy NO—VHDREYTS VDERE

8.17.3.3.1.Web OV YV =)L TOIR’E~ > >~ D NIC DYERK

Web AV Y —ILDOSEBIMD NIC Z#EK L. ChEz{RBTIVICEIYHTET,

FIR

1. OpenShift Virtualization 3> Y —JILO@EYATOY Y M T, ¥4 KX =2 —5H 5 Workloads
- Virtualization #7 ') v 7 L9,

2. Virtual Machines % 7% 2 1) w7 LZ 9,

3. IRAE~Y > v &3#EIR L T, Virtual Machine Overview BIE 2B X F ¢,

4. Network InterfacesZ 2 ) v o L., (RETI VICTTICEIYLETOSNTWANICARRLE

ER

\’l
\

Z T. <network-attachment-definition.yaml> [y h 7 —VEHERZET =7 A MDD
7
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5. Add Network Interface#7 1) v 2 L., —BICHFBRAAOY FEERLET,

6. Network KAY 74U YR ha@ALT, BMXY hT7—2DRy M7 -0 HEHERZER
l./ia_o

7. ¥ NIC @ Name. Model. Type. & U MAC AddressICANILZFT,

8. Add227 )y LTNCAREFEL, INAEREBYIVICEHYYTEY,

817332 XYy NT7—9T74—JL R

EA:0) Eri:]

e XY ND—OA4 V=D ROV NOA—5—DF
Ao

TFI)I XY RNT—OA4 V9 —TA4ARA NO—5—DF
FIERLET, YHR—PFINDEILel000e &
W virtio T9,

Xy hNT—2 FIFEARER R Y N T —VEHRERD—&,

Type FETRERNA VTV IXYy KO—&, 77 %

W ER®D Pod *ry kT —2ICDWTIE. masquerade
DPHE—DOHBEINDZNA VT 1T XYy RITRY
¥9, EAVY)—%v h7—0DHAIE. bridge
NAVTaVTXYy REFERALE

¥, masquerade XV v K&, 77 2L NUAD
Fy M7= TR YR—PINEHA, SR-IOV R v
NT7—90F N4 R%5&E L. namespace TED XY
N7—20%E&ZLIHEIE. SRIOV %#:E R L Z

ER

MAC Address XY NT—=OA4 V=D 4R bMOA—F—D
MAC 7 RL R, MACT7 KL ZADIBEI N TWL AL
ZaE. CNIEEENICEIY Y TONRET,

8.17.333.CLITREY Y Y ZEMD XY hT—7ICHEKT S

TV oA —Tx4R%EBML, REYSVERETRY N7 —VEBERZEEL T, REYY Y
ZEMORY hT—2ICEYETEY,

UTOFIETIE, YAML7 74 )L 2R L TREZREL. EHINLTI 7ML 275 X5—ITERAL
F 7, oc edit <object> <name> 1< RZFAL T, BBFEOREYS VEZRETSHIELELTIET,

AR &M
o REEZMETDANCREYI V2T vy MUV LEY, RITHOREYY V2 REET %A
. BEREZBMICTDDIREBYL V2BRETZ2HENHY T,

FIR
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P8E RiEv v

L TVv IRy NT—V BRI 2REBYS VOREEFEREFIITRELE T,

2. 7V v¥4 4 —7 x4 X% spec.template.spec.domain.devices.interfaces —E (BN L.
>y NTJ— U EEE % spec.template.spec.networks —EIZEML T, ZDHITIE. a-
bridge-network v k7 —V #EiRERICEMIN S bridge-net EWS T vy —Tx
1 2%ZEMLEY,

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:
name: <example-vm>
spec:
template:
spec:
domain:
devices:
interfaces:
- masquerade: {}
name: <default>
- bridge: {}
name: <bridge-net> ﬂ

networks:
- name: <default>

pod: {}
- name: <bridge-net> 9
multus:
networkName: <network-namespace>/<a-bridge-network> 6

Q@ Vv vs—TzAR0%HL

@ v bT—r0RE. COEE. HET S
spec.template.spec.domain.devices.interfaces T> k') —® name {E& — BT 2 M E
NHYET,

g 2y NT—VEGERDAR, HEBEFIE. FET 5 namespace IC72 Y £, namespace
I&. default ® namespace 7 IFRIE~Y > Y HMER I N5 namespace EE L THRIFNIE
BYFtA, ZDHE. multus MERINE T, Multus (£, Pod FFRETL VA0
BRAVI—TIARZFERATESLDIC, EROCNIDEETESLDICTZII5UR
XY NIDI—=0A4 V5 =D 4AR(CN) TS T4 VTT,

3 REEZBEALET,

I $ oc apply -f <example-vm.yaml|>

4. 7 a3V ZETHOREIY I VERELTVWRIGEEIE. EEEZAMICT 2HICINEBREE
THEIREDNHY T,

817.4. RIETVDIP 7 KL ADHZE

FMFE L EBENOVWITIATTOEY 3 Z Vv IV INEREYY VDIP 7 RLAEZRETEET,
BIRS
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o RETIVIE, ABBxY NT—0 ILERTILENHYET,

o RETIVDEMIP ZRET DICIE, BIMDXRY T —0 TEATTREL DHCP H—/N—8%%
ETY,

8.17.4.1. cloud-init A L 7=HFHREREB~> VD IP 7 KL AD%

R~ > v DEKBEIC cloud-init A LTIP7ZRLRAEZRETIZET, IP7RLRIE, BMFLIE
#BuiIcoEya v scEEd,

FIR

o RETIUVEEAEKRL. RIEY Y VEEED spec.volumes.cloudinitNoCloud.networkData
7 14 —JU RIC cloud-init xv N7 —2 DFFMAEEMLE Y,

a. BMIPERETDICE. 19 —Tx42X%E dhepd T—ILEEIREL T,

kind: VirtualMachine
spec:

volumes:
- cloudInitNoCloud:
networkData: |
version: 2
ethernets:

eth1:a

dhcp4: truee
@ Tz r0Em

g DHCP AR LTCTIPVA 7 KL RA7OEY 3=V ¥ LET,

b. B IP ZRETDICIF. A1 VI —TARELEIPTRLRAEBELET,

kind: VirtualMachine
spec:

volumes:
- cloudInitNoCloud:
networkData: |
version: 2
ethernets:

eth1:a

addresses:
-10.10.10.14/24 @)

Q A9 —7 14 ZADEH],

Q RIS VOB IPT KL Z,

8.175. RBEET VD SR-IOV XY N T—9F /N4 ADEBE
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\’l
\

$BeE I8~

4 5 24 —T Single Root |/O Virtualization (SR-IOV) T/Nf R &BZRETEXZE T, 2O TOERIL,
OpenShift Container Platform @ SR-IOV 7/3f ADZEELUTWETHA, AL TEHHY FH A,

pa 3]
>4 734147 L— 3 vIE HyperConverged Cluster 24 L)Y —X (CR) T

sriovLiveMigration #8557 — R A BMICIN TV BIHEICDH, SR-IOV Xy kT —2
AVI =T A AEFBBINTVIREY Y Y THR— I FE

)

¥, spec.featureGates.sriovLiveMigration 7 1« —JL KA' true ICEREI N TW 515
&, virt-launcher Pod |& SYS_RESOURCE #gE & HICEITINE T, ThickY, &
Fa)T4—DLNLMETT SAEERELHY FT,

8.17.5.1. RitR &1+

® SR-IOV Operator B YA h—J)LINTWB Z &,

® SR-IOV Operator AREINTWB Z &,

8.17.5.2.SR-IOV X v k7 —4 F/34 ADBEKRH

SR-IOV Network Operator I, 7 5 A9 —TT7—H—/—RKLEDSR-IOVFHRY NT—0F/\1 A%
M3} L E9, Operator &, BE#MEDH S SR-IOV XY KT —IFN\A 2 %5RHT 28 7—H—/—K
@ SriovNetworkNodeState 1R ¥ &) YV — R (CR) =/E L. BFHL X7,

CRICIEFZ—H—/—RERLCERIHDEY HTS5NZET, status.interfaces —&El&, /—RFKEDxv b
D—FINA RICDVWTDERAIRHEL X,
BE

SriovNetworkNodeState # 72 = 7 MIZEFE LRV T XLV, Operator ldZh 5D
U \/_Z% EE)JE’\J‘:{/E’EE lJ\ EEE l/ ia—o

8.17.5.2.1. SriovNetworkNodeState £ 7 = 7 kDl

LUF®D YAML (£, SR-IOV Network Operator I & > TER X 11 % SriovNetworkNodeState + 7> =
hDBITY,

SriovNetworkNodeState # 7 ¥ b

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodeState
metadata:
name: node-25 ﬂ
namespace: openshift-sriov-network-operator
ownerReferences:
- apiVersion: sriovnetwork.openshift.io/v1
blockOwnerDeletion: true
controller: true
kind: SriovNetworkNodePolicy
name: default
spec:
dpConfigVersion: "39824"
status:

interfaces: 9
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- devicelD: "1017"

driver: mix5_core

mtu: 1500

name: ens785f0
pciAddress: "0000:18:00.0"
totalvfs: 8

vendor: 15b3

devicelD: "1017"

driver: mIx5_core

mtu: 1500

name: ens785f1
pciAddress: "0000:18:00.1"
totalvfs: 8

vendor: 15b3

devicelD: 158b

driver: i40e

mtu: 1500

name: ens817f0
pciAddress: 0000:81:00.0
totalvfs: 64

vendor: "8086"

devicelD: 158b

driver: i40e

mtu: 1500

name: ens817f1
pciAddress: 0000:81:00.1
totalvfs: 64

vendor: "8086"

devicelD: 158b

driver: i40e

mtu: 1500

name: ens803f0
pciAddress: 0000:86:00.0
totalvfs: 64

vendor: "8086"
syncStatus: Succeeded

Q name 7 1 —J)L ROEIET7—H—/ — ROLFIERAL T,

interfaces 2% VHIZI&, 7—H—/— KLE®D Operator ICL > THRHIND T ARTOD SR-IOV T
NAZAD—EBEINEEFNZET,

8.17.5.3.SR-IOV £ ¥ N7 —9 7 /{1 A D%

SR-10V Network Operator & SriovNetworkNodePolicy.sriovnetwork.openshift.io
CustomResourceDefinition % OpenShift Container Platform IZBI1L £9, SR-IOV xv kT —2oF /N
4 X &, SriovNetworkNodePolicy AR 4% L)Y —R (CR) Z{ER L CTERETE X7,
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R

SriovNetworkNodePolicy # 7 = ¥ M TIEEINZRELBEAT 5IC. SR-IOV
Operator i&/ —R%Z RL AV () T2 AN HY. FBHICEL>TIE/ — ROBRE
EIOHBENDHY FT,

BREOEENBERAIND X TICHSIDIBHZENDHY T,

AR R M
e OpenShift CLI (0c) 1 Y A h—LI N T W3,
e cluster-admin O— )L &ZH 21— —E LTI ZRYI—ILT IV ERATE S,
® SR-I0OV Network Operator B Y X h—JLINTW3,

o NLAYV (B INK/ —RKRASLIEI MNINAD— O0—RNENEBTZLHDIC, V7RY—
RICFARREER TSR/ —RKDEHDBZ &,

® SR-IOVRY NT—4UFNRA REBEICODWTOAY MO—ILTL—Y/—REFBRLTVWAWZ
Eo

FIR

1. SriovNetworkNodePolicy # 7> =¥ b & {EK L TH 5. YAML % <name>-sriov-node-
network.yaml 7 7 1 JLILRTEL 9, <name> %= CDEREDZRIICEZITAET,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: <name> ﬂ
namespace: openshift-sriov-network-operator 9
spec:
resourceName: <sriov_resource_name> 6
nodeSelector:
feature.node.kubernetes.io/network-sriov.capable: "true"
priority: <priority> 6
mtu: <mtu>
numVfs: <num> a
nicSelector: G
vendor: "<vendor_code>" Q
devicelD: "<device id>"
pfNames: ["<pf_name>", ...] m
rootDevices: ["<pci_bus_id>", "..."] @
deviceType: vfio-pci
isRdma: false

CRATV YV hDERIZEELE Y,

SR-IOV Operator B4 ~ A h—JLE N T3 namespace #EEL 7,

-

SR-IOVFNARTZ T4 VD) —AZ%BELET, 10D Y —RZILERD
SriovNetworkNodePolicy # 72 =V N {ElTE £,
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o

5]
6]
o

o

o0 ® 9 9 O

BETD/—RZBRTSD/—RELIVI—%ZBEBELFT, BRLEL/—RLEDSR-IOV
XY NT—=D0FNA ZDHHEREINZE T, SR-IOV Container Network Interface (CNI) 7

F72av:005 99 FTOERELZEELEFT, BENMNIWEEBEE B RYZE
T, LEA2T. 101399 LY LBEENBSRYET, TT7 4L MEIF 9 TTY,

F 7 a v RIEHEE (VF) ORAREEEA (MTU) DEZEEL T, MTU DRXIEIE
NICETIICE>TEAYET,

SR-IOVH#ER Y T —7 7 /N4 ZBICIERT 2 RIEHEE (VF) D ZHEEL FF, Intel
XY RND—=0A4V =T 422 hO—5— (NIC) DIFAE. VF OFUET /N1 DY
R—MTBVFDEELIVERELTEHIEIETELEA, MellanoxNIC DIFE. VF D
HIZ128 LY EKREKTEHIEWETEEEA,

nicSelector ¥ v > i3, Operator B8 E T 24 —H Xy hTFNA A& RBIRLET, ¢
RTCDNRFA—F—DEEIEET2HEEHY FHA, BRETICAI—H Ry bT/RA R
HRIRT 2 AREM A RERICINA 72D, 1 —H XY NTFHYTHY—%HERICHETE D
EOIKT B ENHEINT T, rootDevices #35E T %3545, vendor, devicelD.
7=ld pfName DEHIEE T 2w BN H Y FJ, pfNames & rootDevices Dl /5 % [AIBF IC
IBET2HE. ThONPA—DTNARERA VY NTEIEEMRALET,

AT A VISRAOV Ry hT— U FNA ZADORY F— 16 D— RERELE T, FAX
N 2B 8086 /< ld 15b3 DV TNADHICARY T

FFaV:SR-IOVRY NT—IFNAZADTNAZ16 EI—REBELF T, FAX
h3{ElE 158b. 1015, 1017 DAHICRY £,

AT 3V DS A—F —lg, 1DBEDA —HFy hF/1 2 DYIBHEE (PF) & D
BiAEZIFANET,

TDNRSA—F—F, 41—y NTFT/NAL ZOYIBHEEICDWVWTD 1 DL ED PCI/AR T
FLZADEIAZITANT T, UTOFEKXTT7 KL XA %#EE L £9:0000:02:00.1

OpenShift Virtualization O{RIEMEEEICIE. viio-pci RS A4 /N—4 1 THARETT,
Z 7> 3 : Remote Direct Memory Access (RDMA) E— R&BICT 2D EI D EIBTE

L& 39, Mellanox 1— KDiHA. isRdma % false ICEREL FT ., T 7 #4JL MEIZ false
T9,

R

iSRDMA 7 5 7 H" true ICEREINBIFE. BIEH X RDMA X IHD VF A BED
R2YNT—=OFNARELTHERTEET, NI RIFEESDE—RTHEA
TXZEY,

2. A7 3 VISRIOVRBD I TR — /) — RICERESIRILBMFTVWTWAWES
I&. SriovNetworkNodePolicy.Spec.NodeSelector TSRV %= {FIF £ 9, / — KDIRILfFIF
IKDOWT, #FLKIE/—RDINIVEZEHIZHEICODVTZSRLTIEIL,

3. SriovNetworkNodePolicy # 7Y =7 K& ER L 7,

I $ oc create -f <name>-sriov-node-network.yami

ZZ T, <name> (I DEREDLZAI#IBELZE T,
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\’l

H8E kI8~
HREDEFHIBEHINIZIC, sriov-network-operator namespace D FRT D Pod A°
Running 2 7—4% R ICHITLET,
4. SR-IOV Y N =V FNA ZAMBREINTVWSDZ L2 MHRT 2ICIE. UTFOa~Y Y REET

L& 9. <node_name> %, RELZIEDYDSR-IOV XY NT—UFNAR&FED/—RKD
ZENCEESH]AET,

$ oc get sriovnetworknodestates -n openshift-sriov-network-operator <node_name> -o
jsonpath='{.status.syncStatus}'

8.175.4. . RDAFTv S

o RIEEYIVDSR-IOV Xy h7—2FY ¥ TODERTE

8.17.6.SR-IOV *xv N7 —V DEZH

R18~< < > D Single Root I/O Virtualization (SR-IOV) T/8f AD Xy KT — V| Y THERTEE
ER

XY NT—ODNEFINLEIC, REYY VA SR-IOVRY NT—JICEY Y TBIENTEET,

8.17.6.1. AR &M

o RIEEVYIVHEHICSR-IOVTINA AEZRELTWBZ &,

8.17.6.2. SR-IOV MBINR Y N7 —J DFERE

SriovNetwork # 7 x4 b #{Ef LT, SR-IOVN—RD 75 EHTZ2EBMDORY NT—V 5BE
TE XY, SriovNetwork = 7> =7 M DIERBEFIC. SR-IOV Operator &
NetworkAttachmentDefinition 7 7> =7 N 2= BEIMICER L £ T,

RIS A—F—R@BRY M7=V % REYI VRETHEET S ET, RETYY V% SR-IOV Xy b T —
JICEY B TR ENTEET,
pa 3]
SriovNetwork & 7> £ ¥ M ' running JREED Pod /I3 RET I VICEIY HTHN T
W35HBEa., INZEELRY, HIFRLEY LARVWTLEIWL,
AR

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o cluster-admin tgfR=fFo>a1—H—& L TOJ1 35T &,

FIR

1. LA SriovNetwork & 7 =7 M &{ERK L TH 5. YAML % <name>-sriov-network.yaml
T774IICRELEY, <name> &, ZOEMRY NT—VDEFNIIEZIHMAZET,

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:

name: <name> ﬂ
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@ ® 6 00 9o

(o
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namespace: openshift-sriov-network-operator 9

spec:

resourceName: <sriov_resource_name> 9
networkNamespace: <target_namespace> ﬂ
vlan: <vlan> e

spoofChk: "<spoof_check>" G

linkState: <link_state> @)

maxTxRate: <max_tx_rate> 6

minTxRate: <min_rx_rate> g

vlanQoS: <vlan_qgos> @

trust: "<trust_vf>"

capabilities: <capabilities> @

<name> =4 72 U NORRNICEZI#MA I, SR-IOV Network Operator (&, B U&ZRIZHFD
NetworkAttachmentDefinition 7 7 7 F &2 {ER L £ 7,

SR-IOV & v k7 —7% Operator B’ ~ 2 h—JLEI N T3S namespace #IEE L X7,
<sriov_resource_name> %=, ZDEMRXY NT—VDSR-IOVN—KD 7% EET 5
SriovNetworkNodePolicy = 7> = 7 b @ .spec.resourceName /X5 X —4 —DEICE X #H 2 &
ER

<target_namespace> % SriovNetwork D% —%4 v k namespace ICBEAET, §—4 v b
namespace M Pod F 723 R~ ¥ >~ D% SriovNetwork ICEIY B TBH I ENTEE T,

A7 av.evlans &, BNy b7 —27 ORIE LAN (VLAN) ID ICE XX £, BHEL 05
54095 THEIUELNHYET, TI7AIMEIZOTT,

74 7> 3 v:<spoof_check> % VF @ spoof check E— RICEZ#AE T, HFAINZEIX. XF
FID "on" B LUV "off" TY,
HE

BET2EZ5IAFATEHORENHYET, £ LAVE, CRIESR-IOV XY b
7 —% Operator IC& > THEBEINZET,

#4 7 3 v <link_state> % {RIEMEEE (VF) D) vV DIREICEEMA FT, FIINZE
I¥. enable, disable. & &V auto <9,

#4 7> 3 v <max_tx_rate> % VF D K{mEL — b (Mbps) ICEE#Z F T,

Z 7> 3 v <min_tx_rate> % VF OF/IMEEL — b (Mbps) ICEZZ FT, ZDEIX. BICK
KIEEL—MUATTHIZBELNHY T,

R

Intel NIC (& minTxRate /X5 X —% —%HR— ML EH A, EMIE. BZ#1772847
ESRBLTLEIW

# 7 av:<vlan_qos> % VF O IEEE 802 1p BHEL NIVICBEEHAFT, 774/ MEIF 0T
ER


https://bugzilla.redhat.com/show_bug.cgi?id=1772847

P8E RiEv v

7T av.<«trust vi> 2 VF DEFBE—NICEZBRZI T, FIINBEX. XFFOD "on" B
LU "off" TY,

BF

IBETHEZSIAFCHOLErHY FT, £ILARWVWE, CRIESR-IOV Ry b
7 —7% Operator ICL& > THEEINET,

@ #4 7> 3 v <capabilities> . DXy N7 —VICRET HHEICEIBRZAZET,

2. ATV MNEFERT BICIE, UTDOYY REAALET, <name> &2, ZOEMRY b
D— O DEZBICEIHRIET,

I $ oc create -f <name>-sriov-network.yaml

34T a v UTOITY REEFTLT, BRIOFIETIER L 7= SriovNetwork 7> = 7 M
BEE T 57z NetworkAttachmentDefinition 7 72 = 7 KO EHET 5 2 & 2 FERT  ICIL.
UFoav>y REAHALZET., <namespace> %, SriovNetwork = 72 =¥V b THREL L
namespace ICB XX F T,

I $ oc get net-attach-def -n <namespace>

817.63. RDARAFTv

o RIEETIVDSR-IOV XY NT—UADEIYHT

817.7. RV VD SR-IOV XY NT—U~ADE|Y KT

SR-IOV (Single Root I/O Virtualization) %Y b7 —0 &2t hV &) —y hT—V & LTHERT 271D
WKRIBY S VEEIYE TR ENTEET,

8.17.7.1. AR &4
o RETIVHIISR-IOVTNARA%EF/RELTWSD I E,

® SR-IOVRY NT—IHEHZEINTWVWE I &,

8.17.7.2. R8T VD SR-IOV XY hT7— O ADE|Y HT

RETY VDBREICRY ND—VDH#MAEESHD I E T, RIEEYS VA SR-IOV Ry N7 —27(CEY 4
TBIENTEET,

Fg

1. SR-IOV X v b7 — 7 OFF iz R18~ > 5% E D spec.domain.devices.interfaces & & ¢}
spec.networks IZEBIIL £ 7,

kind: VirtualMachine
spec:
domain:
devices:
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interfaces:
- name: <default> ﬂ
masquerade: {} 9
- name: <nic1>
sriov: {}
networks:
- name: <default> ﬂ
pod: {}
- name: <nic1>
multus:
networkName: <sriov-network> G

Pod &Y N —JICEHKZEINTWVWRA VY —T 24 AD—=D LRI,
T 74K Pod %y b7 —UA®D masquerade /N1 VT 1 VY,
SR-IOVA V9 —T x4 ZAD—ED AR,

Pod %Y RT—0A4 29— x4 ADEZH, Thik, BIORTY TTEEHLEL
interfaces.name CBA U CHZMLEIHY T,

SR-IOV Xy N7 —2 D&FI, ZhiE. BIORAT Y T TES L 7= interfaces.name & [F U
THHIULEIHYZET,

® 0009

(5 SR-IOV X v kT — 2 %Y Y TEZHDELHL

2. RE~YVEREZERLIY,
I $ oc apply -f <vm-sriov.yaml> ﬂ

‘D RAE< > YAML 7 7 1 LD &H,

8178.NICDIP 7 KL ZDRIEX Y VY NDRR
Web AV —JLFklidoc V547V MaFRELT, XY MNTD—DA V99— 4RIy hNO—5—

(NO)DIP7 RLRERRTEET, QEMUZZRI—Y vk i3, RETYYOEAVTY —F v
NO7—2ICEY 2EMERZRRLET,

8.17.81.CLICOREYT V19 —T 24 ADIP 7 KL ADFRR
XY RNT—04 245 —7 4 RFREIF oc describe vmi <vmi_name> IV NIZEFNFE T,

IP7 KL RBERIE, RIEY> Y ETipaddr #2179 5H. F7lZ oc get vmi <vmi_name> -o yaml
ERITLTKRTITDHIEEHETEET,

FIR

e ocdescribe VY RAFALT. RETY VA VY—T A RBELERRLET,

I $ oc describe vmi <vmi_name>
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H A B

Interfaces:
Interface Name: ethO
Ip Address:  10.244.0.37/24
Ip Addresses:
10.244.0.37/24
fe80::858:aff:fef4:25/64
Mac: 0a:58:0a:f4:00:25
Name: default
Interface Name: v2
Ip Address:  1.1.1.7/24
Ip Addresses:
1.1.1.7/24
fe80::f4d9:70ff:fe13:9089/64
Mac: f6:d9:70:13:90:89
Interface Name: v1
Ip Address:  1.1.1.1/24
Ip Addresses:
1.1.1.1/24
1.1.1.2/24
1.1.1.4/24
2001:de7:0:f101::1/64
2001:db8:0:f101::1/64
fe80::1420:84ff:fe10:17aa/64
Mac: 16:20:84:10:17:aa

8.17.82.Web AV Y — I TOREBITI VA VI —T L ADIP 7 KL ADEKR

IP &R IZ. R*E~ > > D Virtual Machine Overview BHICKRR<INZE T,

FIR

1. OpenShift Virtualization 3>~ Y —JILDH A K X = 21 —H 5 Workloads - Virtualization %z 7
vy LET,

2. Virtual Machines % 7% 2 ) w7 LZ 9,
3. REE~Y Y & AEIRL T, Virtual Machine Overview BiE 2B X £ ¢,

FTNTIhOEY HBTH5NE NIC DIEHRIE IP Address D FICKRRIINE T,

8.17.9.R¥E~Y YD MAC 7 KL R 7—ILDEF

KubeMacPool > R—% > M&., EED namespace DIRIEY >~ NICICMAC 7 KL R F—)LHF—
EXZRHELET,

8.17.9.1. KubeMacPool IC DWW T

KubeMacPool I& namespace TEICMAC 7 RL R 7=V AERH L., =D 5RET S Y NIC D

MAC 7 RLRZZEIYHETET, ThiTLY., NICICIFRIDRETSVYOMAC T RLRAEBELARWLW—
EOMACT RLZADEY LY TONET,
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RETSUDSERINZRETS VA VAV AL, BEFFICEY Y TONE MACTZ RLAAF
BLET,

yz o-1o!
KubeMacPool I&, IRFEYY VD SMHII L THERINZRBIYI VA VAV A AN L

FEA.

KubeMacPool I, OpenShift Virtualization D1 Y A N —JLEFICT 7 A )L N TEWEINE T,
namespace M MAC 7 K L 2 7—JL|&. mutatevirtualmachines.kubemacpool.io=ignore 5 /L %
namespace /BT L TEMICTEXT, INILZHIFRL T. namespace M KubeMacPool = BEH
IKLET,

8.17.9.2. CLI T® namespace ® MAC 7 KL XA 7—IL D Ezh{t
mutatevirtualmachines.kubemacpool.io=zignore < ~\JL % namespace IZEBH1 L T. namespace MR
MYV YDOMACT RLZAT— L EEMICLET,

FIE

e mutatevirtualmachines.kubemacpool.io=ignore < X)L % namespace ICBIIL ¥4, LUTD
5 TlE. KubeMacPool Z 2 DM namespace (<namespacel> $ & UF <namespace2s>) (ZD LY
TEMCLIT,

$ oc label namespace <namespace 1> <namespace2>
mutatevirtualmachines.kubemacpool.io=ignore

8.17.9.3. CLI T® namespace ® MAC 7 KL R 7— L = BEAMICT S

namespace M KubeMacPool ZEMIC L TWBIBAET. ChZ2BEAMIITI2HENH BHEIE.
namespace H* 5 mutatevirtualmachines.kubemacpool.io=ignore S NJLZHIfR L £ 9,

pa

A1 /N —< 3 » D OpenShift Virtualization T

l&. mutatevirtualmachines.kubemacpool.io=allocate < ~JL % 88 L T namespace
® KubeMacPool #BICLTWE Lz, THIEBIZHREI Y R— M INFT T,
KubeMacPool BT 7 # )L N TEMEIND LD ICAR ST DITAREICRY £,

FIR

e KubeMacPool 7 NIl % namespace DS HIFRL £9, LLTFDHITIE. KubeMacPool % 2 DD
namespace ( <namespacels> # & U <namespace2>) ICDOWTHEAMICLET,

$ oc label namespace <namespacel1> <namespace2>
mutatevirtualmachines.kubemacpool.io-

818. IREEV VYT A4 RY

8.18.1. R h L —TikHE
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$BeE I8~

\’l

LTFDER%EFEAL T, OpenShift Virtualization DA—H I E L VHBED KK R ML —IHEED RN %

METEET,

8.18.1.1. OpenShift Virtualization R L —IJ#EEY R Y I X

8.7 OpenShift Virtualization 2 b L —UHBEY 1) R

R >D
SAT3AYT

L—ay

KA MNZER
RiEg~v> v
FTALRIDY

AML—F%
ERRE<>
VT1RID

REZ>D
AFy S
av b

\

O— 4Rk 70— {ER

OpenShift Container Storage: RBD 7' Yes =40 [ZqW [ZqW
Oy E—RKKRY1—A

OpenShift Virtualization 82 k73270 (AYAY-4 =4 (AYAY-4 (AYAY-4
EYar—

DB/ — FOEZAHAARELRR b (3 [ =40 3 2 3 [2
L=

DB~/ — FDEZAHFBELZ b ARV (=40 i [2 L 2

L—v

1. PVC I& ReadWriteMany 77 £ R E— R EBR T Z2MEIHY £,

2. AL =y 70O/ F—b Kubernetes BL UV CSI ATy TFoay NAPIOBEAEYR—MT
IRELAHYET,

REs
UTFa@ERATREYS VDA TIATL—2av%aT) &3 TEEEA
® ReadWriteOnce (RWO) 77 ERXRE—RDA ML —Y ISR

e sriovLiveMigration #48E4" — M DMERNICI N TUL D GPU F 7213 SR-IOV % v b
D=0 AVH—T A RIREDINRA R ) —HHE

EN5DIRIE~ 2 D evictionStrategy 7 1+ —JU K % LiveMigrate ICFRE LRWTL
I,

8.182. RIEEY vDA—HIAKNL—YDHETE

RAMNRZRTOEEY 3+ —#EE2ERAL T, REYY VYOO—HAILAMNL—VARETTET,

81821 KA MRRFOEY 3 F—IZDOWT

RZAMRZTF7OEY 3+ —I&, OpenShift Virtualization AICERET I M/zO0—AILZA ML —2 OB 3
FT—T9, REYYVOO—ANLNRAI—V%ERETILEL’HZHE. FTHRAMZRTOEY 3
FT—EBWMTERLENHY T,

OpenShift Virtualization Operator 1 ~ X b —JUBIC, RR M/SZAFOE Y 3 F— Operator & BHE#H
IKAVAMN—ILINET, ThEFERATICIE. UTERTTIHENHY FT,
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e SELinux #5%ELZ T,

o Red Hat Enterprise Linux CoreOS (RHCOS)8 7 —h—% AT 3i581E. &/ — KNI
MachineConfig # 7 = U N2 EK T 2 ELHY X T,

o ThUUADIFEITIE, SELinux T X)L container_file_t #%& / — KDki#ER ) 2 —L (PV)
Ny £V JF4 LI MN)—ICERLEY,

e HostPathProvisioner 1 2% L)Y — 2% ERLE T,
o RRAKNXRRFOKEY 3+—D StorageClass + 7V =V MEERL T,
RRAMNRZRTOEY 3+ — Operator (&, ARY LYY —ZADEREICTOEY 3 F—%K&/ — R

DaemonSet & LTCF7AA4 LET, HRILNVY—RT 74T, RAMZRTFOEY 3 +F—»F
BT BKEER) a—LDRY XV TTF4 LN —BEBELET,

8.18.2.2. Red Hat Enterprise Linux CoreOS (RHCOS) 8 TDHRRA XX 7OEY 3+ —RHD
SELinux D&%

HostPathProvisioner 1 X% A1) YV — X % {E T BRIIC, SELinux 25X ET 20BN H Y F9, Red
Hat Enterprise Linux CoreOS (RHCOS) 8 7—#—T SELinux Z5E T % Illd. &/ — NIC
MachineConfig # 7 = N2 EK T 2 BN HY X T,

AR

o KANSZRTOEYaF—tERTBAGRY 2—4 PV) IS, &/ —RICNAYFVIF 1L
ORNY—BERT BT,

B

[IN—=F 423 VIERHCOS THAMYEFERTH B, NvFVIF4L U b
=% 774V AT LDroot T4 LI M) —ICEDRVWTLSREIW, LEX
I&. /var/<directory_name> |&fEfH TX £ 9 A, /<directory_name> (FfEFA T
Tt A

DIk

==
[=]

FARV—=FTAVIIVRTLEAR—RZHESTZT14 L7 M) —%ZFRT

&8, FDNN—F 423 VDAR—RAEFWNT > T, /— KoL <
RBEAREREDIDYET, ARL—FT A VIVRTLEDFHERITZD
I BIONR—=F 4> avEERL, "RAMNZTOEY 3 F—823D/8—
TA4YaVEETEIDICLET,

FIE
1. MachineConfig 7 7 1 L2 {ER LT, UTICHIZRLET,

I $ touch machineconfig.yaml
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4

FEeE RiEV >

2. 774NV EREL. RZAMIZRTOEY 3 F—0PVEERTZT4 LI MN)—%#AAHF
¥, UTICHZRLEYS,

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
name: 50-set-selinux-for-hostpath-provisioner
labels:
machineconfiguration.openshift.io/role: worker
spec:
config:
ignition:
version: 3.2.0
systemd:
units:
- contents: |
[Unit]
Description=Set SELinux chcon for hostpath provisioner
Before=kubelet.service

[Service]
ExecStart=/usr/bin/chcon -Rt container_file_t <backing_directory_path> ﬂ

[Install]
WantedBy=multi-user.target
enabled: true
name: hostpath-provisioner.service

© oLV IFBPVERRTEAYELIF ALY NU—RIEELET. COFALY
M)—lE, 774N RTLDroot T4 LI MN)—()ICEDRVWTLLEIW,

3. MachineConfig 7 7> =V M= /ER L £ T,

I $ oc create -f machineconfig.yaml -n <namespace>

8.1823. KA MNRTFAEY a —%FAL/O—AILAML—DEME

RAMRZRTOEY 3 F+—%5F77040, RETYUPO—HILARMNL—VAEFERTEDLDICTBIC
. &=#IC HostPathProvisioner h X9 L)Y — X &{ER L E T,

AR

o RAMARZRTOEY 3 F—DMEMT 2kimAY) a—L (PV)RHIL. &/ —RIINvFVIF4 L
I M) —%fRT BT &,

BF

[ 1X—F 14 < 3 |4 Red Hat Enterprise Linux CoreOS (RHCOS) T&Hi&H Y EH
THdD, N"vFVITALI N =T 74 RATLDroot T4 LY b
)—IZEMRWVWTLEEI W, & 2, /var/<directory_names (3FERATE £
M. /<directory_names I[EFEHATXFH A,

4
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DIk

==
[=]

FARV=FTAVIIVRTLEAR—RZHESTZT14 LI M) —%FRT

&8, FDOIN—F A3 VDAR—RAEFWNT > T, /— KoL <
BYET, ARL—FT A VIV RTLAEDTFH%EEITDDHDIC, BID/—
Fa4vavaEERL, RAMNZRT7OEY 3 +—230O/NR—F1>a vk
BIELIICLET,

e SELinux A7 F X K container file t#& ./ —RKOPYV Xy X274 LI N)—IERT S
Z&, UTFICHIZRLET,

I $ sudo chcon -t container_file_t -R <backing_directory_path>

R

Red Hat Enterprise Linux CoreOS 8 (RHCOS) 7—h—%EH¥ 3% &1F. Kb
Y) {C MachineConfig ¥ =7 = X N f#fH L T SELinux 258 E T 2 ENH Y X
ER

FIig
1. HostPathProvisioner h X9 L)Y —RT7 74 I AR LET., UTICHERLFT,

I $ touch hostpathprovisioner_cr.yaml

2. 7714V %#RE L. spec.pathConfig.path DEN KRR /X2 FOEY 3+ —H PV ZEKT S
TALION)—THBIEaWRLET, UTICHIZRLET,

apiVersion: hostpathprovisioner.kubevirt.io/vibetat
kind: HostPathProvisioner
metadata:
name: hostpath-provisioner
spec:
imagePullPolicy: IfNotPresent
pathConfig:
path: "<backing_directory_path>" 0
useNamingPrefix: false

workload: 9

© 7oLV IFBPVERRTEAYEVIF ALY NY—RIEELET. COFALY
M)—d, Z74INYRTLDroot T4 LI M) —()ICEDRVWTLLEIW,

@ FRINAPVICASY FINBRERY 2 —LEK (PVC) OERTZT 1 L7 M) —&D
EEHE L TERT2%EICE. CDER true ICEELE T,

9 # 7> av:spec.workload 7 1 —J)L R&EFERA LT, KA MR TOEYaF—0/—FK
DEEIN—ILERETEIT,
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R

Ny XV TF4 LI M) —BEHRLTWARWNES, 7O0EY aFr— X Z0ERE
#AITLE T, container file tSELinux AV FF¥ R M&EAL TULWRWEE, &
NI & Y Permission denied TS5 —24E L 3 AgEMLHY £9,

3. openshift-cnv namespace ICA R Y L) Y — A &ERLZE T,

I $ oc create -f hostpathprovisioner_cr.yaml -n openshift-cnv

ESPERCE

® Virtualization AV R—% Y D/ — RKDIEE

8.182.4. A MNL— 45 ZADYERK

ZARL—UOSADERBEIC. ANL—U2SRICBTZABRY 2—4 (PV)OBMTOEY 3 =Y
TICHESTDNTA—Y—%FHELET, StorageClass # 72 =7 NDERRICIE. TOF TP )
RDONRSA—H—%BHFHTETE A,

FIR

BF

OpenShift Container Platform Container Storage & ££IC OpenShift Virtualization % {#
T2HBA. REYY VT4 RVOERBEICRBD 70y 7 E— ROXFGEARY 2 —LEK
(PVC) 21 BELE T, REY> VT4 XV DA, RBD 7OY 2V E— NDRY 2 — L4l
R T, CephFS F/IERBD 77 A IV RATFLE—RDPVC &Y EBN/NT 1+ —
TURERMBLET,

RBD 70v 7 E— KD PVC #15E ¥ %IC1&. 'ocs-storagecluster-ceph-rbd' A AL —
5 28 & U VolumeMode: Block #fFH L £ 9,

L. ANL—VISREEFITBYAML 7 7ML AEHRLET, UTFICHERLEFT,

I $ touch storageclass.yaml

2. 77

®9

o

TIVEwRELE T, UTFICHZRLET,

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:

name: hostpath-provisioner ﬂ

provisioner: kubevirt.io/hostpath-provisioner
reclaimPolicy: Delete 9
volumeBindingMode: WaitForFirstConsumer 6

CDEELEETBHIET. ATV aVTRAMNL—YISADELRELTRETCEET,

reclaimPolicy ICI&. Delete & & Uf Retain D 2 DDEHLHY £§, EEIEELARVS
B, AMNL—=U VS RIET 74 MT Delete ICEREINE T,

volumeBindingMode fEl&. B 7O 3=V 7LV RY 2a—LNA VT 1V ITHE
TINBDIAM IV TAFREL ET. WaitForFirstConsumer #3iEE L CT. KkiGEARY 12— A
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%T@wn%ﬁﬁtéRmﬂwm*néirpvwﬂ4/74/oaxofmt/a_
VUBRBEIEFET, ThICLY., PVAPod DRI a—IIVEBHAEEGLTLIIICKRY F
-a—o

R

2
o

RETIVIE, O—AIPVICEDLKT—9 R ) a—L%xFRALEYT, O—HI
PVISED/ —RIINA Y RINET, T4 RI7A4X—=VIHREY > > THEH
THEOICERBINETD, O—HILAMNL—=—Y PYVATTICEEI NI/ —R
IR VAERT Y 2= ENTERVTREEIHY £T,

2
o

) CDORBEERT BITI1E. KubernetesPod 47 Y2 —5—%FRALTPVC 2#1E
) . LW/ —=REDPVIZ/NS Y RLZTF, volumeBindingMode 7*

WaitForFirstConsumer (Z5% 7 X 11 7= StorageClass =3 % &, PV D/ A
p VFavIBsLTAEYaZ v E, Pod PVC A FRALTERINDET
XN BELET,

2
o

3. StorageClass # 7> ¥ M &ER L £,

I $ oc create -f storageclass.yaml

ESPERoE

e ARNL—VYUISR

8183. 7O 7 7 M) EFER LLT—Y R 2 —LDVERK

T—4 R 2 —LDYERMEFIC, Containerized Data Importer (CDI) I&7k#EAR ) 2 —AFE KR (PVC) ZERK
L. PVCICTF—49%AALET, T—9RYa1—L4Llk, RV R7OVY)Y—RELT, FLFREY
2 V{1#k T dataVolumeTemplate ')V — X ZFEHAT5 I & T, FERNTEET, PVCAPI FIFR b
L= APIOWE N ZFERALT, 7—9 R a—LEZERLET,

BF

OpenShift Container Platform Container Storage & ££IC OpenShift Virtualization % {#
T23HBA. REYS VT4 RVDOERBEICRBD 70y 7 E— ROKGERY 2 —LEK
(PVO) 23 ELE T, RETI VT4 XAV DBAE, RBD 7O0Y 2 E—RDKRY 2 —4lE
WERMT, CephFSELIERBD 77 M IV AT LAE—RDPVC LY EEN/T 1+ —
RUAERBLET,

RBD 70v 7 E— KD PVC #15E ¥ %IC1&. 'ocs-storagecluster-ceph-rbd' A AL —
5 28 & U VolumeMode: Block =#fFH L £ 9,

g

AIRE/RPRY . A ML —Y API ZEAL T, AR—ADEY ETZ&BILL. NT74x—<T VR ZmAL
i’g—o

AML=YTAT7 M) i CDINERT BRI LYY —RTE, BEMFISNLAMN—VI52
KEDCHEZ N —VRELRELET, ANL—YISRATEILANL—UISIABEYLTOH
i’g—o
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P8E RiEv v

AML=27O07 740V EERTZE. A—FT14 VI %RBL L. BENLRI S —2&/NMRICHAZ 4D
5, TR 1 —LETECERTEET,

EBINSZRANL—U8 14 TDIFE. CDIFZPVC DIERARZELLT 2EERHBELEF T, =75 L. R b
L—S7 0774V EHRIRAXTBHBEIE. ANL—UISAOBEFMBEETIZENTIET,

81831 AML—Y API %fFEALT—4KRY) 2 —LDVYEBK

AMNV=YAPIZERALTT—4RY) 21— L%EKT 23%BE. Containerized Data Interface (CDI) .
BIRLAEAML—=VIFRATHR—PFINBZAPL—UDY A FICEDVWT, kiR 2 —LEK
(PVC) DEIY B TARBEILLET, T—9 KR 2—L%&, namespace, BLVEIYLETBZRAMNL—VD
BEOHERETDIHENHY T,

UFICHZERLET,

e CephRBD %Y %3545, accessModes I& ReadWriteMany ICEHEIFREI ., 14 771
JL—> 3 vl iRY £9, volumeMode (E. /X7 +#—< Y A %EHKI{LT 7D Block
ICBREINTWET,

e volumeMode: Filesystem Z A9 2355, 77 ANV AT LDF —/R—~v FITHIET B0
ENHBHE. cm#LM®ﬁﬁ%E@mu%TLiT

LTFDOYAML CTld. AML—YAPIZFERAL T, 2F¥F A4 MOFEAATREAREREZFODT—49HRY 21—
LEBRLEFT, 21— —E. BDELQKERY 2—LFEKR (PVC) DY A X&BENICFRIT Z720HIC
volumeMode %#BiIB T 2 EIZH Y FtH A, CDI Ik accessModes EE & volumeMode B4 D & &4
HAEHLEEBEENICRIRLET., ChoDHZBEEIE. ANL—UDF 14 TELZERAMN L= 7077
AIWNTEETDZTI7AIMIEDVTWVWET, DAY ALEEIBEET 2HEIF. VAT ATEHEIN/(E
EEEXLET,

DataVolume FEFZDHI

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <datavolume> ﬂ
spec:
source:
pvc: g
namespace: "<source_namespace>"
name: "<my_vm_disk>" ﬂ
storage:
resources:
requests:
storage: 2Gi G
storageClassName: <storage_class> ﬂ

FRT—FRY 12— LDARL
A VER—NDY— 2D BEDKGRY 2—LER (PVC) THB I EERLTUVET,
Y — X PVC " F7E 9 % namespace,

Y — 2 PVC O &R,

0009

ANL—=YAPI AFRLAEYHTERLET,
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O PVCKERTZABTELBHOT A XEIBELE T,

FTav: ZANL—YISADERE, ANL—U0SAMEEINTUVAWES., YATALAT
T7HAIVMDANL—=Y S ADNMERINET,

8.18.3.2.PVCAPI 2 LT —49 KR 2 —LADIEK

PVCAPI ZRHLTT—49HRY 2 —L%EEMRT 23%E. Containerized Data Interface (CDI) i&. LLF®D
T4 —ILRICEEETZHRBICEOVWTT—9R) 2 —L%ERLET,

e accessModes (ReadWriteOnce. ReadWrtieMany. Z7:(3 ReadOnlyMany)
e volumeMode (Filesystem 73 Block)
e storage D capacity (fl: 5Gi)

LUF®D YAML Tld, PVCAPI Z{FERAL T, 2FANA MORMNL—VBREAFOT—FIRY 12— L%E|
YL TET, ReadWriteMany D7V ERE—RNEZEEL T, ZM4 M7 L—>avadMmicLE
To VAT ALDYR—NTEZZEIDODA>TVWBDT, T 7 %)L b Filesystem DK1Y (T Block X
MNL—Y%ZBELET,

DataVolume FEZDHI

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <datavolume> ﬂ
spec:
source:
pvc:
namespace: "<source_namespace>"
name: "<my_vm_disk>" G
pvc:
accessModes: G
- ReadWriteMany
resources:
requests:
storage: 2Gi ﬂ
volumeMode: Block
storageClassName: <storage_class> Q

HRT—9 R 21— LDERL

source 27 > 3V TlE, pve g VR— KDY —ZAHWBEEDKFERY 2 —LEKR (PVC) THB
EERLTWVWET,

Y — X PVC " FTE 9 % namespace,
Y —Z PVC D%,

PVCAPI Z#ERLABEIYETZRLET,

QD00 09O

PVC APl {3 %354 % accessModes "I ETT,
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P8E RiEv v

T—YR) 21— LICEKRTZEHOY A XZEELET,

BENTOY I PVC THBDZEEIBELET,

909

F7avT, AML—VISREBELET, ANL—YISABEEINTVWAWVGE, VR
FTLATITAIN MDA L—COSANMERINE T,

BF

PVCAPI B L TT—4 KR 2 —L%BERMICEIY H T, volumeMode: Block % f&
FLTWAWESIE., 774V AT LADA—IN—Ay REEEBLTLEIWL,

T7AIWVVRTLDA—=IN—~Y RlE, T77AIVVRTLDAIT—H%MFET DD
ICHBLREEDOY A X T, Z77AIVV AT LAY T—FICHELBEEOY 1 XL,
T7ANWVRATLIEELEFT, ANL—VREERTITI 7MY RTLDA —/N—
Ay RICHIGTERWEEIF. B ERDKER) 12— LK (PVC) BMRET> VT 1
27D TERVWKEI ERZARELIHY FT,

AMNL—=Y API AT 358, CDIX T 7MY RTLADF—/IN—~y REEEL.
Y BTERDPEBICRITIND LD ICKEAKKEAR) 2 —LER (PVC) ZEKRL F
-a—o

81833. AL —I AT 7AMINDHARITA X

7OEYaF—DRAML—U 95D StorageProfile # 7V 7 MaRELTT 7 4L b/3F5 X —
Y—EBETEET, ThHDT 74 MRZ A —4—[L, DataVolume # 72z V RTHEINTL
RWERICDH KRR 2 —LFEKR (PVC) ICERAINE T,

AR S

o HELEBENLANL—JISREFDTANA T —THR—FINTWBZ EAZERLTL
FIW, A= 70774 IVICEEEORWEEAIEET SE. R a1a—L07OEY 3
ZVJICKRBRLETY,

pa 3

2L =70774)VDED status V> avid, AML—yFOEY 3F—»
Containerized Data Interface (CDI) IC& > TR INAWI & 2R L F T, CDI TERH
INAVWRNL—oT70OEYaF—2H2HE. AN =07 71V EHRITA
AT2RENHYET, ZOHE. EEFEFA N —I 707 7 IISENREERE
L. BIWETHAERBICEITINELDICLET,

H
=

>

T—HR) a—L%FERL. YAMLBMEAZEKEL., ChoOBMENRAMNL—2 7O
774N TEHZINTULWAWEESIKX. ERIhAZRAMNL—JIEFIYYTSNT, &
MERBKEANY) 2 —LER (PVC) IFERINFEEA,

FIR
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L AML=o 707740 %RELET, COFITIE, 7OEY 3 F—IXCDIICL>TERHEIN
Tt A

I $ oc edit -n openshift-cnv storageprofile <storage_class>
A= 707714 ILDH

apiVersion: cdi.kubevirt.io/vibetat

kind: StorageProfile

metadata:
name: <some_unknown_provisioner_class>

# ..

spec: {}

status:
provisioner: <some_unknown_provisioner>
storageClass: <some_unknown_provisioner_class>

2. AL =707 74 VIR ERBHEEEZIEELE T,

AbL—=o707 74 ILDH

apiVersion: cdi.kubevirt.io/vibetat
kind: StorageProfile
metadata:
name: <some_unknown_provisioner_class>
# ..
spec:
claimPropertySets:
- accessModes:
- ReadWriteOnce ﬂ
volumeMode:
Filesystem g
status:
provisioner: <some_unknown_provisioner>
storageClass: <some_unknown_provisioner_class>

ﬂ 2R 9 % accessModes
Q EiRd % volumeMode.

TEAFREFELLE, BIRLAZEINANL—U 7077400 status BERICKRTIINE T,

8.18.3.4. B 5

o ANL—UUSRDIERK
o FIFAINMNDI7FAINY AT LA —/IN—~y KEOLEX

® smart-cloning 2R LT —4%HRY 2 —LDIO—V{EK

8.18.4. 77 A IV AT LX —/N—Aw ROD PVC BB DOFEIR
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-creating-storage-class_virt-configuring-local-storage-for-vms
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-overriding-default-fs-overhead-value_virt-reserving-pvc-space-fs-overhead
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-cloning-a-datavolume-using-smart-cloning

P8E RiEv v

T 7 #JU kT, Containerized Data Importer (CDI) (&, Filesystem ;R!) 21 —AE— RZEHT 5 KHER
Ja1—LERPVC) DI 7 A IV AT LDF—IN—~y RF— SIS ZHELE T, CDIATD
BHTFHNT 2EEZ 70— /NLICEREL., FLEBHEDA MLV IS AAICKRETEET,

81841 7 7AINI AT ALADA—N—Ay KPMREII VT4 AV DEEICEEAS5 2 544
&

R > 74 XY % Filesystem R) 2 —LE—REFEAT 2KEHRY 2 —LEK (PVC) IZEENMY %
BE. PVC THRRBENHD I L2ERTIHENHY FT,

o RETIVYTARY,

e Containerized Data Importer (CDI) &%, X8 F—8REDT 7AWV AT LDA —/N—~y R
ICF T 2RI,

T 74 NT, CDIEA—/"—~y KAICPVCHEEOD55% % FH L. DD, REYIYT1 AV
AR LEEAEBENLET,

BHEDI—RAT—RICERZEAFRAITZ2ANBVGEIE. CDIZ TV MEaRELTAH—1N—~y
RDEZFRETIET, BEEZ/O—NIVIIEETE, FEDANL—V IS ADEEIEETCIET,
81842. T 7ANKMND I Z7ANI AT LA —IN—~y RED LEX

CDI + 7 = U b ® spec.config.filesystemOverhead Bt % #E& L. Containerized Data Importer
(COND T 7AWNY AT LDF—N—~y RRICFHNT ZKEARY 1 —LEK (PVC) FHIBDEEZEE L
x7,

AR

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR
LUTOAYY FZ2RITLT, wETZEHICCDIATI I b 2RAETET,

I $ oc edit cdi

2. spec.config.filesystemOverhead 7 1 —JL RZfREEL T, BIRL/AETT 9 2ZELE T,

spec:
config:
filesystemOverhead:
global: "<new_global_value>" ﬂ
storageClass:
<storage_class_name>: "<new_value_for_this_storage class>" 9

Q CDID YIS AY—2ETHERITZ I 7AWV RATLDF ==~y ROBEG (/N—tV
Mo 7=& ZIE. global: "0.07" (&, 7 7 ALY AT LDA—/N—~v KAIZPVC D 7%
HEELET,

@ EEINEAM—VISADTIFALYRTLDF—/A—~y ROEIE (> F—

)e To& ZIE. mystorageclass: "0.04" (3., mystorageclass A kL —2 0 5 2D PVC
DF T A NF—N—=~y RE%E 4% ICEBLET,
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3 IF19—%REL. KTLTCDIA TV hEEFLET,

WREE
e LITDOAVYY RZEFTLTCDIRAT—9R%=RRL, BEEZWIEL T T,

I $ oc get cdi -0 yaml

8185. AV Ea— )Y —RYU +—% %D namespace THEET 5 CDI DERE

Containerized Data Importer (CDI) Z{#A L T, CPUB LU XE) —1) V—XDFHIRNMERAINS
namespace ICIRIEY S VT 1 AV %A VR—ML, 7y 7O—KL, ZO70—VAERTESZ LD
ISy F L7,

8.18.5.1. namespace D CPUB LU A EY) =V 4+ —HICDWVWT

ResourceQuota = 73 7 R TEHREIND VY —RT +—% |Z. ZD namespace AD ) YV — A
BETX20VEa— M) Y—RADLEEEFIRT 5HIPR % namespace ICFEL X7,

HyperConverged 1 X% ') Y —Z (CR) I&. Containerized Data Importer (CDI) D 1—H —RE% &
FZLET, CPUELXEY —DERBEEHIREIE, 774 MEDOICREINTVEY, Thick

Y, AVEa—NYY—REBHEIBELARVCDIICEL > TERIND Pod ICT 7 2 )L MED TGS
n. 7 4+—4% THIBRI N % namespace TORITHHFATINE T,

8.1852.CPUBLUAEY—DTF 74N MDLEEX

HyperConverged 1 X% L) — X (CR) IC spec.resourceRequirements.storageWorkloads X ¥ ~
HHBIMLT, CPUBLUXEY —BROT 74N MEEEI—RT—ADFHIREZEELET,

AR

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIE
1. LFoa~x > K%=E1TL T, HyperConverged CR %#R&EL £,

I $ oc edit hco -n openshift-cnv kubevirt-hyperconverged

2. spec.resourceRequirements.storageWorkloads 2 % > #'% CRIZEIML., 1 —R 7 —RIZH
DWTEZRELET, UTICHIZRLET,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
spec:
resourceRequirements:
storageWorkloads:
limits:
cpu: "500m"
memory: "2Gi"
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requests:
cpu: "250m"
memory: "1Gi"

3. IT 1449 —%FEELTRT L. HyperConverged CR #E# L £7,

8.18.5.3. B &k

o yOVIVINITEDI)Y—RIA—4H

8186. F—4 KRy a1 —ATF)F—a3vDEE

$8

=

=

kB>

T—HR)a2a—LDV)T7/T—>av%FRALTPod DIMEFABEETEZEY, 12ULEDT7 / FT—
YavET—HR) a—LIEMLTHS, ERINA VIR—4% —Pod ICIGHETEZ T,

8.18.6.1.0l: 7—4 KR a—ALF7 /) FT—>aY

UTOfIE, 41 VY R—9—Pod MEATERY NT—V%&FHIHT 270ICT—49KR) 2a—L4L (DV) 7/
T—2avERETDAHEERLTWET, vi.multus-cni.io/default-network: bridge-network 77 /
T—2avIil& Y, Pod i bridge-network &\ D ZBID multus *Y N7 —0 % T 74 MRy b
J—2E LTHERLET, 1 VR—F9—PodIlIVSRI—DLDT 7N INRYy ND—0EHVS

)—multus 2y N7 =2 OlA%FEEIEZ2HELNH 535E1E. k8s.vi.chi.cncf.io/networks:

<network name> 7/ 77— avAEFEHALET,
Multus XY N7 —297 /) 57— a3 > 0Hl

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: dv-ann
annotations:
v1.multus-cni.io/default-network: bridge-networkﬂ
spec:
source:
http:
url: "example.exampleurl.com”
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

Q Multus XY NT—4 7 ) F— a3y

8.18.7. F—4 KR 21 —ADEFIEIY Y TDEFEH

Containerized Data Importer &, T—4 R 2 —LDERBFICEZIAAN T+ —T VA EBELEIE S

DIT, TARVEHEZRRICEIYE TR I ENTEIEY,

BEDT—FR) 1—LDFEMEYETZEMCITEIEY,

8.18.7.1. FmAY HTICDODWT
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Containerized Data Importer (CDI) (&, 7—4 KR ) 2 —ALICQEMU EFIFIYHETE—N&2FERAL. X
AHBINT =XV RAEALTEET, BIFOAVR—PMSLVT Ty TO—RITIE, BFiEIYHETE—FR
HEEATEEY, £, BOT—YR)2—LEERTIEICEFERTEET,

EFEY Y THEMMEINTWSIHEE, CDIRERERDZ T 7MLV RATLABLVOTNA YA T
CT. LYBAREMEYHTHEZFRALET,
fallocate

T77AIWNYRAT LN INEYR— KT 3154, CDI X posix_fallocate B % & > THELE %= F/1ICE]
YUTBEHDILARL—T 4 VTV AT LD fallocate FOHE L AFRALET, Chid, 7AOv o %
AYHT, ThozRMELE LTT—ILET,

full
fallocate T— REFATETAWGEIEX. EBEELRDZA ML —JILT—F9E2EZAL & T, full
E—RPAAXA—VDEEEEYLTET, ANL—VDBAAICE > TIE, ZOEY Y THEENTA
TEOICRZGBE’HY T,
8.18.7.2. F— 4K 1 — ADEHEFAIY ¥ TOEWE
T—4KR1)1—AL< =7 xR M spec.preallocation 7 1 —/L REEDHB I EICLY., BEDT—FH R
)a1—ADERMEYSTEEMTEET, Web IV Y —JLT, F72Id OpenShift CLI (oc) %R L
T, FFEYVHETE—RZBMETEIENTEZET,

EFEIYETE—RIE, IXRTOCDIY—RYAM TTHR—IINZET,

FIR

o F—HKRYa1—ALTY=7 xR MD spec.preallocation 7 1 —)L NEIEELET,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:

name: preallocated-datavolume
spec:

source:

pvc:
preallocation: true 9

qp TRTOCDIY—RY A FTIEERMEY L TAEHR—NLETH, /70— OBRIETIZER
)Y YCTIEB|EINET,

Q preallocation 7 1 —JL K&, 77 #J)L b Tfalse ICEREIND T—ILETT,

8.18.8.Web OV YV —IJILDERICLZO0—AILTARIAX—=DT7y O—R

Web VY —ILAEFALT, O—AIIREINLETARIAA—=—ST 74V EaTy JO—RTEFE
£

8.18.8.1. Rl &M

o RIETI YDA A= T 7A4ILICIE, IMG, 1SO. F72IZ QCOW2FERD 7 7 ILE{FERT S
WELNH D,
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P8E RiEv v

o CDITHR—FINZBEETN) Y IR I LTRI Sy FEEIMVERIGEIX. JOBREDN
FEICRTIDELEDIC, FTIRARNL—VIVTRAEEEFRT DN, £/IECDIRY Ty FEE%
HEd22E,

8.18.8.2.CDIDBYR— NI BRIETKN) Y IR

CORKMNYYIRICEIVRRA VMR LTAVYTUYYA TOHR—MNINS CDIBEARARRIN
T, INODOBREICIER YISy FREEBIMBETT,

aAvFvvs HTTP HTTPBasic®® LYZRNY—  F7yv7FO—k
17 s
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*

v XZ* v XZ* v XZ* OO0 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*

v XZ v XZ v XZ OO0 XZ v XZ*

s HHR— NI h B
O 9K — b ThAanigeE
* 295y FEEBHNYLE

BRRY LR BEBIGEICR I Ty FRENBE

8.1883.Web AVY— I AFAHALIEAXA—J 774007y 7O—K

Web VY —IEFERALT, 1 A=Y 774V EFROKGERY 2 —LEXR(PVC)ICT7y 7O—RL
F9, COPVCEZRTHEALT, A A—YEFHBORBI I VICEIYLETEIENTEET,

AR
o LUTOWTIINRETH S,
o ISO FLIEIMGERDOWITNAD raw R VA A=Y T 71 )b,
o0 QCOW2HRDIREI VYDA A=Y T 71,

o REDHRABBICIK. Py TO—RTBFNAA—ST 74N EULTOHA RS54 VICHE-
TEMBI B &,

o xzF/ldgzip EFERLCraw A X—Y 7 7ML EEBLET,

T

= -1o)
EfEInlrawn A A=V 774V EFERTZE. REMRMICTy 7O—RK
TXZEY,

o VATV MIDWTHEINSZAFEZFERALT. QCOW2A A=Y 774V A EMELE
-a_o
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-cdi-supported-operations-matrix_virt-uploading-local-disk-images-web
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-defining-storageclass_virt-preparing-cdi-scratch-space
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FIR

S.

AT AV EBEDARL—TFAVIVRTADT IAIN M A= LTIDAX—T%

B Linux 2347 NeFERT B5EIE, virt-sparsify Y —IL&FEHR LT, QCOW2 7 7
A )% Z/N— 21t (sparsify) LE T,

B Windows 7 54 7Y NaERAT 2551, xz £7/21d gzip ZEA L TQCOW2 7 714
WEERLET,

. Web OV —ILDHA RAZa—H 5, Storage - Persistent Volume Claims%z 7 ') v 7 L &

ER

. Create Persistent Volume Claim KAy 74O v )X &Yy L, TheikiRLFT,

. With Data Upload Form% 7 ') v 7 L. Upload Data to Persistent Volume Claim~X —< % 4

TET,

. Browse &7 v L. 774IMIR—I v —EHAE, Ty TO—RTI4X—V%RBIRT S

M. 7 74 )% Drag a file here or browse touploadZ7 1 —JL RICKS v I LZET,

E

X

LEY,
a. Attach this data to a virtual machine operating system* = v V7R v 7 RZZIRL X7,

b. —BNLARL—F A VIV RTLERIRLET,

. Persistent Volume Claim Name 7 1« —JL RIZIE, —EOERINBEHFMICADIN, Thiiz

E£32528IFTETFEHA, PVCICEIYLETONAZEZRIZAEL, BREBIGLTINEERTEE
TEBLOICLET,

. StorageClass—EMNLA ML —Y IS RAEFERLET,

Size 74 =)L RICPVC DY A XEEAALET, KOy TFYTI VYRS, /ST BEIE
BERRLEY,

DI

==
[=]

PVC 44 XIEEMBRRINARBT 1 RV DY A XL Y B RS RTIIE
Y FHA

BIRLIZAML—YU VS RIC—HY % Access Mode % EIRL F T,

10. Upload 22 1) v U LE T,

8.18.8.4. BAEE R

o EFEYLETE—RAZELT, T—9RY 2 —LBEOEXAAN T 4 —T VR E@ELIE

ia—o

8.18.9.virtctl VYV —ILDFEARICLDZO—HILT A RIA X =Y OF7y FO—R
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https://libguestfs.org/virt-sparsify.1.html
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-using-preallocation-for-datavolumes

P8E RiEv v

virtetl AV RS v2A—FT 1T —%FALT. O—HANIREINIZT A RIAX =V HRE
B EDTF—49 R 2a—ALIC7y 7O—RTEXET,

8.18.9.1. RiR &M

e Kkubevirt-virtctl /Ny r—% A VA=) §BHT &,

o CDITHR—FINZEETN) Y IR I LTRI Sy FEEIMVERIGEIX. JOBREDN
EBICRTITBLIIC, TR AN —VIVSREERTHH, FALIECDIRY Sy FHElg A
HAEd22E,

8.189.2. 55— R a—AICDWT

DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZHR Y A
)Y =T, T—FRY a—LiF, ERERZKERY 2 —LEKR (PVC) ICEEM TN Y
R—b 20—VFEK. L7y 7O—RBEOA—HT AL =23V ETFTVWET, T—9 R 12—
I lF OpenShift Virtualization ICHEE I, RET S VN PVC DERIICEIHTE I EEHETET,

8.18.93. 7y 7A—KF—4 KR 2 —LDVERK

A—ALTARIAA=IDT7y FO—RIERT S upload 7—49 Y —RTT—FRY 2 —L%EFH
THERTEZET,

FIR
1. spec: source: upload{} ¥ EET 27 —9R) 2 —LFBREEZEHRLET,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <upload-datavolume> ﬂ
spec:
source:
upload: {}
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <2Gi> 9

ﬂ F—&RY) 12— LDEHL
¢? T—9RY 1—LDYA X, ZOEINT7Y TO—RTZ2T4R7DH A XULTHBZ &
EHERLET,

2. UTFDAT Y RERITLTT—9R) 2 —L%Z2EHRLET,

I $ oc create -f <upload-datavolumes.yaml

8.189.4.O0—HhWINTARIAA—SDFTF—9KY) 2a—LADT7yFO—K
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-installing-virtctl
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-defining-storageclass_virt-preparing-cdi-scratch-space
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VICH CLI 1—7 4 Y74 —Z AL O—ANTARTA*A—V %I 74 VI NIV DT T A
H—HNOT—FR)a—LDV)ICTYyTO—RTEEY, ZOFIEOERTFIC, §TIKVFIRY—IC
BFET 2DV %2fEATEN FIZFHEDODY Z2FRTHIEDTEET,

. = o-1o)
A—AITARIAA=UDOT7y TO—REIC, ThEREYYVICBINTEET,

AR
o LUTOWTIhHINRETH S,
o ISO FLIEIMGERDOWITNAD raw R VA A= T 71 )b,
o0 QCOW2HRDIREIL VYDA A=Y T 71,

o REDHRABBICIK. PYyTO—RTBFNCAA—ST 74N EULTOHA RS54 VI
TEMEIB &,

o xzF/ldgzip EFERLCraw A X—Y 774 EEBLET,

y=o-1o)
EfEInlrawn A A=Y 774V EFERTZE. REMRMICTy 7O—RK
TXZEY,

O VISATVMIDWTHEINSZFAEZFERALT. QCOW2A A=Y 77V AEHELE
-a—o

B Linux 7347V NaFERT BH5EIE,. virt-sparsify Y —IL&FEHR LT, QCOW2 7 7
A )% Z/N— 21t (sparsify) LE T,

B Windows 7 54 7Y Na AT 2551, xz £7/21d gzip ZEA L TQCOW2 7 714
WEERLET,

e kubevirt-virtctl /Xy 5 —I NI SA T U RIIVICA VA M =ILEINRTWSR I &,

o U547 kT vH OpenShift Container Platform JL—% —DIIBAZ A 5589 5 & ) ICERE
INTWBIZ &,

Fig
L U TFEHELET,

o FHYIZ7YyIO—RT—9R) 2a—LDEHF, TDT—FRY 1—LHIFELEVEG
B, IhXBFNICERINE S,

o TRV 1—LDYAX(7y TO— RFIROETEICERT Z2LENH DI5E), Y1
AETARIARXR—=I DY A XULTHZIRENHY X7,

o Py ITO—RIBIUEOHZRETY VYT ARIAA—=DT 714 VDS,

2. virtctlimage-upload AY¥ Y REETLTTA RV A X—Y %7y FO—KLEY, BRIOF
JETHELANIX =S —%HELET, UTICHAZRLET,
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P8E RiEv v

$ virtctl image-upload dv <datavolume_name> \ﬂ
--size=<datavolume_size>\
--image-path=</path/to/image> \ 6

ﬂ F—HRY 12— LDZH
9 F—=8FRY) 2a—LDHY A X, f:--size=500Mi, --size=1G

RIS VTARIARA=IDT 714 ILIRNZA,

pa 3

o HIRT—IRY) 2a—LEERTIDBENLWVIGEIE, -—-size NS XA —4—%
HBE L. --no-create 7> VA5 E5HFE T,

o TARIVAA—=TJAPVCICTYy 70— RT3HBE,. PVCHA XEEHEIN
TOWARWMRET A R0 A4 LY HEREILAITHIERY FH A,

o HTTPS #FALAtEF a7 THVWY—N—EKAFATT 5ITIE, -
insecure XS X —4—%FEHL XY, —-insecure 7 5 7= FHT BERIC.
7y TO—RIY RRA Y NOEBHIIRIE Shiaw mIGEELTLES
W,

3. 47vav, TR a—LDMERINALZ EAERTZICE. UTFOav Yy REEITLT
TRTCOF—HRY 2—LBEEZRLET,

I $ oc get dvs
8.189.5.CDINYR—FF2BETNYY IR
DT M) ORIV RRA Y MINLTAVYTFUYYIYATOHR—MINS CDIRELRRIN

T, INLDEBFEICERI Sy FEEBNIVBETT,

HTTP Basic 52 LAY —

EiE
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*
v XZ* v XZ* v XZ* 00 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*
v XZ v XZ v XZ 00 XZ v XZ*

s HHR— NI h B
O HK— b ThAanigeE
* 295y FEEBHNYLE

FRRY LR BREBIGEICR I Ty FRENBE
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8.18.9.6. BAEE R
o EFEYLTE—RAERE LT, F—9RY 2 —ABEDZEAHNTA—T VY REH LI H
i’a—o
818.10. 7OV VA MNL—VF—HRY a—AADA—HILTARAIAA=SDT Y T
O—~K

virtetl ¥V RS va2A—FT14 ) FT14—%FALT. O—HIDTARIVA A=A TAY I T—H R
Ja—ALIIC7y7O—RTEFET,

ZDT7—Y70—"Tld, O—AILTAYITNA R AFRALTKERY) 2—L%FRAL, 2D7TAYY
R a—L% upload T—49 R 2 —LIICEERMIF, virtel #EFEBLTCO—ALT 1 R4 4=V %
F—HRY)a—LALICTy 7O—RTEZET,
8.18.10.1. B’ &4

e Kkubevirt-virtctl /Ny r—% A VA=) §BT &,

o CDITHR—FINZEETN) Y IR I LTRI Sy FREEIMVERIGEIX. JORED

EBICRTTBLIIC, TR AN —VIVSREEERTHH, FALIECDIRY Sy FHEE A~
HE3T22E,

8.18.10.2. 7—4KRY 1 —AIZDWT

DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OV =V N TREINDZIHR Y A
J)Y—RTY, T—FRYYa—Lid,. ERELRZKER) 2 —LEK (PVC) ICEEMITOND AV
R—b 20=VFK. LTy 7O—RBEOA - AL =23V ETFTVWET, T—9 R 12—
IslF OpenShift Virtualization ICHEE I, RET S VN PVC DERIICESFTE I EEHETET,
8.18.10.3. 7O v Y kAR Y 2 —AICDWVWT

TOvOKBERY a—L PV)IE raw 7OV I TNRNA RICE>THR—MINBZPVTY, IhHDR
Da—LICIE 7 7AWV AT LD, F—N—~Ay REYIRT B2 ET, RETY YOI 4—<T v
ZEDHEEELLTIENTEET,

raw 7Oy 7R 2 —Ald, PVELVKERY 2 —LEK (PVC) {5 T volumeMode: Block % 15
LTFaEY sy ixhnzxd,

8.18.10.4. O—Ah)N 7Oy I k&R 12— ALADIERK
T7AIMCT—9A5BFEL, ThEIL—TTFTNARELTIIVNTBZEICLY, /—RTO—A

T0Ov VkEGEARY 2 —L (PV) ZERLET. RIS, TOI—TF/N4 X% PV~Y=7 xR T Block
Ra—LELTBRL, ThEREYYVAA—20TAOYITNARE LTHERATEET,

FIR

. O—AIPVEEKRTSD/ —RKRiCrootE LTAYVA4 Y LET, ZTOFIETIE. node0d1 %l

2. 774NV EERLT. I null XFTHREL, 7AYITNARELTHEATESLDICL
F9. UTDHFITIE. 2Gb (20100Mb 7Oy ) DY A XD 7 7 4 )L loop10 ZER L £7,

I $ dd if=/dev/zero of=<loop10> bs=100M count=20
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3. loop10 7 7 M IV EI—TFNRARELTIYO Y MNLET,

I $ losetup </dev/loop10>d3 <loop10> ﬂ g

‘) W—FFNRAZANT I RINTWB T 7M1 IL/INRATT,

Qg BOFEIBTERLEZT 7AIIIL—FFNARELTIYIY hINET,

4. ¥V MNEINTIV—TFNA R %5883 % PersistentVolume ¥ =7t A M &R LE T,

kind: PersistentVolume
apiVersion: v1i
metadata:
name: <local-block-pv10>
annotations:
spec:
local:

path: </dev/loop10> ﬂ
capacity:

storage: <2Gi>
volumeMode: Block 9
storageClassName: local 6
accessModes:

- ReadWriteOnce
persistentVolumeReclaimPolicy: Delete
nodeAffinity:

required:

nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:

- <node01> ﬂ

J—REDIL—TFFINA ZDINR,

JOv I PVTHBZIEAIBELET,

09

T aViPVICRAMNL—YISRAERELETT, ChEEBTBIH5E. V5R9—0F
7 IDERINET,

QD TOYIFENAZANTIY NI/ — R,

5 70v 2 PVEERLET,
I # oc create -f <local-block-pv1 O.yaml>ﬂ

‘) BRIOFIETERI N EZkER) 2 —LD7 71 L%,

8.18.105. 7y 7O— KF—4 KV 12— LDERK
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A—7VT4 A4 %=y JA—NIZIEHT 6 upload 7—9 YV —ATT—9 R 1—L%ZFE)
THERTEET,

FI&

1. spec: source: upload{} #1§E€d 27— R 1 —LEELERLZET,
apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:

name: <upload-datavolume> 0
spec:
source:
upload: {}
pvc:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <2Gi> g
(1 P WEE NS Ik

@ 7 IRI1-LOHAX, ZOENTYTA—RTETARIDYAXULTHB &
EHRLET.

2. UTFDAT Y RERITLTT—9RY) a—L%ZEHRLET,

I $ oc create -f <upload-datavolumes.yaml

8.18.10.6. A—AINT A RVAA—=IDT—F R 1a—L~ADT7yTO—FK

vitctiCLI 2—F 4 U T4 —%2FAL T, O—ALTARIAA=IEIZAT VNI UDNBI TR
HS—RDT—FRY2—LDV)ICTYyTO—RTEEY, COFIRORTFIC, TTIKITRI—IC
FHESSDV2ERTZH. FLEHFHRODY 2FRT DI ENTEIT,

=)
, A—ALTARIAX=IDTy TO—RRIL, ThERETSVIGEBINTEET,

AR
o LUTOWTIhINRETH S,
o ISO FLIEIMGERDOWITNAD raw REBT VA A=Y T 71 )b,
o0 QCOW2HRDIREIL VDA A=Y T 714,

o REDERAB/BBICIE. Py O—RITBFNUAA—TJT7AINEUTOHA RS 4 VICHE-
TEET R &,

o xzF/ldgzip EFERLCraw A X—Y 7 7ML EEBLET,
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P8E RiEv v

pz o-1o)
EfEInlrawn A A=Y 774V EFERATZE. REHRMICTy 7O—RK
TXZEY,

o VISATYMIDWTHEINSZAFAEZFERALT. QCOW2A A=Y 774V A EMELE
-a—o

B Linux 73547 NeFERT B5EIE, virt-sparsify Y —ILAFEHR LT, QCOW2 7 7
A )% Z/N— 21t (sparsify) LE T,

® Windows 7 54 7Y NaERAT 2561, xz £7/21d gzip ZEA L TQCOW2 7 714
WEERLET,

e Kkubevirt-virtctl /Ny T —I DI SA T U RISV VICA VAR =ILEINTWSE T &,

o U547 M UH OpenShift Container Platform JL—4% —DIIBAZ 45589 5 & J ICERE
INTWBI &,

Fig
L U TFEHELET,

o FHYIZ7YyIO—RT—9R) 2a—LDEH, TDT—FRY 1—LHIFELRVEG
B, INXBFICERINE S,

o TR 1—LDYAX(7y TO— RFIROETEICERT Z2LENH DI5E), Y1
AETARVARX—=I DY A ZULTHZRENHY £,

o 7y O—KRTEBMEDODHBREII VYT ARIAA—=TDT 74 ILDBFT,

2. virtctlimage-upload AY¥ Y REETLTTA RV A X—Y %7y FO—-KLEY, BRIOF
JECTHELANIX =S —%HEELET, UTICHAZRLET,

$ virtctl image-upload dv <datavolume_name> \ﬂ
--size=<datavolume_size> \
--image-path=</path/to/image> \ 6

7__\‘_& /_.R‘ U J_Aw%ﬁﬁo
F—=8RY) 2a—LDHY A1 X, fl:--size=500Mi, --size=1G

RIS VTARIARA=IDT 714 ILIRNZA,

09
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pa )

o HIRT—IRY) 2a—LEERTIVENLWVGEIE, -—-size NS X—4—%
HBE L. --no-create 7> V5 ESHET,

o TARIVA A= APVCICTYy 7O—RT3HBE,. PVCHA XEEHEIN
TWARWMRET 4 R0 A4 XL YEREILLARITNIERY FH A,

o HTTPS #FALAtEF a7 THAWY—N—E{KAHFATT 5 ITIE, -
insecure XS X —4—%FEHL XY, —-insecure 7 > 7= FHT BERIC,
7y TO—RIY RRA Y NOEBEHIIRIE Shiaw mIGEFRELTLES
W,

3.4 7vav, TR a—LDIMERINAZ EAERTZICIE. UTFOav Yy REEITLT
TRTCOF—HRY 2—LAEERLET,

I $ oc get dvs

8.18.10.7.CDI DY R— T BBIET R Y IR

CORRMNYYIRICEIVRRA VMR LTAYTUYYA TOHR—MNINS CDIBEARTIN
T, INODOBREICIER Y Sy FREEIMVETT,

aAvFve HTTPBasic®® LYRMY—
17 s
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*

v XZ* v XZ* v XZ* 0 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*

v XZ v XZ v XZ 00 XZ v XZ*

s HHR— NI h B
O K — b AR
* 295y FEEBHNYLE

FRRY LR REBIGEICR I Ty FRENBE

8.18.10.8. BAE AR
o EFIEIYLETE—REZRE LT, 7—9RY) 2a—LBEOEZIAHNTA—IT VR EHELIE
i-a_o
BI8BN.A 74 VDRE~YYVYRFy Toay hOERE
F7(FT7FA)ICBR>TVWBRRETY VOREYYY (VM) ATy T3y MEERL., BxL. Hl

BRCX &9, OpenShift Virtualization &, UTFTA 754 VORBIYI VY RF vy T ay MaHR—b
LEY,
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P8E RiEv v

® Red Hat OpenShift Container Storage

e Kubernetes Volume Snapshot AP| % /R— k 9~ % Container Storage Interface (CSI) K54
N—%FRTZZOMDRA ML —2TONA 5 —

818 ML REYT VYR FyFoay MIDWT
2FyvFoavhiE, BEOEHRICBIFI3RETY Y (VM) ODRESLIUVT—952KRLET., RFv 7
vay MaEFERLT, Ny I T7y TELUVBEEEIBOLDICEEDREYY V& (RFTy T3y bT
KIND) LRIOREICET LY., EIORFENA—Ya VICRRICO—INYy I LEYTEZXT,
FI7AVDREIVORFy Toay M, ERIA T7ICA >k (BIERED) RIEEY Y VHS/ERK
INFEd, RFTvTPay M RIEYD VICEIY HT 51 7/& Container Storage Interface (CSI) 7
Jai—LpaE—&, REYYVOHKRELVAIT—HIDIE—%FKEFLETT., RFvTay i
ERRICEETE XA,

FI7ZAVDREBYVRAF v Toay MREGAT2E. VSR —BEBE BLUOT7T)r—
YaVHRRERIUTZRTTEET,

o i#E SCC DERK
o BEDREBTIVICEHIYLTONTWERIRTODRFTY TVay hNO—EBEXRT
e 2F w3y hHSDREYY VDETT

o HMEDRETVYARFT Y Tay NOHYIR

8IMNILEEYY YR FyFoay b MO—F—BLUVHRY LYY —RES (CRD)

RS VRFTy Ty MERETIX. RFyTYay NaBEBTE/HODCRD ELTERINKE3
DOFBAPI ATV MHABAINE LT,

e VirtualMachineSnapshot: 2+ v 7> 3 v MA/ERT 21— —EBREZRLEFT, ThIliE.
RIET S VDREDREICET 2BERIASENET,

e VirtualMachineSnapshotContent: 7 S 24 —EtD7OEY 3 =3 niYY—R (R+v T
vavMAERLET, chik, RETSYORFTy Foay by bO—5—IC& > THERS
h, REYYVOBETICBERIRTD) Y —ZAANDSRIEEFNET,

e VirtualMachineRestore: R +v 7> ayv MO SREYTI VEETT 1 —HF—ERERLE
£

RETVRFyToayvharyhio—S5—F, 11Oy EYS

T. VirtualMachineSnapshotContent # 7> =7 &, ZDEMRICERL L
VirtualMachineSnapshot # 7> =/ MINA Y RLE T,

8.18.11.2.Web AV Y —IWTODAISA VREYI VAT T ay NOERK
Web AV Y —ILEFRALTRETY Y (VM) 2ERTZZENTEET,
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P2
REYYY2RFyTray MU UTOBEHFZBLT T RIOHDEENET,

o F—HRY1—LFLFKER) 2 —LEK (PVC) DWTFIhATRIFNIEAY
FtA.

e Container Storage Interface (CSI) RY 2 —LRF v T a v haHR—FT 3
AML=YISAKBLTWRRENHY XY,

RIEYVYZARML—VICRF Yy TVay haYR—KNLAWT 1 RIDEENZHE.
TNLZRET 2D FLEI RS —BEEBILBAVELELLI L,

1. 4 R X =21—H5 Workloads - Virtualization 22 ') v 7 L9,
2. Virtual Machines % 7% 2 1) w27 L% 9,
3. IR#E~ >~ &3#EIR L T, Virtual Machine Overview BiE 2B X F ¢,

4. RV UDRITINTWBIHE,. Actions - Stop Virtual Machine2 2 ) v 2 LTZDEIR
EXTICLET,

5. Snapshots ¥ 7% 2 1) v 7 L TH 5 Take Snapshot =2 1) w7 LE T,
6. Snapshot Name & & U'4 7> 3 > ® Description 7 41 —JIL RICAALZE T,

7. Disks included in this Snapshot #3338 L. X+ v ¥ 3y MIBHARALRAMNL—YRY 2 —4
ERTLET,

8. RIEXYVICRF vy T¥ay MIEBMTERWT 41 RI0HY., ThTEHRITTZHBEIE |
am aware of this warning and wish to proceed F v JiRvy J %A VICLE T,

9. Save &V v o LET,

8.18N3.CLITDA 754 Y REY> VR Ty T3y FOERK
VirtualMachineSnapshot # 7> = 7 N &{ER L. #7514 V{REYY Y ORET> Y (VM) R+ v 7
a3y MafETEET,

AR SR

o kiR 2—LEX (PVC) h* Container Storage Interface (CSI) /R ) 2 —LRF v F¥av b
HEHR—KNTBRAMN—VISRICHBD I EEMHRT 5,

® OpenShiftCLI(oc) Z4 Y A h—JILLTW3,

o 2Fw T ay hEERTBIREYYVOERAYDZ &,

FIR

1. YAML 7 71 JL%&/ER L. #3E D VirtualMachineSnapshot D&FIHE L V'Y —RIEY > VD
ZHEI%$§E 9 % VirtualMachineSnapshot # 7Y = 2 EHEL X T,
UFIChERLET,
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REE

apiVersion: snapshot.kubevirt.io/vialphai
kind: VirtualMachineSnapshot
metadata:
name: my-vmsnapshot ﬂ
spec:
source:
apiGroup: kubevirt.io
kind: VirtualMachine
name: my-vm

ﬂ #r#R VirtualMachineSnapshot + 7 = 7 k D &Hi,

Q Y — 2R Y DL,

2. VirtualMachineSnapshot ') V — X & {Ff L £d, X+ v 7av bO—5—i&
VirtualMachineSnapshotContent 7 7> = 7 M & {Ef L. It % VirtualMachineSnapshot
IC/X1 > K L. VirtualMachineSnapshot # 72 = 7 k ® status & & U readyToUse 7 1 —
IWRZEHLET,

I $ oc create -f <my-vmsnapshot>.yaml

1. VirtualMachineSnapshot = 72 = hAMER I TH Y. VirtualMachineSnapshotContent
ICNA Y RENTWBZ %R LE T, readyToUse 75 7 % true ICRET ZHELNHY F
ER

I $ oc describe vmsnapshot <my-vmsnapshot>

H A B

apiVersion: snapshot.kubevirt.io/vialphai
kind: VirtualMachineSnapshot
metadata:
creationTimestamp: "2020-09-30T14:41:51Z2"
finalizers:
- snapshot.kubevirt.io/vmsnapshot-protection
generation: 5
name: mysnap
namespace: default
resourceVersion: "3897"
selfLink:
/apis/snapshot.kubevirt.io/v1alphai/namespaces/default/virtualmachinesnapshots/my-
vmsnapshot
uid: 28eedf08-5d6a-42c1-969c-2eda58e2a78d
spec:
source:
apiGroup: kubevirt.io
kind: VirtualMachine
name: my-vm
status:
conditions:
- lastProbeTime: null
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lastTransitionTime: "2020-09-30T14:42:03Z"
reason: Operation complete
status: "False"
type: Progressing
- lastProbeTime: null
lastTransitionTime: "2020-09-30T14:42:03Z"
reason: Operation complete
status: "True"
type: Ready
creationTime: "2020-09-30T14:42:03Z"
readyToUse: true G
sourceUID: 35589713-73a0-4ec4-83d3-3c2df9486f4f
virtualMachineSnapshotContentName: vmsnapshot-content-28eedf08-5d6a-42¢1-969c-
2eda58e2a78d @)

Progressing JKRE®D status 7 + —IL KiZ, R+ v T3y RBERATHZHEI I %E
BELZFY,

Ready JREED status 7 1 —J)L KiZ, R+ v 7Y ay NOERTOCZANET LTWEH
EIDEEELXT,

ATy Toay NeEATIEBITITVWEIHNEINERELFT,

2y Foay b RFyTay by hO—5—THEXIND
VirtualMachineSnapshotContent 7 7 = 7 MINA Y RINZ LD ITEBELZF T,

oo ® o

2. VirtualMachineSnapshotContent !) ¥ — 2 @ spec:volumeBackups 7O/XF7 1 —%F T v ¥

L. PEINZPVCHARFTYTYay MIEFNDIEE2HRLET,

8.1811.4. Web AV Y —ILTCDRFYyTay hHLDREYTS VDETT

RET> Y (WM I, Web AV Y —ILDRFy F>ay NCRINDLUGBDREICETTEET,

FIR

222

. Y4 RX=a1—n5 Workloads = Virtualization 2 ) v 7 LZF 9,
. Virtual Machines ¥ 7527 ) vy -7 LZ¥9,
. {R*E< > v %#EIR L T, Virtual Machine Overview EE 2RI £ 7,

CARER Y UNRITINTWSBIEA. Actions - Stop Virtual Machine =27 Y v 2 LTI DER

A TJICLET,

. Snapshots # 7% 7Yy I LFEd, COR—=IICIK, RETDVICEERITONAERFY T

Yav hO—BIRTINIT,

ARV VDR Ty T ay NEETTBICIE. UTFTOWThArOAEEERLET,

a. REYYVEETIZIRICY—RELTERTZIRA Ty 7Y 3y hDIFEIL. Restore %
g9)w I LEY,

b. 2Fw 7 3w b %EIR L T Snapshot Details BiEi 4 X. Actions » Restore Virtual
Machine Snapshot #7 ) v 7 L9,



4

FEeE RiEV >

7. WEEDRY TT7v T 94>V RITRestore 7)) vy L, REYYVYAERFTYy T3y hTK
INBLUBMDREICELET,
8.18.11.5.CLICODRF Yy T ay rHhoDREYS VDET

RETSVYRFyToay haFRALT, BEOREYY Y (VM) 2L EIOREICETTEET,

AR S
e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

o LIGIDREICETT ZRBYY v OERZDZ &,

FIR

L BT REYY VOZRIS LY —RELTHERINER Ty FYay NOLRIZIEET %
VirtualMachineRestore 7 7> =V N & E&HET B7DICYAML 7 7 1 L =ERR L £ T,
PFICHZERLET,

apiVersion: snapshot.kubevirt.io/vialphai
kind: VirtualMachineRestore
metadata:
name: my-vmrestore 0
spec:
target:
apiGroup: kubevirt.io
kind: VirtualMachine
name: my-vm g
virtualMachineSnapshotName: my-vmsnapshot 6

ﬂ ¥738 VirtualMachineRestore # 7> = ¥ b D &7,
@ ETTBI—4 Y MRET Y VDAL

9 Y —2 & LTHEATY 3 VirtualMachineSnapshot = 72 = 4 k D& #1,

2. VirtualMachineRestore ') V —R & {ER LE T, RFv ISy ay bavbO—5—
I&. VirtualMachineRestore 7 7 1V NODRAF—49 X714 —J)LRAEEH L. BEOREYY
VEBEARAFTY I ay hOAVFUVICBERZFT,

I $ oc create -f <my-vmrestore>.yaml

WREE

o RETIUYNRFTYy T2 ay hTCRINZLUBOREIETINTVWES I EAERELE
¥, complete 75 7ld true ICEREINZMELHY T,

I $ oc get vmrestore <my-vmrestore>

H B

I apiVersion: snapshot.kubevirt.io/vialphai

4
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224

1]
2]
©

kind: VirtualMachineRestore
metadata:
creationTimestamp: "2020-09-30T14:46:27Z2"
generation: 5
name: my-vmrestore
namespace: default
ownerReferences:
- apiVersion: kubevirt.io/v1
blockOwnerDeletion: true
controller: true
kind: VirtualMachine
name: my-vm
uid: 35589713-73a0-4ec4-83d3-3c2df9486f4f
resourceVersion: "5512"
selfLink:
/apis/snapshot.kubevirt.io/v1alphai/namespaces/default/virtualmachinerestores/my-
vmrestore
uid: 71c679a8-136e-46b0-b9b5-f57175a6a041
spec:
target:
apiGroup: kubevirt.io
kind: VirtualMachine
name: my-vm
virtualMachineSnapshotName: my-vmsnapshot
status:
complete: true 0
conditions:
- lastProbeTime: null
lastTransitionTime: "2020-09-30T14:46:282"
reason: Operation complete
status: "False"
type: Progressing
- lastProbeTime: null
lastTransitionTime: "2020-09-30T14:46:282"
reason: Operation complete
status: "True"
type: Ready
deletedDataVolumes:
- test-dv1
restoreTime: "2020-09-30T14:46:28Z2"
restores:

- dataVolumeName: restore-71c679a8-136e-46b0-b9b5-f57175a6a041-datavolumedisk1

persistentVolumeClaim: restore-71c679a8-136e-46b0-b9b5-57175a6a041-
datavolumedisk1
volumeName: datavolumedisk1

volumeSnapshotName: vmsnapshot-28eedf08-5d6a-42c1-969c-2eda58e2a78d-volume-

datavolumedisk1

REYSVERFTY T3y PTRINBZREICETTZ2TOEIANTTLTWENED

NaEELET,

Progressing JRA&D status 7 1 —JL KiE, RIEET UDMETINTVEINE I N EIRE

L/i—g_o

Ready {REED status 7 1« — /L Rk, RETS VOET7OELZANETLTVEHNE D H

ZHEELET,



P8E RiEv v

8.18.11.6. Web AV Y —ILTCOREY VDR Ty T ay fOlIE

Web AVY—ILAFRALTEEDREYY VYR FT Yy Toay NEEIBRTEE T,

FIR

. Y4 KX =a1—H5 Workloads - Virtualization 2 ) v 7 LZF 9,
. Virtual Machines ¥ 7527 ) vy LZ¥d,
. {R*E< > v %#EIR L T, Virtual Machine Overview EE 2RI £ 7,

. Snapshots # 7% 7y  LEd, COR—=IICIK, RETDVICEERITONARFY T

Yav hO—BIRTINIT,

AR VR Ty T ay MEHIRT 2ICE. UTFTOWTRADAEEREIRLET,

a. HIR$ 2REYS VYR Ty T3y D Options X =1 — 71w o LT, Delete
Virtual Machine Snapshot % #IiR L £ 7,

b. ZF v 7Y 3w K%3EIR L T Snapshot Details B % B X. Actions - Delete Virtual
Machine Snapshot 27 ') v 7 L ¥ 9,

6. MEEDRY TT7Yv T4V KIT, Deletea2 ) v LTRFTy T3y NEEIBBRLET,

8.18.11.7.CLI CO{RE~Y> VDR F v T ay fDOlIEk

07 VirtualMachineSnapshot 7 7> = 7 M & HBIR L T, BIFEORET> Y (VM) RF vy T3 v b
HHIRTEEY,

AR

FIR

REE

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

VirtualMachineSnapshot # 72 =/ M &HIlR L Ed, R+ v F¥ayv harybho—3—
(&, VirtualMachineSnapshot %, E&ft(F 5t /- VirtualMachineSnapshotContent 7+ 7'
Ty MNEHITHIRLET,

I $ oc delete vmsnapshot <my-vmsnapshot>

2Fy T ay bOHIBRIN, CORBIIVICEIYHETOATOWAWI 2R LET,

I $ oc get vmsnapshot

8.18.11.8. BaE#E &R

o CSIRYa—LRFTyT¥avh
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ERNTEET,

DTOERICEY, RETYVERED ./ —RNIIBFHTHErHY ET,

o IBED/—KNICO—AHINRAMNL—VREICEAT BHIELH B,

o I/ —RKRHIAZDOREYYVYOT7—0O0—RICH L THEBLELINTWS,
O—AINRAMNL—VRFERTZREYVAEBITTRICE. T—9R) 2—LEFRLTEREALSZR
Ja—LD7O0—V%ERTIBENINHYEY, 70—V BIENFPRETLES, FIFRT—9R) 2—L%
FRATEZLIICRETY VEREERE §5H0, FREFHET YR 2—L%5FORETS VIE
mTEEd,

Ev b
FRHEY Y TEITO—NILICEWMICT 2580, B—F—4% KR! 2—ALICDWT, Containerized Data
Importer (CDI) (&2 O—VBFICT 4 A VMBEBAFFNICEIY Y TE T, BaIEIYHTUTELY., EZIAAN
T4A—<TVAAMEMELE T, FHMllE, T—9RY 2—AICDVWTOEFEIY L TOEHRICDWTSEL
TLIEI W,
Pz -
cluster-admin O —JL DWW —H—I(T(E, B/ED namespace B TR 2 —LDIO—
VEERTEZ LI ENMOI— ==y oay BAREICRYET,
8.18.121. O—AJIKRY 2 —LDRID /) — RAD Y O—ERK

EMERBKGERY) 2a—LEKRKPVC) D/ A—V 2R LT, REBEYS VT4 RV ERKED/ —RT
RITT2EIICRBITIBHIEHDTEIT,

RETYVYTFTARID /) — RPBEYR ) — RIERIND ZEA2ERTZICIE. FilRDOKERY 2 —4A
(PV) ZERKT BHN. FEZEYTE/ —RTENERELET, —BEOINILAZPVIGERAL. Ihd
T—HR) 1a—LTESRTEZLIICLET,
Pz -
WPV DY A XIEY—ZAPVC ERALD. FLEZNhLYEXRIATNIERY FH
ho BEPVHAY—ZAPVC LY ENIWFE, 70— VIERBEIIRKBLET,
BIRS
o RETIYUNEFTINTUVWAWIE, REYYYTARID7O0— A ERT 381IC. RE<
DVDEREYYET,
Fg

. /J—RICHFROO—AHILPV ZERT B, FhF/—RIZTTICEELTWRO—HILPV &
HELET,

e nodeAffinity.nodeSelectorTerms /X5 X —4 —% &L O—AI PV ZERLF T, LLTD
¥ =7 x A MiE. node01 i 10Gi DO—HI PV 2/ L 9,
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kind: PersistentVolume
apiVersion: v1i
metadata:
name: <destination-pv> ﬂ
annotations:
spec:
accessModes:
- ReadWriteOnce
capacity:
storage: 10Gi g
local:
path: /mnt/local-storage/local/disk1 6
nodeAffinity:
required:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:

- node01 ﬂ

persistentVolumeReclaimPolicy: Delete
storageClassName: local
volumeMode: Filesystem

PV D%&Hi,

PV DY A X, +9RMEEAEY M TEZHEIMHY T, £ TRHRWVWGFEICIK, 70—
VIBEIRKREALEF T, YA XIEY—ZAPVC ERILD. FRIEFFNRLVYERELSAITHN
XY FH A,

J—RD<o v hIRZ,

o0 o9

PV 2{Emd %/ — KDERIL

o H—y RN/—RNIIFEETSPVERELXT, HED nodeAffinity 7 1+ —JL R Z#HER L
T. PVHAFOEY 3 ZvFE3Nd /) —RERETDIENTEET,

I $ oc get pv <destination-pv> -0 yaml
LTFDRA=ZRy M, PV A nodedl ICHBZEERLTWVWET,

H A B

spec:
nodeAffinity:
required:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname 0
operator: In
values:

- node01 9
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Q kubernetes.io/hostname ¥—Tl&, /—RK%ZRBIRT27HIC/ — KRR MNE%=FH
L/ i’a—o

Qg J—RDKRR N,

2. PVIC—BOINILZEMLET,
I $ oc label pv <destination-pv> node=node01

3 UTFa8RBI3T—49RY1—LY=TTAMNEERLET,
o R D PVC % & namespace,
o BHRIOFIETPVICEAINELINIL,

e EHLPVODOHAX,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <clone-datavolume> ﬂ
spec:
source:
pvc:
name: "<source-vm-disk>"
namespace: "<source-namespace>"
pvc:
accessModes:
- ReadWriteOnce
selector:
matchlLabels:
node: node01 ﬂ
resources:
requests:
storage: <10Gi> 6

HRT—9 R 21— LDERL

Y —Z PVC D&, PVC &AD D 5HaWNEEIEE, RIS VEE
spec.volumes.persistentVolumeClaim.claimName TSR TEX 7,

Y — 2R PVC D" FE$ % namespace,
BERIOFIET PV IEMLAEZNRI,

5BH PV DY A X,

00 09O

4. TRV 1—-LYZTzRAM ISR —ICERALT/O—VIEROBEZRIRLET,

I $ oc apply -f <clone-datavolume.yaml>

F—=HR)a1—L4LlE RETO>YOPVCO/Z7O—VERED/ —REDPVICERLET,
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E8E RIEBv v
81813. DT 4 AV A A=Y %EMLTUREBRAMNL—Y%HRYT 5
BDT 14 XY A A—T% OpenShift Virtualization ICBINT 52 &ICE 2T, AMNL—VUREERLZ

Y, FiIROFT—9NN—F 4> avaFRLIEYTEET,

8.18.13.1. T —4 R 2 —AICDWVWT

DataVolume 7+ 72 = ¥ b, Containerized Data Importer (CDI) 7OV =V N TREINDZIHR Y A
)Y =T, T—FRY a—Lid, ERFERZKERY 2 —LEKR (PVC) ICEEM TN Y
R—b 20—VFEK. LTy 7O—RBEOA - AL =23V ETFTVWET, T—9 R 21—
IslF OpenShift Virtualization ICHEE I h, RET S VN PVC DERMICEHTE I EEHETET,

818.13.2. 77— 4R a—LEFEHLEZEDT 1 RV 4 A —J DEK

T—HRYA—LBRET7AINEARIIAZAL, TTOA4TBI &L, FHROEDT 1 RV A

A—UBEKERY 12— LER (PVC) ICERT 22 ENTEET,

BIRS
o 1D LEDFMBEFARERKGER) 2—LDHB T &,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIR
L 7—9RY1—LRET7IINERELTT,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: blank-image-datavolume
spec:
source:
blank: {}
pvc:
# Optional: Set the storage class or omit to accept the default
# storageClassName: "hostpath”
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 500Mi

2. UWFDOY Y REEFTLT, BOTARIAA=VHERLET,

I $ oc create -f <blank-image-datavolumes>.yami

818133. TV FL—MZEBOTARIA A= DT—HR) 2—ALFZRET7AI

blank-image-datavolume.yaml

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
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name: blank-image-datavolume
spec:
source:
blank: {}
pvc:
# Optional: Set the storage class or omit to accept the default
# storageClassName: "hostpath”
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 500Mi

8.18.13.4. BIE# &R

o EFIE|YLNTE—RAZE LT, F—9RY 2a—LBREOEXAHN T+ —T VR AALIH
9,

8.18.14. smart-cloning #EARA L7 —4% R Y 2 —LD 7 O0—V{EK

smart-cloning & OpenShift Container Platform Storage (OCS) M EJL b1 VigeThH Y., v O0— 1
M7OERDNRT7 =<V 2% T 5L DICEREFTINTWET, smart-cloning TEK L7y O—>
. RZANZRBREO/7O—-VERKEIY EELS. HEHTT,

smart-cloning ZBMICT 27DICT V2 aVaRITTH2HRIFHY FEHAN, CORKEZFERT SIC
&, A ML —YRIED smart-cloning E BN H 2 2 & 2 HRT H2HELHY XY,

KEER Y 2— LBER (PVC) Y—RTF—9 K 1—LAERT 2. 70—V ERT Ot A EE
WAL ET, BEVDIRIET smart-cloning 2 R— K20 EINMIHDDLT, 7—FKRa1—

LDIVO—VIFBICRETEET, 2L, AML—Y7O/NS ¥ —H smart-cloning I G L TW3
1BE. smart-cloning IC& /87— VR EDX Y v MHBLNET,

8.18.14.1. smart-cloning ICD W T

T —4 K1) 2—L4IC smart-cloning NETINIZE, UTFHFRELET,
L V—=ZRDKFKRY 2 —LER (PVC) DRF vy T3y RHBERINET,
2. PVCERFvTyay ML ERINET,

3 RFTvTYay MIHIBRINFT,

8.18.14.2. F—4 R Y 1 — LDV O—ERK

ARG
smart-cloning AETINZITIE. UTFTORGEIFBETT,

o 2hL—=ITONA I —ER STy T ay NaYR—NTIRELH S,
o V—ABLUVI =Y MNPVCIE, BELARNL—YISRIIERINDIUVENH D,

e VolumeSnapshotClass # 7> =V M, V—RBLTVTH—4Y N PVCOBEAICEREIND R
N—2 OS5 R%=SRTI2BEDND B,
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P8E RiEv v

FIR
TR 1 —LD/O—VIERERKY HICIE. UTFZERITLET,

L FRT—YR) 2—LDEZEH LVY —Z PVC DERETE namespace §E 9 % DataVolume =+
TV MDYAML 7 74 IIVEERLET, COHITIE, ARNL—UAPIAIRELTWS K
&. accessModes F /=& volumeMode ZIEE T 2 MEIFHY T HA, BAEIZ. BEIRIIC
HEINET,

apiVersion: cdi.kubevirt.io/vibetat
kind: DataVolume
metadata:
name: <cloner-datavolume> ﬂ
spec:
source:
pvc:
namespace: "<source-namespace>"
name: "<my-favorite-vm-disk>"
storage:
resources:
requests:
storage: <2Gi> 6

HRT—9 K'Y 12— LDAAL,

Y — 2R PVC D" FE T % namespace,

Y —2Z PVC D%,

AML=YAPI ZERLTEYETEREELE T,

HIRT—HRY) 2 —LDYA X,

0009

2. 7= RV a—LEERLTPVCOIO—VERERAIBELE T,

I $ oc create -f <cloner-datavolumes>.yami

yz -1o)
F—HRY 2 —LIXREYT VA PVC DERBIICEEI TSI & AH T2,

PVC DI O—VERHRICHIRT —9R) 2 —L%ZSRIDBREYS VEERT
TET,

8.18.14.3. BAEE#R
o T —FR) 2 —L~ADREII VT4 AV DkEERY) 2 —LER (PVC) DY O—ERK

o =FIFIUETE—REZZE LT, 79K 2a—LBEOEZIAANRN T+ —T VR EALIE
i-a_o

8.18.15. 7— NV — X DIEMR S & U EF
T—rMY =R, T=MIRBRBRARL =T A VT RATL(OS) ERFAN—REDOSDITARTD

RENBENIT,
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RBHINT—PMNY—RF, AR —F A VIV RATLDEFN—Va VICBHNICERFINET, B
FEHINLT—MNY—RADIGHE., V53R9—DTI7AILMNDRANL—=V VS RAEFEAL T, KGR
)2 —LEXR (PVC) BMERINFE T, RERICADT 7AILMDA ML=V IS RA%ERLIEGE

&, LBIOBEDA ML —Y IS RATHREINLY S XY — namespace RDBEEFEDT—4 R 12— L4
ZHIBRT B2RENDHY T,

T— MY —REEAFHAT 5I1CI&. OpenShift Virtualization DE&EHY ) —A%A VA K=ILLET,
namespace ? openshift-virtualization-os-images (& Z O#EEA BH2MIC L. OpenShift Virtualization
Operator TA YA M—ILEINFT, T— bV —RBBEZA VA M—ILLEDL, T—bY—R%EERL
TENLETYFL—MIBIYVET, TV TL— Mo REYYVEERTEET,

O—ALT7740LDOT7y 7O—RK, BEPVCOI/O—VER. LYAKMN) =50/ ViR—h, Fi
IFURLZEA L THREIND KGR 2 —LERPVO) AFERALTT— b Y —REEHZLET., Web
VY —=ILEFRALT, 7T— MY —REREBEII VTV TL—MIBYYETET, T— Y —2AHRE
RUVFVTL—=MIBEYHETONAEEIC, TUTL—bE2ERALTEROHORTLICRERTH DR
REDREYY VEERTEET,
8.18.15.2. 7— h Y —R & L T®D Red Hat Enterprise Linux 1 X—J D4 v iR— b
A X—=YDURL 7 KL X %38%E L T. Red Hat Enterprise Linux (RHEL) 4/ X—Y% J—hY—2 & L
TAVER—hTEZT,
AR M

o ARL—FTAVIIVATLA A= DHB Web b —/IN—~"DT7 IV EZADBH B, Bl 41 X—=IH

& 1% Red Hat Enterprise Linux Web R—<,

FIig

1. OpenShift Virtualization 3> Y —JILDH A K X = 2 —H 5 Workloads - Virtualization %z 7
Vv LET,

2. Templates ¥ 7% 0 ) v o LET,

3. T—NY—REBRETEIVNEDOHZRETY VYTV TL—MEEFEL, Addsource 547 w2
Lji-a—o
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4. Add boot source to template™” 4 >~ K7 T, Boot source type —&H 5 Import via URL
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5. RHEL downloadpage #%7 ') v 7 L TRedHat AR X —R—FIWNICT7IVEALEY, FAET
BERA VAN =5 —BLVM XA—TD—EIlL, RedHatEnterprise Linux D¥ o > O— RKR—
IKRRINFT,

6. ¥ > 0O— K¥ % Red Hat Enterprise Linux KYM A b X =V %4 EL 9, Download
Now ZzH7 YV v I LT, A A—=YDURLZIE—LZXT,

7. Add boot source to template” 1 ¥ KU T, #A MM A=Y DIE— L7 URL %= Import
URL 7 1 —JL RICREY {F1F. Saveandimportx 2 ) v o L% T,

MREE
T—hMNY—=2ZBF YT L —MIEBMINZEEBRTDICIE. UTERTLET,
.. Templates ¥ 7% 1) vV LXY,
2. ZDTVTL—RDIAIIHRBDF v IR—IPRRINTWE I AR LET,

DTV T L —MEFEALTRHEL{REY Y VAEKRTE XTI,
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o O—AILT74ILDT Y FO— K (PVC DIERK)

e URL ZfER L&A vR— K (PVC DYERKR)

o D PVC DY O—V{ER (PVC DIERK)

o LYZAMNY—%FEALEAVR—F(PVC DIERK)

AR

o J—KNY—X%BINY BICIE. os-images.kubevirt.io:edit RBAC O— /)L =HFD>1—H—, Fi:
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vy LET,
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1.

12.

13.

Templates ¥ 7% 1) vV LXd,

HAIITA AT BTV TL—bMD Source providerFNICH B VoI Yv I LET, D1V
RODRRRIN, TVTL—RMIREEEZEINTVWSE V—2ArHdEaRLET,

4 >~ KT Customizesource ) V%50 ) v LET,

T—RMNY—2DARITA X TOCRICDWTIREEINLIGHRAEFFA L%, About boot
source customization 7 4 > R T Continue 227 1) v 7 LT, R4~ A1 X &HmTLET,

Prepare boot source customization *—< D Define new template 27> 3> T, LI TF%Z =X

TLET,

a. New template namespace 7 1 —JL RZREIRLTH S, 7OV MEERLZE T,
b. New templatename 7 1 —JL RIZ, ARSI LTV TL—NDERIEADLE T,
c. New template provider 7 1 —JL RIS, 7 7L —hFONA 5 —DEFIEADLE T,

d. New template support 7 1 —JL RZBIRL TH S, FRT D2 HRI LTV TL—bDY
R— N DERFEERTEYAMEZBRL T,

e. New template flavor 7 1 —JL K& ZIR L TH S, ERT 2 HRY LA A —2 DA
CPUBLUXAEY —DEERBRIRLE T,

. Prepare boot source for customizetz 7> 3 > T, REIIGLTAYA VERIIBEREEET S

cloud-init YAML 29 ) T hEHRITAXLET, THUNDIBEIE. RV YT MIEYT
74 b DOFREEEBRIERINZE T,

. Start Customization= 7 ) v 7 LE¥d, hRH¥<TA4 X7OXAHAFEIN. Preparing boot

source customization R—IHNRRIN, ZDIEIT Customize boot source R—IUHRRITN
9, Customize bootsource R—T(TI&, EITHDR VY T hDODHANKRTIINE T, RV
DD T LIS, ARY LA X—IUDFIETREICAY FT,

. VNC console T. Guestlogincredentialstz2 > 3> ® showpasswordz27 ') v 7 LZET,

A4 VERELHIEmMARTIINE S,

L BTA VDA A=V DEBMNTE S, Guestlogincredentialsz/ > 3 VICRRINZ 11—

HP—Z2ELVP/XRAT—RKR%EIEEL T, VNCConsole THA V1V LZET,

HAILAX=—UDHIFESYICHEET 2 AR LE T, HEEd 53551, Make this
boot source available #%2 ') v 7 L ¥ ¢,

Finish customization and make template available” 1 > K7 T, |have sealed the boot
source so it can be used as a template ZZER L TH 5, Apply 22Uy I LZET,

Finishing boot source customization *—Y T, 7V 7L — MER 7O AN RET 2 £ TH
59, Navigate to template details % 7= (& Navigate to templatelistz2 v 2 LT, £
AILT—KNY—=ZADBERLIZARIRA AINETY TL— M ERTLET,

8.18.15.6. BAEE#R
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-create-vms
https://www.openshift.com/blog/creating-windows-virtual-machines-from-existing-images-with-openshift-virtualization
https://www.openshift.com/blog/customizing-virtual-machine-templates-in-openshift-1
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o CLI%{#H L7z Microsoft Windows > FL— DT —KkY—X & LTDPVC DEEE
o BEIRVY TS MNEFERLLET—NY—ZXDEK

e PodATHDT— MY —XDOBEENEK

8.18.16. RI8FT 1 RV DKy N TS T

BF

RETFARIDKRy NTSTWEFo/00—TFLE1a—#EEE LTOATFRAWNEF
F9., 77/0Y—FLE1—#EEIF, RedHat BRDHY—ERLNILTTY—XV K
(SLA) DR RATH Y., HEMICRETIERWI ELHY FJ, Red Hat IEEHETRE
TINLEFATIIEEHBLTVWERA, 77/0V—7LE1—D#EEIR. &F
DERHELXVWERCIREL T, AREBBETHEEDT AN TV T 4 — K\y V& 12#
LTWEECZEEZBENELTWVET,

RedHat D54 /Oy —7 L Eax1—#eEDyR— NEEICRET 23FMIE. 77/ 00—
Tl Ea—#eEDHYR—MIE 2#SB LTIV,

RIEY DV FRRBREYY VA VRSV R EFLEETITEBMELIGHIRT 25BEIC. Ry N TS 78&
VRY NP TST%TVWES, COMEEIR. 7094 LR LIC. ZITHOREBIYDVICAMNL—Y
BT Z2RENHZBEICEFNTY,

REFA R0 KRy N TS5 9§23, RETYVYOETHIIRET A RVERETY VA VAIVA
ICE|Y Y TBZENTEET,

REFARI%E Ry NPV TS 3868, REYY VOETHRICIRET 1 R7DEY Y TAEREY
VUA VAR VADLBBRTEET,

F—HRY 1 —LBLVKERY 2—LER (PVC) Dd &Ry N TS TBEUKyY NPV TS /TE
¥, AVFF—FARIDRY N TS TERFRY NPV TS TETEE A,

DIk

H
=

Ry NTSTINEREBT A RV ERBTIVICEIYE TS S, REYY VT4

TRATL—23VEERTTEEFRA, Ry N TS ITINATARIDEYHTS
NERIBR Y VTS TRATL—2 avaRFLE>ETHE. SATIAY
l/_¢/3 \/L:g%ﬁ&béfj_o

8.18.16.1.CLI AL /REBT1 RV DKy N TS5

RETY Y OEFHRIRBI I VAV RI VA (VM) KEY S TEBEOHBRIET A R EFRY T
aﬁ‘bij—o

AR

o RIEFTARV%ERY NTZ VT BLDICETHORBYY VHIBETT,

237


https://www.openshift.com/blog/creating-default-os-images-to-auto-clone-in-openshift-virtualization
https://www.openshift.com/blog/creating-a-windows-base-image-for-openshift
https://www.openshift.com/blog/automatic-installation-of-a-windows-vm-using-openshift-virtualization
https://access.redhat.com/support/offerings/techpreview/
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o Ry NTZTHRHICIDUEDT =9 R 2 —LFLIEKTER) 2 —LEK (PVC) B*FHABET
HEIVENDHY XY,
FIR
o LUTFDIAY Y REEFTLT, RETARV&EKY NTSTLET,

$ virtctl addvolume <virtual-machine|virtual-machine-instance> --volume-name=
<datavolume|PVC>\
[--persist] [--serial=<label-name>]

o AFavd-persist 7TV EFMEALT, Ky NS TINT 1RV %, KEHICT Y
YENINERETA RV ELTRBY Y VERICEML £, RIET 1 RV & KkiEHICT
TV RNTBEHIC, REYY VAELE, BREFZAEEBESL XY, —-persist 75 T AIEE
LTE. RETARV%&KRYy N TSI LY, Ry MY TSI LY TERIAYE
9, —persist 7 JIFREBT I VISERIN, REYI VA VI —T 4 RATITERI N
FtHA

o ATvarvd-setial 7TV EFHETEE, BIRLEZEHFZOXEINSNILEBMTEE
¥, Thid, YAMREIYYVYTHRY N TSTEINAEETA RV ERETZDICERIEE
To CDATVavEREELARWGE, IRNVETI7F2IVNTERY NTST73nikT—%
AR 2—ALFITPVCDARICKREINZE T,

8.18.16.2.CLI %A L/=REFT 1 RIVDEKY N7V TS T

RETY VORTHICREBI D VA VRAI VA VM) D SEY B TAHBRIRT Z2VLEDHBRET 1 XY
Ry NTPUTSTLET,

AR &M
o REIXIUNETHTHEIVEDDHY XY,

o 1DUEDT—4RY) 2a—LFIFKFKERY 1 —LEK (PVC) HFIFETRETHY., Ky M TS
TEINTVWBERENHY T,

Fig
o UTDOAVYYRAERFTLT, RETARVEKRY NTVYTSTLET,

$ virtctl removevolume <virtual-machine|virtual-machine-instance> --volume-name=
<datavolume|PVC>

8.18.17. R~ VY THRAVFF—T 1 R DER
REIIIAAXA—=VEDAVTF—TARATICEIRL, a2V TFF—LIRN)—ICRETEZE

ATEFET, RIS, AVTF—TARVEREIDVDOKTA ML =DM Y R—MLEY, —BFX b
L=YDRETY VICEREIYETLYTHIEATEET,
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BE
AKRERAVTF—T1 AV 5FRT 258, /O TavIMEBL, 7—h—/—
RICE/EABEZ Z2FREMDAHY E T, TNICLY., /—RAFETEARLARDEREED
HYFET, COBBEERRT ZICIE. LTEETLET,

e DeploymentConfig # 7>z hDTIV—=>

o HR—IOLILavVDRE

818171 AV FF—FT 1 RAZIKDWVWT

AVFF—TFT 4RI, AVFF—AXA=ILIARN)—ICOVTF—A A= LTREINSRE
IVVDAA—=VTE, AVTFT—T ARV %5FRALT, BLT A RAIA A=V EBHORET VI
BEL. ZHOREY YO/ O0—VEERTHIIENTEET,

AVTHF—T4 A7 RETIVICEYHETONEZT—9R) 2—L%EFRALTKHERY 2 —LEK
(PVC) 1A Y IR— NF B h. FhIlE—BfcontainerDisk /R!) 2 —L & L TRIEY D VICEEEIY K TS
ZENTEXT,

8.1817.11. 77— KR a—LDFERICLDAVTF—FT A RAIDPVCADA ViR— b+

Containerized Data Importer (CDI) Zf#fH L. 7—4 KR a—L&ZFERALTCIVYTF—T1 XV % PVC
IKAYR—MLET, RIS, T—IR) 2—LZKHANL—TJDRIEYI VICEIYHTE I ENTE
x7,

8.18.17.1.2. AV 7+ —7 4 XY D containerDisk R 2 —L & L TORETS VADEIY HT

containerDisk 7R ') 2 — AE—BFARRY 2 —ATT, Thid, RETUDMELEINED,. BEHT
M. FIFHIBRINIBICEEINT T, containerDisk R ) 1 — LA FDREYT Y UHIEET 2
. AVTFF—AA—=JEFLIARN)—DOTIIN, REYYVAERANTSE /) —RTHERANINE
-g—o

containerDisk 7R ) 2 — A . CD-ROM ¥ DAY EBR 7 7A IV AT ALARBIC, X3 EDRE
RARE Y VRICERLEY,

BF

F=HIFERAN/—ROO—HILRAKNL—JIL—BHICEZIATNE D, FAHARY/E
TRAMAT 74T AT ALIC containerDisk R 1 —AAFRTZ I & EHEILTE
Ao TNITEY., T—9%5RBITHR/—NIIBITTE2RLENHZD. /—RODAVTT
VAR E, REYVDTATIATL—Ya v B RYET, IHIC, /—RD
BREMIMINIIGEY. FHETICO vy RO VT RHRICTRTDT—I DRI
ERP

8.18.17.2. R VYHADAYFTF—T 1 A7 Dl

BREISVAA—=ITAVTFTF—T1RV%EZEIRL, ThEaREYY Y THERAT2RICCNEZD VT
F—=LIRARN)—=IZTY Y aTBREIrHYET, RI. TR a—L%xFRALTCIVYTF—T1
AV %PVCICAVR—KFL, CThEREBIDVICEIYY TS, FLEaAVTF—T 14 R % —BH
7 containerDisk ") 2 — A& L TRBIY D VICEHEEIYLH TR ENTEET,

AVTFF—TFTARAIADTARAIARXA=V DY AXE, AVFTFF—FTARINKRKAMNINBLYR b
)—DBRARLAV—HA XIL>THIEINE T,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/building_applications/#pruning-deployments_pruning-objects
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/nodes/#nodes-nodes-garbage-collection-configuring_nodes-nodes-configuring
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R

Red Hat Quay D% &, Red Hat Quay D#IEIT 7OA BFICER I NS YAMLERE 7 7 1
WEREL T, RALA VYA XA2EBETEET,

-

AR R M
e podman ' YA R—J)LINTVWAWEEIFA VA M—ILT BT &,

o RIETIUAA—UEQCOW2 £IERAWEROWIT N TH D Z &,

FIR

1. Dockerfile ZER LT, (R VA XA—=T%AVTTF—AA—=JICEIRLET, RETY
VA A=E, UID A*107 O QEMU TRRAEXI N, IV FF+—HOD /disk/ 74 L 27 b)) —ICE
PNBZBEIHYET, RIC, /diskk T4 L2 M) —D/IR—=Ivy > 3L 0440 ICERET DME
nHY ET,

LUFDFITIE. Red Hat Universal Base Image (UBI) 2 L THRUDERETI NS DREL SR
HZAIBL, 2EZBBDRBETR/IDscratch 1 A —V %5 FHALTHERE2RELET,

$ cat > Dockerfile << EOF

FROM registry.access.redhat.com/ubi8/ubi:latest AS builder
ADD --chown=107:107 <vm_image>.qcow?2 /disk/ 0

RUN chmod 0440 /disk/*

FROM scratch
COPY --from=Dbuilder /disk/* /disk/
EOF

‘) Z ZT. <vm_image> I& QCOW2 71 RAW XX DRI V1 X =TI TT,

JE—MDREY VA A=V %FEHAT 5ICIE. <vm_images.qcow2 %= ) E— h 1 X —
VODTLBURLICBEH]ZET,

2. AvTF—%ZEJRL, ThIZYIRIFLET,

I $ podman build -t <registry>/<container_disk_name>:latest .
3AVFTF—AXA=YHELIYZAN)—IZTyvvalLEd,

I $ podman push <registry>/<container_disk_name>:latest

AVTFF—LYZARNY—IZTLS AR WESIK., AVTFF—FT ARV EEXKBEANL—JICA VIR—MNT
DEICHEEF2IT7RLIRAN)—ELTINEEBMTIRELHY FT,

818173. X a7RLIAMNY—ELTHEATZIVYFTF—LIRAMN)—D TLS DEME

HyperConverged 1 X% A1) Y —Z D insecureRegistries 7 1 —JL K&REL T, 12U LDV F
FT—LIPRARN)—=DTLS(MSVAR—PMEEF2) T4 —) ZEHITETET,

AR

e cluster-admin O— /LA F 21— - L THYZRY—ICOTA4VTBTE,
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https://access.redhat.com/documentation/ja-jp/red_hat_quay/
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FIR

e HyperConverged H X% L)YV —RZim&EL. X2 T7RLIAN)—D—E%
spec.storagelmport.insecureRegistries 7 1 —JL KITEM L £ 9,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
storagelmport:
insecureRegistries:
- "private-registry-example-1:5000"
- "private-registry-example-2:5000"

‘D ZO—BOYYTILAE, BHARLYAN—KIANGICBEXHRIET,

8.18.17.4.  RDAFT v S
o OVFFT—FTARIVAERETYVDXKEANL—JIZAVIR—F LET,

o —BFANL—0 containerDisk R 2 —ALAFET3 REYY VAEM LET,
8.18.18.CDI DR ¥V S v FHEBO AR

8.18.18.1. T —4 K 1 —ALICDWT

DataVolume 7+ 72 = ¥ b, Containerized Data Importer (CDI) 7OY =V N TREINDZHRY A
V)Y —2RTYE, 7= R a—Lid, ERERZIKER) 12 —LEK (PVC) ICEEFITONZT Y
R— k. 20— 2ER. 5;0“7\/ 70— RBEDA—T AL —YaVvETVWES, T—FRY 21—
I lE OpenShift Virtualization (&I, REY Y VD PVC DERBIICEEI T2 & 52T T,

8.18.18.2. R U 5w FHEEICDOWT

Containerized Data Importer (CDI) TlE, REI I VA A =T DA VR—KPT7 v TO—RBRED, —
%@ﬁﬁ%%ﬁ?%k@[lﬁ?v?ﬁﬁtﬂilHr%ﬂﬁmgK@UiToC@thZT\CW

CBET—IR)1—LDV)EYR-—FFZPVCOY A XERLY A IDRY Z Y FHElGPVC %
7°I:l EYa=-vJLEd, RV 5y FEEPVC IFBRIEDTT £/ IEPIERICHBRINE T,

HyperConverged 71 X% L) ¥V — X M spec.scratchSpaceStorageClass 7 1 —/L KT, RV Z v F
MHIFEPVCEZNA Y R BDICERAINZANL—Y IS REERTEET,

BEINKAMN VIS ADBYISRAY—DARNL—V I SRIC—BLAEWVWES., V5RAY—ICEERS
NEETIAIVRNDARN L=V IS AMERAINET, V7S3RAY—TCTEEINEZTIFILIMDARNL—Y
PS5 AN WES, TODV XA PVCOTAEY a Vv JILFERAINZAN L=V IS ANERS
nEd,

s SEaC

CDI Tk, TDT—HF R 2a—L%EYR—NT2ZPVCDIEFEEEBDHT, file R 2—A
E—RABREINTWVWBRIZy FRENMBETY, tdD PVC A block R 2 —LE—
RTHR—IMINBZIHEE, filedR)2—LE—RPVCAESOEEY 3=V I TEBRN

L—YOSREERTIDUENHYET,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-importing-virtual-machine-images-datavolumes
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-create-vms
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Feg Oy a=—ry

AMNL—=VU S ADBRRWNGE, CDIEA X =Y DY A ABHIC—RT 27OV PDOPVC =FAL
F9., TNHDEHIC—HHT B PVC A RRWIFE, CDI A VR— b Pod (@174 PVC A FIEABEIC A4
2F T, FEYA4 LT MERED Pod %5&H# T 9 % £ T Pending IREEICARY X7,

8.18.183. RV S v FAl A E & 4 5 CDIE1E

Type HH

LYZANY)—DA viR—h CDIEA A=Y BRI Sy FREICY I yO—R
L 1 X=Y 774 ERDIFZDICLIY—%
HMHETIBENHY ET, TOHE, raw T 1 XV
LTI B72DITA A=V 7 74 )LH QEMU-img IZE
IhET,

AX—=SO7y7a—R QEMU-IMG (Z STDIN DA N EZIF AN FEA,
bUIl, 7y 7O—KRT4 X=VF, BBRDLD
ICQEMU-IMG ICEINDEIICR YV T v FREICE
FINET,

T—HATINFAXA=FDHTTP A ViR— b QEMU-IMG I&, CDIA Y R—b T B7—H1 TR
DB EEDHLEFE A, 1 X—TH QEMU-IMG
IGEINZEIICT—hA TIE@EBRIh, RISy F
HFICREINE T,

FEEINIA A= DHTTP 4 ViR— K QEMU-IMG D EREE A BWUICAIB L FHA, 1 X —Y
M QEMU-IMG IEI N BREIICRA Y 5 v FREEICR
FIh, BIEINET,

HRAH LFEBAZED HTTP 1 Y iR— b QEMU-IMG [ HTTPS T RIRA ¥ D H R Y LEE
BZ4BEICMELEFEA, RDYICCDIK, 77
A I)V% QEMU-IMG ICETRIICA A=Y %2R T 5y
FHEHICY Y yO—RLET,

8.18184. A MNL—C VS ADESE

spec.scratchSpaceStorageClass 7 1+ —JL K% HyperConverged 1 X% L)V — X (CR) IZEEINT %
ZEL&Y, RV Ty FHEESEEIY BT BHEEIC, Containerized Data Importer (CDI) AMER$ % 2 b
l/_°/“7 52%%%?3 i-a_o

AR

e OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

FIE
1. WFoa~x > K%&3E1T7L T, HyperConverged CR %#R&EL £,

I $ oc edit hco -n openshift-cnv kubevirt-hyperconverged
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2. spec.scratchSpaceStorageClass 7 1 —JL K% CRICEML., EZ TV T AY—ICFETSHA b+
L= 0 S ADERICERELET,

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
spec:
scratchSpaceStorageClass: "<storage_class>" ﬂ

‘D AMNL=YIS2EEELRWSEE, COIFREINTVRXERY 2 —LER (PVC) D
AMNL=U0SR%FEALET,

3. T7#IVNDIT 449 —%FFLTHT L. HyperConverged CR #E#TL £ 7,

8.18.185.CDI "Y' R— F 2 M) v I R

CORKMNYYIRIZEIVRRA VMR LTAYTUYYA TOHR—MNIN3 CDIBEIRRTIN
T, INODOBREICIER Y Sy FREEIMVETT,

aAvFvvs HTTP HTTPBasic®® LYZRMY—  F7yv7FO—k
17 E
KubeVirt v QCOW2 v QCOW2** v QCOW2 v QCOW2* v QCOW2*
(QCOW2) v GZ* v GZ* v GZ* 0Gz v GZ*

v XZ* v XZ* v XZ* 00 XZ v XZ*
KubeVirt v RAW v RAW v RAW v RAW* v RAW*
(RAW) v GZ v GZ v GZ 0Gz v GZ*

v XZ v XZ v XZ 00 XZ v XZ*

s HHR— NI hBRE
O K — b ThAanigeE
* 295y FEEBHNYLE

BNRY LR REBIGEICR I Ty FRENBE

8.18.18.6. BAE &R
e WO Ya=-vs

8.18.19. kR 2 —LDEBEFIH

BrIcoEYaz v IhkckER) a—4 (PV) ZBHAETZICE. FTRY 2—L%2E0INT S0
ENHYET, hITE, AMNLV—VRBREELZBFATESLDICPYZHIRTZ2HLENHY FT,

818 10.1.#NICTOEY a = v xnikERY a—LDEUCDOWT
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#about_dynamic-provisioning
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KGR Y 12— L4 (PV) ZEINT B8, PV O/RA ¥ REKFRY 12— AZR (PVC) ASMIRL. PV %
MR LET, BEREAZR N —YICLo TR, HAR ML —VAFETHRT ZRENH BIBADH
L) i’a—o

RIS, PVREABHAL, ER2E0OPVAERTEET,

BHICOEY 3 =Y 3N 3 PVICIE, BEIXIC Retain DAY (reclaim) RY ¥ —HRETYE, Ihh
BRWEE. PVIZPVC APV DSD/NA >V RERFREFIC failed JREEIC Y F 3,

BE
Recycle EUX7K ) & —I& OpenShift Container Platform 4 TIZIEHR LR > TVWE T,

8.18.19.2. #MICc O a v X hizkEERY) 21— LDEIY

KR Y 2 —LEKR (PVC) DN v REFRIRL. PV ZHIRRL TEMICTOEY 3 v JIhickimh
Ja—LPV)ZEIRLET, HEX ML —V2FHTHIRT Z2LEN N HDHELHY T,

BHICOEYaZ IS PYORRAEIE, BERELDZANL—VILL>TERYEY, TDOF
JETIE, AML—=VICIGLCTHRIRA AT BUELNHDEEMEOH D —BHW LA E=RLET,

FIig
1. PVOEUNAR! > —d" Retain ICEREINTWS I EAEELET,
a. PVORIUNARY > —%5MALET,

I $ oc get pv <pv_name> -0 yaml | grep 'persistentVolumeReclaimPolicy'

b. persistentVolumeReclaimPolicy 7' Retain IR EINTWVWAWESE, LTFTOOT Y KT
BUNRY) S —%iRELX T,

I $ oc patch pv <pv_name> -p '{"spec":{"persistentVolumeReclaimPolicy":"Retain"}}'
2. PVEFERALTWSR )Y =AW &%/ LET,
I $ oc describe pvc <pvc_name> | grep 'Mounted By:'

PVC 2T 5V —RZEIANTHIFRL THSMHFL T,
3. PVC ZHIBR L TPV ZBHRL X7,

I $ oc delete pvc <pvc_name>

4. 73V PVEREEYAML 7 7AIIVICZ O AR—KFLFT, COFIEORETHERNL—
VEFHTHIRT 2%B81F. COREEZSBLTKELEIV, ZDT 74T spec/NF X —
H—AR—AELTERL, PYORWNEICEACANL—VERETHBREPY AEKTH2EHT
xFd,

I $ oc get pv <pv_name> -0 yaml > <file_name>.yaml

5 PVZHIBRLE T,

I $ oc delete pv <pv_name>
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6. 273V AMNL—VH4TICEoTE HERMN L=V 72V —DREEZHIRT 2HED
HoBGENHYET,

I $ rm -rf <path_to_share_storage>

7. 77 a v HBRINALZPVERBLCAMNL—VEREAFERTSE PV AERLET, @RI ML PV
BEETTICTVRAR—RNLTWBIEE, TOT7 714D spec /N7 XA —49 —%FHHPV =
TTRAPMDR—RELTERTBIENTEET,

L

pa
FEDHREEZOET ZICIE. FRMPV ATV MIBIBRINEZEDEFER
2RAMEFYETEIENHRINITT,

I $ oc create -f <new_pv_name>.yam|

BEE R
o RIEYI>OO—AIRAML—IDERE
® OpenShift Container Platform Storage K¥ a2 X ¥ MIId, KA ML —2 [TDVWTDFMIE
BHAEHINLTVWET,
8.18.20. T — % R ) 2 — L DHIFR
oc AXYRIA VAV I—T A R%FERALT. 7—9 R 2—LZFHTRIRTEIT,

L

pa
R~V ZHIBRY BRI, ChAERT 2T —9 R ) 2 —LIRBFMICHRINE
-3—0

8.18.20.1. 7—4 KV 21— AICDWT

DataVolume 7+ 72 = ¥ b &, Containerized Data Importer (CDI) 7OY =V N TREINDZIHRY A
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N (PVC DAERR)
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B4

URL (HTTP & 7IE HTTPS TV K
KAV M EHRLTIVYT VY%
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JSAY—TT TICHIERRER
PVC 2R L £ 9,

75249 —THEAERBEED
PVC A#ZIRL, coyO—Vuk
BLET,

AVFF—L VAN —%FARAL
TaAvFoYEAVER—NLE
ER

ISRAY—DLTIEATESL
JAN)—=IIHBAVTF—DH
aAvFvYeE7y7O—RKLE

¥, AVT+H—T4 AVIE. CD-
ROM »—BH MR~ > Vg &
DOHEAMYERT7 7AWV RT L
ICOMERT2RENHY £,

T4 AU DAREL, T DEBIICIE,
INXF (a-2). BF (0-9). /N1 T
VE)BLUEYER () EEDD
ZENTE, RRK2S3XFEAFEA
TEFET, RUERBOXFIFE
HFICTDRENHYET, 2D
BHENCIF. KXF, AR—2Z, &
IS XFAFERATEEEA,

F 4 25 DY A X (GiB B,

FARIDY AT, fl:Disk 7=
(& CD-ROM

FTARITNAZADIA T, H
R—=bINBZA VI —T MR
I&, virtlo. SATA. LU SCSI
<9,

T4 R DERICERINZ R b
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£ =R

Advanced — Volume Mode

Advanced — Access Mode

A ML= DFMERE

B4

KR 2a—LBTF+—T v~
NEZ774IVY AT LT IE raw
Oy VREEFERTINE DD
HEEELET, 774N
Filesystem TY,

KR 2a—LDT7 IV ERE—
Ko Y R—FINBT7IERE—
R{%. Single User

(RWO). Shared Access
(RWX). & & U'Read Only
(ROX) T,

UTDOR ML —Y D% EIE. Blank, Import via URLURL. & & T Clone existingPVC 74 29 T

FIATEEYT, INODNRTA—F9—R@EAT>aVTE, INLDIRTA—F—%HEBELRVESE. ¥

>

27 IslE kubevirt-storage-class-defaults 58 €< Y 7O 77 # )L MEZFER L £ 9.

A)a1—LE—FK Filesystem

Block

TOEBAE—NR Single User (RWO)

Shared Access (RWX)

Read Only (ROX)

9.1.7.4.Cloud-init 74 —JL K
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T77ANWNYRTLR=ZDRY) 2—LTRET 1 R
VERELET,

JOv IR 2a—LTRET A AV EEERELE
T, EBELRDIZAMNL—IUDYR—NLTWBES
iZ. Block #FHL %9,

TARVIBE—/—RTHANY/FEERAHELTY
DY RTEET,

TAAVIIHEZKD /) —RTHRARMY/EZAHEL
YOV hNTEET,

P
IniE. /- FEOREIY YOS

A TRATL—>aviheEn, —5
DHEBETHEICRY £,

TARVEEEL D/ —RTHRAMYERELTY
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E2:T) tEA
Hostname REYY VD EDRANEEZRELET,
A I N/ SSH ¥ — R18< > > D ~/.ssh/authorized_keys ICIE—3h

31— —DORRK,

HRILRDY) T oF T aviE, AAY L cloud-init 7Y 7 %
BYRITE 74—V RICEEH®RZFT,

9.1.8. A& IEHR

® SR-IOV Network Operator ME&E

o JT—hY—ZXDEHSELVEA

92. R VTV T L — NDiRE

R YFYTL—hME, WebAYVY—ILTYAMLIT 4 9 —DFMARBREARET 2H,. T
Templates § 7THRY LTV TL— M aZBIR L., WEAREAEEB2ZEELTCEFTEET,

9.21.Web OV —ILTOREY> VTV T L — MNDRE

B&ET 2714 —ILNOBEICHZERETAAV%EY )y I LT, Web AV Y —ILDRBY> VYTV L —
b DEIRY B 1E (select values) ZiRE L F9, ftDfEIF, CLIZFERALTIRETE XY,

SRIVET/)TF—Yavid, ERIICEEIN/-RedHat 7V T L— N EDRY LREBYY VTV T L —
NOBAICDODWTIREINE T, TOMODIRTODEIF, 21— —D RedHat TV FL—hFI1E

Create Virtual Machine Template” 1« #— R&EZFRA L TER L7 AR Y LRBY> YTV FL—RIC
DVWTOHREINIT,

Fg
1. 4 KA =a1—H5 Workloads = Virtualization 2 ) v 7 LZF 9,

2. Templates ¥ 7% 0 ) v LET,

3 REBYIUTUTL— R EERLETY,

4. VM Template Details¥ 7% 2 Y v I LE T,

5 $RET7A V%V )y ILT. 74—V RZREAREICLIET,
6. EEITZLEEZMA, Save 2V ) v I LET,

REYYTFYTL— M NDREIEE., TOFTFY L —MNTITICERINZREYY VICEEEES 2 F
A,

9.22.Web AV Y —ILTORETLVFVTL— N YAML 2 EDIRE

Web VY —ITREYY VYTV TL—RMDYAMLEBE.RRETEF T,
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—EDINSA—H —ILTETETFHA, EMRBRETSave 52V v I §BE, T5—AyvtE—ITE
BTIXRWNASA=—H—PREBINZET,

P
' WEFICYAMLEEA  SBNS &, REICH L TMAZLZEEARYBEINIT,

FIR

1. OpenShift Virtualization 3>~V —JILDH A K X = 21 —H 5 Workloads - Virtualization %z 7
Vv LET,

2. Templates ¥ 7% 0 ) vV LET,
3. 7L —b%EEIRL T VM Template Details BE %X £ 7,
4 YAML 9 7% 20y 7 L TRETREGREEZRTLIT,
5 774 &wEL. Save &V ) v I LET,
ATV NOBEFHINN—YaVvESEET., YAMLEENP EREILBEINCI L ERTHRA Y
E—IUDNRRINZET,
90.23.RIEYI VYTV TL— MADIRET 4 XU DEM
UTOFIEZERALT RETA RV E2RBYY Ty TL—MIEMLEY,

FIR

1. ¥4 RX=21—H5 Workloads - Virtualization =2 ') v 7 L £ 7,

2. Templates ¥ 7% 0 ) vV LET,

3 REYI YT —MEBIRL T, VM Template Details BIE %2 X £ 9,
4. Disks# 70w LET,

5. AddDisk 7 1 ~ KU T, Source. Name, Size. Type. Interface. & & U Storage Class %=
EBELEY,
a. 4 7>av:Advanced —ET. RET 1 X7 D Volume Mode & & U Access Mode % 15
ELET, INLDNFT A= —%BELLRWGE. ¥ X7 Al kubevirt-storage-class-
defaults 52 E~ v 7T 7 4+ )L MEAERAL £,

6. Add=2 v I LEY,

924. XY NT—OA V=T x4 ADREY VYTV T L — MADEM
LTOFIBEAERLT, XY NT—DA VI —T A RBRETVFVTL—MIEMLET,

Fg
1. 4 KA =a1—H5 Workloads = Virtualization #2) v 7 LZF 9,

2. Templates ¥ 7% 0 ) v o LE T,
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Fos R VTFVTL—F

3 RExTI YTV —MEBIRL T, VM Template Details BIE %2 X £ 9,
4. Network Interfaces¥ 7% 2 1) w7 LZ 9,
5. Add Network Interface# 7)) v o7 L9,

6. Add Network Interface V7 1 VY KU T, XYy NT7—9 A4V —T 4 AD
Name. Model. Network, Type. & U MAC Address #18E L £7,

7. Addz2 )y LET,

9.25. 7>~ 7L — N®D CD-ROM DiRE
LTFTOFEAFEHRALT, REEY> YT T L—MDCD-ROMEERELZETT,

FIR

1. 4 KX =Za2—H5 Workloads - Virtualization 227 v 7 LE ¥,
2. Templates ¥ 7% 0 ) v LET,
3 REYIYTFYTL—MEBIRL T, VM Template Details BIE #FAZX £ 9,

4. Disks ¥ 7% 1)y LE9,

5. #R% 9 % CD-ROM @ Options X =1 — 91w oL, Edit #BRL 9,

6. EditCD-ROM ™7 1 > R T, Source. Persistent Volume Claim. Name. Type. &LV
Interface 71 — /LN ZRELE T,

7. Save AV v U LZET,

O03.REv>VFVTL—MNDERYY —X0OEMIL
NI —TVREBALEIESEHIC, RETYVICIECPURED/ —RODERYY —R 452252
ENTEET,
931 EFEHY—RITDWT
RS VOER) Y —RA5BWTBEE. REYY YO —70— Rt 7O A TCHEAI LA
WCPUTRTYVa—I)LInxd, ERAVY—REZFEHTZHIET, RETDVONRNT74—T VR EL
AT —DFHDBEEZREIFTZIENTEET,
9.3.2. HiiRS: 4

e CPUTR—Yv— @/ —RKBEINZRELAHYET, RETIYOT—o0O—RERY

Ta—)LYBHENII. /— KIZ cpumanager = true SRNILAREINTWE Z EEMIALET,

933. kMY VFVTIL—MNODERY Y —XDOBEMIL

Details # 7 CIRE~Y> VTV TL—MNOERYY —R&F#MCTZIENTEET, RedHat 7V 7
L—MNFEEED14F—FE2FERLTERINZRETS VIE. EEOY Y —XATEMICTEZEY,
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FIR

1. 4 RAZa2—n5 Workloads — Virtual Machine Templates= 2 Y v 2 LZ ¥,
2. IRIE~Y> YT L — MEREIRL T, Virtual Machine Template Overview¥ 7 =B X £ 7,
3. Details ¥ 7522y o LEY,

4. Dedicated Resources 7 4 —JL RORAIIH ZERETA A% Y 1) v - LT, Dedicated
Resources 714 Y KU Z=HZTZE T,

5. Schedule this workload with dedicated resources (guaranteed policy)% &R L £ 7,

6. Save =2 )v o LZET,

9.4. RV F v TL— ~DHIKR
Red Hat RIEY > v 7 L — MIHIRTEEFE A, Web AV YV —ILEFEAL TUTZHIBRTE £,
® RedHat 7V 7L — M SHERINBREY TV TL—FH
e Create Virtual Machine Template” 4« #'— N ZFEHA L THERIN AR Y LR VTV
TL—h,
9.41.Web IV YV —I)LTOREY> VTV T L — hDHIR
RET VTV TL—N2HIBRT 2, RETY VTSR =D OXRGMICEIBRINE T,

pa )

Red Hat 7~ 7L — k. ZF7-I& Create Virtual Machine Template” 1 #'— R & L
THERINREBYY YTy T L — MEZBIBRTE XY, Red Hat MR T 2 FHIICKTE
INERBY VT TL—MNIHIBRTEEH A

FIE
1. OpenShift Virtualization 3> Y —JILDH A K X = 2 —H 5 Workloads - Virtualization Z 7
Vv LET,
2. Templates ¥ 7452 ) v o LET, REYY YTV TL—MN2YIKBRT2BENRAEERIRLE
_a—o
]
H
o HIffRT 2TV L — KD Options X =2 — %2 1) w2 L., Delete Template % &R
L/ i’g—o

o FVTL—bM&%% Y v % LT Virtual Machine Template Detailsi & % 5 X. Actions -
Delete Templatez= 2 ') v 7 L& 7,

3. MEEDRY TPy T4 RIT, Deletea9 ) v L. V7L —MakiGERICHKRLZE
-a—c
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F1O0ESATATL—>3ay
BIO0OESATI~VA4 L —>3ay

10.1LREY VYDA T4 7L —>a Yy

10115474 7L—>3avii2WT

SATIATL—yavid, RE7—/70—-RFLRT7I/ERAICXEBEAS 232 4L, 2ITHORE
RVVAVAIVRANVNMD 29 529 —ADRD / — RIZKTT 270X TY, VMI A LiveMigrate
IEYVYI VAN TV —%FATR5E8. VMINRERITINE/ —RKPXVYTFUVRAE—RNIIRZEB
FMICRITINET., BITTDBVMIAEBIRL T, 47X M 7L -3 Vv FECTHIBTSAIEETE
9,

RIE< > >~ Tld, #H ReadWriteMany (RWX) 7 7 2R E— R&EFDXKER ) 2 —LEKR (PVC) DF A
ITRATL—Y 3 VAR ETY,

pa )

>4 7341471 — 3 viE HyperConverged Cluster 24 L') Y —X (CR) T
sriovLiveMigration #857' — A BMICIN TV BIHEICDHA, SR-IOV Xy kD7 —2
AVI—T A ALERINTVWBRETY Y THR— NI E

¥, spec.featureGates.sriovLiveMigration 7 1+ —JL KA' true ICEREI N TW 315
&. virt-launcher Pod |& SYS RESOURCE #ge & £ICEITINZE T, LY., &
Fa1)T4—DLNILMETT SAEEELHY T,

1012. 54 74 0L—>avD7 9 AE— ROEH

SATIATL—2a M EICHEEET %101, ReadWriteMany (RWX) 77 2R E— RA&FERT 5
ELhHYET, BDEISLT. UTFTOFIBT7 7 ERE—REBHLET,

FIR

o RWXT7VERE—RNARETSICIE, U TFDocpatch Y Y REEITLET,

$ oc patch -n openshift-cnv \
cm kubevirt-storage-class-defaults \
-p '{"data":{""$<STORAGE_CLASS>'.accessMode":"ReadWriteMany"}}'

B I #R:
o RETIUVAVRYIVADBID ) — RADFIT
o SATITATL—avDFIR

o AMNL—o7O77A4INDAHRIYTAX

102. 5474 7L—2aVDHRELTI A LTI K

SATRATL—2aVOHRBEL VYA LT I MEBERAL, BT7ORRICELZEBHI VST RY—IC
MBS RWEDICLEFY, HyperConverged 124 L)Y —R (CR) ZfREL TINLDERELTVE
-a—o

1021. 247347 L—aVvOHEIREL YA LTV MDRE
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openshift-cnv namespace IC# % HyperConverged 1 X% L))V —R (CR) #EH LT, 75 R 49—
DZATIATL—2aVDFIREL VIS LTI NERELET,

FIE
e HyperConverged CR ZfR&E L. MEBERTZA TIA L —2a VRS A—49—%EBIMLET,

I $ oc edit hco -n openshift-cnv kubevirt-hyperconverged

BEIFANDY VT

apiVersion: hco.kubevirt.io/vibetai
kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
liveMigrationConfig: ﬂ
bandwidthPerMigration: 64Mi
completionTimeoutPerGiB: 800
parallelMigrationsPerCluster: 5
parallelOutboundMigrationsPerNode: 2
progressTimeout: 150

‘D ZDOHITIE. spec.liveMigrationConfig B25IICIZ R 7 4 —IL RDT 7 # )L MENE T ZF
EP

R

F—/BEDORT7ZHIFRL. 774 I)L%{&%EF L T. spec.liveMigrationConfig
T74—=IVRDFTT7#I) MEEETTEEY, =& 2. progressTimeout:
<value> % Hlfk L T7T 7 # )L b @D progressTimeout: 150 28t L £ 7,

1022. V SR =2 DA TIATL—2 a VDRIRE LTI A LTI b

KI0ABIT/INS A =4 —

T4
parallelMigrationsPerCluster 75 X4 —Tiif7 L TETINDHBITDH, 5
parallelOutboundMigrations J—=RZEDTI MY ROBITORAE. 2
PerNode
bandwidthPerMigration ZNZENOBITOTEE (MiB/s). ol
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T4k

completionTimeoutPerGiB BN ZORBARICKRT LAWESE (BALIEXEY— 800
D GB H=Y OWE)., BITIFMYUBINET, L&
ZIiE, 6GB A EY —AF ORI VA VRIVR
&, 4800 MAUCHKITERT LAWHBEICI A LT D
b L &% 9. Migration Method #* BlockMigration
DFBE. BITTD2T1 R0 A XFFHEICED S
nx7d,

progressTimeout XE)—DIE—DEH N OBERERN (WEA) IR 150
LNRWGEIC. BITIIRYBEINET,

1L T74I)MEDOIFEFIRTY,

103.RETI VA VRIVADD ) — RADFBIT

Web AVY —ILFIECLIOWINOTIREYY VA VARYIVADSA TIATL—3a vy aEFT
BItA L E ¥,

1031 Web OAVY — I TDREIS VA VRIVIADSA TIA T L — 3 DA

EITHDREII VA VRIVRAEDZAY—HDRD /) —RICBITLET,

pa 3]
Migrate Virtual Machine7 7> 3 Vi3 R TOI—HF— I L TERRINFTTH. R1E
RUVDOBTERATEZORERELI—F—DAHERY FT,

FIR

1. OpenShift Virtualization 3>~ Y —JILDH A K X = 21 —H 5 Workloads - Virtualization %z 7
Vv LET,

2. Virtual Machines % 7% 2 ) w27 LZ 9,

3. COEEISBITERIBTEEY, CNILLY, 1DDEETEHOY Y VIIRHLTT7 I3
VEEFTTBRIENLYRZICAY TT, F/lE. Virtual Machine Overview HE D S{RE~
DUEELETBEIEHETELZT, ZDHFA. BRINLREYY VOREARGFEMIER %= R
TXZEY,

o RITLUDKRED Options X =1 — %% v Y L. Migrate Virtual Machine % &
RLET,

o RIEEY> V&%) v L. Virtual Machine Overview Bl %#Fd X, Actions —» Migrate
Virtual Machine 22 v 2 L9,

4. Migrate =7 ') v 7 LT, RIEEYY VU ZRID/ —RIZBITLET,
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103.2.CLITDREIYY VA VRAIVADSA TIA T L— 3 VDR
4 5 24 —|C VirtualMachinelnstanceMigration 7 7> = 7 % {E L. REEXI VAV RAI VYV ADE
AIESRLT. ETHOREBID VA VRIVRADSATIATL—2avERABALET,

FIR

. B1T92IREY Y V1~ R4~ ZD VirtualMachinelnstanceMigration 3% 7 7 1 JL % {ERX L
9, vmi-migrate.yaml & Z DAY £9,

apiVersion: kubevirt.io/v1
kind: VirtualMachinelnstanceMigration
metadata:
name: migration-job
spec:
vmiName: vmi-fedora

2. UTFOAT Y REERFTLT VFRI—RIKATI IV b aERLEFT,
I $ oc create -f vmi-migrate.yaml

VirtualMachinelnstanceMigration 7 7> = 7 M, RIEXS VA VRV ADZATIA L —2 3
YENVA—-LEY, I0FTVY ME FETRRINBRWES, REYS VA VY RY V ANET
FTHBRY ISR —ICHFELET,

B E I #R:
o REIIUYAVARIVADZATIA T L —2avDEZSY—

o REYYYAVYRIVADSATIATL—vavORYBEL

104. RS VA VARIVADSATIATL—3VyDEZY —

Web AV Y —ILFLIECLIOWITNOTREIY Y VA VRAIVADSA TIAT L —avDES %
:E:'y_t:‘%ia—o

10.41.Web AV Y —I)LTOREI VA VAIVADZATIATL—2avDES
5 —

BiTHIEH, RET > VDR T —4 R Migrating IR Y £9, ZDRXFT—4 XIE Virtual Machines
HTILRRIND D, FIERITHRDRIET > > D Virtual Machine Overview BIEICKR R INE T,

FIR

1. OpenShift Virtualization A~V — )LD 4 K X Z a1 —7H 5 Workloads - Virtualization % %
Vv LET,

2. Virtual Machines % 7% 2 1) w27 LZ 9,

3. IR#E~Y > v &3#EIR L T, Virtual Machine Overview BIiE 2B X F ¢,

10.42.CLITODRET VAV AIVADSATIATL—avyDEZY —
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RV DOBITDRT—4 XL, VirtualMachinelnstance :3E® Status IV R— XY MIREIN
F9,

FIR

o BiTHDRE~YI VA1 VRAY VA Tocdescribe vy RAEFHLFT,

I $ oc describe vmi vmi-fedora

H A B

Status:
Conditions:
Last Probe Time: <nil>
Last Transition Time: <nil>
Status: True
Type: LiveMigratable
Migration Method: LiveMigration
Migration State:

Completed: true

End Timestamp: 2018-12-24T06:19:427

Migration UID: d78c8962-0743-11e9-a540-fa163e0c69f1
Source Node: node2.example.com

Start Timestamp: 2018-12-24T06:19:35Z

Target Node: node1.example.com

Target Node Address: 10.9.0.18:43891

Target Node Domain Detected: true

105. RIS VAVRIVADSATIATL—avORYEL

RIS VA VRIVRETD ) — RICERTEDICSA T4 L —avaRYETIENTER
-a—o

Web VY —=ILELIECLIOWITNHATSA IIXA T L—a Vv ERYBELET,

10.51.Web VY —ILTDIREITI VA VRYIVADSA T4 T L — 3 VOEY
HL

Virtualization — Virtual Machines ¥ 7D &R~ >~ IT#H % Options X =21 — ZfEA L TRE
RVVAVAIVADZATIA T L —2 3 v ERYBETH, F7<IE Virtual Machine Overview ElH
DIRTDHY T THATTRER Actions X Z2—HDMS5ZNERYBEITIENTETET,

FIR

1. OpenShift Virtualization 3> Y —IILDH A K X = 2 —H 5 Workloads - Virtualization %z 7
Vv LET,

2. Virtual Machines % 7% 2 1) w27 LZ 9,
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3. COEEMNLBITERYBTIIENATEZEY, ThilLY, o Vit LTTZIYa Yy
HERITITDIENLYRZICHY £9, F7zl. Virtual Machine Overview BE N5 I & E
TTEFET, TDBE. BIRINLREYTY VOBEMNALERSHRAMIATTET,

o RIETVDRED Options X =1 — %% 1) v % L. Cancel Virtual Machine
Migration Z#IiRL £ 9,

o (RAET I V% EIR L T Virtual Machine Overview E&E % X. Actions » Cancel
Virtual Machine Migration 27 ) v 7 L £ 9,

4. CancelMigration 27 ) v 7 LTRETS VDA TXA4 L —2a v ERYBELET,

105.2.CLI COIREBT S VA VY RIVADSA TIA T L —avOBYEL

%47 ICEEST 1 5 17z VirtualMachinelnstanceMigration = 72 = 7 MBI L T, RET>Y VA4 U R
BIADZATIATL—2avaERYBLET,

FIR

o SA4J73A4 UL —>3v% MY fi— L% VirtualMachinelnstanceMigration + 7> = 7 b % Hl
BRLEY., ZDfITIE. migration-job AFERINTWET,

I $ oc delete vmim migration-job

106. REYLVYDIEI I VAN T —DERE

LiveMigrate TE > a Y XA N7V -, /—RDBA VT FURREICARDZ D, KLY (BBR) Ih
DHBAIRETS VA VR VAN INAEWVWEIICLET, COIEYV Y I VAN TY—%HFD
RETVAVRIVADSA TIATL—arhBo/ —RICHLTITFHhbNE T,

10.6.1. LiveMigration TEV > 3 Y R NSTIV—TDHRY LRET S Y DFERE

LiveMigration TE V> 3 VR NS TV—EHR Y LREYS VY TOHERETI2HELNHY 9, Hi@
TUTL—RMIE TIANRTIDIEI Y a VARSI TY—DNEREILTVWET,

FIR

1. evictionStrategy: LiveMigrate + 7> 3 v %, R~V VE&ET 7 1 )LD spec.template.spec
/v avIGBMLEYS, ZDFITIE. ocedit %A L T VirtualMachine 3% 7 7 1 JL D
BETBRA-RY NEEHFLET,

I $ oc edit vm <custom-vm> -n <my-namespace>

apiVersion: kubevirt.io/v1
kind: VirtualMachine
metadata:

name: custom-vm
spec:

template:

spec:
evictionStrategy: LiveMigrate
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2. BHAAEWMICTHOIREY Y VAEBRSLET,

I $ virtctl restart <custom-vm> -n <my-namespace>
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BNE/—RFROXVTFUR
NL/—RDAVFTFVRITOWT

N1L/—RDAYTFVRAE—RIZDOWT

ocadm 1—7 1 ') 7 1 —F /= |& NodeMaintenance 1 A ¥ L)YV —X (CR) ZEAL T/ — K& XY
TFHFVRAE—RICTBIENTEZET,

J—=RKDBX VT F U AREILRDE, /—RIZERT Y 2—IL/RADY—I DT TS5, /—KHvb
TRTCDREIIVBLPPod B RL A > (fER) SNE T, LiveMigrate TE Y3V A NS TV —
EREODRETI VA VRAIVADSATIATL—ravid, Y—EADRKDbNB I ERKETINE
To CDIEYVYAaVAMNSITI—WET 74N NTHBT Y IL— MO SERINBRETY Y THRE
INFIN, WRILREID VDOBEICEFETREINILELNHY £T,

IEYVYIaVANSTFI—DRWMREIY Y VA VRAI VYRGS vy ¥ LET ., RunStrategy #°

Running % 7z|& RerunOnFailure ORE~< > VIZRID / — KTHER I X T, RunStrategy »°
Manual ORE~ > VIZEFNICHEHINEIE A,

BF

R~ > Tk, 4B ReadWriteMany (RWX) 77 E R E— R&EFHDKKEAR) 2 —LE
KPVCO)DZA4TIATL—>3a VD ETT,

OpenShift Virtualization D—# & L TA Y A b—IL I N B35E. Node Maintenance Operator (Z##7 £
7= IZHIFR X 11 7= NodeMaintenance CR DB Z B L £9, #HD NodeMaintenance CR MM & H
hd&, FlRT7—70—-RERTV2—-IINT, /—RIEFRYDISRAI—DOEBINET, TE
P RNTEBIARTDPodIE/—RKMSITESY I Zxzd, NodeMaintenance CR A HIfgI 5 &, CR
TEBRING /—RNEFR7—/ 00— R THETEICRYET,

R

J—RDAYFF+ > RH X712 NodeMaintenance CR %= 3 % &, ZEHED OpenShift
Container Platform 7124 4') YV — LB % {FF L T oc adm cordon & &£ U oc adm
drain OY > RDFEERA LRI ONE T,

MNI2.RTAZGIV ) —RDOAXAVTFUR

OpenShift Container Platform ZXRT7 XS I A VTS A NSV Fv—IT 704 2HBE. 757 KA
VISANSOFv—ILTTOA T RIGEELBTEE. BMTERTD2VEDHL2RDHYET, ¥
SR —/—RP—FHNEARINDITT NRIBEEFERY, XTPASI/—REeBTOEY 3=y
TEBICE AVTFVRIRVICEY S OFBEFENDEICRY FT,

MR A—RILIS—DRELEZY. NCA—RDN—RI 2 T7EEHINRETIHEREIIRT XY
W/ —RICEENRELLBAICIEK, BEOHDZ/—RKHIBEFLIETBRIOSNTVWSEIC, BEN
HELILL/ —RED7—00—-RE2IS R —DRDGFATHESNT 2RENHYET, /—KDAY
TTFVRE—NRIZLY, V7SR —EEBEIE/ —RFOERAZEEICIFILEL, 7—20—KR%ZI5R5—
DIDOEAICHHFIE, 7—7O0— RKPAFINABAVWEIICLET, FHLAESE /) —RKDRXFTF—4 R
ICDWTOFEMIE. AVTFH Y RBICREINET,

ESPERES

o (R~ 2D RunStrategy ICDWT

270


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/openshift_virtualization/#virt-about-runstrategies-vms_virt-create-vms

FNE /) —KOAVFTFFUR
o REIIVDZATIA T L—ay
o RETSUYDIEYIYaVAINSTI—DRHRE
N2. /—RDAVFFVRAE—RADHETE
Web Y —JlL, CLI. F7-l% NodeMaintenance R ¥ L)Y —RAFHAL T/ —REXVYTFF VR

REEICLF T,

N21.Web AVY—ILTD/)—RKRDAVTFVRAE— RADERTE

Compute » Nodes —ET& / — N(ZldH % Options X —a1— HEAY 5N, F7IE Node
Details BIEI® Actions A hO—J)LZFAL T/ —REaXAVTF—VRE—RNICERELE T,

FIR

1. OpenShift Virtualization 1> —JL G, Compute—> Nodes %2 1) v oI L%,

2. ZOBEM@ENS/—REAVTFVRAE—NIIRETEEY, INICLY, 1D0OEE TERD
J—RIZFLTT7I2avaETTBIIENLUYBRZICARYEY, F/IlE. Node Details EH
Mo/ —REAVTFVRE—RNIIRETZIEETEET, TDIFA, BRINAZ/ —RD
RENLRFMERABIRTEET,

o /—RDRKED Options * =21 — =7 ') w7 L. Start Maintenance ZZR L £
-a—o

o /—RZHAY 1) v U L. NodeDetails BE % i\ T Actions —» Stat Maintenance % 7
Dy o LZEd,

3. FEEE2 4 > K7 T Start Maintenance#27 Jw 2 L9,
/ — K& liveMigration TEV S 3 VAN STV —2FHIORB/I I VA VRIVADZATIA T L —
avEITW, IO/ —RERAT V21— {RAERYET, TDO/—RKOHBDITRTD Pod 8LV
RE~Y VIFEIBRIN, D/ —RTBERINET,
N22.CLITD./—RDAVTFFVAE— RADETE
J—RAEZRFVa—)ILgH4ELTY—2 L, ocadmdrain Iv Y REFHALT/ —RKH 5 Pod &L
EY MNFELIZEIBRLT, /J—REXAVYTFVRE—RNIZERELZET,
Fig

1. /—RIZRT Y 12— LR (unschedulable) DY — 27 #{F13E 9, /—RKRDRAFT—% D
NotReady,SchedulingDisabled ICtI YU EHh Y £ 9,

I $ oc adm cordon <node1>

2. AVFTFVRADEFDLOHIC/ —RERLA Y (8K LY., /— KNI LiveMigratable D4k
REA" True ICERE X M. spec:evictionStrategy 7 « —JL K#' LiveMigrate IZ3%E X 72 R 18
RVVAVRIVADZATIATL—2aVEITVWET, TDO/—ROMDFTRTOD Pod &
SR VIFHIBRI N, BIO/ — RTBERINFT,
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I $ oc adm drain <node1> --delete-emptydir-data --ignore-daemonsets=true --force

o --delete-emptydir-data 7 5 7/'i&. emptyDir R') 2 —L%FEHT 2/ — KREDRET> YV
AVAIVAEHIBRLET., TNODRY 2 —LDT—HIEF—BHREDTHY., BTH
ICHIBRL THERERH Y TR A,

e --ignore-daemonsets=true 7 > 71&. T—EVt v MIEHIN, PodDIEI > a P
EBICHITINELIICLET,

o force 7571, LTV Aty hFLART—EVEyYy MOV MO—5—ICL>TEEIN
RN Pod ZHIFR T B7=DICMETT,

11.2.3. NodeMaintenance h R L)Y —R&FRALE/ —RDOXAVFF UV RAE—RA
DR TE

NodeMaintenance 1 R ¥ L)Y —RX (CR) 2L T/ —REX VT F UV RE—RIZTEZ

9, NodeMaintenance CR %##H 9 33545, &FAAINEZIRTDPodlETESY FEN, /—KI&

Yy NIV LEYT, TEV MINEPodiE, V75 R9—HDBID /) —RNICBETEELIICF2—
ICEDNZE T,

AR ERM
® OpenShift Container Platform CLI (o¢) Z4 ¥ X b—JL L TW 3,

e cluster-admin #ER#HD>D1—H—& LTIV R4 —ICAJ1 v LTW3,

FIR

L UTFD/ —RAVTFUVRXCRZEM L. TDT 74 )% nodemaintenance-cr.yaml & L T
RELEY,

apiVersion: nodemaintenance.kubevirt.io/vibetat
kind: NodeMaintenance
metadata:
name: maintenance-example ﬂ
spec:
nodeName: node-1.example.com 9
reason: "Node maintenance"

Q J—RDAVFTFVRACR%
g AVTFFUVRAE—RICHRET S/ — RDOKHET
g AVFFYAOEBHO L —VFF R MDA
2. LFOOY Y RAEEFTLTC/ —RDAVTF VAR a—I)LaERLET,
I $ oc apply -f nodemaintenance-cr.yaml

3UTOaOY Y R%EZEITL T, <node-name> % / — ROARIICBEIBRA T, XVFFVAIR
VDEW R LET,

I $ oc describe node <node-name>
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o
Events:
Type Reason Age From Message
Normal NodeNotSchedulable 61m kubelet Node node-1.example.com

status is now: NodeNotSchedulable

1.2.3.1. IRED NodeMaintenance CRY RV DA FT—4 A DR

IR7E D NodeMaintenance CR ¥ AV D AT —4H A &R TXF ¢,

AR ERM
® OpenShift Container Platform CLI (o¢) Z4 ¥ X b—JL L TW 3,

o cluster-admin ¥R =HFo>1—H¥—-—& L TAJV1 L TW5,

FIig
o LITFTOOTYREEFTLT, BED/ —RDAVFTFVRIRIDRAT—Y A EMHRLET,

I $ oc get NodeMaintenance -o yaml

H B

apiVersion: vi

items:

- apiVersion: nodemaintenance.kubevirt.io/vibetal
kind: NodeMaintenance
metadata:

spec:
nodeName: node-1.example.com
reason: Node maintenance
status:
evictionPods: 3 ﬂ
pendingPods:
- pod-example-workload-0
- httpd
- httpd-manual
phase: Running
lastError: "Last failure message" 9
totalpods: 5

Q evictionPods [T E4/ L avIcZAy T a—ILIN 3 Pod T,

9 lastError (¥, RFIDIEI a3 VIS —HNEETIHEERK. BFOIEI Y3y IS5 —
HEiERLE 9,

ESPERES

273



OpenShift Container Platform 4.8 OpenShift Virtualization

o AVUFFURE—RNILD./—RNDEBEH
o REXYYDZATIATL—Yay

o RETIVYDIEIYIVARNSTY—DERE

N3AVFTFFVRAE—RDLD/—RKRDOERA

J—REBREETEIEICELY, /—REAVFFUVRE—RHISHYYEZ, BERY YV 1— VAR
REICTEZT,

Web OV —JL, CLI #{EHT %H. F7/=iX NodeMaintenance T X9 L)Y —X&HIBRLT. XVF
FUVRE—RHISL/—REBRELET,

N31LWeb AVY—ILTDXAYTFVRAE—RHLD/ — FDOBEH

Options X =2 — (Compute » Nodes —ED&/ — KNIZH D) #FHT H. F7/ziE Node
Details BIE® Actions A hAO—J)LZEAL T/ —REAVTF—VRAE—NDOLBEREALET,
FIE

1. OpenShift Virtualization 1> —JL G, Compute > Nodes %2 1) v I L%,

2. COEEmMS/—RAEBRETEZT, LY., 1TDOEAETERD / —RIZNLTT Y
DAVERITIDBIEDNLYARZICHRY EFT, F/-i1E. NodeDetails BEHI S/ —KE=HBRAT
22EEHETEZXT, ZOBA. BRINE/ — ROREWNARFMERE2ERATEET,

e /—RDKE®D Options * =21 — =2 1) vy L., StopMaintenance ZZR L £
-a—o

e /—R&%%Y') v L. Node Details B % f\\ T Actions - Stop Maintenance % 7
Vv LET,

3. #5282 1 >~ R T Stop Maintenance 27 1) w7 L% 9,
J—RIERT TV a—I)LEBERREEICARY FTHA, XUTFTFUVRRIC/ — RETEFTINTWEAREYY
VAVRIVRIFIZD /) —RICHEBMICEIhFEA,
N3.2.CLITDOAYTFVRE—RKRILD ./ — RKDOEBEH
J—REBERATYV1—I)LAREICTDIET, AVFTFTFYVRAE—RD/—REBRALET,
FE

o J—RIZRHY V21— I)LAEED~NY— DV & {FIFTFE T, XRIC. /—RKRTHET7—/O0—-RKDRY
Va—Y v xBEATEEY,

I $ oc adm uncordon <node1>
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FNE /) —KOAVFTFFUR

11.3.3. NodeMaintenance CR #{FB L CHIBIN/IEXA VT F 2V RE—RKHIMBHD/ —K
DFEIEE

NodeMaintenance CR ZHIfR LT/ — R ZBEH T XY,
AR & M
® OpenShift Container Platform CLI (o¢) Z4 ¥ X b—JL L TW 3,

e cluster-admin #ER#F D1 —H—& LTIV R4 —ICAJ1 v LTW3,

FIR

o /—RDAVTFVARYAIDTET Lib,. 795 14 77 NodeMaintenance CR % Hlf& L £
£

I $ oc delete -f nodemaintenance-cr.yaml

H A B

I nodemaintenance.nodemaintenance.kubevirt.io "maintenance-example" deleted

N4 . TLSEIRREDBEEH

OpenShift Virtualization A R—% > D TLSAERAEZE X IRTEF I N, BBNICO—FT—2 a3 v X
hEd, FEBTEMITILEEIHY FEA,

NALTLSSAFAEDBEEEHM ATV 12—

TLSEFBAZIEEEMICHIBRI N, UWTFORT V21— LICR>TEBEHRALONET,
o KubeVirt SEFAEIXBEREHF SN T,
e Containerized Data Importer controller (CDI) SEBAZ (&, S HZEICEHINE T,
o MAC 7—ILiIEAERBEEHRINE T,

TLSEAEDNBHA—T—Y a VIRWThORFEEFITL A, & AIE UTORIFEHITETIC
BlEmEtEL Y,

o 1T
o A X—=YDF7vTO—NR

o VNCHLUVOVY —ILDHEH

N5 HWCPUETILD ./ —RKRISNJLDEE

VMCPU EFLBLVRY V=) — RTHR—FNINTWBRY, /—RTRETYY (VM) 524
yl_)l/f\‘ﬁ i’a—o

N51LHEWCPU ETILD/ —RSRY YV JIZDWT
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OpenShift Virtualization Operator (&, W CPU ETILDEFIEEIN—EAFEHAL T, /— KA R
TOa1—IVINEREIYOEMNRCPUETIVOAHETFR—FTBLIICLET,

TI7AINTIE, UTFDCPUETIVIE/ — RBICERINESNILO—BNSHIBRINET,

FIN1&Ww CPU EFIL
"486"
Conroe
athlon
core2duo
coreduo
kvm32
kvm64
n270
pentium
pentium2

pentium3
pentiumpro
phenom
gemu32
gemu64

ZDEFIEHEI N —EIL HyperConverged CR ICIERTINFE A, TD—EHLNS CPUETIL% Hl
ik TX X H AN, HyperConverged CR @ spec.obsoleteCPUs.cpuModels 7 1 —JL R&#RE L T—
BICEBMTZZEIFTEET,

11.5.2. CPUEED / — RDSANILFIFICDWT

REMNEBICELY., |F/DNCPUETILOR—R CPUMEEIZ., / — NABICERINLSRILO—EH SHIR
IhZxEd,

UFICHZERLET,

e IRIFICIE, Penryn & Haswell £V D 2 DDHR— I3 CPUETIADEENDAREMEDLD
VE7,

e Penryn ' minCPU @ CPU EF7 /L& LTIEBEINZHE. Penryn DRX—2X CPU D&KEEEIX
Haswell IC& > THR— M3 N3 CPUMRBD—BE L BEINET,
| fin.2Penryn THR— b I 3 CPU #aE

apic
clflush
cmov
cx16
cx8

de

fpu
fxsr
lahf Im

Im
mca
mce
mmx
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msr
mtrr
nx
pae
pat
pgg
pni
pse
pse36
sep
sse
sse2
sse4.1
ssse3
syscall
tsc

f5I11.3 Haswell TH7R— k I % CPU #aE

aes
apic
avx
avx2
bmii
bmi2
clflush
cmov
cx16
cx8
de
erms
fma
fpu
fsgsbase
fxsr
hle
invpcid
lahf Im
Im
mca
mce
mmx
movbe
msr
mtrr
nx
pae
pat
pcid
pcimuldg
pge
pni
popcnt
pse

FNE /) —KROAVYTFVR
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pse36
rdtscp
rtm
sep
smep
sse
sse2
sse4.1
sse4.2
ssse3
syscall
tsc
tsc-deadline
x2apic

Xsave

e Penryn & Haswell DA DREED CPUBEEZ Y R— KT 2158, TOHEEIC T NIVIFFER S
nEtA. INILIE. Haswell TOAHYR— kI h, Penryn TIEHR— kI TUWRL CPU
BEERICERINE T,

f5iN.4 R1E#%IC CPUBBERICERINSE / —RKRIR)L

aes
avx

avx2

bmii

bmi2

erms

fma
fsgsbase
hle

invpcid
movbe

pcid
pcimuldg
popcnt
rdtscp

rtm

sse4.2
tsc-deadline
x2apic
xsave

11.5.3. 5L\ CPU EFILDEEE

HyperConverged 124 4') YV —X (CR) ZfR&EL T. HVWCPUETILDO—EZHETTE T,

FIR

e HUL)CPU €7 /L% obsoleteCPUs E2%I T#5%E L CT. HyperConverged 1 X% L)Y —R %R
£ELFET. UTIHlERLET,

I apiVersion: hco.kubevirt.io/vibetal
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kind: HyperConverged
metadata:
name: kubevirt-hyperconverged
namespace: openshift-cnv
spec:
obsoleteCPUs:

cpuModels: ﬂ
- "<obsolete_cpu_1>"
- "<obsolete_cpu_2>"
minCPUModel: "<minimum_cpu_model>" g

Q cpuModels B2FIDH Y FILER, B R>7Z CPUETILICEZHZAET, IBE LLEIE
TART, B2/ CPUETIDERIEZ—BICENMINE T, FAIEEINL—ER
CRIZRRINFHA,

‘? CDE%E, BEARNR CPUMBEICHERT 2R/ CPUETILICEZMAZT, BEEiEELR
WiZEIE. T 74 b TPenryn MERINZE T,

1.6. / — NDFREDRAHLE
skip-node 7 / 77— 3 v &R L T, node-labeller #* / — R&ZRETELRWVWLIICLET,
11.6.1. skip-node 7 / 7—< 3 V DFEA

node-labeller T/ — KA &89 5121, ocCLIZFRALTZED/—RNIZT7 /77— avaE[TEY,

AR

e OpenShift CLI (oc) 4 Y &2 h—JLI N T W3,

FIR

o UTOIATY RERFTLT, RF¥v 793/ —RIT7/T—YavaetiI£d,
I $ oc annotate node <node_name> node-labeller.kubevirt.io/skip-node=true ﬂ

ﬂ <node_name> |3, 2 ¥ v 79 2EE/ — ROZHNICBIBA T,

L, /J —RT7 /57— arvh BRI ndh, false ICREINLEIC, ROYA VITER
IhZxEd,

1.6.2. FEE IR

o HWCPUETFILD/—RSRILDEE
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Jaxd = » >
BRE/—RFDxY NT—7

121. /—RKRDOxy N7 — U RREDFESR

J—RDRYy NT7—ORREIE, V75RIY—HDITRTD/ —RKDRY NT—IFRETT,

12.1.1. nmstate ([CD W T

OpenShift Virtualization & nmstate #FH LT/ — KXy b7 —JDREEZREL. RELFT.
NICLY, B—DREYZT7TAMNEISRY—IERAL T, $XTD/—RIZLinux 7Y v IV %&ER
T5RELT, RYRNT—V R —DREELTETBIEDNTEET,

J=RORy bNT—=01F UTFOATIV I ML TERINEHINET,

NodeNetworkState
ZTD/—REDRY 7=V DREERELZE T,
NodeNetworkConfigurationPolicy

/J—RTERKINBZRY hT—VREICDWVWTERA L £9, NodeNetworkConfigurationPolicy ¥
ZI7IRANEYVSRY—ITERALT, A V9 =721 ADBMBELVBIBRARE, /—Kxy kD —
VREEEHLIT,

NodeNetworkConfigurationEnactment
&/ —RICHEINIRZY b7 —0R)>—ZRELF T,

OpenShift Virtualization LA FD nmstate 1 Y9 —7 =4 2914 TOFERAEHR—MLE T,
® Linux Bridge
e VLAN
® Bond

o f—Hxvkh

R

OpenShift Container Platform 7 5 X2 4 — A OVN-Kubernetes % 7 7 # JL b @ Container
Network Interface (CNI) 7O/N4A ¥ —& L TEAT 5354, OVN-Kubernetes MR R b
Xy M7= MNROY—OEFEICLY., Linux TV v VFLRBRY T4V TEKRIANDT
THIVRNA VI =T oA RITEYH TR EETEFE A, OREKE LT, RRMIE
It hvd Y-y NI—0A4 V5 —T x4 R%FEHAT BH. OpenShift SDN 7
74 NCNI ORI —ICHNYBR DI ENTEET,

121.2. /—RDFRY N — 2 REDKRT

NodeNetworkState 7 7Y 17 NIV SAY—AHDITRTD/ —RICHYET, TOF TP MEE
HMICEHIN, /—ROXRY NT—JDREEEBLET,

FIR

. 95 R9—D3FRTD NodeNetworkState 7 7>z & —BRRLF T,

I $ oc get nns
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2. NodeNetworkState # 7> 7 FA2REL T, DO/ —KIZRXY NI —0%KRRLET, D
BIOE AL, BBREICT D7-DICREINTUVWET,

I $ oc get nns node01 -0 yaml

H A B

apiVersion: nmstate.io/vibetai
kind: NodeNetworkState
metadata:
name: node01 ﬂ
status:
currentState: 9
dns-resolver:

interfaces:
route-rules:
routes:

lastSuccessfulUpdateTime: "2020-01-31T12:14:00Z" @)

NodeNetworkState # 7~ =7 D ERIIE/ — KO SLELNTWET,

currentState IClZ, DNS, 1 Y9 —T7 x4 R, BLVIL— I EED., /—FORERXRY
NO—VRELNSENZET,

®9

g BRICENLEEHROIA LRI YT, Thif, /— RAZETEETHY., LE— FDkE
BOIMEICHERTE 2RY EHMICERINE T,

122. /—RDRy NT— VB EDELH

NodeNetworkConfigurationPolicy ¥ =7 T X %V S X4 —IEBLT. /— K bDM V¥ —Jx
A ZADEBEMEFLIFHIRDE., /—RRXY NIT—IVBREEZRHTIET,

12.2.1. nmstate [CDWT

OpenShift Virtualization I nmstate #FBE LT/ —RK®xy N7 —J DREEREL, ZELFT, &
nickY, B—DBREY=ZTIRANEISRI—IERALT, $RTO/— RIZ Linux 7Y v I &ER
TERELT, RYNT—ORY—DEBREELTRETLIENTEET,

J=RORy bT7—=01F UTFOATV I ML TEBRINEHINET,

NodeNetworkState
ZTD/—REDRY 7=V DREERELE T,
NodeNetworkConfigurationPolicy

/—RTEKRKINBZRY hT—VREICDWVWTERRAL X9, NodeNetworkConfigurationPolicy ¥
Z7xANEYVSRAY—IGERALT, A V9—T7 24 ADBMS LVHIRARE, /—Rxy hD—
VREETEHMLET,

NodeNetworkConfigurationEnactment
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B/ —RICHEINEZRY NTI—IR)O—2HELFT,
OpenShift Virtualization LA R D nmstate 1 Y9 —7 =4 2914 TOFERAEHR—MLE T,
® Linux Bridge
e VLAN
e Bond

o f—HXxvy |

pa 3

OpenShift Container Platform 7 5 X2 4 —A* OVN-Kubernetes % 7 7 # JL b @ Container
Network Interface (CNI) 7O/NA ¥ —& L TEAT 5354, OVN-Kubernetes MR R b
Xy M7= MNROY—OEFEICLY., Linux TV v VFLRBRY T4V ITEKRIANDT
THIVNA V=T oA RITEYHTRIEETEE A, OREKE LT, KR MIE
It hyd Y-y NI—DA4 V85— x4 R%FEHAT BH. OpenShift SDN 7
T4 KNCNI ORI —ICHNYBRZ DI ENTEET,

1222. /—RETDA VY —T 4 ZADERK

NodeNetworkConfigurationPolicy ¥ —Z 7 T A N5V S RY—ICERA LTIV SAY—RD / — K EICA
V=TI REFERLET, YZTTAMMIE, A V-T2 ADERINREDFMANES I
i?o

TI7AIMTI, Y272 RAMEIISRI—HADITARTD/ —NICBERAINES, 1 V9—T 1M1 R%
BE/— NITBIT %ICE. /—REL 2749 —0 spec: nodeSelector /X5 X —4 —& L O @#EHI A
<key>:<value> ZEML £7,

FIR

1. NodeNetworkConfigurationPolicy ¥ =7 T XA b2 /ER LT, UTDHIE. §XTDT—
A—/—RTLinux 7V vV %BELET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: <br1-eth1-policy> ﬂ
spec:
nodeSelector: 9
node-role.kubernetes.io/worker: " 6
desiredState:
interfaces:
- hame: br1
description: Linux bridge with eth1 as a port ﬂ
type: linux-bridge
state: up
ipvé4:
dhcp: true
enabled: true
bridge:
options:
stp:
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enabled: false
port:
- name: eth1

/_.R U D_Q%ﬁﬁo

74 7 a3 v:nodeSelector /X5 A —4 —HEZHRWNGEE, R P—EISRI—RHDITA
THO/—RICERINET,

o 890 —

Z O TlE node-role.kubernetes.io/worker: "™ / — Rt L V4% —%FAL, V55—
RADITRTDOT—Hh—/—RERBIRLET,

QD AFoav A9 —T7 4 ZADANBEHIEETX B8,

2. /J—FRDRY hT—=URY O —%ERLET,
I $ oc apply -f <br1-eth1-policy.yaml> ﬂ

‘) J—Rxy N7—0BERYS—T=ZTTAMNDT7AILE,

[E3pEd g
o BRZAVHI—TIARDIKRY —FBEDH
o FULRYY—THERDA VY —T x4 A5ERNRT D

o KUI—DETEIP DEEFEDH

1223. /—RETO/—Kxy hT—0RY > —FBHORER
NodeNetworkConfigurationPolicy ¥ =7 T X hE, V5 RF—D/ —RIZDWTERINZ Ry b
D—OBREERBBLET, /— KRy MIT—ORYD—ITE, BRINARY NT—UR8EE. V5 R
Y =2 TORY S —DEFTRAT—IADNEENET,

J—RK3xy h7—0RY > —%EAT BIC. NodeNetworkConfigurationEnactment # 7 = 7 b
NISRAI—RHDITRTD/ —RIZDWTHERINET, /— KRy NT—27RED enactment (£17)
id. ZO/—RTORY)Y—DERITRAT—HIREXRTHAMYERFT T/ T, R)o—H/—
NMISBERINAWEES, €D/ — KO enactment (R IKE N Z TNV a—FT4 v TDHD ML —
ANy IDEENET,

FIE

LRYS=DISRI—ICHERAINTWS I EZHERT I, RVY—EZDRT—F R %—

I $ oc get nncp

2. AT a v R)V—DREICREINTVWBLULDOEELIIDIZIFEIE. HEDORY P—DE
RKINBREERT I RADREEZRETEIT,

I $ oc get nncp <policy> -0 yaml
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3.ATaviRY)Y—DIRTD/ — NETOREICEBEINTVWBLULDOEENIDBI5E
&, 75 R5—D enactment (EIT) DAT—F A =—ERTTEZXT,

I $ oc get nnce

4. 72 3V HED enactment (E1T) DERE (KRR LAEREDNDIS—LR—NE2ED) 2RRT
ZICiE. UTFEEITLET,

I $ oc get nnce <node>.<policy> -0 yaml

122.4. /) — R oA 9 —T7 24 ZDHIR

NodeNetworkConfigurationPolicy # 7> =/ h%ig&E L. 41 4% —7 =14 A D state % absent |Z5%
ELT, V73R9—D12UED/—FDBHA V9 —T 24 R%EHIBRTEZXT,

J—RDBA V=T A REHIBRLTE, /—RORY NT—UFBEITLBIOREICEEFMICETSI
nNEtA. LRIOREICETT 3568, TO/—RKRDRY NI—IBREER)—TCERTILELH
L) i—a—o

TV OFERERYTA Vv TAVI—T A RA%BIKRTBE. TOT) vV FEEERY T4V T4V
H—7 A RILUFNHCER I NI, FLIETNS5DTAICH S/ — K NIC i& down DIREEICARY
EETEACAYET, BEE\MKDbNAWVWEIICTZICE. BLRYY—T/—RKNIC%Z&ZEL. R
T—H 2% up L, DHCP ELIFHEBHIP 7 RLZDWTFIhMNMIARZ LIICLET,

pa

AV =724 R%BMLER) Y—%ZHIBRLTE, /—FEDORY) —DEREEFER
IhFtA. NodeNetworkConfigurationPolicy (7 S 29 —DF4 7T o M TYH,
NIRERINIREDHERLET,

BRI, 19— 24 ZZHIBRLTER) P—FHIBRINhEE A,

FIR

L A9 —7 x4 ZDERICHERT % NodeNetworkConfigurationPolicy ¥ =7 = X & EH L
£9, LTDANIE Linux 7Y v U &HIR L., EiEIKbNARWE DI DHCP T eth1 NIC % 5%
'-.E-'- L/ i-a—o

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: <br1-eth1-policy> ﬂ
spec:
nodeSelector: 9
node-role.kubernetes.io/worker: " G
desiredState:
interfaces:
- nhame: br1
type: linux-bridge
state: absent

- name: eth 6
type: ethernet G
state: up
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ipvé4:

dhcp: true G

enabled: true Q
/_.ﬁ’ U ¢/_®%ﬁ1]o

74 7 a3 v:nodeSelector /X5 XA —4 —HEHRWGEE, R P—EISRI—KHDTA
To)/_ F‘:i@ﬁﬁﬁni’g—o

Z O TlE node-role.kubernetes.io/worker: "™ / — Rt L V49 —%FAHL, V75X Y—
RADITRTDT—H—/—RERBIRLZET,

REEA absent ICEETBE, A V9 —TJ x4 ADHIBRINET,
TNy I V=T 24 ADSEFERBNREIND A VF—T 214 ADELHI,

A=A ADYA T, TOHITIE, 41— RYMRYKNT—IA V9 —T (R %
ERR L Z 9,

AV =714 ADERINIREE,

A7 avi.dhep ZERLAVESE, BHIPEZRET DM PP RLRABLTA Y
=T TARAEHBIENTEZET,

9 966 6 90 —

ZOBITIL ipvd EBMICLE T,

o

2. /J—RETRYY—ZEHL. A9 —T7 A1 R%ZHIRLIT,

I $ oc apply -f <br1-eth1-policy.yaml> ﬂ

‘D RS —<TZT7zRAMNDT74(IL%,

1225. 2349 —7 x4 ADKRY > —FHEDH

122518 Linux 7YYy AV —D A A ) —KRXy NI—HFERY > —

NodeNetworkConfigurationPolicy ¥ =7 T X b2V S R4 —IEAL TV 2R —KHD/ — REIC
Linux 7V w49 —7 x4 REERLET,

LLFDYAML 7 74 )biE, Linux 7w oAV —TD A ADIY=ZT7 A MDOHITY, Thillx, BB
DIERCEZIRZIVDEBEOHD YV TILDEISENET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: br1-eth1-policy 0
spec:
nodeSelector: 9
kubernetes.io/hostname: <node01> 6
desiredState:
interfaces:
- name: br1
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description: Linux bridge with eth1 as a port 6
type: linux-bridge
state: up
ipvé4:

dhcp: true 6

enabled: true Q
bridge:

options:

stp:
enabled: false (V)
port:

- name: eth1 m
/_.R U t/_o)%ﬁﬁo

7+ 7> 3 v:nodeSelector /1SS X —4H —AEHHRWFEE. RV —IZISRY—KHRDITRTD
/_ F‘:i@ﬁﬁﬁni’a—o

ZDOBITIE, hostname / — KL V49 —%EALET,

A9 =74 AD%4HI,

A7 av: NEDHIFRTE2M 09 —7 214 ADFHH,
AVI—T A ADIA T, ZOFITIE. Ty IE5ERLET,
EREDA V59 —7 =4 ADBERI NI REE,

A7 av:.dhep ZERLARWVESIE. BWIPARETEIN IPT7RLRRLTSA VY —T7x4
AEHBIENTEET,

ZOBITIL ipvd EBMICLE T,
ZDBITIE stp ZBMICLF T,

Ty INEREINS/— KD NIC,

9O00 999006000 ®©9O

12252.H: VLANA 9 —T AR/ —KXY N IT—VDEERY > —

NodeNetworkConfigurationPolicy ¥ =7 T X 2V S R4 —IEBAL TV 2R —KHD/ — R EIC
VLIANA 4 —7 x4 REEHRLET,

UTFDYAML 7 74L&, VLANA V=T T4 ADIY =TT A MDFITYT, IhIliE, HMEDEHRT
BIXMZIDLEDOHZFVTIDENEEFNET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: vlan-eth1-policy 0
spec:
nodeSelector: 9
kubernetes.io/hostname: <node01> G
desiredState:
interfaces:
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- name: eth1.102ﬂ
description: VLAN using eth1 6
type: vlan
state: up

vlan:
base-iface: eth1 G

id: 102 €
/_.R U D_o)%ﬁﬁo

47> 3 v:nodeSelector /1SS X —4H —EEHHRWVWIEE. RYY—IZISRY—KHRDITRTD
/_ F‘:i@ﬁﬁﬁni’a—o

ZDBITIE, hostname / — KL V49 —%EALET,

AV =74 AD4Hi,

A7 av ABEDHFRTEZM 09 —7 214 ADHH,
AV9—T A ADIA T, LLTFDFITIEVLAN ZEB L 9
EREDA V5 —7 =4 ADBERI /KA,

VLAN B EfTI T W3/ — RD NIC,

909990990906 ®©9°

VLAN 4 %/,

12253.: R R4 V9 —T AR/ —FRy b T—VDFERY) > —

NodeNetworkConfigurationPolicy v =7 1 XA N2V SR —ICERAL T/ —NEICRY R4 V5 —
TxA R%FRLET,

a3
OpenShift Virtualization A TDRY RE—RDAEHR—KLZET,
® mode=1active-backup
® mode=2 balance-xor
® mode=4802.3ad
® mode=5 balance-tlb

® mode=6 balance-alb

UTFDOYAML 7 74L&, RYRA VI =T TAZADIY =TT A DBEITYT, ThiliE, HEDIEHRT
BEXRZI2VEOHBDY Y TILOEIEEFNET,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:

name: bond0-eth1-eth2-policy ﬂ
spec:
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90000 9990000 OO

nodeSelector: g
kubernetes.io/hostname: <node01> e
desiredState:
interfaces:
- name: bond0 ﬂ
description: Bond enslaving eth1 and eth2 6
type: bond G
state: up
ipv4:

dhcp: true 6
enabled: true Q
link-aggregation:
mode: active-backup @
options:
miimon: '140' m

slaves: @

- eth1
- eth2

mtu: 1450 (B)

/_.ﬁ’ U D_Q%ﬁﬁo

747> 3 v:nodeSelector /1SS X —4H —AEHHRWIEE. RV —IZISRY—KRDITRTD
J—RICEAINZET,

ZDOBITIE, hostname / — KL V49 —%EALET,

AV =74 AD4H,

A7 av. AEDHIRTEZM4 09 —7 214 ADHH,
AVI—TD A ADIA T, TOFITIE. Ry REERLET,
EREDA V59 —7 =4 ADBERI NI REE,

F72avidhep ZFERALBVEEIE, BHIPEZRETSEN. PPRLRABRLTI VI —T 11
AEHBIENTEEY,

ZOBITIL ipvd EBMICLE T,

RYRDORSANR—F—K, ZOBITE, 7IT14TaN\v o7y TE—REFERALFT,
73y ZOFITIE. mimon ZERL T140ms TEICRY R Vo aBELE T,

R RRDTFAL/ — RDNIC,

ZF 7> a >R KO Maximum transmission unit (MTU)IEED R WGE. CDEIET 7 4L M T
1500 ICRREINE T,

12254.0: 41 —Y XYy MV —T 4R/ —KRXY M I7—DFERY >—

NodeNetworkConfigurationPolicy ¥ =7 T X 2V S X9 —IEBL TV 2R —HD ./ — RIZA —
Ry MY —T A REFRLET,
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LFOYAML 774k, A1 —HY XYM UVI—TITAADIYZTTAMDHITYT, Thicid, BED
ERCEIBRIZVEDOHZ YV TILDEIEEFNE T,

apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:

name: eth1-policy ﬂ
spec:
nodeSelector: 9
kubernetes.io/hostname: <node01> 6
desiredState:
interfaces:

- name: eth1 ﬂ

description: Configuring eth1 on node01 9
type: ethernet
state: up

enabled: true
/_.R U ¢/ _Ojgﬁﬁo

7+ 7> 3 v:nodeSelector /XS XA —4H —AEHRWEE. RUP—IEISRAY—KHDITRTD
/_ F‘:Eﬁﬁﬁnij—o

ZDOfFEITIE, hostname / —REL 749 —%FHLET,
4V7_7I’f7\0)%ﬁ1]o
T av: N\BHDEFETERSM 9 —T7 14 ADERA,

A=A ADIA T, TOFITIE, 1 —HRYMRYNT—=D A4V —T 24 REEHRLE
-a—o

EREDA VI —T 214 ADBERINTIREE,

9 9906006 ©9O

7> av:.dhep ZFERLARWVESIE. BHWIPARETEIN IPT7RLRRLTSI VY9 —7x4
AEHBIENTEET,

ZOBITIL ipvd EBMICLE T,

o

12255.8:FAC/—KXy h7—UFER) O—COEHDA 9 —T M4 R

BL/—RRYNT—IBERYS—TCERDOA VY —T A AEERTEZLET, ThHoDA V45—
T4 RIEEICSEBTE, B—ORY)Y—~YZJxAMNAFRALTRY ND—0&BEAEIRL, T
o4 TEEYT,

LTFOR=ZRy MIITIE, 22D NICREICbond10 & WD ZRIDRY K&, Ry RICERT S br1 & W
S ZRID Linux 7Yy UEERLET,

interfaces:
- name: bond10
description: Bonding eth2 and eth3 for Linux bridge
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type: bond
state: up
link-aggregation:
slaves:
- eth2
- eth3
- name: br1
description: Linux bridge on bond
type: linux-bridge
state: up
bridge:
port:
- name: bond10

12.2.6. f5l: IP B8
LTDBREZ=ZRY hOfllE, SEIFAIPEESEERLTVET,

INS5DHEITIE, ethernet 1 V9 —TJ x4 X914 FHFERALT, RYY—REICEAESTZIVTFFAN
AREALDD. YU EEMHMIELET, TNODIPEEBOY Y FILIE, DA V9 —T x4 R5A
TTHFERATEE,

12.2.6.1. %M
LTFDOR=ZRy MI, 1 —YRY M V=T A ATIP7NLRAEBIICERELE T,

interfaces:
- name: eth1
description: static IP on eth1
type: ethernet
state: up
ipvé4:
dhcp: false
address:
-ip: 192.168.122.250 )
prefix-length: 24
enabled: true

‘D CDEE, AV —TITARDBEWIP 7 RLRICEBIMIZET,

122.6.2.IP7 FL A% L

LTFDOR=ZRY NTlE, A VY—TTARICIPT7 RLADNRWZ EAEATEET,

interfaces:

- name: eth1
description: No IP on eth1
type: ethernet
state: up
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ipvé4:
enabled: false

12.2.6.3. BIAR R b DERE

UTFOR=Ry ME BINIPP7RLR, =IO zAT7RRLR, BLUDNS ZFERATEHA1—F Ry b
AV —T 1A R%ERELET,

interfaces:
- name: eth1
description: DHCP on eth1
type: ethernet
state: up
ipv4:
dhcp: true
enabled: true

UTFDR=Ry NI, BIIPT7 RLRAZFERALITA, BT —bD 47 FNLXF7/IE DNS =&
LBWA =T Ry M VI -T2/ RZRELET,

interfaces:
- name: eth1
description: DHCP without gateway or DNS on eth1
type: ethernet
state: up
ipvé4:
dhcp: true
auto-gateway: false
auto-dns: false
enabled: true

12.2.6.4. DNS

UFDR=ZARy MME, RAMIDNSEREZFZELE T,

interfaces:

dns-resolver:
config:
search:
- example.com
- example.org
server:
-8.8.8.8

12.2.6.5. 88V —F 1 VT
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UTFDR=ZRy ME, 19 —T x4 Xethl ICHWIL—MBLUFENIPZERELET,

interfaces:

- name: eth1

description: Static routing on eth1
type: ethernet

state: up

ipvé4:

dhcp: false

address:

-ip: 192.0.2.251 @)
prefix-length: 24

enabled: true

routes:

config:

- destination: 198.51.100.0/24
metric: 150

next-hop-address: 192.0.2.1 9
next-hop-interface: eth1
table-id: 254

‘D A—HZY M YI—T T ADHMIP 7 KL R,

J—RRSTAVIDRIANKYTTZRLR, ThiF, 1 —URY MU —T 24 RITHRES
NBIP7RLREBLYTRY MCHDIELRHY T,

123. /—RDORY NIT—VEREDNZ TV a—FT4 7

J—RORy NT—VBRETCHEBIREELLBEICE, R)—DEENICO—ILNNY TN,
enactment (£17) L R— MEIKBLF T, Thilidk, UTOL D BB, EFNET,

o RAMNTHREZHBEATIZEHA,
o RANITFIAIKNT—RID A NDEHREELVNET,

o KA NMIZAPI Y —/IN—ADEEAELNT T,

RI3LIEBETHRW —RRXY NT—UBEDOR)—BEDNS TN a—FaY

J—RRXYy RD—OFZER)—%@EEAL, V75RY—2&KT/—RDRY NT—VRENDEE % 1#
A3 ENTEEY, FETRVREAERT ZHE. UTOFIZFERALT, KBLE/ —RRy b
D—OR)—DINZ TN a—FT 1 VT EBERTOIENTEET,

ZOBITIE, Linux 7Yy YRYY—E, 3202 bO—LTL—V/—RK(XRH—=)E3D0aY
Ea—KN(T7—Hh—)/—REEFEDISRI—DOHY Y TIIGERINE T, RUT—IFELL AV, Y

=14 R%BRTB7HIC, BATEZIENTEIRA, T7—%2HET5ICI1E. FIAFTRER
NMState ) V —RZHANFT, ZORIC, ELVWRETRY Y—Z2EHMTEXET,

FIR

L RYY—%EHL, ChEIVSRY—IZERALET., UTOHITIX, ens01 1 V9 —T 4 R
ICEMAR Ty R ERMRLET,
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apiVersion: nmstate.io/vibetai
kind: NodeNetworkConfigurationPolicy
metadata:
name: ens01-bridge-testfail
spec:
desiredState:
interfaces:
- name: br1
description: Linux bridge with the wrong port
type: linux-bridge
state: up
ipvé4:
dhcp: true
enabled: true
bridge:
options:
stp:
enabled: false
port:
- name: ens01

I $ oc apply -f ens01-bridge-testfail.yaml

DBl

I nodenetworkconfigurationpolicy.nmstate.io/ens01-bridge-testfail created
CUTOAT Y REEGFLTRY Y —DRT—Y AR LET,

I $ oc get nncp

CDHEAIFE, RYY—DPKRBLEEZEERLTVWET,

Al
NAME STATUS
ens01-bridge-testfail FailedToConfigure

L RYVY—DRT—FADHTIE, TRXTOD/—RTERELEN FiZ/ —FoyT
Yy hTREBLADZHERI DI EEITEI A,

. /= RDFRy NT—=UFED enactment (E1T) 2—EBXRRL. R)—Dp0WFhHrDd/— KT
BILIDEDIDERELET, TORV—D/—ROY Ty MIFLTOAHKKL G
Bl BEIMFED/ —FREICHZIENTRINET., CORYI—DIRTD/—RT
KB LEBEICE, BEBRER) Y —ICEHET2EDTHIIENTRBINET,

I $ oc get nnce

ZOHAEE, RV —DITRTOD/ —RTRBLAEZEEZRLTVWET,

sapalyll

I NAME STATUS

293



OpenShift Container Platform 4.8 OpenShift Virtualization

294

control-plane-1.ens01-bridge-testfail
control-plane-2.ens01-bridge-testfail
control-plane-3.ens01-bridge-testfail
compute-1.ens01-bridge-testfail
compute-2.ens01-bridge-testfail
compute-3.ens01-bridge-testfail

FailedToConfigure
FailedToConfigure
FailedToConfigure
FailedToConfigure
FailedToConfigure
FailedToConfigure

4. KB L7z enactment (R1T) DWIThbhERRL, NL—ZNv 0 ZHELET, UTOaTY
Nig, Y —Jl jsonpath ZERA L THIDZT 1)L —LET,

$ oc get nnce compute-1.ens01-bridge-testfail -o jsonpath='{.status.conditions[?

I (@.type=="Failing")].message}'

ZDATYRIF, BRICTBLEDICHEEINTVWEIRERMNL—ANY I ERLET,

H A B

error reconciling NodeNetworkConfigurationPolicy at desired state apply: , failed to execute
nmstatectl set --no-commit --timeout 480: 'exit status 1'"

libnmstate.error.NmstateVerificationError:

desired

name: br1
type: linux-bridge
state: up
bridge:
options:
group-forward-mask: 0
mac-ageing-time: 300
multicast-snooping: true
stp:
enabled: false
forward-delay: 15
hello-time: 2
max-age: 20
priority: 32768
port:
- name: ens01

description: Linux bridge with the wrong port

ipvé4:
address: []
auto-dns: true
auto-gateway: true
auto-routes: true
dhcp: true
enabled: true
ipv6:
enabled: false
mac-address: 01-23-45-67-89-AB
mtu: 1500

current
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name: br1
type: linux-bridge
state: up
bridge:
options:
group-forward-mask: 0
mac-ageing-time: 300
multicast-snooping: true
stp:
enabled: false
forward-delay: 15
hello-time: 2
max-age: 20
priority: 32768
port: []
description: Linux bridge with the wrong port
ipvé4:
address: []
auto-dns: true
auto-gateway: true
auto-routes: true
dhcp: true
enabled: true
ipv6:
enabled: false
mac-address: 01-23-45-67-89-AB
mtu: 1500

difference

--- desired
+++ current
@@ -13,8 +13,7 @@
hello-time: 2
max-age: 20
priority: 32768
- port:
- - name: ens01
+ port: []
description: Linux bridge with the wrong port
ipv4:
address: []
line 651, in _assert_interfaces_equal\n
current_state.interfaces[ifname],\nlionmstate.error.NmstateVerificationError:

NmstateVerificationError (. desired R ¥ —5%E. / — K LEDKRY > —D current 3% 7E.
BLU—HBLARWNS XA =4 —%58ARRT % difference z—EXRTLET, ZDHIT

(&, port (& difference [CHlAAF N, THIFEEDNR) O —DR—MEEICEETZ2EDTH
22 EETRBLET,

R —ABEIIREINTWS Z & %#MHEEY 5IC1E. NodeNetworkState 7 72 =7 M & E
KLUT N 2FEITRTD/ —RDRY NIT—UREARRLET, UTDaATV R
i&. control-plane-1 / — KD xRy hT—UFBEEZRLE T,

I $ oc get nns control-plane-1 -o yaml
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HAlE, /—REDA V9 —T x4 RE&lTens1 THZEDD, KB LARY > —1 ens01 %
BoTHEHALTWRZEAERLET,

aapall
- ipv4:
. name: ens1

state: up
type: ethernet

6. BFORY S —%iREL TCIF—%2EBELZT,
I $ oc edit nncp ens01-bridge-testfail

port:
- name: ensi

R)Y—%=RELTBEZERLIT,

7. RYY—DRT—9R%Fzv I LT, ERPERBICTbh I EZ2BRALET,

I $ oc get nncp

6
NAME STATUS
ens01-bridge-testfail SuccessfullyConfigured

BHINER)Y—IE, VFRI—DIRTO/ —RTEBICEREINF L,
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FREFEAX VY, ARVIM BLUTE=S—Y YT
FREAOFX VYT, ARYN, BLOPEZY—Y VYT
1BLIREYY YO DERR

1BILLREY OO DWW

O 4'l&. OpenShift Container Platform EJL K, 77O4 AV b, LUV Pod ILDWVWTIEINET,

OpenShift Virtualization Tl&, REB> DO EWeb AV Y —ILF/E CLIOWTF A TRET >
VSUFv—Pod OB INET,

dAATvavid, V7L LTcOEAET7AO0—LFET, THIIEBOE=Y—BLVITS—DHE
RICRIIBET,

SV F ¥ — Pod DEEINKT 355, —-previous # 7> 3 v EFHA L CTHREDORATEOD V%= MR
L/ i’g—o

DI

H
=

ErrimagePull $ & U ImagePullBackOff TS —(d, 8R>77 704 XV MREZ

IESRINDAA—VICATIEEICL > TEIZRIINSAREN DY T,

13.1.2.CLI TORE~Y > O 7 DFRR
RET VS VFry—PodhbiRBvvOl/z=zmELET,
Fig

o LITFoavXv Y RAFEHLZET,

I $ oc logs <virt-launcher-name>

13.1.3.Web VY — )L TCOIRE~Y> YO T DRTR
EEMIToNAREYY Y SV Fvy—Pod Ao REY>YOVEZRELET,
Fig

1. OpenShift Virtualization 3> Y —JILDH A K X = 21 —H 5 Workloads = Virtualization %z 7
vy LET,

2. Virtual Machines % 7% 2 1) w7 LZ 9,
3. IR#E~Y > v A#IR L T, Virtual Machine Overview BIlE 2B X £ ¢,

Details ¥ 7T, Pod £% < 3 »® virt-launcher-<name>Pod #7 1) v 7 LE 7,
5 Logs=7 YUy I LZEY,
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13.2. 1 RY NDORE

BLREBIYS VARV MIDWT

OpenShift Container Platform 4 X K&, namespace RDEER S A 7H 4 ZIILIFHDL I—KTH
Y, JY—=2ADRTTa—)b, . BLVCHRICETZHMEDE=I—BLVIS TNV —-F1V
TILRIBEY,

OpenShift Virtualization &, REYY VEIREIS VA VRAI UV RITDVWTDARY M EBIILF
T, INSIEWeb AVY—ILFHIECLIOWTNHATERRTIZET,

OpenShift Container Platform 7 2 249 —AD Y AT LA RV MEROERR £ B8R L TLEI WL,

13.22.Web AV Y —=ILTOREITI VDA RV NDERTR

EFRORETYVDRMN) —LARY MK, Web 32 Y —JL® Virtual Machine Overview /X % JL B
LHERTEET,

MR VIEFARYMNA N —LZ2—FELELFT,
b RY VIEF—BREIEINAEARYMNZAN) —LE#GELET,

FIR

1. 4 KA =a1—H5 Workloads = Virtualization 2 ) v 7 LF 9,
2. Virtual Machines % 7% 2 ) w2 LZ 9,
3. IR#E~Y > v &#IR L T, Virtual Machine Overview BIiE 2B X ¥ ¢,

4. Events #7) v LT, IRETYVDIRTDARY NERRLET,

13.2.3. CLI T®D namespace 1 X h DX

OpenShift Container Platform 2 54 7> %A L T namespace DA XY N ZREBL XY,
Fa
® namespace C. ocgetIVv Y REERHLZT,

I $ oc get events

13.24.CLITDY Y —XARY NOFRR

AR ME) Y —RERBBICHEAAD ZEEHTEEY, I Nid OpenShift Container Platform 754 7~
NeERLTERIETEEY,

FIR

® namespace T, ocdescribe ¥ FZERALEY., UTOHIK, RET> V., RETS VA
VA VR, BELTRET Y VD virt-launcher Pod D4 XY NG T B2 HEARLTWVWET,

I $ oc describe vm <vm>
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FREFEAX VY, ARV BLUTE=SHS—Y VYT

I $ oc describe vmi <vmi>

I $ oc describe pod virt-launcher-<name>

BI.ARYINBLPREEZFRALET—9RY) 2 —LDZE
ocdescribe AV Y RAFALTTF—YRY 2 —LDEBEE9OH L. BETX2LDICLET,

BILRESLITAIRY MIDWT

aAv Y RTERI NS Conditions BL U Events 7> a VOHAEKRELTCT—Y R 2a—L0DM
B LE T,

I $ oc describe dv <DataVolume>

FRRIN 3 Conditions 27> 3 VIZlE, 3 DD Types B’HY £,
e Bound
® running
e Ready
Events t 7> 3 VT, LUTOEMERZRHL T,
o ARV KD Type
e O* >/ ® Reason
e A~ KD Source
o EMDEETERMN = F N 5 Message
oc describe ™5 DHAICITHEIC Events A& E N2 EIFRY FHA,

4 R ~iE Status. Reason. F7-ld Message DWIFNMDERERICERINE T, REBL VIR
VNIEELET—FRY 2 —LADREDERICHIGL T,

TcEZIE, A VR—MRERICURL DARIVEERD E, A VR—MITEY 404 Xy E—UDEMRIN
Fd, XvE—VDLTHEICLY, BREHICARY MPERINZET, Conditionsto > avDHEB
HEEHINET,

BI32ZKEBEELVTARY MNEFERALET—YRY) 2—LDDH

describe 7Y RTERIN S Conditions 27> avB LUV Events /Y avaRETEIEICL
Y, KiEARY 2—LER PVO) ICEAELTT—4YR) 2a—LDREEZHRLET, £/, BIENT

TATIKEFTINTWVWBED, FLEERETLTVWENESI LAY LET, T T—9 R 2 —LDR
F—HRIDVWTOEEDFHM. BLUVEDLIICIHBIEDRREICA >IN DVWTOIBERERMET S

Avt—VnZETIAREELGHY T,

REODHAEDLEREZHHYEFT, TNTHIEE—EDIVFTFFANTCHFMINZIHELHY T,

BREOHEAESDEDEZLUTICRLES,
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e Bound: ZDHITIFEEICNA Y KX PVCHARRINET,

Type |& Bound T#H %7, Status I& True IZ72Y £9, PVC A/~ RINTWRWE
#. Status (& False IR Y £9,

PVCHOINNA Y RENBE, PVCHANRS VY RINTWBIEERTARY MERINET, &
D54 . Reason (Z Bound T, Status (& True T9, Message [d57—4% R 2 —L%ZFRAET
5PVCZRLZEY,

Events 7 2 3 >~ ® Message Tl&. PVC H'/X4 ~ REIhTWBHIME (Age) 5L U EDY
Y —2 (From) IC& 2 T/NA ~ RENTW3 D, datavolume-controller (ZB8 9 2 FEflA R X
nhEd,

H B

Status:

Conditions:
Last Heart Beat Time: 2020-07-15T03:58:24Z
Last Transition Time: 2020-07-15T03:58:24Z

Message: PVC win10-rootdisk Bound
Reason: Bound

Status: True

Type: Bound

Events:

Type Reason Age From Message

Normal Bound 24s datavolume-controller PVC example-dv Bound

e Running: Z Di54&. Type A* Running T4 Y. Status ' False TH2 Z &ITFRL T X

W Chid, BIEODKBMOREREL S TANRY MDA RELLIEEZRLTVWET, RT—F R
% True »5 False ICEE LT,

7272 L. Reason 7' Completed T#H'). Message 7 1 — /L KIZI& Import Complete H'FK R X
MBI EITERL TSR W,

Events 7 > 3 > ICI&, Reason & & U Message ICKH L 72 EICEAT 28D M35 7L
Ya—TaVIBHRIEENET T, TOHITIE. Events £V P 3 v DRAD Warning II—F
RARIND Message IC. 404 ICL > THEBETETRVWIENTRINET,

ZDEHRND, 41 VR—MREDPEITINTHBY, 79 RV 1—LICTIVEALEDELT
WBMDREICH L THRENELD I EZB/ETEEY,

H A B

Status:
Conditions:
Last Heart Beat Time: 2020-07-15T04:31:39Z
Last Transition Time: 2020-07-15T04:31:39Z

Message: Import Complete
Reason: Completed
Status: False
Type: Running
Events:
Type Reason Age From Message
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Warning Error 12s (x2 over 14s) datavolume-controller Unable to connect
to http data source: expected status code 200, got 404. Status: 404 Not Found

e Ready: Type »* Ready T#» Y. Status #* True D&, UTFDFDLIICT—HKRY) 2 —4
SEATRREARRRICAY £T, T—9 R 2 —LHNERAATREAREICAWGE, Status (&
False [C72Y) £ 9,

H A B

Status:
Conditions:
Last Heart Beat Time: 2020-07-15T04:31:39Z
Last Transition Time: 2020-07-15T04:31:39Z7
Status: True
Type: Ready

13.4.REB<v>>DT7—- 20— RICEAT3ERORT

OpenShift Container Platform Web 3> —JL C Virtual Machines ¥’ v ¥ 2 7/R— R FH L T, RE<
IUIKDWTOBEEZRRTEET,

13.4.1. Virtual Machines v ¥ 27/ R— RKIZDWT

OpenShift Container Platform Web 3> ¥ —JL.® Workloads — Virtualization R— ICEE) L T, k78
IIVILT I EALET, Workloads - Virtualization R—TIllE, LTFD 2 2DY THAEFENET,

o RV
o RETYYFVIL—Fh
UFDA— R, TRERORBYIVICOWTHBALTWET,
e Details: U TA2EL., RETI VICDODWTOHRBIBRERBLI T,
o A

O namespace

o

(F24=

o

J—K%
o IP7RLZRA
e Inventory: ML T &0, REYY VYD) Y —RE—BRRLET,
o Xy hI—H4YH—TT42Y hO—5— (NIC)
o TH4RY
e Status ICIE. LFAEENZET,
o RV VDIRIEDIREE

o QEMUSRMNI—Y YV MMRETIVICA VA RN—=ILINTWELNE I D AERTIFR
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e Utilization: L FOFERAKRICOVWTDT -9 2RRT2Fv— DB EFIET,
o CPU
o XEY—
o Filesystem
o Xv MNT7—VEr%

e

pa 3

ROy 9o V)X NEFALT, FARRET—YDOHBARBIRLEY, BIRTX DA
7> 3 iE,. THour. 6 Hours. &£ U 24 Hours T,

e Events: BEIREICETZRET VDT ITA4AETA—IIDVWTDA Y=V —BRRL
9, BIMDARY hEKRERTBICIE,. Viewall #2)v o LET,

BEREYTVOEEHODE=ZS) VYT

RIETS VA VR VR (VM) I, TEROBKR, 7y ROy, FEREABOKERFRICEAT 2BER
E. BN ALBENARETEE TR R EIrHYET, NLAF v VL, readiness BL T
liveness 7O—TJ DA EDLEEFER L T VM| TR %2 EHMNICEITLET,

13.5.1. readiness & U liveness 7O—7I1CDWT

readiness $ & W liveness 7O—7AFAL T, EETRWMRETI VAV ZAF VR (VM) 2RE LT
MEBLET, VMIOERICTI DU LD TO—T5EMLT. M3 7 14 v I HERBRREICAV VML ICEE
B3, VMI DB RREICRDEHRA VRAY VADNERINE EDICTBHIENTEET,

readiness 7O—7 &, VMID Y —EREREZIFTAND I ENTEXZMEI M EHRLEFT, FTO—
TICKBT &, VMIIEERREBICARZET, FIEAERIY RRSA Y MO—ENSHIBRINET,

liveness 7O—7d, VMIDIEEL TWEHNEDI DN ZHBILEY., TA—TICKKT 2 &, VMIDHIRR
I, FMA VR VADNMERINTISERZE/TLIET,

VirtualMachinelnstance + 72 = 7 b @ spec.readinessProbe & spec.livenessProbe 7 1 —JL K%
#%E L T, readiness & Wliveness 7TO—TAZETEEFT, ThHD 714 —ILKNIF, UTFOFR K
EHR—MNLET,

HTTP GET

TO—T1EWeb 7y VA FALTVMIOEEMHAHBILET, ZOFRA NI, HTTPORKREZEI—RK
M 200 M5 399 FTHDEDZBRICEEERALINE T, TLRICHEILEINTWBIFEIC, HTTP R
F—HRA—RAERT TP TYHSr— a3V CHITPGET T A M AFATE X7,

TCP Y4 vy b
7O—7k, VMIICRLTY Yy hERKZEEFAITLES, VMK 7O— T TEKGAEIITE 3

GRICDHERETHDEHBRINET, TCPY I v bTAME, MBI RETTEZETYR=VT
ERIBLABRWT TY r—>a v CHEATEET,

13.5.2. HTTP readiness 7O— 7 D EFH

RET> VA4V RF VR (VM) 3RTED spec.readinessProbe.httpGet 7 1 —JL K% E&E L T HTTP
readiness 70— 75 E&HL F T,
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FIR

1. VMIERE T 7 1 JLIC readiness 7O0— 7 DFfMAEBML 7,

HTTP GET 7 X h %{#f L 7= readiness 7O — 7 Dl

#...
spec:
readinessProbe:
httpGet: @)
port: 1500 9
path: /healthz 6
httpHeaders:
- name: Custom-Header
value: Awesome
initialDelaySeconds: 120 @)
periodSeconds: 20 9
timeoutSeconds: 10 G
failureThreshold: 3 ﬂ
successThreshold: 3 6

VMI ANDEFEICHERT 5 HTTP GET E3K,

7a—72 9T -3 VM DR—b, EEBOHITIE. TO—TIFR—K1500% 5 T

HTTP 4 —N—T7 V2R F 2%/ R, LEDOHITIE. H—/3—=0D /healthz /SXZAD/NV K
Z—HAKWA—RZRTHBEIC. VMIEEBTHD EHRINET, /N T —DKK
JI—RAERT &, VMIERIBIHRERIY RRSA Y NO—BHLLEIBRINET,

VMI AY#2E) L TH S readiness 7O— T A BB I N 5 £ TORRE (WEAD),

TO—7DRITEDEE (M), 74/ NOEEILI0MTYT, ZDEI
timeoutSeconds & Y £t XX < AT n LAY FH A,

TO—TB9 A4 LTI ML, VMIDKRBRLIZEBEINTHOIIT VT4 TILHRBETD
BERE (080, T 7 A4 MEIX1 T, ZDEIL periodSeconds Kl THEUENHY F
-a—o

TO—THRRTEZEM. 774 ME3TYT, BEINALHATOEICARS &, Pod i
& Unready & WO Y — 27 DMfFIF5NFET,

O O 96 O 09O

@ BINERRINDETICTO—THEBBICEINEBRET ZNEOHZEH, 740
TlE1ETY,

2. LTFDaOY Y REERITLTVYMIZERHRLE T,

I $ oc create -f <file_name>.yaml

13.5.3. TCP readiness 70— 7D EZ
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RIET> VA4 225 VR (VM) 5% E D spec.readinessProbe.tcpSocket 7 1+ —JL K%#E&E L T TCP
readiness 7O—7 2 E&HL X,

FIR

. TCPreadiness 7O—7 DFillx VMIRE 7 7 1 ILIEBIML T,

TCP Y4 v b7 R MEEE readiness 7O— T DHl

spec:
readinessProbe:
initialDelaySeconds: 120 @)
periodSeconds: 20 9
tcpSocket: 6

port: 1500 @)
timeoutSeconds: 10 9

VMI AY#2&) L TH S readiness 7O—TH BB I N 5 £ TORRE (FEAD,

TO—7DERITEDOEE (MEA), 74/ NOEEILI0OMTYT, ZDEI
timeoutSeconds & Y £t XX < AT N LAY FH A,

EFTBHTCPF7I 3,

TO—7HN"U T =93 VM DKR—h,

00 09O

TO—=THB9 A LTI RL. VMIDEKRBLIEZERBEINTHSIETIT 1 TILRDBETD
BERE (080, T 7 A MEIX1TYT, ZDEIL periodSeconds K THEHEHNHY F
_a—o

2. LTFDaOY Y REERITLTYMIZERHRLE Y,

I $ oc create -f <file_name>.yaml

13.5.4. HTTP liveness 7O — 7 D EFH

RIET> VA4 V25 VR (VM) 3R TED spec.livenessProbe.httpGet 7 1 —JL K%E&E L T HTTP
liveness 7O— 7 A2 EF L T, readiness 7O — 7 E@E#kIC. liveness 7O— T D HTTP 8 LU TCP
FANOEAEEERETEET, COFIETIE, HTTPGET 7R M&FEB L T liveness 7A—7 D% > 7
IWEZRELET,

FIig

1. HTTP liveness 7A—J7 OF#MlA VMISREZ7 7 1 JLICEBML X T,

HTTP GET 7 X k% {ff L 7= liveness 7O — 7 DOl

#...
spec:
livenessProbe:
initialDelaySeconds: 120 @)
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periodSeconds: 20 g

httpGet: e
port: 1500 @)
path: /healthz 9
httpHeaders:
- name: Custom-Header
value: Awesome
timeoutSeconds: 10 G
#...

VMI AY#2E) L THS liveness 7TO—TH BB I N 5 £ TORRE (R EAD,

TO—7DERITEDOEE (WEA), 74/ MNOEEILI0MTYT, ZDEI
timeoutSeconds & Y £t XX K AT h LAY FH A,

VMI ANDEFICERT 5 HTTP GET E3K,

TO—7H80TY—93BVMODR—k, LREOFITIE., FO—TIFR—HF1500% 5 T
)—LEd, VMIIE, cloud-init R THR— b 1500 ICHR/NRD HTTP Hr—/N—% A V2
I\_)l/L/\ %?ﬁ’bi’a—o

HTTP H—N—TT7 72X $ 3/, LEEBDOHTIE. ¥ —/3—D /healthz /SAD/N\V K
S—AKIHMI— REIRTIBEIC, VMIIFIEETHZEAFBRINET, /\V RS —H1%EK
O—R%ZRT &, VMIDEIBRI N, FRA VA9V ADMERINE T,

TO—=THB9 A LTI RL. VMIDKRBLIEZERBEINTHSIETIT 1 TILRDBETD
BERE (080, T 7 A4 MEIX1TYT ., ZDEIL periodSeconds Kl THEUENHY F
TQ

@ ®© 00 o9

2. LTFDaOY Y REERITLTYMIZERHRLEY,

I $ oc create -f <file_name>.yaml

1B55. 7Y TL—MANRF IV I EERTDEDODDRBIY S VAV RE V ADERE
274

apiVersion: kubevirt.io/v1
kind: VirtualMachinelnstance
metadata:
labels:
special: vmi-fedora
name: vmi-fedora
spec:
domain:
devices:
disks:
- disk:
bus: virtio
name: containerdisk
- disk:
bus: virtio
name: cloudinitdisk
resources:
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requests:
memory: 1024M
readinessProbe:
httpGet:
port: 1500
initialDelaySeconds: 120
periodSeconds: 20
timeoutSeconds: 10
failureThreshold: 3
successThreshold: 3
terminationGracePeriodSeconds: 0
volumes:
- name: containerdisk
containerDisk:
image: kubevirt/fedora-cloud-registry-disk-demo
- cloudInitNoCloud:
userData: |-
#cloud-config
password: fedora
chpasswd: { expire: False }
bootcmd:
- setenforce 0
- dnf install -y nmap-ncat
- systemd-run --unit=httpserver nc -klp 1500 -e "/usr/bin/echo -e HTTP/1.1 200 OK\\n\\nHello
World!'
name: cloudinitdisk

13.5.6. BEAE IR

o NVAF v IDFERICLDZT TV S—2avDEEMHOER

13.6. OPENSHIFT CONTAINER PLATFORM DASHBOARD % f§f L 7= ¥
7 A5 —IFHRONRE

OpenShift Container Platform Web 1> YV —JLA'5 Home > Dashboards > Overviewz 27 1) v 7 L T%
FRY—IIDVWTDNA LRIVATERE ¥+ 7F v —9 % OpenShift Container Platform 4w & 278 —
MIC7oEZRLET,

OpenShift Container Platform 4w ¥ 2R — K&, BRIDF Y > a2 KR—RK HA—RKR TR+ TFvr—Ih3
IFEIFRIV SR —BERERHELF T,

13.6.1. OpenShift Container Platform ¥ v ¥ 27 R— KR—J DWW T
OpenShift Container Platform 4w & 2 /R— RIZLULTFDOH— RTREI NI T,
e Details (. 75 X5 —DFHMBHROBEEZRRTLET,
AT —4 XTI, ok. error. warning. inprogress. & U unknown AAEFENET, YV —
AT, DRI LDRAT—IRAEZEBIMTEET,
o USRY—
o FOnNA 44—

o N=T3av
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BREAXVY, ARV BLTE=IY—Y YT
e ClusterInventory [&. )YV —ZXDEE L UVEEMITONIRT—Y ADFMERRLET, Z
hig, BEORRICNADBERBEICERIBET, UTICOVWTOBERIEENET,
o J—FR#
o Pod#
o KiEAML—YRY a—LEXK
o {R#~< ¥ (OpenShift Virtualization B84 ~ 2 b =)L INTWBIHFHICFIAETEE)

0 USRI —AHDRTAZIVKERA LN, INLERAT—F AFNIT—EBERRINET (metal3 H
BETOHFEA8E

® ClusterHealth TiZ. BET2 77— MBLUVHRIAEZET. V53R —DIREOEDMEICDOWV
TOHT ) —%FK KL ZET, OpenShift Virtualization B4 A b—JLINTWBIHFAE.
OpenShift Virtualization DE2MICDWTEL2EMICEIIINE T, EBOY T AT LNE
ET 2561 SeeAllZ0 ) v LT, B TVRATLDRT—YR%ERRLET,

® Cluster Capacity /5 7. EBEMNEMY Y —ADISRAI—TREILRZDIAIV T %R
BI5DICRIEET, ZDTVF 71, REDEEEZRTTSRAOHEIZE N, AEID
BICE. UTOBREZEL. VY —RIHLTHREINLLEIWVMENERTINET,

o CPU B

o XEY—FIYHT

o HBINZAMNL—V

o HBEINDZRXYINI—V)Y—2R

e Cluster Utilization IJIEEINAHBEICBIT28E) YV —RDBAEAXRRLET, chix. &
BENY —ADEWVHEEEDRES L EEA BB T Z2DICKRIBE T,

® Events (3. Pod DEKRF/IZFIDHEA MADREY L v DBITRED I S RAY —HNDTRIEDT
IJFA4ETA—ICABELI Ay E—VBE—EBERRLET,

® Top Consumers s, EEENISRY—Y YV —ADBEERREZIBET 2DICERIEET, Y
V=& )y UL, BEINLIZRY—)Y—R(CPU, XE)—, FLEAIL—=I)D
BRREZHET D PodBLUV/ —FE—EBRRTIFHMR—VICOYEZLZT,

13.7. OPENSHIFT CONTAINER PLATFORM ¥ S R 9 —E=4—) VT,
O¥> 7. 8LV TELEMETRY

OpenShift Container Platform (&, 7 R4 —L R TEZSH—F27HDOKED) YV —A&2RHFLF
ER

13.7.1. OpenShift Container Platform E=#4 1) > 7D\ T

OpenShift Container Platform (Z1&. A7 7S5y R 74 —LJAVR—FX Y NDE=S ) VT %1RET 2
EFRICHREIN, BRICA VA M= INBEEHREOE=Y YV IRI v INEEFNET,
OpenShift Container Platform (&, BIEENTBEDE=SF YV ITDORIAN TS0 71 RAERHLF
T, VSR —BEBEZFILISRI—OBBICDOWTEHIRICEBNTE7S— DY MO T72ILKNTE
FNF 9, OpenShift Container PlatformWeb AV Y —I DT 7 # IV hDF v ¥ aR—KIZIE, 75
H—DREZ T CICEBMBTEDLIICTEISRI—DA NV ADOHEBEHMRREINEENET,
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OpenShift Container Platform 4.8 @1 Y 2 h—JL1&IC, VSR —BBEEE AT avTa1—H¥—%
E7OYVIINODEZY—) VT ZAMITEEY, COWEEFERTZIET. V7 R9—FHEE,
AREE, LMD I—H—IF, H—EREPod ZHMBED 7OV TV NTEZY—FT2HEEBET
X F 9, JRIC. OpenShift Container PlatformWeb AV Y —)ILTAKNY v o DI T)—, v aih—
NORER., BLVBEOTOY I FOTS—ML—ILELVY ALV REEETIIT,

pa 3

IS4 —EEBEIL. BRESLVZTOMODI—H—IC, MBEOOV IV NEEZ
H—FBNN—3IvoavaFETEEY, FRILEREINALE=4—)r/7O—-)ILDOWV
TNHEEYHTEE, BENMISINET,

13.7.2. OpenShift Logging AV R— 3R> MZDWT

OpenShift AFXF 7/ aAVER— Y MNIIE, §RTO/—RKbLvavr+r—Os72R&EL. ThoxO
J 2 N 7 IZE ZIAL OpenShift Container Platform 7 5 249 —D& / — KIZF7O4 Xh33L 04—
NEENFY, —wlbINWebUl ZEAL. 53T -9 2FERAL TRERTRIL
(visualization) BLU®F v 2 2 R— REERTEE T,

PSRY—OAFVIOEFEEIVR—RY MILLTOBEY TY,

e collection: 2hiE, 7R =075 NEL. ThoET7+—<vy ML, O RA M7 ICER
E$HaAVHR—RY NTY, BEDEE(IX Fluentd T,

® logstore: TNIEAVNREINDHZBAMTY ., T 7 4/ MDERKIL Elasticsearch TS, T 7 #
JU ND Elasticsearch O A N7 &FERAT 2, FAEOVEABOTANTICEETEIED
TEFEYT, 7740 b0OOTR N7 BHORFIOVTRELIN,. TAMIRTWE
_a—o

e visualization: 2hix, OF., 57, V57 R EERRTZBEHDIFERAIND U IVR—F
NTY, IRIEDZEEIL Kibana T,

OpenShift Logging M&F#l&. OpenShift Logging D KF a2 AV b ZH5RBRLTLEI L,

13.7.3. Telemetry ICDWT

Telemetry IFEHEI NV SR —FZF )V ITARN) v DY TEY % RedHat ICEELE T,
Telemeter Client (& X M) w V{EE 4 330 TEICT7zyF L, T—¥% % RedHat 7y 7O0—KRL
T, INLDARNY Y ZICDWTIE, AETHBALTWET,

CDT—FDAMNY)—LALIE, RedHat ICEL 2 TN TPINIA LTI SRI—EFT=ZH—L. PERKRICTE
52 5EBICHERINRT 5DICERAINE T, FLINIZLY, RedHat "M —EXNDEEZ &
INRICHIZ D227y UL —RI VAR TV 2D MEILEEICE T 7= OpenShift Container
Platform D7 v 77 L — KOBRBEERREICLE T,

DTNy JIERIF, YR—MT—ATLR=—FINBZT—IADT7 I R ER CHIRIERI R
BTRedHat Y R— MBIV ZVI=ZT YV IF—LDFATEEY, BRI TRI—DITRTDIFR

l&. OpenShift Container Platform Z X U FEA L YT <. JYEBRNICHERATES2ELDICT BRI
RedHat IC& > THEAINZE T,

13.7.3.1. Telemetry TIE X 215K
LTFOERIE. Telemetry ICL > TIREINE T,

o A URAN—IEFICERINDZ—ETIT VY LREINF
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FREFEAX VY, ARV BLUTE=SHS—Y VYT

® OpenShift Container Platform 7 5 24 —D/N\—Y 3 VIFHR, B LOCEHN—Ya v OTAM
ERETDEOIERINDZA VA MN—ILOEHFOFMEEL/NN—Y 3 VIBR

¢ USRI —TEICFIAARLERON. BEHICEAINEIF vy RULBELIUPA A=Y YRY b
) —. BEHOEHFR. BLUOEFTREST DTS —DOELEDEHBTR

® OpenShift Container Platform A7 704 XN TW3 75y N7+ —LDERB LUVT—9 &
V5 —DIGFR

o CPUI7DHBLUVEFNEFNIFEAINSE RAMDBEASL., V5RY—, V947,
BLUVTUUIIDWTOHA DY JIER

o VS22 —HNTODEFTHDRETY VA VRAY YV ADE
o ctcd AVNR—DEB LV etcd VSRY—IREBEIND ATV NOE

o VS RH—ITA VA KM—=I)LEINTL S OpenShift Container Platform 7 L —A 7 —2 JVR—
RYRBLVENLDOREERT—F R

o OVR—XRV I HEESLCILEREREICEYT 2 FERAEDIER

o 7/ /OY—FLEa—BLVCYR— MRRADEEICEAT 2 FERARDFHM
o EMEMET LAY I MY T7ICET 218

e NotReady & ¥— 7 XN TW3 ./ — RIZDVWTDER

o FEAET L7 Operator OBEA 72V bE L T—ERRIND T RTD namespace DA
Rk

¢ USYURAVISAKNSIVFv—LANILD/—RFE. FAKME, IPT7 KL R, Kubernetes
Pod &. namespace, BLUH—E R E, RedHat i R— MABERKICE > THARYR—
N &R T B DITIRILDERE DFFHM
o FIRAZEDEMMEICIDOWVTOIER
o EILRRARNRSTFV—=H9ATRDT ) r—avEIL RO
Telemetry &, A —H—FZP/RAT— R EDHNBERZINE L T A, RedHat I&, BEAFRZINE
TEHIEEBEELTWERA, RedHat l&, BEABBRMNBR>TRELALIEERMLALBEIC. ZHEB

BEHRLET, Telemetry T—9DNMEAAT—F 2BRET 2HEICE VT, RedHat DTS4 NV —F
$HZTDWTIE, Red Hat Privacy Statement ZZ8R L T XL,

1B74.CLIORNS TN a—FT1 V7L TFNNy OV R

oCTVSATVMNDINS TN a—FTa Vv IELCTFNNyFaAT Y RO—EICDWTIE, OpenShift
Container Platform CLI'Y —JL D RF a2 XV N ESB L TLEI L,

13.8. k%8 1) — XD PROMETHEUS 7/ T ') —

OpenShift Virtualization t&, 41 Y 75 AMNZ V9 F v+ — VY —IAN VS RY—THEINDIHEEERT
2720DANY O ERBLET, XNV Y ITIEUTON Y —RER/KRELET,

e vCPU

e Xy hNT7—7
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e XhL—Y
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