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SoTT7I T4 TIEBINTUVWBE PVC AV AT AN LYEIBRINAEVWEDIICT BRI ENTEZET, &
NoDEIBRINDE, T—I9KbhagEEsrHY 7,

FHEADAMNL =TIV PORERET 7AIL M TERICINTUVET,

pa )

PVCI&, PVC%#EHd 2 Pod A7 ) N BEETSEHEEICPodICE 2TV T147
ICERAINEY,

A—H—HMPodICE>2TT7V T4 TIFERAINTWVWS PVC 2HIRRT 358 TH. PVCIET CICHIBRY
nNEtt A, PVC DHIRIZ. PVCHPodICL>TT7 V74 TIERAINARCAZETEHAINEY, £
oo VSR —BEENPVCIINA Y REINDPVEHIRLTE, PVIZTCICHIBRINZFHA, PV
DEIRIE. PV PVCITNS ¥ REINARLBZETERAINE T,

3.25. KkfEAR Y 21— LDER
R 2 —LDOUMEBAKRT LIS, APIDSPVC ATV MAaHIBRTEZ T, ThickY, YY—2X
ZORTEDLDICAYET, RY2—AFEROHIREICEK () —R) ShEtDEARINET

A BIOBEKRTHETEZREICIIRY FEA, URTOBEKAICEET BT —F 3R 2 —ALEICHES
DT, RVY—ICEDVWTUEBINZLENHY X7,

1
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3.26. kAR 2 —LDEUNRY & —
AKERY 2 —LDEURY —iF, V75RY—ICLTY ) —REDRY 2 —LDUIBHRICDWNTIEE

T~LET, RYa—LDEURARY > —Iik, Retain. Recycle ¥ 7% Delete DW\WFNMNIIT B I EHNT
XFE7,

e Retain BYVRY) ¥ —F, Y R—KT 2R 2—LTST40D) Y —ROFEIL ZEIN%EEF
ALFET,

e Recycle @IXR) ¥ —E, K 1—LAREZTDERIL))—ZAINdE, NMIYRINTWAR
WKEERY a—LDT—=)LIZRY 2a—L%YH AL LET,

BF

Recycle EUX7K ) & —I& OpenShift Container Platform 4 TIZIEHR LR > TVWE T,
FMOEYaZvJik. AFFLETh U EOMETHREINE T,

e Delete [EXR ) & —IE. OpenShift Container Platform @ PersistentVolume & 7> = 7
&. AWSEBS F7zI& VMware vSphere R EDHEA Y 7S A NSV F v+ —DEET 5 R K
L—Y7+Ey hOEAZERLET,

' )z 6
¢ bl BMICTOEY a =y IR a—AIREICHIBRINE T,

3.2.7. kxR Y 2 — L DFEIEIN

KimARY 32— LEK (PVC) NHIBRINTH, KA 2 —L4 (PV) IFKAE L THFEL., released (V)

) —RFH) EHBRINET, 72720, PVIE BRIOEXRBIOT—FHRY 2 —LEIZFKSH, IO
EXRICEFATET A,

FIR
V5285 —EBEE LTPVEFETENT BICIF. UAFERTLET,

1. PVZHIBRLZE Y,

I $ oc delete pv <pv-name>

AWS EBS. GCE PD. Azure Disk, Cinder R 2 — AR EDHEA VTS A NS F v+ —DFE
HFITBZRAMNL—=UT7EY ME. PVOYIREEEIXHEIEELET,

2. BAETBZRNL—VTEYNDT—9EI)—V Ty T LET,

3EETBAMNL—UTEY MZHIBRLET., FLE, ACAML—U7EyY F2BIMATSIC
iE AML—=UT7EY POEETHRPV ZFRLI T,

BRI N D PV HBID PVC THEATESLDICRYET,

3.2.8. KERY 2 —LDEUKRY) o —DESR
KIFRY 2 —LQEUKY Y —EBEFT 51, UTFERTLET,

L V529 —0kiERY) a—LEx—BXRRLET,

12
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I $ oc get pv

Hh 6l
NAME CAPACITY ACCESSMODES RECLAIMPOLICY STATUS
CLAIM STORAGECLASS REASON AGE
pvc-b6efd8da-b7b5-11e6-9d58-0ed433a7dd94 4Gi RWO Delete Bound
default/claim1  manual 10s
pvc-b95650f8-b7b5-11e6-9d58-0ed433a7dd94 4G RWO Delete Bound
default/claim2 manual 6s
pvc-bb3ca71d-b7b5-11e6-9d58-0ed433a7dd94 4Gi RWO Delete Bound
default/claim3 manual 3s

2. KR 2a—LD1D%FEIRL., ZDOEURARY) O—%ZHELET,

I $ oc patch pv <your-pv-name> -p '{"spec":{"persistentVolumeReclaimPolicy":"Retain"}}'

3 BRUAKERY a—LICELWRY Y —DH2 & 2HRLET,

I $ oc get pv

HhH
NAME CAPACITY ACCESSMODES RECLAIMPOLICY STATUS
CLAIM STORAGECLASS REASON AGE
pvc-b6efd8da-b7b5-11e6-9d58-0ed433a7dd94 4Gi RWO Delete Bound
default/claim1  manual 10s
pvc-b95650f8-b7b5-11e6-9d58-0ed433a7dd94 4G RWO Delete Bound
default/claim2 manual 6s
pvc-bb3ca71d-b7b5-11e6-9d58-0ed433a7dd94 4Gi RWO Retain Bound
default/claim3 manual 3s

FEEDOHATIE., E3K default/claim3 (/81 ~ REN7/=RY 12— AIZ Retain EUNKR Y & —A°
EFNDLHICHRY F L, 22— —DEK default/claim3 ZHIBR L HE. R 2 —AlFE

FMICHIBRI NI EA,

33.kEARY) 2 —4A

BPVICIE, LTFOBAIDEDIC, R 1 —LDERESLUVRT—Y XA TH % spec & & U status H'F £

hi-a—o

PersistentVolume 7 = 7 M EZDHI

apiVersion: vi
kind: PersistentVolume
metadata:
name: pv0001 0
spec:
capacity:
storage: 5Gi
accessModes:
- ReadWriteOnce 6

13



OpenShift Container Platform 4.8 A AL —

persistentVolumeReclaimPolicy: Retain ﬂ

status:

‘D KEERY 12— LDLZEL
Q; R 2—LICHEATEBRRANL—YDE,
g FEHRMYEZARESLUVTIV M= vV aVEESETET7 I EIE—R,

Q JY—ZDY Y —RBICEFNLDY Y —ZANEDLD ICRBINZ A AERTENEY & —,

3.3.1. PV Of&$a
OpenShift Container Platform [ZA FDkGR Y 2 —L TS5 T4 v aHR—-—FLET,
® AWS Elastic Block Store (EBS)
® Azure Disk
® Azure File
e Cinder
o J7AN—Fv )L
® GCE Persistent Disk
® HostPath
e iSCSI
e O—AIRYa1—Lh
e NFS
® OpenStack Manila

® Red Hat OpenShift Container Storage

® VMware vSphere
332 8=
BE, KR 2 —L4L PV)ICIFFEDA ML —YVBRENHY FT, Ihid PV D capacity B4 EH
LTEEINFT,
WIFM T, ANL—VBREBERBREFLIEIBEKRTEZI2H—DYY—RTY, SEIEEMHEE LTIOPS, R

W—Ty N ENEFENZTREMENSHY £,

333.77ERXRE—NK

KEARY 2—LlE, VY—R7ANA Y —THR—FINBIRTOAETCHRANMIYIIVMNTEF
T, TONA T —ICEBREOHEELDHY., ThENOPVDTIERAE—RIIEBEEDRY) 2 —LTYH

14
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R—KRINZFEDE—RICHKEINE T, L&A NFSIFERDFHEARY/EZRAAVZ14 TV b
EHYR—BMLETH, HEDNFSPV IZFEAMYERE L TH—N—ETIT YV AR— bINZAREMEDN
HYET, TNTNDPVIE, TOREDPVDOEKBEICOWTRRT D77/ EXE—-—ROHMBEDEY b
ERFLEY,

ZXKIE, AROT7 I ERAE—RFROR) 2 —LIC—HLET, —BIBFHRET7IERE-—REFAID
2DODFRHEDHTY, BRKDT7 VERE— NIEEK (request) 2k L FT, TDLH., LUZIDT Y
TRE[MG5TZIEIFTEFTN, PI/EREDRCTEIEIFTEFEA, L&A, BXRITLY

RWOAEBRINZEDD, FEATEZH—DRY 2— LA NFSPV (RWO+ROX+RWX) DIFEIC, B
KIFRWO ZHR—KMdBNFSIC—EHLZET,

BENRT Y FUINEBICRAICEATINET, R 1 —LDE—RNIE, EXE—RFE—HTIMH E
KULEABULEDEDEECHRENHY ET, T4 XEFRINZEDLYZVA, FLEIhhERAE
THEIREIPHYET, 220094 TDRY 2 —ALNFSHELVISCSIRE)DEELILERALEY bD
TIERE—RDIHZHEE. TNOEDOVWTNODETNLDE—REFOERIC—HIT ZA8EMENHY F
To R)a—LDYA THEITIERF T TEIEIETET., 94 T5BRTZEETEEHA,

ELE—RFDR)1—LEIRTOERIN, A X5 (—BNEVEDHL—FBREIVEDIR) ICHRE
hEg, "MMUS—F—BITZE—RDVI—TEZEBL, 1201 AN —HITBETETNhETh%E (Y
1 XDEFT) #BYRLALEL T,

UTFDRTIE, P7I/EBRAE-—RZFEHTVET,

K3NTF7IERE—F

TFI9ERAE—K CLI D&

ReadWriteOnce RWO R a1—LEE—/—FTHAMY/EEZAAELTYI VT
SEXR

ReadOnlyMany ROX RY1—LEBE<D/— FTHFIMYERELTIY VR T
SEXR

ReadWriteMany RWX R 1—LEHELD/—RTHRAMY/EZAAE LTI Y
PCEZET,

BF

R)21—LDT7 IV ERE—RIE, R 21— LKEDORRFICRY FT, TNOIIETE
NTWEINTIEDAY EFHA, ADL—2FONMS—3) Y —2ADOEDRERISE
LBV 4 LIT5—ICHIELET,

7= & ZI1E. NFS | ReadWriteOnce 77 A E— RERHELF T, R 2—LD ROX
MeeAERTIVNEN D D5, EXRICread-only DY — 2V &3 20BN HY X
T, 7ANA Y —DIZ—IF, YOV MIS—ELTTVYM1LBILRTIINET,

iSCSIBLVT7AN=F v RIVARYY 2a—LICIKIBE. 722V VI XAZILDHY FE
Hh, RY1—LDA—EIL1DD/—RTOHMEEAINDLIILTI2RELHY T,
J—=RDRKLAY (BR)BREDHEDKRTIE, R a1—L4LE2D0D/— RTRBHCE
ATEEd, /J—RERLAY (BR) 1. FTN6DORY 2 —L%5EATS
Pod MHIBRINTWB I & =R L TLREI WL,

KI2YR—IMHFOPVHEIFFIERE—FK
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RYa2a—LTST74> ReadWriteOnce [1] ReadOnlyMany ReadWriteMany
AWS EBS 2] i - -
Azure File | | |
Azure Disk | - _
Cinder | - -
T7AN—=F v R | | -
GCE Persistent Disk | - -
HostPath | - -
iSCSI | | -
A—ALKRY 2—LA | - -
NFS | | |
OpenStack Manila - - |
Red Hat OpenShift | - |

Container Storage

VMware vSphere | - -

1. ReadWriteOnce (RWO) /R ) 2 —LIFEED / — RICXV VY RTEFHA, /— RIEEHIHE
£92&. YVRATALIE, TTIKEBENMKRELTVWS/ —RICEYETOSATWS D, ElYY
THONIERWORY a—LEZHFHHR / —RIIID U MNTBIEETEIZHA, EHFVHTOI
S—AyE—IHNRRINDGEICIE. vy NIV FERIEFEITvalic/—RKTPod%&
SEHIRICHIFR L. BIFKEAR Y 2 —LDEIY L THAREDEERT—/O0— RTOT—F1EK
ZONEEL ET,

2. AWSEBS ICHkFT D Pod DBERT 7OA XY NAKNSTFY—%2EHALET,

334.7x—X
R 2a—LIEEUTO7z—XOWVWThrichY £9,

16
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*X33KYa21—LDI7x—X

7x—X e

Available FEERIINA Y RIRhTVWARWEEZY Y —TT,

Bound R 2—LHPERIINA Y RIRTWET,

Released ZRDVHBRINATWETA, VY —ZADFLIFRH—ICLY ORI N
TWEHA.

Failed R a—LEPERICKBRLTVET,

LFEEFTLTPVICNRA VY RINTWSB PVC DERIAERT-TEET,

I $ oc get pv <pv-claim>

334XV AT a Y

B mountOptions #FALTPVDIY IV hRIIIX VY NAF T a3V AIBETEET,
LFRICHZRLET,

ROV ENF T avopl

apiVersion: vi
kind: PersistentVolume
metadata:
name: pv0001
spec:
capacity:
storage: 1Gi
accessModes:
- ReadWriteOnce
mountOptions: ﬂ
- nfsvers=4.1
nfs:
path: /tmp
server: 172.17.0.2
persistentVolumeReclaimPolicy: Retain
claimRef:
name: claim1
namespace: default

Q EEDTYY MA T avid, PYATARZICTY Y RSN TWBBICHERINET,

UTOPVHA T Nt ToavaEdR—KNLET,
® AWS Elastic Block Store (EBS)

® Azure Disk

17
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® Azure File

e Cinder

® GCE Persistent Disk

e iSCSI

e O—AIRYa1—L4h

e NFS

® Red Hat OpenShift Container Storage (Ceph RBD D &)

® VMware vSphere

P2
774 N—F v XIBEL P HostPathPV ZY I Y hA TFoavadR—MLEEA,

3.4. kimR ) 12— LEXK (PVC)

% PersistentVolumeClaim # 7> = 7 MMZId, KimR ) 2 —LEK (PVC) DRSS VRT—H X T
H5spec btV status EENET, LITFABITARY T,

PersistentVolumeClaim & 7> = ¥ NEZDHI

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: myclaim ﬂ
spec:
accessModes:
- ReadWriteOnce 9
resources:
requests:
storage: 8Gi 6
storageClassName: gold ﬂ
status:

PVC M &Hi
FAPMYEZIAABLVYI VY MN—=ZI YV a3 VAEERITDTIEZRAE—NR
PVCICRIFACEZRAMNL—Y0DE

ERTHEICA S StorageClass D&

0009

34LAMNL—Y DT R

EXRIEZ. A ML—U U5 ADEHI% storageClassName BHICIEE L TREDA ML —U VS A% F
T2avTYIIRANTEEYS, YIIRMNINEISADPY, DY PVCERAL

18
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storageClassName % 35D PV D& A PVC ICNNA Y RINFET, 757X —BEHIZ1DOULEDR K
L—Y OS2 RMIT LI ICBNTOEY 3 F—%2{RETEET., 77 R9—FEEIE. PVC DLtk
IK—BTBPVEF VTV RTHERTEZET,

BF

Cluster Storage Operator (&, FRAINZ TSy h 74+ —LIKIECTT 74 MDA K
L=V OS24 VA N=IVTBHEBEEIGHY ET, TDRAML—U 05 ZIE Operator
IKE>TAAESIN, HEIhET, P/ T7—2aVESNILVEERTIENE. Ihz
HIBRL7Y, ZEBLAEZY TR IEETEERA,. BRIZHENIVELRBEIE. HRY L
AMNVL=Y IS REERTDIVENDHY XY,

PSR —EBEIZ, IRXRTDPVCILTIZANRKMNRANLV—V IS RAEHRETDIEHTEEY, T
THAINBMDRARNL—=Y IS ADNEREIND &, PVC L "™ ICERE X 7z StorageClass ¥ 7= 1
storageClassName 7 / T —Y 3 YA ML=V ISR LDPVICNA Y REINBE LD ICHRMICE
KT2mEBEIHYFET,

P
BEBORA ML —VIZADBT 74N RFELTY—IINTVBHA, PVCIE

storageClassName Z'BATRHIICIEEINTWEIGRICOAMERTEET, TDEDH, 1
DDAMNL—V IV ZADHETIAINELTHRETIVENHY FT,

342. 7 tRXRE—FRN
EXIFZ. BFEDT7IVERAE—RDARMNL—VZERTBERICA) 2—LERAUBRMEFRALET,

343.)V—2X

ZRIE, Pod DIFEDLIIC) YV —ADHEDHEZEKRKTEIY, SEDFTIH. AML—JIIHT
2EKTY, ALY YV—RETAHDR) 2a—LEEROBHISERINET,

3.44.R”R) 2 —L & LTOER

Pod FERKZRY 2 —LELTHERATEZIETRAMNL=VILT7IERALET, ZOEKREZFERLT,
Pod &[A U namespace RICERAHEFEIHZIMENHY ET, 75X —I& Pod D namespace TE
KERDOF, InEFEHLTEKR%EHR— T % PersistentVolume S L 9, UTDLHIT. R
)a—ALEERZAMITTY bIN, Pod ICHARAENFE T,

KRAMBLUPod DY Y TNADKRY 2a—LDI IV b

kind: Pod
apiVersion: vi
metadata:
name: mypod
spec:
containers:
- name: myfrontend
image: dockerfile/nginx
volumeMounts:
- mountPath: "/var/www/html" ﬂ

name: mypd 9
volumes:

19
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- hame: mypd
persistentVolumeClaim:
claimName: myclaim e

'D Pod RICKRY 2 —L%EII Y NFBLHD/IKR

© <UUNTBRVI—LOZH, AVFF—OL—k ()P, KR REAVFTF—TRL/RRICE
ROVMLABWTKEIY, Zhid, AV T F—IlHoRBENMIEINhTWBIBE, RAMYR
TALEWRIET ZEEEELHY FT (Fl: KRR KD /devipts 771 J)L), RAMEI TV M BIC
&, /host ZEAT Z2DHNELELTT,

9 #A Y %R L namespace IC#%H % PVC DRI

35. 7Oy VR a—LDYR—b

OpenShift Container Platform (&, raw 7Oy 2R ) 2 —A%ZBMICTOEY 3 =V JTEFET, Th
SDRY) 2—LITE T 74V RATLDNRL, TARVIKEBEEZALT ) r—>ar», HEDR
NL—UH—EREEESTEZT ) r—2avili@dnNt+—< Y2 LEOFEIHY FT,

raw 78y 7R 2a—AlE, PV E LUV PVC {1# T volumeMode: Block 2§ L C7OEYa=v 4y
IhET,

5E

raw 7Oy 2 RY 1 —LEFMAT S Pod (&, BHEMS IV T+ —EHTT 245 ICRE
TELBNHY LT,

UFORIE, 7099 R)a—L%&EYR—bF2R)2—LTS5T7402RRTLTVET,

x£3470v9KY1a—LDYR—F

RYVa—LTZT4> FPoSoErvaz=rvys @WHRTOETa=vY

AWS EBS | | |
Azure Disk | | |
Azure File

Cinder | | |
774 N—F v | |
GCP | | |
HostPath

iSCSI I !
O—AIKRY) 1 —L4 | |

20
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RY)Va—LTS5T4> FHPOIOETYa=ry @WLTIOETYa=vT mEHB

NFS

Red Hat OpenShift | | |
Container Storage

VMware vSphere | | |

pa )

FHPTTOEY 3=V ITEREDD, BRICHR—bIhTuwAnw7Oy 7R 12—
LigWEhE, 7//0V—TLEa—¢ LTOAHREIIhES, 7//0V—-TL

Ea—#8E1d. Red Hat DEBRBIRIIZICS T2 —ERLNILTITY =XV K (SLA) D
HRATHY., HENICEETIRARWI ENHY £9, Red Hat IEEHBERIETINS
EERATHIEAMBELTVWERA, 77/0Y—7L E1—D#EEIK. HHFOE M
BEEVWERCIREL T, BARERETHEDT AN ATV I 4 — RNy I ERHELTWE
ECZEEBEMELTWETY, RedHat D72/ OV —7 L Ea—#EED Y R— N
IKDWTOFMIE., 77/ 00—7 L Ea—#agEddR— MEE 28R L T EILW,

35170y VRY 2—LDF)

PV O fl

apiVersion: vi
kind: PersistentVolume
metadata:
name: block-pv
spec:
capacity:
storage: 10Gi
accessModes:
- ReadWriteOnce
volumeMode: Block ﬂ
persistentVolumeReclaimPolicy: Retain
fc:
targetWWNs: ["'50060e801049cfd1"]
lun: 0
readOnly: false

Q volumeMode % Block ICEZZEELT. TOPVHraw 7OV IR 2a—LTHDZ EHRLET,

PVC DOl

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: block-pvc
spec:
accessModes:
- ReadWriteOnce

21


https://access.redhat.com/support/offerings/techpreview/

OpenShift Container Platform 4.8 A AL —

volumeMode: Block ﬂ
resources:
requests:
storage: 10Gi

Q volumeMode % Block IZE2E LT, raw 7OvY ¥ PVC ABRINTWB I A& RLET,

Pod {L#kDfl

apiVersion: vi
kind: Pod
metadata:
name: pod-with-block-volume
spec:
containers:
- name: fc-container
image: fedora:26
command: ["/bin/sh", "-c"]
args: [ "tail -f /dev/null" ]
volumeDevices:
- name: data
devicePath: /dev/xvda @)
volumes:
- name: data
persistentVolumeClaim:
claimName: block-pvc 6

Q volumeMounts Tlt7: < volumeDevices "7 0O v ¥ F/\A R ICERAINFE
4, PersistentVolumeClaim ¥V — XD & % raw 70w IR a— L EHICFERTEE T,

9 mountPath Tl37%: < devicePath A’ raw 7O Y I BV RAF ALICT Y TINBZYIET /84 AAD/N
AExRLET,

9 RYa1—LY—2DH A 7L persistentVolumeClaim TH Y. FIE@EY IZ PVC DERIC—HT
DNENHYET,

#3.5volumeMode DA E

L] F74I b
Filesystem Yes
Block No

£367Ov IRV 1a—LDNRA VT4V TF )%

PV PVC volumeMode

volumeMode

Filesystem Filesystem N VR

22
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PV PVC volumeMode

volumeMode

Unspecified Unspecified NA VR
Filesystem Unspecified N VR
Unspecified Filesystem NA VR
Block Block NA VR
Unspecified Block NA Y RIRL
Block Unspecified NA Y RIL
Filesystem Block NA Y R L
Block Filesystem INA Y R7IL

ExIEE LR WE, Filesystem D77 # )L MENEEINET,
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‘anll B — G/ — > Sl
BAZ KA ML —JDERE

4.1. AWS ELASTICBLOCKSTORE #{#EH L7/=XkHEA NL—

OpenShift Container Platform I& AWS Elastic Block Store volumes (EBS) #H#R— Kk L &9, Amazon
EC2 %fff L T. OpenShift Container Platform 7 5 24 —ICkigRA ML —2 AT OEY 3 =V JTE
F9., INITIE, Kubernetes BL UV AWS ICDWTDH ZIREDIEREAHZ I ENFIHRERY ET,

Kubernetes kiR ) a—L 7 L—LD—7iF, BEENISRS—DTOEY a3 =V JEKkKEA N
L—Y%FEALTRITTESLDICL, A —DEBERDZAVISANSIF+—ORMED AL T
EINLD)Y—REBERTEDLDICLET, AWS Elastic Block Store IR 2 —AFEHICTOE
VIZUJTEET, KR a—LXE—DTOY Y bFEIE namespace I/ Y RINT, 7
1 513 OpenShift Container Platform 7 5 X4 —fETHBE TE X4, Persistent volume claim (PVC) &
702 9 bF/IE namespace ICEABDEDT, I—H—ICL>TERINET,

8%

OpenShift Container Platform (&, AWSEBS Z hL—2 % 7OEY 3=V 74 57/HIC
TI74IBMTin-tree(A VY =) FLIECSILADRSA N—DFERICKREINE T,

41 M OpenShift Container Platform /A\—2 3 ¥ Tl&, BEFED in-tree 7574 V&£
LTFREY 3=y JEhhaR) a—L4AldE,. AFEDCSI FSANR—IIBITINDFET
T, CSIBEINA L —23aVidY—LLRITo>TLEIV, B2 LTH, KkiEh

Ja—L, KRR 2a—LER ANL—VISRABREDREFDAPIA TV 2V M fE

HAT5HEILTEINTEFA, BITICDOWTOFMIZ. CSIOEERIT 28BLTLE
T LY,

TE2BBITE. in-tree TS5 U4 VITHRIEHIIZ OpenShift Container Platform M5 # D
N—2 3 VTHIBRINET,

8%

AVISANSVFv—ICBIF2RAMNL—UDEa AN, EfEL23AMN—VDT
AN ¥ —ICFERbNTWET,

OpenShift Container Platform Tl&. AWS EBS @ in-tree 5 Container Storage Interface (CSI) K5
AN—~DEERITNTI/ OV —FLEa—E LTHBATEEY, BiTrEMEINE &, BEED
in-tree R4 N—2FALTIOEY 3=V J3h3R) a—Lld, AWSEBSCSI RS54 /N—%fEH
THLDICHBMICRITINE Y, FllE. CSIEERBITHE 25RLTLEIW,

411.EBS A NL—S 0 5 ZDERK
ANL—UUS2AEFEETEE. ANL—UDLANLPEERRERRL, BT TEET,

ANL—YISREERFTDIEICELY, A—F—R@FEMICTOEY a v JIhickimR) a— L%
BRFTEET,

¥
1. OpenShift Container Platform 31~ Y —JL T, Storage —» StorageClasses# 7 ) v L%,
2. ANL—=U 0S5 ZADMETIL. Create StorageClass%=7 vV LE Y,

3 RRINBR—ITRERT T avEEHELEY,

24
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FEAT KRR ML —JDRE

a. AML—=—Y ISR %SRRI BLDDERIZAALITT,
b. 72 avDEBAEAALET,

CERARY Y —EERLF T,

(@]

d Koy 745> 1) 2 hH 5 kubernetes.io/aws-ebs %EZIR L £,

P
REDCSI RSAN—TRAIL—YIFREERT ZICIE. FAy TV

. ') X k5 ebs.csi.aws.com Z:#IR L 9, #FMllld. AWS Elastic Block
. Store CSI K5 A /X— Operatora SR L T 23,

e. WEICIGLTAML—=Y I ZRADEMNFA—F—%ZANLET,

4. Create#7)vO  LTAMNL—V U SRABFERLET,

4.1.2. kiEAR ) 2 —LEK (PVC) DIERK

AR

AML—=E, R 2—L4E LT OpenShift Container Platform (20 > NI N BRIICEBEE R Z 1~
TSARNSIFvr—IlRIFNIERY £HA,

FIR

1. OpenShift Container Platform 3> —JL ., Storage — Persistent Volume Claims%z 7 ') v
JLET,

2. KA 12— LER (PVC) DBZE T, Create Persistent Volume Claim% 2 Y v 7 LE 9,
3 RAINBR—ITHUELRA TV avEERELET,

a. ROYFHO U AZa—DOUEIERINERAMNL—Y IS RERBRLET,

b. AL —YERO—BOEZFEZADLIET,

c. PVEAE—RZZERLIT., ThIZLY, FFRINLZA ML —IVBERDFEARY /EEA
ATV EADREINE S,

d AML—VERDHA XZERZLIEY,

4. Create 27 ') v U LTk ") 2 —LER (PVC) Z1ER L. KiftR) a—LZERMLET,

413. ") 2 —LDT7A—<T v b

OpenShift Container Platform (&, RY a—AL%Z< VY ML TAVYFTF—ITETHEIIC, KtR) 2 —LA
EED IsType NT A —F —THREINL I 7A IV RATLNRY) 2a—LILHZHEIIERLET,
FINAZAPEEINL T 7AWV AT ALATI A=Y RINTVWARWEE, TNAADT—FIETRT
HBEIN, TRAMREFDT7 7MLV RATALATEHENIC 74—y FINET,

ZhiT &Y. OpenShift Container Platform 287 # —< v h XN TWARWAWS R Y 2 — L& HEOFE
FARIC 7 #—<y hT 27, ThozkfiiR) a—LE LTHERTZ I ENARICARY FT,
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414. /) —REDEBS R 1 —ALADEKE

OpenShift Container Platform Tl&, 77 #JL b T1DD/ —RIZRK39DEBSHY 2 —L%EH|Y Y
TBIEDNTEET, ZOFIRIZ. AWSHY 2 —LDFIR ICARLET, R 1 —LDFIRIZ. 1V
REIVADIATICL>TRERY FET,

BF

9529 —EEBHIE. In-tree L7l Container Storage Interface (CSI) R 2 —LD W
Ihdre, TNETROAMNL—VISRZEATILENHYEXITHA. RN 1—LDMH
FDYA TaERFICHERATZIEIETEEFRA, BIVETOLNTWSEBSRY 2—4AD
BAIL, In-tree BLUVCSIRY 2 —LIKDWTHIZICAY Y NEINET,

4.1.5. FEEIER

o intree(VY—MN)RY1—LTST4A Y TERARERR) 2 —LRTFTyTFTay NrEDEN
DANL—=F T a3vADT7IERICDOWVWTOFEMIZ. AWS Elastic Block Store CSI RS 4
/N— Operator 28R L T LI,

4.2. AZURE R L7=KitA ML —

OpenShift Container Platform Tld. Microsoft Azure Disk R ) 2 — LAY R— K INF T, Azure % {F
FA L T. OpenShift Container Platform 7 5 24 —ILkfiA ML —Y % FOEY a3 =V TEFET, &
NnITIE. Kubernetes & Azure ICDW T DH ZIREDEMA H 5 Z &M FIIRE QY £9, Kubernetes 7k
BARY1—LT7L—LD—0F BEENISZAI—DTOEY 3=V Ja2KkEANL—VAFERALT
RITTEDELIICL, A—HF—DEEERDAIVISIARNSIIF v —OHFI RS TEINLDY YV —
2AEBERTEZEDIICLET, Azure Disk R a—ARGREMICTOEY a =y /TXFd, KR
)a—AEBE—D7OY Y NFEXIE namespace IZ/31 ¥ REIN T, Th 51 OpenShift Container
Platform 7 5 29— THAETEX 9, Persistent volume claim (PVC) I 7AY =7 M F kI
namespace ICEIBDEHL DT, 1—HF—ICL>TERINFT,

B

OpenShift Container Platform (&, AzureDisk R L —Y % FOEY 3 =V 7§ %72HIC
77 #4I)V hTin-tree £IE CSILAD RS A N—DERICKREINE T,

41 M OpenShift Container Platform /A\—2 3 ¥ Tl&, BEFED in-tree 7574 V% £
LTFREY 3=y JEhhaR) a—LAld. AFEDCSI R4 NR—IIBITINDFET
I, CSIBEINA /L —23aVidd—LLRIITo>TLEIW, B2 L TH, KkiEh

Ja—Ln KR 2 —LER ANL—VISRABREDREFDAPIA TV 2V Mk

HAT3HEEILTREINTEHA, BITICDOWTOFMIZ. CSIOEERIT 28BLTLE
T LY,

TERBITE. in-tree TS T 1 VIFHRIEHIIZ OpenShift Container Platform D4 M
N—=T a3V THIBRINZE T,
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AVISANSVFv—ICBIF2RAMNL—UDEa AN, EfEL23AMN—VDT
AN ¥ —ICFERbNTWET,

BIER R

® Microsoft Azure Disk
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421.Azure ANL—T 0 5 ZADERK
AMNL—=V OS2 FERTRE, AML—=VUDLRNILPLHERAKRTERBIL, BRTEIENTEET,
AMNL—=VY IS RAEERETDIEICLLY, A—HY—R@FEMICTOEY 3 Z 0 VI NEKkBER) 2 —L%
M/TEET,
¥
1. OpenShift Container Platform 3~ Y —JL T, Storage —» StorageClasses# /7 ) v -2 L%,
2. ANL—=U 0S5 ZADMETIL. Create StorageClass=7 vV LE Y,
3. RRINBR—VYTRERA TV aVvEERLET,
a. ANL=YUSR%SRI2LODDERBMEADLET,
b. # 7Y avOiBAEAALET,
c. EINRY) —%BRLET,
d. KAy F4H > 1) R ~H 5 kubernetes.io/azure-disk %3&IR L £ 7,
L ANL=UTATY MDA TEAALES, ThiE, Azure ANL—UT ATV RO
SKUDEBICHIGLET., Buad Toay
£, Premium_LRS. Standard LRS. StandardSSD LRS. & & U UltraSSD_LRS
T“’a—o
i. 7ThOY NORBEAEANDLET., BWAA 7> 3 s shared. dedicated & & U
managed T9Y,
HE

Red Hat l&. R kL —Y %9 5 2 TD kind: Managed D& D & % 1
/_.R_ I\ L/i_a—o

Shared # & U' Dedicated MI354&. Azure IIBENRADT 1 RV % 1F
B L £ 9 H. OpenShift Container Platform (< > > ® OS (root) T 1
AVDEEBT A RV EERLEYT, 7272 L. AzureDisk I&/ — RTERE
TARVBLIUVBEETRAT 1 AVOEADER%ZFAT LAV

&. Shared % 7z |d Dedicated TR I N/-EBXN RN T 1 RV %
OpenShift Container Platform / — RICEIY BT B I &IFTE EH A,

e. WEICIGLTAML—=Y IS ADEMNFA—F—%ZANLET,

4. Create#7) v I LTAMNL—V U SRBFERLET,

BIER R

® Azure Disk Storage Class

4.2.2. KR ) 1 —LEK (PVC) DIERK

AR S

A ML =&, R 2—4E LT OpenShift Container Platform (20 > NI BRIICEBEE R Z 1~
TSARNSIVFvr—IlRIFNIERY ZHA,
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FIR

1. OpenShift Container Platform 3> —JL ., Storage — Persistent Volume Claims%z 7 ') v
JLET,

2. kiR 12— LEXR (PVC) DBZE T, Create Persistent Volume Claim% 2 Y v 7 LZ 9,
3 RAINBR—ITUERA TV avEERELET,

a. ROYFH I AZa—DOUEIERINAERANL—Y IS RERBRLET,

b. ANL—YERO—BDOZFEZADLET,

c. PVEAE—RZZERLET., ThIZLY, FFRINALRA ML —IVBERDFEAINY /EEA
ATV EADREINE S,

d APML—VERDHA XEZEERZLIEY,

4. Create 27 ') v U LTKki#iAR ") 2 —LER (PVC) Z1ER L. KiftR) 2 —LZERMLET,

423. R 2 —LDT7F+—<v b

OpenShift Container Platform (&, RY a—AL%Z< VY ML TAVYFTF—ITETHEIIC, KtR) 12— LA
EED IsType NT A —F —THREINL T 7A IV RATLNRY) 2a—LILHZHEIIERLET,
FINAZAPEEINL T 7FANYRATALATI A=Y FINTVWARWEE, TNAADT—FIETRT
HEIN, TRARRBZEDT 7MY AT LTEBNICTI A —<y hINFET,

ZhiT &Y. OpenShift Container Platform 287 # —< v h I TWAR W Azure /R ) 2 — A& FEIDfE
FARIIC7 #—< vy T2, ThoEKGERY 2 —LE LTHEATS I EDFARICAYFT,
4.3.AZUREFILE ZfER L7ckifgA b L —2

OpenShift Container Platform Tld. Microsoft Azure File ") 2 — AN R— M INF T, Azure ZfF
FA L T. OpenShift Container Platform 7 5 24 —IlkfA ML —Y % FOEY 3=V TEET, &
NITIE. Kubernetes & Azure ICDW T DH ZIREDEMAH S Z ENFIHIREARY FT,

Kubernetes kxR 2 —LT7 L —ALT =Yk, BEENIVSRAY—DTAEY 3=V T 5KkERA M
L—CAFHALTEITTESRLIICL, A—F—DEBELRDZAVISRAMNS I Fv—0OHHE IR T
EINLDY)Y—RABEBRTEDLIICLET, AzureFile /R a—LAEMICTOEY a = TX
F9,

KGR 2a—Ll, B—D7FOY Y bF/ld namespace IZ/31 2 KX N3, OpenShift Container
Platform 7 S 249 —2AFTHETE T, kgAY 2 —LER(PVO) R TOY TV MFEE
namespace ICEBEDEHEDT, 7)) r—2a Vv THERATE LI ICA—F—ICL>TERINE T,

8%

AVISANSVFv—ICBIF2RAMNL—UDEa AN, EfEL23AMNL—VDT
AN ¥ —ICERbNTWET,

8%

Azure File R ) 2 — L |& Server Message Block #fFH L £ 7,

BIER R
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® Azure Files

4.3.1. Azure File B KGR Y 2 — LEX (PVC) DIERK

KR Y 2 —LEK (PVC) ZERT 2 ICid. SIS Azure THAV Y MBLUVF—%EL Secret 77
IV MNEERTIVELADHYET, TD¥—U L v M PersistentVolume EFHICHERAIN. 77V
b= 3V THATES L ICAERY 2 —AEK (PVCO) K& > TBRINE T,

AR
o AzureFile HEXH D Z &,

o ZOHBILTIVERTZLODFIBHR (EKICAMNL =T AT Y MELTF—) HFIHTRE

FIE
1. Azure File DEREEIEEHNEEN D Secret 7 72 7 M EERR L 9,

$ oc create secret generic <secret-name> --from-literal=azurestorageaccountname=
<storage-account> \
--from-literal=azurestorageaccountkey=<storage-account-key> 9

‘) AzureFile Z NL—S7H™S Y NDERL

Qg AzureFile A RL—CTFHY Y KE—,

2. FER L7= Secret 7 7> =V k= &089 % PersistentVolume % 1/Em L £ 7,

apiVersion: "v1"
kind: "PersistentVolume"
metadata:

name: "pv0001" 0
spec:

capacity:

storage: "5Gi"
accessModes:

- "ReadWriteOnce"
storageClassName: azure-file-sc
azureFile:

secretName: <secret-name> 6

shareName: share-1 ﬂ

readOnly: false

KigARY) 2 —LDEHIL
ZDXKERY) 2 —LDHA X,
Azure File HEDRIIEHRAESLV—27 L v MD4AHI,

Azure File 8 D £&Hil,

0009

3. ER L7=kEmAR ) 2 —LIC~< v 79 % PersistentVolumeClaim # 7Yz 7 N &{ERR L 7,
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apiVersion: "v1"
kind: "PersistentVolumeClaim"
metadata:
name: "claim1" ﬂ
spec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: "5Gi" g
storageClassName: azure-file-sc 6
volumeName: "pv0001" ﬂ

KiEARY) 2 —LER (PVC) DEHIL,

ZOXEERY 12— LER (PVC) DY A X,

909

KR 2a—L07OEY aZVJIERINZ AN L=V IS5 ADE
HI, PersistentVolume EEXCHERAINZIANL—Y IS REEELET,

Q Azure File £ % £0B 9 2 BL1F D PersistentVolume # 7~ = ¥ M D&Hi,

4.3.2. Azure File 5D Pod ~D~¥ 7 >~ k

(A

KER Y 12— LBR (PVC) DIEREIC. ChEFTYr—o avRTHERATEET, LUTOMIL.
DHEE Pod HICT I Y hT2HEERLTVWET,

([} =355
o Hir773 AzureFile HEIZY Y FINBKGER) 2 —LEKR (PVCO) H'HB T &,

FIa
o FHEDXKGARY 1 —LER(PVC)ZTY VY M5 Pod ZEKL ET,

apiVersion: vi
kind: Pod
metadata:
name: pod-name ﬂ
spec:
containers:

volumeMounts:
- mountPath: "/data"
name: azure-file-share
volumes:
- name: azure-file-share
persistentVolumeClaim:
claimName: claim1 e

ﬂ Pod D&,

© Pod IC Azure File AT Y T 3/82, AVFF—DI—h (). KR bEAY
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9 LARTICYERR S 1 7= PersistentVolumeClaim & 7~ = 2 M D &#i,

4.4.CINDER 2R LKkiEA N L —

OpenShift Container Platform I& OpenStack Cinder ZH%7R— b L £ 9, ZHITIE. Kubernetes &
OpenStack ICDWTHZIREDEBENH D I ENFIIRERY ET,

Cinder RY 2 —LREBMICTOEY a =V JTEET, kR a—LR@BE—DTOV LI MFELIE
namespace IC/N1 ~ REN T, Zh 5 OpenShift Container Platform ¥ S X4 —fETHAETE
¥, Persistent volume claim (PVC) (7O Y = ¥ k F 7zl namespace ICEABEDH DT, 1 —H—IC
Lo TEKRKINET,

BF

OpenShift Container Platform &, Cider A AL —Y % 7OEY 3=V 5 957HILT
7 4V K Tin-tree F/E CSILMAD R4 N—DFERICKREINT T,

41 M OpenShift Container Platform /A\—2 3 ¥ Tl&, BEED in-tree 7574 V% EH
LTFREY 3=y JEhhaR) a—LAld. AFEDCSI KRSANRN—IIBITINDFET
T, CSIBEINA /L —23aVidY—LLRIIT>TLEIW, B2 LTH, Kkimh

Ja—L, KERY 2 —LER, AMNL—VISRIBREDBRFEDAPIA TV ) MNafE
AY2HEIEREINT A, BITICOWTOFEMIZ. CSIOEHERIT #8RBLTLKE
T,

TERBITE. in-tree TS T 1 VIFHZIEHIIZ OpenShift Container Platform D4 M
N—=T a3V THIBRINZE T,

BIER R

® OpenStack Block Storage DMRIEN—RK RS 4 TDXkE7TOYv IR NL—VEBAZIRHTZH
EICDW T DEEMIL. OpenStack Cinder 258 LTI,

4.41.Cinder 2B L/-FE&§ O Y a =y

A ML =&, R 2—L4 & LT OpenShift Container Platform (20 > NI N BRIICEBEE R Z 1~
TSARNSIVFvr—IlRIFNIERY £ A,

([} =355
® Red Hat OpenStack Platform (RHOSP) A IZE&E I 17z OpenShift Container Platform

e CinderR!Y) 2—AID

4.41.1. KERY 12— LDERK

OpenShift Container Platform ICK#EAR Y 2 —A4 (PV) 2ERT %81IC. 77V NEETINETE
BT IRENHYET,

=]
. ATV MNEZET7 7M1 IVICRELE T,

cinder-persistentvolume.yaml
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#persistent-storage-csi-migration
https://access.redhat.com/documentation/ja-jp/red_hat_openstack_platform/8/html/architecture_guide/components#comp-cinder
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apiVersion: "v1"
kind: "PersistentVolume”
metadata:
name: "pv0001" 0
spec:
capacity:
storage: "5Gi"
accessModes:
- "ReadWriteOnce"

cinder: 6
fsType: "ext3" ﬂ
volumelD: "f37a03aa-6212-4c62-a805-9ce139fab180" 9

KiGEARY 2 —LER (PVC) £/lE Pod ICL > THEAINZRY 12— LDHARL
ZDOR)1—LICEYHTONEAML—YDE,

Red Hat OpenStack Platform (RHOSP) Cinder R ) 2 — A ® cinder Z’m L £ 9,
R 2—LDHMEITY Y MEIERIND 7 7MY RT A,

A3 % Cinder RY 12— LA

0009

BF

RYa—L%&T7x—<v bLTTOEY 3=V T LEEICIE fstype /85 X —
Y—DEREBELBVWTLLEIV, COEEZEETSZE, T—F DEEXP. Pod
DEZICDORDZHEEENHY £7,

2. FIDRATY TTCREBELAEA TV NERZR 7 7ML EERHRLET,

I $ oc create -f cinder-persistentvolume.yaml

4.412. k&R 2 —LDT7x—< v b

OpenShift Container Platform (Z#IBIDOFEARIICT7 # —< v N 57, 74—< v hIhTLan
Cinder R 2—AL% PV ELTHERATEET,

OpenShift Container Platform AR ) 2 —AL%Z< DY hL. ThZEIVTF—ITETRIIC. Y RAT AR
PVEZED fsType NT XA —49 —TIREINLZ T 7A IV AT LNRY 2a—LILEEFNZHNE I M %
Frv I LET, TNAAMPEEINLZIFANIRATALATI =Y PINTULWAWEE, T/ R
DT—HIFITRTEEIN, TRAMREFDT 7MLV AT ALATEHENIC 74—y hINET,
4.413.Cinder RY) 2—LDEFa V71—
BEWNDOT T r—2 3T CinderPV 2 EAT 2HAIC. ZOT7O4 XY MEEICEF2IY T 1 —
EBMLET,
AR

o EtN4 fsGroup A STV —%EHT S5 SCCHMERINBIMELHY XT,
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FIR
L Y—EXRT7AD Y M FE LT, ZTD7HD Y b SCCITEBMLET,

I $ oc create serviceaccount <service_account>

I $ oc adm policy add-scc-to-user <new_scc> -z <service_account> -n <project>

2. 7N =2 avoFTOA4KRET, Y—ERXT7HD Y M& & securityContext 235E L &
ER

apiVersion: vi
kind: ReplicationController
metadata:

name: frontend-1
spec:

replicas: 1 0

selector:

name: frontend

template: 6

metadata:
labels: ﬂ
name: frontend 9
spec:
containers:
- image: openshift/hello-openshift
name: helloworld
ports:
- containerPort: 8080
protocol: TCP
restartPolicy: Always
serviceAccountName: <service_account> G
securityContext:
fsGroup: 7777 a

£179 % Pod DAE—HTT,

£179 % Pod DSNILELIH—TT,

A bO—5—HEKT % Pod DTV FL— kK,

Pod DN, SNIELII—DEDINIVEHRALAOBENHY FT,
NS A= —{BREDEAFDRARIIE 63 XF T,

ERR L7 —ERT7 AUV b EEELE Y,

999200609

Pod O fsGroup Z1§E L £,

4.41.4. J— KE® Cinder KY 2 —LDBRAE

T 7 # )L hTl&. OpenShift Container Platform (& 12®M / — KIZT7 % v F I N7z K 256 ED Cinder
RYa—bL&HYR—NL, PHYFAERRY 2 —L%EFIRYT % Cinder FBIFEMICA>TUVWET,
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WEEEAICT 3(T1E. MaxCinderVolumeCount XF3% 247 Y 1 —5—K 1) & —D predicates
74 —ILRISEMLEY,

BIER R
¢ Ry Va—F—R)Y—DEBEOFMIZ. ATV 1—F—KR)Y—DEEZSRLTLES
LY,

45 77 A N—F v RN EFRHLZKEANL—Y

OpenShift Container Platform TIE 7 7 4 N—=F ¥ KV HR—KINTHBY., 774 /X—F v RILR
1) 21— L% fFMA L T OpenShift Container Platform 7 2 24 —ICkiEA ML —2 2 OEY 3 = JT
XFE9, ZhITlE. Kubernetes & Fibre Channel ICDOWTHZEEDEMRIH 2D Z EHRIHIREARY F
ER

Kubernetes kiR ) 2 —LT7L—LT7—7F, BEENISRY—DTOEY 3=V JEKFER
L—Y%FEALTRITTESDLDICL, A —DEBERDZAIVISANSIF+—ORMED AL T
EINLDYY—REBERTESELIICLET, kiERY a—LlFE—DFO ) MEE
namespace IC/N1 ~ REN T, Zh 5 OpenShift Container Platform 7 5 X4 —fEITHAETE

¥, Persistent volume claim (PVC) (£ 7'OY = ¥ k E 7zl namespace ICEABEDH DT, 1 —H—I
Lo TEKRKINET,

BF

AVISANSVFv—ICBIFZ2RAMNL—UDEa AN, EfEL23AMNL—YDT
AN ¥ —ICFERbNTWET,

BIER R

o J7AN—F v RILT/INA ZADEMA

451 70 a=vy

PersistentVolume API 2B L TC7 74 /N\—F v XK 2a—L&ETOEY 3=V F$5I21F. UTF
AR EBAETRIThIXRY FHA,

e targetWWN (7 7 A N—F v R —5 v bDT—IL K74 RZDEF),
o BMMRLUNES,
o 774 AT LDIESE,

KR 2a—LELUNRIMITYYEYTINET,

AR
o J7AN—FvRIVLUNRBERERDAVIZFAMNIIF v —ICFEELTVWBRENHY X
_a—o

PersistentVolume 7 7 19 NEFH

apiVersion: vi
kind: PersistentVolume
metadata:
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/nodes/#nodes-scheduler-default-modifying_nodes-scheduler-default
https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html/managing_storage_devices/using-fibre-channel-devices_managing-storage-devices
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name: pv0001
spec:

capacity:
storage: 1Gi

accessModes:
- ReadWriteOnce

fc:
wwids: [scsi-3600508b400105e210000900000490000] ﬂ
targetWWNs: ['500a0981891b8dc5', '500a0981991b8dc5 g
lun: 2
fsType: ext4

Q World wide identifier (WWID)FCwids & 7= 13 FC targetWWNs & & Of lun DA S EIZRET S
DEIHYFITH, MAEREBICKRET DI EIETEEHA. WINY—Sy h&EYE FCWWID
BRI FHAHREINEYT, FCWWID#RIFIE. FXAML—IUTFTNRNA RIBEBOEDTHY ., T/N1
ADT I ERAIFERINERAREKELAWEZDTT, TDHBFIE. SCSIInquiry ZFTL T
Device Identification Vital Product Data (page 0x83) & 7= (& Unit Serial Number (page 0x80) % EX
BIBHIEICFYEBEBTEET, FCWWIDIF, TS ZAADNRZIMNEELRY., DY AT LD
STFNARIITIVERATZIHETE., T4 X7 LEDOT—49BRIC /dev/disk/by-id/ &R I h F
ER

774 /N—F v %)L WWN &, /dev/disk/by-path/pci-<IDENTIFIER>-fc-0x<WWN>-lun-<LUN#>

ELTHENINET, 2L, WWN ETD/NRR (0x228) & WWNDEDXF (-(IN1 T V) %
BO)EANTIRLERZHY ZHA,

BF

RYa—Lk&T7+x—<vy bLTTOEY 3=V T LEEIC Istype /XS A—H —DIEEZE
BIdE, T—9HEEPPudICIS—HIRETITREELIHY F T,

4511 T4 AT 9 x—9 DEHE

LUNNR—=F 4 2avaFRALTTA R 4—9 04 XGIREERL T3, & LUN IXE—DKER
Ja—LAillvy 73N, BEDEEEXKGER) 2 —LIKICFERTIZRERHY XY,

IDFETIA—9%EMTDE. TV RI—H—FKiEA ML —T %2 BHEMLRE (106G 2 L) TEXK

TBHIENTE, CNZzRAFFLETIULEOTEDORIGT HR) a—LIL—HIEBZIENTEE
_a—o

4512. 77 AN—F ¥ RIVKR) 2a—LDEFX21)T14—

A—H—FKERY) 2 —LBKRK(PVC) TRAMNL—YZERLET, TOEKRIEI—H—D namespace
ICDAHFEEL. B L namespace D Pod S5 DHSIRTE XY, namespace & F 72 W\ TR
Jai—LIXTI7EALEDETDHE, PodICTS—DRELETT,

ETENETNDIT7AN—F v RXILLUN K, V9T RI—ADITRTD/) — KPS TIVEATEZUELH
L) i’a—o

4.6. FLEXVOLUME Z /A L 7ckifg A b L —¥

OpenShift Container Platform (&, RS A4 /N—&DA U H =T 24 RAICETARRETIVEFERT S
out-of-tree XD 7S 71 . FlexVolume ZH#R—KLET,
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AR TS TA VDRV Y IV ROR ML=V %FERT 3541, FlexVolume RS 4 /N—%1fF
FA L T OpenShift Container Platform #3558 L. 7 )7 —> a VICKkGEA ML —Y A RETEET,

Pod |Z. flexvolume @ in-tree ERAD TS5 51 % {EH L T FlexVolume RS A /N—&MEELE T,

BIER R

o JkimA') 21— LDHER

4.6.1. FlexVolume RS54 /NX—[CDWT

FlexVolume RS A /NN—{F, V75 RI—HDTRTD/ — RKOBPFEICERZINLZT 4 LI M) —ITHEIR
INTWBERITHARET 71 )L TT ., OpenShift Container Platform I, flexVolume %Y —2 &9 %
PersistentVolume # 72 2 MIL > TRINZ AR 2 —LDI IV NELEFET VIV Y MHREIC
BT, FlexVolume RSA N—ZMUHLET,

BF

OpenShift Container Platform Tld. FlexVolume ICDWTHEIY HTH L UEIY L THER
DOEER Y R—FIhFHA,

4.6.2. FlexVolume K5 A /X—D 4

FlexVolume RS A N—DRFIDIAY Y RS54 VBIBIIEICRIERTYT, TOMD/INT A —4 —(318E
TEILERRYFET, FEAEDEREEIL. JSON (JavaScript Object Notation) XFEFN A /KT A —H—& L
TRY XY, TONRTA—F—[ETLRISONXFHTHY., JSSONT—4%ETL T 71 ILDOARITIE
HYFEth,

FlexVolume RS A4 N—(CIELUTAEFNZE T,
o I RTOD flexVolume.options,

e kubernetes.io/ & \\ D EFEFEN T L = flexVolume DWW DDA T3y, =& A
I&. fsType ¥ readwrite 72 & TY,

e kubernetes.io/secret/ &\ D EEEFHNMTWESRES -V Ly M IBEINTWVWSRIHEE) DA
B

FlexVolume KZ 4 /x—® JSON Al

{
"fooServer': "192.168.0.1:1234", @)

"fooVolumeName": "bar",
"kubernetes.io/fsType": "ext4",
"kubernetes.io/readwrite": "ro",
"kubernetes.io/secret/<key name>": "<key value>", ﬂ
"kubernetes.io/secret/<another key name>": "<another key value>",

}

ﬂ flexVolume.options D RTDA T+ 3>,
9 flexVolume.fsType D1,

9 flexVolume.readOnly ICE D < ro/rw.
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© flexVolume.secretRet IC& > TERINBEY— I Ly hOTATOF— &8,

OpenShift Container Platform (&, K54 /N—DREHAICISON T—INEFNTVWBEBELZF

T, HEINTVLWRWEE, HAIKIKBRFEORRATINET,

FlexVolume KRS A4 /3—DF 7 # )L b D 1

{

"status": "<Success/Failure/Not supported>",
"message": "<Reason for success/failure>"

}

RIANR—DTI—RIZ. KBDHBEIE 0. T5—DHFEIF1TY,

BEEANEETY, ITIKEAYHETOLNTVWERY) 2 —LDYY Y MEEIIHRIILET,

4.6.3.FlexVolume R4 /X\—DA4 VXA =)L

OpenShift Container Platform L3R 9 2 72D ICER XN 5 FlexVolume RS A4 N—&/ — RTDOHE
TINF Y, FlexVolume ZEE T B (ICIE, FPHTEEO—EEA VA M—ILIXZDHADNRBEICRY

i’a—o

AR
® FlexVolume KT A4 /NN—(E, UTDEREEAEETIHENHYET,

init

RSANR—ZHMPL LI T, IRTD/ — FOFEERICHEVTHINIT T,

o FlE:2L
o EfTHAT /—F
o FHISNBZHA:T7 4L MDD ISON

mount

R)a—bL&ZT4LIMN)—IZTTVMLET, ThICIE. T/ 2OBE. TDEROTN
AADIY IV N EED, R) 21 —LDITY MIBRELRHSWDZBRIENSENET,

o 5|#: <mount-dir> <json>
o FEiTHAT /—K

o FHIINBZHA:T7 4L MDD ISON

unmount

R)Va—LETFALIRN)—DOT7URIVMNLET, THICIK, 7YY MNMEITK
J)a—LBEDYY =V Ty TTDEOIMERDSWIRENEZENET,

o B|#: <mount-dir>
o ZEfTHBAT /—NK

o FHISNBZHA:T7 =4I ~hDISON
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mountdevice

R)21—LDTFNAR%E, ALXDPod YTV RENA VY RTEBTFaLIMN)—IITTY
I\ L/i_a—o

ZDIEVH LTI FlexVolume E#fICiEEIND Y — VL v MAEELFHA, RSANR—TY—Y L v
NABEBERIBEICIE, COMUPHELERELAWVWTLEITL,

e 5|#: <mount-dir> <json>
o EITIHAT /—K
o FTHIINBHN: 774/ D ISON

unmountdevice
R)2—LDFNARETFA LI MN)=DELTUIIVMLET,

e B|%#: <mount-dir>
o TG /—NK
o FHIXNBZH:TT74IL MDD ISON

o ZTDMDTRTDEIEIE, {"status": "Not supported"} & T3 — K 1 %ZH L TJISON %
RLET,

FIE
FlexVolume RSA /N\N—% A4 VA —=)LLET,
. CORTHBEITZ7AMDISRAI—ARADTRTD/ —RILEETDIE%HRALET,

2. CDRTAETZ7AINERY 2—LTS5 742 D/NR (Jetc/kubernetes/kubelet-
plugins/volume/exec/<vendor>~<drivers/<driver>) ICECE L £ 9,

EZE, A ML —Y foo D FlexVolume RS A4 N—% 4 VA M—=ILTBICIE, ETHET7 7ML %
/etc/kubernetes/kubelet-plugins/volume/exec/openshift.com~foo/foo ICECE L £ 7,

4.6.4.FlexVolume RS A N—%FRHLAELAMNL—UDER

OpenShift Container Platform M #& PersistentVolume 7 72z M, A ML —INY I TV RD1
DDAML—=UT7EYy M(RYYa—LRE)ERLET,

FIR

o {VAN=)ILINTWBAKNL—U%SIBT BICIX, PersistentVolume # 7Y =7 N % {EE
LEY,

FlexVolume R4 N—%&{FHL/kEARY 2 —LDA TV MEEH

apiVersion: vi
kind: PersistentVolume
metadata:
name: pv0001 0
spec:
capacity:
storage: 1Gi
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accessModes:
- ReadWriteOnce
flexVolume:
driver: openshift.com/foo 6
fsType: "ext4" G
secretRef: foo-secret 9
readOnly: true G
options:
fooServer: 192.168.0.1:1234
fooVolumeName: bar

R 12— LDEZR, IHIEKEERY 2 —LEK (PVC) 2RI M. FldPod hERY 2 —4
BT HEHDIFERINET, COZRIE. Ny IVITVRIAMNL—VDRY) 2—L&EIFERD
HEDICTBIENTEET,

DR 2—LICEYHETOENBARNL—VDE,

F‘a’r/\‘_o)%ﬁﬁo :0)7’{_)1/ FLE’:LZ\ZE—C‘TQ

R A—LICBETDZATavDIT 74NV RT L, TDT4—IVRIFA T3 >VTT,

=Ly hADER, ZOY—J Ly bOF Bl EEIFFIC FlexVolume K54 /RN—|TEX
hEd, IDT71—ILRREAFT2arTY,

FARYERDISY, TOT714—IRFF T 30T,

FlexVolume RS 4 /N—MDEINA 7> 3>, options 7 1 —)L RTCA—H—H¥EET 27 Z /I
Z. ULTOI7 572 RTAET 7AINVISEINET,

"fsType":"<FS type>",
"readwrite":"<rw>",
"secret/key1":"<secret1>"

"secret/keyN":"<secretN>"

pa )

Y—=OLy ME, BUHLOYIY MUY MERZEENE T DHERICOAEINZE
_a—o

4.7. GCE PERSISTENTDISK #{AH L 7=kifEA NL —

OpenShift Container Platform Tld, GCE Persistent Disk ") 2 —/ (gcePD) B R— M XN F T,
GCE %#f#M L T. OpenShift Container Platform 7 2 X4 —IZKkiEA ML —2 A2 FOEY a =V JTE
FY, INITIE, Kubernetes & GCE ICDWTHBIREDBMEAH 2 I ELFMHREMRY X T,

Kubernetes KixR ) 2a—LT7 L —LT =73, BEENISAY—DTOEY 3=V T 5KER M
L—YAFHALTEITTESLIICL. A—F—DEBELRDZAVISRAMNSIFv—0OHHE IR T
EINLD)Y—REBRKTEDLDICLET,

GCE Persistent Disk /R 2 —AREMICTOEY a =V I TEET,
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KGR 2 —LIFBE—DTOY Y MFId namespace IZ/31 ~ REN T, Zh 51 OpenShift
Container Platform 7 5 24 —fTHE TEX ¢, Persistent volume claim (PVC) (E7OY =¥ M F
l& namespace ICEABDH DT, 1—H—ICL>TERINZET,

BIER R

BF

OpenShift Container Platform (&, gcePD A hL—2 % FOEY a =V 74 57DICT
74V b Tin-tree FLE CSILMAD RS A N—DERICKREINET,

41 M OpenShift Container Platform /8A\—2 3 ¥ Tl&, BEE®D in-tree 7574 V%&£
LTFREY 3=y JEhhaR) a—LAld. AFEDCSI FSANRN—IIBITINDFET
T, CSIBEINA /L —23aVidd—LLRIIT>TLEIW, BiT2 L TH, Kkimh

Ja—L, KR 2a—LER ANL—VISRABREDREFDAPIZ TV U Mk

HAT3HEILTEINTHA, BITICDOWTOFMIEZ. CSIOEERIT 2SBLTLE
T LY,

TERBITE. in-tree TS T 1 VIFHRIEHIIZ OpenShift Container Platform D4 M
N—=T a3V THIBRINZE T,

BF

AVISANSVFv—ICBIF2RAMNL—UDEa AN, EfEL23AMN—YDT
AN ¥ —IlFERbNTWET,

® GCE Persistent Disk

471.GCER ML — 7S5 ZADERK

AMNL=Y ISR %ERATEE. AML—UDLANLPHEAKEZZRBIL, BT 5 ENTEET,
ANL—YISREERTDIEICELY, A—HF—R@FEMICTOEY a v JIhickimR) a— L%

BMFTEET,

FIR

1. OpenShift Container Platform 3> Y —JL G, Storage —» StorageClassesZ# 7 ) v L%,

2. ANL—=Y 0S5 ZADMETIL. Create StorageClass=7 vV LEY,

3 RRINBIR—ITRERFT T avEEHELEY,

a. ANL—YU52%8RT2DDERIEANLET,

b. 72 avDEBAEAALET,

c. EBURARY >—%BIRLET,

d. KAy F74H > 1) 2 ~H 5 kubernetes.io/gce-pd %3EIR L £ 9,

e. WEICIGLTAML—=Y I ZADEMNFA—F—%ZANLET,

4. Create#7)vO  LTAMNL—V U SRBFERLET,

4.7.2. k#mR ) 21— LFER (PVC) DIERK

40


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#persistent-storage-csi-migration
https://cloud.google.com/compute/docs/disks/

FEAT KRR ML —JDRE

HIiR S

A ML =&, R 2—L4 & LT OpenShift Container Platform IZX 0 > NI N BRIICEBEE R Z 1~
TSARNSIVFvr—IlRIFNIERY £HA,

FIR

1. OpenShift Container Platform 3> —JL ., Storage — Persistent Volume Claims%z 7 ') v
JLET,

2. KA 12— LEXR (PVC) DBZE T, Create Persistent Volume Claim% 2 Y v 7 LZ 9,
3 RAINBR—ITHUELRA TV avEERELET,

a. ROYFHIUAZa—DOUEIERINERAMNL—Y IS RERBRLET,

b. ANL—YERO—BO&ZFEANLIET,

c. PVEAE—RZZERLIT., ThiIZLY, FFRINALZA ML —IVBERDFEARY /EEA
ATV EADREINE S,

d AML—VERDHA XZERZLIEY,

4. Create 27 ') v U LTKki#iAR ") 2 —LER (PVC) Z1ER L. KiftR) 2 —LZERMLET,

473. R a1 —LDT7+—< vk

OpenShift Container Platform (&, RY a—AL%Z< VY ML TAVYFTF—ITETHEIIC, KtR) 2 —LA
EED IsType NT A —F —THREINL T 7A IV RATLNRY) 2a—LILHZHEIIERLET,
FINAZAPEEINL T 7AWV RATALATI A=Y FINTVWAWEE, TNAADT—FIETART
HBEIN, TRAMREZFDT7 7MLV RATALATEHENIC 74—y FINET,

Zhic &Y. OpenShift Container Platform 27 # —< v kN TWAW GCE R 1) 2 — A% FEIDfE
FARIIC7 #—< vy NT 2D, TNOHZKER) 2 —LELTHERTSE I EATREICARY FT,
4.8. HOSTPATH ZfERA L 7kt A b L —¥

OpenShift Container Platform ¥ 5 24 —A® hostPath AR ) 2 —Ald, 7714 IVFELET4 LI M) —
BRANMN/—RDI7 74NNV RATLDLPodICYT VY MLET, FEAEDPod IZIE hostPath 7R
Ja—LEREHYEEAD, 7TFVT5—2a VB ETRHEEIE. TANBOIAvIF T3y
NiREINE T,

BF

VSRS —EEBEIL, FHENMZPod & LTEITTELDICPod ZRET I2RENDHY F
T, LY, AL/ —RDPod NDT7 IV AN EINZET,

4.8.1.E

OpenShift Container Platform (&8 —/ — KIS X5 —TORES LT XA MHD hostPath ¥V > M &
HR—MLZET,

EHE Y XY —TIlE, hostPath 2FHLFHA, KDYICV S RY—EEHIL. GCE Persistent

Disk R 22— L, NFS#HHB, AmazonEBS R a—LkEDRYy N —2 )Y —&5 O Y 3=y
JLET, RYRT—2 )Y —RF, ANL=UISREFERLAELBMNIOEY a3V TOREEY
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R—

I\ L/i_a—o

hostPath IR 2 — AEEMICOEY 3a =V 7T 30%EADHY £,

BF

AVTF—DIb—h (N, RAMNETAYTF—TRLARICE TV MLABWTLES
W, ChiE, VT F—IC+oRBFEMIEINTVWEIEE. RAN AT LAZIET
ZAEMLAHY EFT, FAMNETTY MNTBICIE, /host #FERTZ2DNELLTY, UTF
DFEITIE, RAMD /T4 LI M) —=H/host TAVTF—ICIT Y MINTWET,

apiVersion: vi
kind: Pod
metadata:
name: test-host-mount
spec:
containers:
- image: registry.access.redhat.com/ubi8/ubi
name: test-container
command: ['sh’, '-c', 'sleep 3600']
volumeMounts:
- mountPath: /host
name: host-slash
volumes:
- name: host-slash
hostPath:
path: /
type: "

4.8.2. hostPath R 2 —ADHEMATOEY 3 =4

hostPath R 2 —L%fERAY % Pod (&, FEID (M) 7OEY a=V I TSRINDIVENHY F

ED

FIR
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1 k#EARY 2—L4L (PV) 2EZL £ 9, PersistentVolume = 72 =7 hEZEAEAL T pv.yaml
774N EFERLET,

apiVersion: vi
kind: PersistentVolume
metadata:
name: task-pv-volume ﬂ
labels:
type: local
spec:
storageClassName: manual 9
capacity:

storage: 5Gi
accessModes:

- ReadWriteOnce 6
persistentVolumeReclaimPolicy: Retain
hostPath:

path: "/mnt/data"



FAZE KA ML - DRE
RY 21— ADOLE. - DEBIEAERY 12— AER (PVC) £/ 1E Pod THAI N2 EHD
TY,

R 1—LlgE—/)—RKRTread-write X LTY O Y NTEET,

oO00® 9

BRET7ANTIH, R)a—LDYISRI9—D/—KO /mnt/data liCH B LD ICHEELFE
T, AVFTF—DI—b (NP, KA MEAVYTF—THELRZIZEIT TV b LARVWTKL
IV, ThICEY. RAMNVRATLZBIET REMIHY FT, RAMZETIVNT
%IClE. /host #fFHAT 2DHAELELTT,

2. 774D BPVEERLET,

I $ oc create -f pv.yaml

3. kAR 2 —LER (PVC) AEH L 9, PersistentVolumeClaim # 7> /7 NE&H%ER
LT, Z74J)Lpvc.yaml Z{ERR L 7,

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: task-pvc-volume
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi
storageClassName: manual

4. 774ILHh 5 PVC 2ERR LT,

I $ oc create -f pvc.yaml

4.8.3. 15¥E(T & Pod TD hostPath D~V > k
KR 1— ABER (PVC) DRI, ChaT7 7Y r—>a vRTHATE T, LTl
DHEAA PodRICNOD VY NTBAEERLTWET,
AIRE 4
o EFtE 73 hostPath HEILT v FINBKER Y 1 —AER (PVC) AH 5T &,

FIE
o BEOKERY 2—AER (PVC) £X DY b T BHHEN X Pod AR L £,

apiVersion: vi
kind: Pod
metadata:
name: pod-name ﬂ
spec:
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containers:

securityContext:
privileged: true 9
volumeMounts:
- mountPath: /data 6
name: hostpath-privileged

securityContext: {}
volumes:

- name: hostpath-privileged
persistentVolumeClaim:
claimName: task-pvc-volume ﬂ

ﬂ Pod D&,

Podld. /—RDAML—=VILT I ERT2OICHFEME Pod & LTETINZRE
NHYEY,

© FHHEMS Pod WICHR MZFEET VY bFB/AR, AVFF—DIL—b (). FR

FeAYFF—TEULARICETTY LABRWTKEIW, ZhiE, IV TF—Il+9%
BENMIEINTVWBIEE., RAMN AT LAERETZ2AREMENHY T (B KR LD
/devipts 7 74 I) RAKZTD Y T BICIE, /host Z AT 5DHNRELTT,

Q LIBTICHER S 7= PersistentVolumeClaim 4 72 = 2 N D &1,

49.I1SCSI A FR L=k A ML —Y

iSCSI ZfEF L T. OpenShift Container Platform 7 2 X4 —IlkiEA ML —2 A2 OEY 3 = JT
TFEY, InIliE. Kubernetes & iISCSHIZDWT HBIREDERENH D I ENFIREARY FT,

Kubernetes KixR ) 2a—LT7 L —LT =73, BEENISAY—OTOEY 3=V T 5KER M
L—CAFHALTEITTESLIICL, A—F—DEBELRDZAVISRAMNS I Fv—0OHHE IR T
EINLD)Y—REBERKTEDLDICLET,
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AVISANSVFv—ICBIF2RAMNL—UDEa AN, EfEL232AMN—YDT
AN ¥ —ICFERbNTWET,

BF

Amazon Web Services T iSCSI #{FHT %354, iSCSIR—hD ./ —RKEDTCP b5
T4 9D EHAPAOEIIICTIAILIMNDEFIY T4 —RY—A2BHTHIUNELNHY
X9, 774N NT. TNHDR— ML 860 B LV 3260 TT,


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html-single/managing_storage_devices/index#getting-started-with-iscsi_managing-storage-devices

X5
wi

BAFE KBEAML—TD

BF

iscsi-initiator-utils /Xv 7 —> % 4 > X h—JL L. /etc/iscsi/initiatorname.iscsi T1 =
SI—H—ZEFRELT, iISCSI M4 =L T—4—H9FRTD OpenShift Container
Platform / — R Td TICRREINTWAB Z & 22 L TH <, iscsi-initiator-utils /X
r—< 1%, Red Hat Enterprise Linux CoreOS (RHCOS) #H 927704 X MIT
TICA VA M=ILEINTWS,

HME, AML—=YUTNAZADOEE #SB LTIV,

491 oY a=—>4y

OpenShift Container Platform TR ML —Y %R 2 —LELTYDI Y NTBHE0IC. EEERZ1V T
FAMNZIVFY—ICAMNL—UDFERETEHIEZERLET, iISCSIHTHEIZRDDIE, iISCSI ¥ —
Ty NR—% I, BWARISCSHEME (IQN). BMRLUNES. 771 LY RTLI4 T B&T
PersistentVolume APl DA TY,

PersistentVolume 7 719 NEFR

apiVersion: vi
kind: PersistentVolume
metadata:
name: iscsi-pv
spec:
capacity:
storage: 1Gi
accessModes:
- ReadWriteOnce
iscsi:
targetPortal: 10.16.154.81:3260
ign: ign.2014-12.example.server:storage.target00
lun: 0
fsType: 'ext4’

492. T4 AV A=Y DE

LUNNR=F 4> aVvaFRALTTARI VA= EF A XFREEELET, THLZTND LUNITIET
DDxEEARY 2 —ALTY, Kubernetes TlE, KGR 2 —ALIL—EDELFZFRTIHENHY X
-a—o

CORETIA—FERFETDE, TV RI—HYF—FXkHKERA ML —I%EEXKNLE (10Gi 2E) TEXR
THIENTE, AENETNULDOBEDORIET 2R 2 —LIL—BIEZIENTEET,
493.iSCSIRY) 2 —LDEF2) T4 —

a1 —4—|J PersistentVolumeClaim + 7 7 hCRMNL—VEERLE T, TOEXRIFI—Y—D
namespace ICDHFIEL. [EL namespace HD Pod A5 DHSIRTE 9, namespace £/ W T
KR 2 —LBERPVO)ILTIVEALELD ETBE, PodICZZ—DHELET,

ZTNENODISCSILUN IE, 75 RI—ADTRTD/ —RKOLTIERATEZRENHY X,

4931 FvLUYINY R A V8RE 70O ML (CHAP) 5%E
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ZF 7> 3 . OpenShift Container Platform I& CHAP % {#f L CTiSCSI ¥ —4'v MIx L TEDRE
HRITTEE,

apiVersion: vi
kind: PersistentVolume
metadata:
name: iscsi-pv
spec:
capacity:
storage: 1Gi
accessModes:
- ReadWriteOnce
iscsi:
targetPortal: 10.0.0.1:3260
ign: ign.2016-04.test.com:storage.target00
lun: 0
fsType: ext4
chapAuthDiscovery: true ﬂ
chapAuthSession: true
secretRef:
name: chap-secret 6

iSCSI#RH D CHAP SREE =AML E 9,
iSCSItzwvy>av®d CHAPEREEABRICLF T,
A—H—Z+NR\AT—RAEFALTY— YLy 2TV FDOEZRIZEIEELEX T, T D Secret

F70xU ME BRINZARY) 12— LEFERTE %9 RXTD namespace THIARBETRITNIE
BYFEHA.

-

4.9.4.iSCSI D~ )L F /R 1k

iSCSIR—ZADA ML=V DIFEIE. BHRDY -4y hER—9ILDIP7RLRICEL IQN #FHT 3
CETRINTFNRRAEBBRBETEFET, WILFARLICEY, RARDI1 DU LEOOVR—% Y NTEEN
FRELEBETEH, KR 2a—LICT IV ECRATBIENATEXET,

Pod T F/RREIRET SICIE, portals 71 — )L REFHALET, UTFICHERLET,

apiVersion: vi
kind: PersistentVolume
metadata:
name: iscsi-pv
spec:
capacity:
storage: 1Gi
accessModes:
- ReadWriteOnce
iscsi:
targetPortal: 10.0.0.1:3260
portals: ['10.0.2.16:3260', '10.0.2.17:3260', '10.0.2.18:3260] ﬂ
ign: ign.2016-04.test.com:storage.target00
lun: 0
fsType: ext4
readOnly: false
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Q portals 7 1 —JL REGFHLTY—4 v NR—%ILEEBMLET,

495.iISCSIODARY L1 =T —4—I1QN

iISCSI ¥ —#4"y MAFEICIAN ICHIR I N TWBIBAEIC. BRI LM =2 T—4—0iSCSI Qualified
Name (IQN) ZE%E L F 9., 7L, iSCSIPVAEYHTLNTWVWE/ —RABTINS5DIQN %fF
A9 3REEHY T A,

DRI LDA =T —49—IQN ZIEET S ICIL. initiatorName 7 1 —JL REFARAL X T,

apiVersion: v1i
kind: PersistentVolume
metadata:
name: iscsi-pv
spec:
capacity:
storage: 1Gi
accessModes:
- ReadWriteOnce
iscsi:
targetPortal: 10.0.0.1:3260
portals: ['10.0.2.16:3260', '10.0.2.17:3260', '10.0.2.18:3260']
ign: ign.2016-04.test.com:storage.target00
lun: 0
initiatorName: iqn.2016-04.test.com:custom.ign ﬂ
fsType: ext4
readOnly: false

Q A= IT—9—DLFEIBELET,

410.O—AIARY) a—LEFERLALKERA ML=V

OpenShift Container Platform l&. B—HILAKR) 2 —LA2FRTZKEA N L —YTTOEY 3=V 5
TBHIENAEETYT, O—HILDKGER) 2 —LEFRT &, BEOKGRY 2 —LEK (PVC) 1
VHA—T A REFALT, TARIPNN—=FT42avREDA—HAHILDANL—=VUFTNRNARILT I+
A—AIRY) 2—LAld, Pod%/—RIZFETRIVa—ILESICERTEET, R)a—LD/—K

BN AT LAICE > TRBEINDHTYT, L. O—HIRY) 2—LlF, KAELTERERD
J—ROFABIKFELTEY, IXTOT7 ) 5—2avIilBLTVWRRTRHY A,

¢ a1
O—AJIRY) 2—41E, BRICERINKER) 2—LE LTOAMEATEET,

4101. O0—AJ X b L — Operator D1 VA ~k—)b

O—AJLRA kL — Operator I&7 7 # )L b T OpenShift Container Platform IZ4 Y A h—JLI N FH
Ao UTOFIEEFHALTID Operator 24 YA R—JL L, V5 RAY—ARATO—ALKRY 2 —L%EH
MICTEDLDICERELET,

AR
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® OpenShift Container PlatformWeb 3>V —J)LF¥ AT Y R4 4 V45— 24 X (CLI)
NDT I ER,

FIa
1. openshift-local-storage 70> =V M &/ERMR L £,

I $ oc adm new-project openshift-local-storage

2. AT a Vi AVISANSYFvy—/—RTOO—HILARNL—VDEREHFTLET,
AOFX VIR EZY Y TREDAVR—FY MINRT 27O, O—HILANL—Y
Operator AL TCA VY75 A NSV Fv—/—RTHRY 2—LEFERT 2BELH BIHED
HYFET,

A—AIRML—Y Operator ICT—A—/ —REFTHREAVIZRAN IV Fv—/—RHE
FNDEIIC. TIAILMD/—RELII—5RABTINENHY ET,

A—AJIRX ML —Y Operator BNV SR —2FDT 74N ML VY —%EHELBRVELDICT
ZICiE. UFoav Y RERTLET,

I $ oc annotate project openshift-local-storage openshift.io/node-selector="

Ul TOEE

Web vV —)bhS5O—HIAML—Y Operator 54 VA M—=JLT BICIE. UTDFIEEERITLE
ER

1. OpenShift Container Platform Web >V —jLicao/4 v L& 9,
2. Operators - OperatorHub I(C#8I L £ 9§,

3. LocalStorage = 7 4 LY —Rv V RICABD LT, B—HIN R ML —Y Operator ZRDIT &
ER

4. Install =22y U2 LXY,

5. Install Operator R—< T, A specific namespace on the clusterz®#IRL 9, RKOv I X
— 21—/ 5 openshift-local-storage ZZERL 7,

6. Update Channel & U* Approval Strategy D% N EREICAE L X T,
7. Install 27 ) v 7 LET,

INDRETIBHE, O—AIRML— Operator (& Web O~ Y —JL® Installed Operators £7 < 3
VIC—ERTIINET,

CLI D5 D#EE
1. CLIASA—AINARAML—Y Operator 24 VA M—=JLLZE T,

a. LTFTOav > R%&ZEFT L T OpenShift Container Platform DX Y v —B LU~ A F—/3—
JaveERBLEY., ZhiE. ROFIED channel DEICHETT,

$ OC_VERSION=$(oc version -o yaml | grep openshiftVersion |\
grep -0 '[0-91*[.][0-9]1*" | head -1)
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b. O—#AJL A kL —< Operator @ Operator VIV—THLVYTRI) T aviaEET D
=®HIZ. 7YY b YAML 7 7 1)L (f§: openshift-local-storage.yaml) = /Ef% L £ ¢,

$ll: openshift-local-storage.yaml

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: local-operator-group
namespace: openshift-local-storage
spec:
targetNamespaces:
- openshift-local-storage
apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: local-storage-operator
namespace: openshift-local-storage
spec:
channel: "${OC_VERSION}"
installPlanApproval: Automatic
name: local-storage-operator
source: redhat-operators
sourceNamespace: openshift-marketplace

Q A YVAN—LESEOI—Y—EKRBRY > —,

2. LTFDOX Y REEITLT, O—ANAMNL—Y Operator 7 799 MEERLET,
I $ oc apply -f openshift-local-storage.yaml

Z DBFm T, Operator Lifecycle Manager (OLM) (£A—#JL X b L — Operator % 5358 T =
3£ D127 Y £, Operator @D ClusterServiceVersion (CSV) (&4 —4" v b namespace ICRR
XN, Operator TIEEINS API XERABICFIBAREICAY 9,

3. IRTDPod BLUVO—HAIRA ML — Operator MERINTWB I &EAFEFELT, O—5
WAMNL—=—YDA VYA M—ILERIELE T,

a. WERPod ITRTHMERINTWE I &R LET,

I $ oc -n openshift-local-storage get pods

Hh 6
NAME READY STATUS RESTARTS AGE
local-storage-operator-746bf599¢9-vit5t 1/1 Running 0 19m

b. ClusterServiceVersion (CSV) YAMLY Z 7z A M52 F v LT, O—AHILR ML=
Operator #* openshift-local-storage 7O =/ N CTHETE 2 Z & 52ERLE T,

I $ oc get csvs -n openshift-local-storage
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DBl
NAME DISPLAY VERSION REPLACES PHASE
local-storage-operator.4.2.26-202003230335 Local Storage 4.2.26-202003230335
Succeeded

TRTCDF v IDEINDE, O—HILA ML —Y Operator AIEEEICA VA M—ILINF T,

410.2. O—AJIRA ML —2 Operator 2R LO—AIKR) 2—LDTOEY 3=V
5

A—ALRY) 2 —LEENTOEYa =V I THERTEEFEA, KDYIL, kiERY 2 —LbO0—HL
A NL—2 Operator ICE > THERINZ ZEAHYET, coO—AIRYa—LT7OEY 3+ —
&, EEINLYY—RATEEINTWEBNRRATI7AIVIRATLELETOY IR a—LFT /N1 R
ERBLET,

(1} =355
o O—AINAML—Y Operator 1 VA M—JILINTWBZ &,

o LUTOXUEAFB I O—HILTARIDH 5B,
o /—NRIIE/RINTWS,
o YUYV RMINTLARL,

o NR—F 4 arvhRrETNTLARL,

FIR

L A—AR)2a—L)Y—REFRLES, TOYY—RIF. /—RKBLO—HIERY 21—
LNDIRRAEEET DRENHY FT,

R

BLTNARICBDA ML=V IS 2Z%5FRALBRVWTLEIWN, IN%ETD
&, BHOKERY 2—L4L (PV) BMERINE T,

Bl: 274N AT L

apiVersion: "local.storage.openshift.io/v1"
kind: "LocalVolume"
metadata:
name: "local-disks"
namespace: "openshift-local-storage” ﬂ
spec:
nodeSelector: g
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- ip-10-0-140-183
- ip-10-0-158-139
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BAE kA ML —T DR

- ip-10-0-164-33
storageClassDevices:

- storageClassName: "local-sc"
volumeMode: Filesystem ﬂ
fsType: xfs 6
devicePaths: G

- /path/to/device ﬂ

O—AJ R b L —2 Operator 8 ¥ X b —JL I T L)% namespace,

7 arv:O—ANNAML—=UR)a—LHEIYETLRTWS /—RO—ENEZFH
2/—RKtELV4%—, UTDOHFITIE. ocgetnode NSEELZ/ —RERXAMNEEFRL
F9, ENEZINLWVIGE., O—HI R ML — Operator EFIHARERTRTD / —
RT—BT 2T 1 RVDMRERITLET,

KiEAR) a—LA T POERBFICERTZ2ZA M —Y 0S5 2ADERE, O—AILZ b
L—2 Operator id, AML—Y 0 S ADFELABWVWEEICINZBEIMNICERL ET,
ZDA—ANLRY) 1—LDEY Fe—RBICHNTZ2AMN -V ISR %2EATEHELIICL
TLEIW,

A—HANKRY) 2—LDY A THEHFT 5K 12—LE— K (Filesystem Z 7= |& Block).
A—HAIARY) 2 —LDFEIYTY Y MEFICERINDE T 71 IV AT L,
BRTZ2O0-AIWAML—ITNA ZAD—EZETL/NRATY,

ZDfE%. LocalVolume ')V —Rby-id~NDEEOO—HAILT A RV DT 74 IIL/IRRICE

X2 F9 (B /dev/disk/by-idwwn), 7OEY 3 F—HAEEICT IO INhdE, Ch
S50O—ANT 4 RVBICPVIMERINET,

R

raw 70w 7R 2 — /A (volumeMode: block) (&7 7 {1 LY AT LT T 4 —
vy hINFEHA, TOE—RIE Pod TEITLTWERIRTOT T Ir—2 3
Yhraw TOY I TNA REFRATEZHBEICOAMERL TLEIL,

#l: 7oy

apiVersion: "local.storage.openshift.io/v1"
kind: "LocalVolume"
metadata:

name: "local-disks"
namespace: "openshift-local-storage” ﬂ

spec:

nodeSelector: g
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- ip-10-0-136-143
- ip-10-0-140-255
- ip-10-0-144-180
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52

®9

o - -

storageClassDevices:
- storageClassName: "localblock-sc"

volumeMode: Block ﬂ
devicePaths: 9
- Jpath/to/device @)

O—AJ R b L —2 Operator 8 ¥ X b —)L I T L)% namespace,

73 O—ALNRAMNL—VRY2a—LHAEYHTLERTWS/ —RO—EBNEFN
2/—KtELV4%—, UTOHFITIE. ocgetnode NSEELAZ/ —RERXMNEEFERL
F9, ENEZINLWVIGE. O—HI R ML — Operator EFIHARERTRTD / —
RC—BIT2T1 RIDBRREATLET.

KEARY 2 —LA TV NOERBICERTZ2ANL—2 0 5 2RDER
A—HANKRY) 2—LDY A THEHFT 5K 12—LE— K (Filesystem F 7= (& Block).
BRETZO0-DIVAML—ITNRARAD—EEZEL/IRXTT,

ZDfE%. LocalVolume ')V —Zby-id~NDEEDOO—AIT 4 AV DT 74 IIL/INRICE

X2 F T (B dev/disk/by-idiwwn), 7OEY 3 F—HAEBICTIO/MIhdE, h
S50O0—ANT 1A RAVBICPVIMERINET,

2. OpenShift Container Platform 7 2 24 —ICA—AILNKRY) 2 —LY Y —R =R LE T, 1EK

LEEDYDT774ILEIRELE T,

$ oc create -f <local-volume>.yaml

3. FOEYar—»mMERIh, BB 27 —FEVtEY MHPERINTWRZ AR LET.

$ oc get all -n openshift-local-storage

DBl
NAME READY STATUS RESTARTS AGE
pod/diskmaker-manager-9wzms 1/1 Running 0 5m43s
pod/diskmaker-manager-jgvjp 1/1 Running 0 5m43s
pod/diskmaker-manager-tbds;j 1/1 Running 0 5m43s
pod/local-storage-operator-7db4bd9f79-t6k87 1/1  Running 0 14m
NAME TYPE CLUSTER-IP  EXTERNAL-IP PORT(S)
AGE

service/local-storage-operator-metrics  ClusterlP  172.30.135.36 <none>
8383/TCP,8686/TCP 14m

NAME DESIRED CURRENT READY UP-TO-DATE AVAILABLE
NODE SELECTOR AGE

daemonset.apps/diskmaker-manager 3 3 3 3 3 <none>
5m43s

NAME READY UP-TO-DATE AVAILABLE AGE
deployment.apps/local-storage-operator 1/1 1 1 14m
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X5
wi

NAME DESIRED CURRENT READY AGE
replicaset.apps/local-storage-operator-7db4bd9of79 1 1 1 14m

F—EVEY NTOCRAOMELGHEBEOREICERELTLEIV, RELHHIO0ODIBE. &
nEsNeL 25 —nrENTHEEEZRLET,

4. KR 2 —LNMERESNTWE I & =2MEBLES,

I $ oc get pv

Al
NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE
local-pv-1cec77cf 100Gi RWO Delete Available local-sc 88m
local-pv-2ef7cd2a 100Gi  RWO Delete Available local-sc
82m
local-pv-3faic73 100Gi RWO Delete Available local-sc 48m

BF

LocalVolume # 72 =V hZiRE L TH. BFEDKKARY 2 —LD fsType X721
volumeMode I(FZEINFEHF A, INIEIENQIREICRDFEEDLHDLHTT,

4103.0—AHI R KL —Y Operator DRWA—HIJILARY 2a—LDTOEY 3=V

A—A)RYY 12— LRENTOEY 3=V I THERTIEEA, KDY, KERY 21— L KGR
Va—L(PV)EATVT) FERICERZELTERTEEY., 2OA—AIRY2—LT7OEY 3 F—
I BEINLY Y —RATHEEINTWENRRATIZFANY AT LAFLETOY IR) 2 —LT/NA R
ERBELET,

B

PVOFEIFOEY 3 =V 7ICIE, PVC DEIRREEIC PV 2B TT—YREBHIRET DY R
INEEFNET, O—HIRAKNL—Y Operator i&, O—AIPVODTOEY a =Y JB
IKTNAZADZATHA VI EBELTELDIFERTEZIIENHEINET,

AR

o O—HJT 14 XY H OpenShift Container Platform / — RICEIY HTHNTWB I &,

FIR
1. PVEEZLZ Y., PersistentVolume = 7> =/ NEZE%FH L T. example-pv-

filesystem.yaml ¥ 7= (£ example-pv-block.yaml 2 ED 7 7 A L EER LE T, TDY YV —2R
&, /—RELVO—HNLRY 2 —LADIRREEETIHELN’HY ET,

S

AULTFNNARICHDARN L=V IS RE%FRHLAVWTLLEIWN, BLARIEMFE
HT2&, EHOPYIMERINET,
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54

example-pv-filesystem.yaml

apiVersion: vi
kind: PersistentVolume
metadata:
name: example-pv-filesystem
spec:
capacity:
storage: 100Gi
volumeMode: Filesystem ﬂ
accessModes:
- ReadWriteOnce
persistentVolumeReclaimPolicy: Delete
storageClassName: local-storage 9
local:
path: /dev/xvdf 6
nodeAffinity:
required:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- example-node

PVDY A THEEHET SR 2—LE— K (Filesystem % 7zi& Block).

PV Y —ZDEMBICERTZANL—Y IS5 ADERL, COPYVDEY ME—EILEE
FTEIAMNL—VISRAAEFRICLTLIEI L,

®9

BRTZ2O0-AIWAML—ITNAZAD—&, FLBFTALIMN)—DEFEFNB/XT
¥, Filesystem volumeMode D74 LV M) —DHAEIEETEXT,

pa )

raw 70w 2 R') 2 — L4 (volumeMode: block) (&7 7 {1 LY AT LT T #—
Ty RINFHA, TOE—RIE, Pod TEFTLTVWRITRTOT7 T r—o 3
Yhraw TAOY I TNA R EFATESSAICOAMEALET,

example-pv-block.yaml

apiVersion: vi
kind: PersistentVolume
metadata:
name: example-pv-block
spec:
capacity:
storage: 100Gi
volumeMode: Block ﬂ
accessModes:
- ReadWriteOnce
persistentVolumeReclaimPolicy: Delete
storageClassName: local-storage
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wi

BAFE KBEAML—TD

local:
path: /dev/xvdf e
nodeAffinity:
required:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- example-node

Q PVD¥4 A ThEHTBRY 2—LE— K (Filesystem F 7= 1% Block),

g PV YUY —2DEMBSICERTZ2RANL—C 2S5 AD&H, COPVDOEY N&E—BRICEE
TBEANL—U IS RAFRATELIICLTLEIY,

g BIRTZ2O0—ANANL—UFNA ZAD—EE2ESL/IRRATY,

2. OpenShift Container Platform 7 S 24 —ICPV YUY —Z2&ER L E T, FFRLEENY DT 7
1IVEEELET,

I $ oc create -f <example-pv>.yaml

3. A—AIPVHRERINTWBZ EAEERLE T,

I $ oc get pv

Al
NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS CLAIM
STORAGECLASS REASON AGE
example-pv-filesystem 100Gi RWO Delete Available local-
storage 3m47s
example-pv1 1Gi RWO Delete Bound local-storage/pvci local-
storage 12h
example-pv2 1Gi RWO Delete Bound local-storage/pvc2 local-
storage 12h
example-pv3 1Gi RWO Delete Bound local-storage/pvc3 local-
storage 12h

4.10.4. 0—HILRY) 2 —LDKERR ") 12— LZEK (PVC) DIERK

O—ALKY 2—AlE, Pod TPV ERAINBKERY 1 —ALER (PVC) & L THIICERI N D%
ENHYET,

Gl s
o XkiRY a1a—AAO—AIRY 2a—LAL7OEEY 3 F—A2FHALTERINRTWVWSEZ S,

FIE
L ®WETBDRAMNL—=Y IS REFRALTPVC 2ERKLE T,
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kind: PersistentVolumeClaim
apiVersion: vi
metadata:

name: local-pvc-name ﬂ
spec:

accessModes:

- ReadWriteOnce

volumeMode: Filesystem 9

resources:

requests:
storage: 100Gi 6
storageClassName: local-sc ﬂ

PVC D4,
PVC D% 4 7, &7 #JU bIX Filesystem TY,
PVCICFIHATCEBAMNL—VDE,

FERTREICRDA ML= 5 XD 4,

0009

2. ER L7774 L %$EE L T. PVC % OpenShift Container Platform ¥ 5 24 —IT/ER L £
_a—o

I $ oc create -f <local-pvc>.yaml

4105. O0—AINERZEIYHTET,
O—AIRY) 2 —LHKkEERY) 2 —LER (PVCO) IIT Y TINLRIL, ThEYY—ZARICBETE
i’a—o
=35
o kiR ') 2 —LER (PVC) ' L namespace ICFET %,

FIR

L BBEINLERZ )Y —XDOERRISEMLEY., UTOBITIE. Pod ATKERY 1 —LEXK
(PVC) #EEL XY,

apiVersion: vi
kind: Pod
spec:

containers:
volumeMounts:
- name: local-disks
mountPath: /data
volumes:
- name: localpvc

persistentVolumeClaim:
claimName: local-pvc-name 6
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IOV NTBRY 2 —LDEREIL

o

@ FUi-LHRIYIINBPodHAD/AR, AVTF—DL—b ()P KR bEAVT
F—TRLCARICIEFETT Y NLAWTLCEIW, ZhiE, AV T H—Ilt+oREEN S5
INTWBIHEE, RAMNYRATLZRIRT BRI HY £ (. KRR kD /dev/pts
7740) RAMNEI DY NTBITIE, /host AT 2DHARELTY,

g HERT3EEORERY 12— AER (PVC) DAR,

2. ER L7277 714 )L %FE L T. OpenShift Container Platform ¥ 5 24 —ICY YV —2 %= /EM L
i-a—o

I $ oc create -f <local-pod>.yaml

410.6. %M, O—AIZA ML= TS RADEEFRES LTTOEY 3 =2 TICD
WTSRLTLEI W,

A—AJRML—2 Operator (FO—AIL R ML —UBHBLOTOEY 3=V J2BE8ELET, &
DHBEAFRTZE, RT7AHIL, VMware, FHIEEIYHTONETNNSA AEZFDAWS A N7 AV

AV E, TTOAAA Y MRFICHNIOEY a Z VY IHPFBETEAWVGEICT Y X b—IL =Btk
TXZEY,

BF

HEitE s Lo oS a =y Eso /00— L Ea—#Hies LTOHTHAWE
F3FEd, 79/8Y—7L E1—H#EEIE. RedHat DEBREBREBICEIT2 Y —ERL
NIVTT) =XV b (SLA) OXRATHY ., HEEMICKEETIRABAVWZ ELIHY FT,
Red Hat IIEHREBRIECINSAFHET I E2HBELTVWERA, 72/0V—TL
Ea—D#eEIR. RFORMMEELZVERIREL T, BEREBTHEDT A METW
TA—RKNRNYIERHFEEL TV AL EEBRNELTVWET,

RedHat D574 /Oy —7 L Eax—#eEDyR— NaEICRET 23FMIE. 727/ 00—
T Ex—#EDYR— MNEFE #S8RB LTI,

A—AITFNA A=BEMNICKREL, BIRLATANAAZ20AO—HILARY 2—LEBENICTOEY 3 =
VIEBICIE, UWTOFIEEFERALE T,

Digk

==
[=]

LocalVolumeSet # 7 x4 NDERICIEIEINNETT, O—HILT A RAIHD

KR 2—L4 (PV) 2EEFNICTAEY a =V 793848, O—HILPVIE—H
TEHRIIRTDT /NS REEKRT B8N HY £9 ., LocalVolumeSet 4 72 =¥
MaERLTWSESE, O—AIAKNL—Y Operator A/ — R TA—AILT /XA
AHEBIIME—DIVTAT1A—ChHDIEEMALET,

AR

o JSRHN—FBEBHEN—-IvIavIHb,
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o O—AINAML—Y Operator 1 VA h—JLINTWVWBZ &,
o O—HJ)T 14 X% H OpenShift Container Platform / — RICEIY HTHNTWB I &,

® OpenShift Container PlatformWeb >V —J)L&7/&ldoc AX Y R4 VAV H—T (R
(CLYADT I EADH BT &,

FIE
L. WebdvVY—iIbHhASO—ALTNNA ZOEHREEEMICT BITIE,. UTFEITVWET,

a. Administrator /\—2 Y 7 1 7T, Operators - Installed Operators I[C#$E) L. Local
Volume Discovery # 7% 7 ) v 2 LE 9,

b. Create Local Volume Discovery%2 7 ') v 7 L 9,

c. MIAARERTARIETARTD/ —RFLIIBFED/ —ROEELTHRETIUNENH B
MMIH U T, Allnodes ZF 72l Select nodes DWW EEIRL F 9,

R

All nodes ¥ 7213 Selectnodes #{FFA L T7 1 ILY —F D E D MNIH DD
. 59, 7—H—/—RKOHADFIAATEEICAY £,

d. Create 27 ') v 7 LFET,
auto-discover-devices & W\ D ZRIOO—HI R Y 2 —LKREA VR YV ANRRIINET,
1. /—RNTHAATRERT /NS RDERK) A MERFT I, LTFEEFTLET,
a. OpenShift Container PlatformWeb J > vV —Licaoy4 v LE 9,
b. Compute » Nodes ICFBEIL £ 7,
c. AK/—RD&ARTI%EY ") v o LET, NodeDetails R—IDBRRINZET,

d. Disks # 7ZERL T, BRLETNARAD—EBEZRRTLIT,
A—AIT 4 RV EBMELIBERKRLTE, T/ A—BOEHRI|MBGEHICITDONET,
ZRl. RAT—H R, 94T, BT, BE. BLVCE—RFRTTRNARET4ILY—TEF
-a—o

2. Web AV Y —ILHLBEINEZTNAZAOO—AILRY) a—LEEEMNICTOEY 3=V T
5IClE. LTFAERITLET,

a. Operators — Installed Operators [IC#&) L. Operator D—&H 5 Local Storage % EiR
LEY,

b. Local Volume Set— Create Local Volume Set%#ZER L 7,
c. R)a—LbLty NEERNL—=VISRAEE=AADLET,

d. Allnodes 7% Select nodes #:#R L. BE7 14 /ILY—%&EEALZT,
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R

All nodes ¥ 713 Selectnodes #{FA L T7 1 ILY —F D E D DNIH DD
59, 7—h—/—ROAHHIFIEATREICRY T,

e. O—AIARYa—Lty MIBERYTZT1RI94 7, E— K, 4 X BLUHIR%ERE
RL. Createz2 ) vV LZET,
Ay E—I D% ICKTII N, Operator reconciled successfully & L5 Operator DA
NEBIIThNIEIENTRBINET,

. F R CLALHBEINAT A Z200—AIARY) a—L%E7OEY 3 =V JF5ITiE, B
TZRTLET,

a. LTFDORNCRINDE LI, 7YY MYAML 7 714 )L %4ERK L. local-volume-
setyaml 2 EDO—A)IKR) a—Lty NEEHELET,

apiVersion: local.storage.openshift.io/vialphai
kind: LocalVolumeSet
metadata:
name: example-autodetect
spec:
nodeSelector:
nodeSelectorTerms:
- matchExpressions:
- key: kubernetes.io/hostname
operator: In
values:
- worker-0
- worker-1
storageClassName: example-storageclass ﬂ
volumeMode: Filesystem
fsType: ext4
maxDeviceCount: 10
devicelnclusionSpec:
deviceTypes: 9
- disk
- part
deviceMechanicalProperties:
- NonRotational
minSize: 10G
maxSize: 100G
models:
- SAMSUNG
- Crucial_CT525MX3
vendors:
- ATA
- ST2000LM

@ HRHINEFAIZALTOEY =V IINBAMRY 2 — LRIERIND R b
L—C 05 R%HBILES, O—HI A ML —Y Operator id, ARNL—U 05D
FELABWGEICCIhZEBMICERLEYT, 2oO—AIRY) 2a—LDEY Ma—
BICHEHANTZAN L=V IS RAEFATEZLOICLTLETY,

g A—ALRY 2a—Lty MegEAFERT 28A. O—HIL R b L — Operator IZ5
BRY 12— LBE (LVM) TNA ZDEAZYR—MLEHEA,
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b. A—AINRY a—Lty bATP I MEFEHRLET,
I $ oc apply -f local-volume-set.yaml

c. O—HIWKER) 2a—LDRANL—YISRICETVWTEMICTOEY 3= FIhTw

2T EEHIRLET,

I $ oc get pv

DBl
NAME CAPACITY ACCESS MODES RECLAIM POLICY STATUS
CLAIM STORAGECLASS REASON AGE
local-pv-1cec77cf 100Gi RWO Delete Available example-
storageclass 88m
local-pv-2ef7cd2a 100Gi  RWO Delete Available example-
storageclass 82m
local-pv-3faic73 100Gi RWO Delete Available example-
storageclass 48m
a5

BRIE, /= RDOSHIBRINARICBIRINE T, YVRY v I ) 7 RFHTHIRY
LMENHYETY,

410.7. A—AHJIL A b L — Operator Pod TORRDFEH

FAYVMI/—RICEAL., ZhHP—BHNAT7—/ 70— RAERTLAEVWEDIICTRIENTEET,
O—AIRA ML —2 Operator 874~ MDY= WFIFoNnrz/ — REFERATESLDICTBITIE
ANi2% Pod £ 7=/ DaemonSet E&HIEMT 2MELHY FT, ThiTLY., ERINE) Y —2%
INLDTAY MDY= DTSN/ —RTEATTEIBLIICRYET,

A% LocalVolume ') YV —ZXTO—AJV A hL— Operator Pod ICEA L. 74 ¥ M& / — R{EEk
T/—RNICEALET, /—RDTA Y ME/—RIZHL, T4V MEBRRLABVWTRTD Pod %16
BITDEOBRLET, D Pod ITIERWEFEDTA V MaFERATZ2ET, O—HIA ML=
OperatorPod "D/ — R THEETINDLIICTETET,

BF

T4V NBLURRIE, key. value, BLWeffect TEREINTWVWET, 5IFE LT,
Zhid key=value:effect & L TKRIRINF T, BEFICLY, ThHD3DD/INT XA —
H—DWETNIEEDOFEFICTRHIENTEET,

AR
o O—AHIAKML—Y Operator 1 VA R—ILINTWBZ &,

o O—HIT 14 RIMNTA Y MaFD OpenShift Container Platform / — RIZE|Y HTH5hTWL

OIX—IPMFF o/ —RPO—HAILZARML—IDTOEY 3 =V J%TH &N
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FI7

FAVRNDT—OFIF SN/ —RTCAREY 12— TE5ELIICO0—HILRY 2a—LEEZET DI,
DLFAEZEITLET,

L UTDOHICRINELDIC, Pod 2EEHT S YAML 7 714 JLAEZE L, LocalVolume Tk %
EBmMLEY,

apiVersion: "local.storage.openshift.io/v1"
kind: "LocalVolume"
metadata:

name: "local-disks"

namespace: "openshift-local-storage”
spec:

tolerations:

- key: localstorage ﬂ

operator: Equal g

value: "localstorage”

storageClassDevices:

- storageClassName: "localblock-sc"
volumeMode: Block ﬂ
devicePaths: 9

- /dev/xvdg

J—RICEBMLAE*F—%2EELET,

M Exists DIFE. VAT ALEEF—DEETZHIEA2HEREL. EZEELFT, Operator
M Equal DFE,. ¥F—EEN—RTIMVEIHYET,

FTAYVRDI—= DTS5/ —RKDIE local #IEEL £,

R 2—LE— K (Filesystem F7zid Block) T. O—HJ)IKR) 2 —LD¥ 1 TEEHEL
i’a—o

o0 o9

@; BIRTZ2O0—ANANL—UFNA ZAD—EE2SL/IRRATY,

2. ATV avFAVMNDY— D HITFONZ) — RTOHFO—HILKERY 2 —LAEEKT DIC
&, LTFDBIDEDICYAML 7 74 J)L%=Z&EL, LocalVolume t#k%=EML FY,

spec:
tolerations:
- key: node-role.kubernetes.io/master
operator: Exists

EEINEBRRIIERE LTERINEZT—EVEY MIEINET., ZhiCLY., diskmaker BLO
7OEYat—Pod BIEEINLTA VM EFNE / —RBICERTEET,

410.8. A—AJL R b L— Operator D)V — X DHIR
410.81.0—HhIKRY 2a—LFEO—hILEKY a—Lty FDHIE

O—AIRY 2a—LBL0O—HIR) a—Lty NEERBRTIVE D ZEEIHYET, VY—2X
DTV RN)—%HIBRL., KGR 2 —LEZHIRTZZETHEEIITATTN., BLTNNA AR EHE

£

Equal Operator 8% L CT. key/value /X5 X —4% —H—HF 2L DICLE T, Operator
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AT 5BEPHDANL—YISATINZEETZ2VEDNHZHFEICIE. BMOFIRABLEICRY
-g_Q

= -1o)

LTOFIETIE, O—AHILERY) 2a—L%ZHRT 20 DOMEZSRBELET, ACFIEAEME
HALT. O—ANLRY) 2a—LEYy NDODARILY)Y =D VERY vy I )V EEIKRT
52EHTEEY,

AR

KR 2 —ADIREEIT Released Z /=13 Available THZEHIHY £ 7,

DIk

==
[=]

ERROAMRY 21— LEHRT B, 7— 9 DREPRBICOBABT
BEfEAB Y E T

FIR

1L LENICER L72a—hILRY) 2 —L%ZREL T, FELT 1 RV ZHRLET,
a. V5RY—)V—R%=iwmELZET,

I $ oc edit localvolume <name> -n openshift-local-storage

b. devicePaths D FTDITICBEL. FERT A AV ERTEDEHIBRLET,
2. ER L7=kEmRY) a—LA5HBRLET,

I $ oc delete pv <pv-name>

3. J—RDYVRYY IV IEEIBRLETD,

Digk

==
[=]

UTFOFETIE, root 1—F—&E LT/ —RIT7IERTI2HRENHY X

T, ZOFIBEDRTY TUHNIC /) —ROREAZLTETZE, V5R9—ND
AREICRDAREELHY £,

a. /—RIZTFNNY T Pod #ERR LET,

I $ oc debug node/<node-name>



BAE KA b L —J D3

b. b—=hT4 LU M)—% /host CEBELZXT,
I $ chroot /host

c. A—AIWRY 2—LDI YR I IV EECT4 LI MN)—ICBBLET,
I $ cd /mnt/openshift-local-storage/<sc-name> ﬂ

‘D A—AILARY) 2 —LDERICERINDE AN —Y 95 2D

d HIFRLETNRNARICBTZYVRY v ) v %HIBRLET,

I $ rm <symlink>

410.8.2.0—AI A ML — Operator D7 VA VA M—Jb

O—AJIRML—2 Operator 27 >4 VA M—JLT BIZIE, Operator & & Uf openshift-local-
storage 7O =7 FDERINIITRTDY) YV —R5HIBRTZ2HELNHY FT,

Digk

==
[=]

A—ANRAML—Y PYDREEFERPORETO—HILZ ML — Operator =27

VAVAMN=IT B EEHREINFTEA, PV IE Operator DHIFREHEY £9
A PVELUTO—HAIRMNL—=I) Y —%EHIBRE T IC Operator N7 (A Y R
F—=LINh, BA VA M=V INZBEICTRATEIRVEEIE L ZTREELHY
9,

AR

® OpenShift Container PlatformWeb AV Y —JLIZ7 V2R L £ T,

FIR

L 7O MIA VA M=INTWEO—AIAR) 2—L) Y —R%EHIBRLET
(localvolume. localvolumeset. localvolumediscovery%),

$ oc delete localvolume --all --all-namespaces
$ oc delete localvolumeset --all --all-namespaces
$ oc delete localvolumediscovery --all --all-namespaces

2. Webavv—ibhs50—AINAML—Y Operator 27 VA VAM—=ILLET,
a. OpenShift Container PlatformWeb 2>V —jLicaos 4 v LE Y,
b. Operators — Installed Operators ICEE L £ 9,

c. LocalStorageZ 7 4 LY —Ry J RAICAAL T, B—AI A ML — Operator Z B D7
x7,
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d O—HAILA ML — Operator ODKREIZH B Options X = 21— =) w I LEY,
e. Uninstall Operator 22 1) v 7 L%,
f. RRINDV1 Y RKRIUTRemove 227 Yy 2 LET,

3. O—AJI R ML — Operator TR I N PV ISHIBRINZE TSRV —ILKYET, Ch
S5DRY 2a—LMERINALRo/56, LTFOATY Y RERITLTINSGDARY 2 —LAL%H|
BRLET,

I $ oc delete pv <pv-name>

4. openshift-local-storage 70> =7 M &HIBRL X7,

I $ oc delete project openshift-local-storage

AN NFS AR L7zKEANL—Y

OpenShift Container Platform 2 5 24 —l&, NFS #FRd 3 kfEA ML —Y OB Y 3=V 793
ZENABETY, KR Y 2 —L4 (PV) BLUKERY 2 —LEK (PVC) Id. 7O Y MEAETR
V1—L%ZzHBET2-ODFEFN LA EZRMHLIT, PVERICEFINS NFS ICEBEDERIE. Pod E
ECERERIDIEELETRTIN, COHFEDHBSICEERY) 2 —LHN—RBDIFR5—-)V—R&EL
TERININAWED, R) 2 —LDNBEEOHELEZIPITCARYET,

BIER R

o XY NI—U 7741V RFA(NFS)

411 7oy a=v 4y

AML=YE, RY a—LAhE LT OpenShift Container Platform IZY D Y NI N BENCEBEE R D 1M v
T752AMNS9Fv—IlRIFNIERY FHA, NFSRY 2a—L%2TOEY 3= F5I1C1& NFS H—
N—D—BEITYVAR—KNXADHIBETT,

FIE
L PVDOA TV NEE=EEKRLET,

apiVersion: vi
kind: PersistentVolume
metadata:

name: pv0001 0
spec:

capacity:

storage: 5Gi 9
accessModes:
- ReadWriteOnce 6

nfs: ﬂ
path: tmp 9
server: 172.17.0.2 @)

persistentVolumeReclaimPolicy: Retain ﬂ
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FAZ KEA ML -V DERE
R 1a—LDER, Ihik, &FED oc <command>pod AXY ROPVF7ATFVT 4
F4—T9,
CDRY 2—LICEIYYKTO NZRANL—VDE,
ZHIEFR) 2a—LADT7 IV CADHEEICEETZLIICRAZT TN, EBEESINILDFE
EREERIC, PVC Z PV IC—BIIE5HICFERAINZE T, HIFRTILX. accessModes I
EIOLT7 R —ILIFERAINTWER A,
FRINTWERY) 2a—L5147, ZOHBEIEns TST14 VT,
NFS H—/N\—DNT Y RAR— M LTWB/IRZ,

NFS H—N—DHRAMEFIFIPT7 FL R

S9®0 6O O

PVOERARY v—, THIERY 2 —LDY) ) —REFICELBZEAERZLET,

R

ENFSAY a—L4LlE, V7SRAI—KHORAT T 12— ILABERTRTD./ — RIC
EoTY IV MNARETRIFNIERY FHA,

2. PVDMER SN2 & 5RALET,
I $ oc get pv
H A%

NAME LABELS CAPACITY ACCESSMODES STATUS CLAIM REASON AGE
pv0001 <none> 5Gi RWO Available 31s

3. FMPVICNA Y RENDBKiEAR) 12— LK (PVC) Z1ERB L £7,

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: nfs-claim1
spec:
accessModes:
- ReadWriteOnce ﬂ
resources:
requests:
storage: 5Gi g
volumeName: pv0001
storageClassName: "

Q TOERAE—RIFEF1) T4 —52EHTIOTIEARL, PVEPVC E—HIEZSR)
ELTHREL E T,

‘9 CDERIZSGIULDAREEIRMT B PV ERKLET,

4, K#EARY) 2 —LEXR (PVC) MERIN A & 5RLET,
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I $ oc get pvc
Bl

NAME STATUS VOLUME CAPACITY ACCESS MODES STORAGECLASS AGE
nfs-claim1 Bound pv0001 5Gi RWO 2m

AN2. TA R +—5 DENE

FARINR=FT42aVvEFRALT. TARIV9+—9 A XGIREERET D ENTEET, Th
FNON—FT 4 2aVERBDIVAR—MNETBIENTE, TREFNOIIVRAR—MI1DD PV
IKRYET, ThTIhOI I AR—ME1DDPVIZARY £T, OpenShift Container Platform & PV (Z
EED&FIZEALETTA. NFSHRY 2 —ADH—/IR—ERAD—EHICIDOWTIEEEBEICELONT
\I\i_a—o
CDHETIA—YEERHETEDE, BAREIIKKERA ML -V 52 EHRNRE (10GI R E) TERT B &
HNTE, AEIZNULEOBEDORIET ER) 2 —LIL—BIEBENTEET,
A4N3.NFSHRY 2 —ALADEF2) T4 —

DI avTiE, — BT B/—Iv a3 VP SELnux DEEBRAZSL. NFSARY 2—LDEFx2
DF 4 —ICDWTEHBLET, 2—H—I&. POSIX/X—3I v ave7OERUID, @7 —7T8&
U'SELinux DEBH AR ZEBE L TWBREIHY T,

BFE(IZ. Pod EED volumes 7> 3> T, PVC 2&RITEEBTEN. F/LIENFSRKRY 2 —LD
TSTA VA EESBLTNFSAMNL—VAEERLET,

NFS H—/X— Jetc/exports 7 7 1 JLICIE 7V ZRABEANFS T4 LIV M) —HEFhTVWE T,
=45y NDODNFST 4 L7 KM)—ITIE, POSIXDFFEZEE ZIL—TID H*HY £9, OpenShift
Container Platform NFS 75 41 vk, R L POSIX DFfiEEE TV AR—PMINBNFST1 LU b
)—IlHhHBNR—IvyavafFoT, AVFF—DONFSTaALIMN)—%TIVRLET, L.
AVTF—W@ENFSYUY NOFBEZEERAFOEMAUID TREREFTINFEEA, INIFEHHEINEE
T9,

H—TY RDONFSTA LI KMN)—=BNFSH—N—|IRRINDGEEHFICH>TRTHEL LD,
I $ Is -1Z /opt/nfs -d
H A%

I drwxrws---. nfsnobody 5555 unconfined_u:object_r:usr_t:s0 /opt/nfs

I $ id nfsnobody

o
I uid=65534(nfsnobody) gid=65534(nfsnobody) groups=65534(nfsnobody)

RIC, AV T F—IE SELinux ZRIVIC—L, T4 LI RMNY—=IZT7 O ERTZ/=HICUDD
65534. nfsnobody FiE#&. F/ZIX@BIJIL—T D 5555 DWEFNMNTRITINZIHRELHY £,
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R

A% ID 65534 [E—fl& L TEAINTULWE T, NFS D root_squash 7 root. uid 0
% nfsnobody. uid 65534 IC¥ Y 7L TH. NFS IV RR— MIFEEDFAEZE ID %5
DIENTEZEY, FAEE 65534 IENFS TV RR— MIEIHEHY FH A,

AN31L70—7ID

NFS 77 ERICHIGT 2BEOHEINDFEE LT, #BIJIN—T2ERTHIENATEET (NFST
PJAR—=NDNR—=I v aVaEERTEZA T arysrRn E%xaiRE LTWET), OpenShift
Container Platform OBV —F7IEHEBEA ML —JILHERINE T (FI:NFS), Th & IEFEBAIC,
iISCSIAZAED 7Oy 7 A KL—21E, Pod @ securityContext T fsGroup SCC A kS 7Y —&
fsGroup DfE=FERAL X7,

R

KBEANL—=—IUNDT IV ERAEZRMETZICIE,. BFIF1I——ID TlEARL, @B IL—
TIDAEFATRZIENHEINET,

S—=TY KNFST4 LY MN)—DBITERALAEIIL—TID (F 5555 2D T, Pod
I%. supplementalGroups % f#fH L TZ/J/IL—7ID % Pod ® securityContext EED T CEHET DI &
NTEFEY, UTFICHERLETS,

spec:
containers:
- name:

securityContext: ﬂ
supplementalGroups: [5555] 9

Q securityContext [FEND IV T F—DFATIEAL, TDPod LNIVTEZLET,
Pod AIFICEZINS GID DS, ZDHFE. BIICIET1DDERLHY £9, BIND GID (&3
VIYTRYLNET,

Pod DEH%j#7=9 A R4 L SCC HMFTELRWIEE. Pod I restricted SCC IC—X T 2 A gEMEN H Y
£¥9, ZDSCC TlE. supplementalGroups X b 77 —5" RunAsAny [CEREINTVWET, Zh
i, BEINZTIN—TIDIIHEEOFIy 7R LICRIFANONEZ I EAEBKLET,

TR, LD Pod IXZAE/NRALTCEEILET, LHL., JIL—TIDO&EEAEF v ITEHIE
NEZF LWEEIE. DAY LSCCOFEAIHEINF T, hRAYLSCCIK,. RIMNSLVRRKDTIL—

TIDAEEIN, JIL—TIDO&EHAF Y VHEEIN, JIL—TID D 5555 B FFaIXnd L DICHE
RCTXFT,

P
ARG L SCCFEAYBICIE. FTINEBPARY—ERTAT Y MIBMY 2HED

HYFET, & 2IE Pod HIRICIEEN R WEAICIE., IEEINALATOV IV NT
defaut H—EX7HD Y hAFRHLE T,

4N.3.2.2—H¥—1ID

A—HF—IDid. AVTFF—AA—VFIEPod EBRTERIT DI ENTEET,
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pz o-1o)
KEA ML= ADT7 IV ERAEZRET 256, BBE1—%—ID TlEa<., @/ IiL—
TIDAFERATEZENHEREINET,

EROY—=HF Y KNFSTa LI MY —DFITIE, AV FF—IZUID % 65534 (Z Z T IL—7ID %
ERLENICKRETILELNHYET, LD >TUT%. Pod ERICEMTEZIENTEET,

spec:
containers:
- name:

securityContext:
runAsUser: 65534 g

Q Pod ICI&. &3 VT +—ICEHD securityContext €& &. €D Pod TEEINATRTOIAY
TFT—IEA I N 3 Pod @ securityContext A& ENF 7,

9 65534 |3 nfsnobody 1—H#—TT,
7OY Y bH default T, SCC #' restricted Di5E. Pod TERINZ1—H—ID D 65534 (X550
INFHA, LD >T, Pod I ZFUTOEBRHTRELET,
® 65534 % FD1—4%—ID & LTEKRT B,
e 11— —1|D65534 %R 5 SCC 2RI D78 IC Pod TRHIETE %23 RTDSCC HHRE
INb, SCCOITRTDRYY—HIPFzvIINFITH, TITDI7+—HRAE2I—H—1ID
ICiRY £9,

o FHTAREATRTDSCC HAMED runAsUser A k55T —& LT MustRunAsRange % &
LTWa7H, UD DEEF Ty INERINDS,

e 65534 (L SCC FAE7OvV Y bDA—HY—IDEREICESENTLALL,
—fRIC, BRIEEINALSCCIREELAVWC ENEIDOONTWET, /L. CORREHRET BIC
&, HAYLSCCEHERT DI EDNMEINET, HAYALSCCHE., BIMNBLUVRRODI—Y—ID
HPEXEIN, UDEEDF v I DEBHIEREINTEY., UDG65534 A HFRAIIND LI ICERTEZE
_a—o
p= -
AAYLSCCHEFEARATBICIE. FThz@BILRY—ERT7HDY MIEBINT 2HED
HYET, L&EZIK Pod EHRIIEENZWHEICIK, BEINAZ7OV TV NT
default t —EX7HDO Y hAFRHLE T,
4.11.3.3. SELinux

Red Hat Enterprise Linux (RHEL) & & Uf Red Hat Enterprise Linux CoreOS (RHCOS) ¥ R 7 Alk, T
T7AINTYE-PMDNFSH—/N—TSELinux 2RI B LD ICEREINZE T,

RHEL 8 & ' RHCOS IA DY X7 LDHFE. SELinux (& Pod 05 E— MDD NFS H—/N—ADEX

AAHEHFATLEFREA. NFSRY 2 —LAREEICITYY NINFEFTH, HZARYERTY, ULTOFIE
T. ELWSELINUX/S—I v avaEMICTI2RELAHYET,
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AR

e container-selinux /Xy 7 —I N1 VA M=ILINTWBRELIAHYEFT, CD/N\vH5—IF
virt_use_nfs SELinux 7—JLEAEREL 7,

FIR

o LIFTmavy R&EFEALTvirt_ use nfs 7—JLIEZBMICLET, -PA T aviaFHRATS
s, BEBRE DT —IM1EEZKKILTEET,

I # setsebool -P virt_use_nfs 1

41N.3.4. T RAIR— MNRE

ERQAYTFT—21—Y—ICRY 2 —LDHHMY CEZHLEZFATHICIE NFSH—NR=ICT IR
R=bINZER) 2 -—LEUTORGEHBLLTWEIRENDHY Y,

¢ INTDIVAR—ME ROWREFEALTIIRAR-— NI BBENHY T,

I /<example_fs> *(rw,root_squash)

o J7ATIA—IIE IOV NRAVIMADKNT T4 v I 5HFATELIICERETZHELD
L) i’a—o

o NFSv4 DIFA. T 74 hDKR—h 2049 (nfs) #_REL T,

NFSv4
I # iptables -1 INPUT 1 -p tcp --dport 2049 -j ACCEPT

o NFSV3 DIHE, UTD3IDDR—MZEEL FT, 2049 (nfs). 20048 (mountd). 111
(portmapper),

NFSv3

I # iptables -1 INPUT 1 -p tcp --dport 2049 -j ACCEPT

I # iptables -1 INPUT 1 -p tcp --dport 20048 -j ACCEPT

I # iptables -1 INPUT 1 -p tcp --dport 111 -j ACCEPT

¢ NFSITVRR—h&ETALIRMN)—E 9= Y MNPodDOT7IERATESRLIICEY MY
TINZHRENHYET, TOBE. TVAR— 2V TF—DF54<!)—UID TAIEX
NDZEDICERETEIN. FLEFLEEZEDVIL—TIDITTRINS &L D IC supplementalGroups %
FRLTPodICTIN—TT7 oA HELET,

411.4. ") YV —Z2 D@

NFS (& OpenShift Container Platform @ Recyclable 75 74 4 V4 —7 14 R %REL ¥, @I
H2AVIE, TNTROKGERY 21 —LIKEREINZRY D—ICESVWTCEE O RICL > TALEI O
i-a—o

F74JVNT, PVIZ Retain ICEBEINF T,
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PV ADERIHIBRIN, PYHAYY—RINBE, PVF TV MEBFRATEIZEA,. KDbYIC,
HIROPYHATDRY) 2a—LERBUERRY 2 —LDIEREFE > TERINE T,

TcEZIE, BEEEnfs1 WO EBEID PV 2ERTSELET,

apiVersion: vi
kind: PersistentVolume
metadata:
name: nfs1
spec:
capacity:
storage: 1Mi
accessModes:
- ReadWriteMany
nfs:
server: 192.168.1.1
path: "/"

I—H—&, nfs1 IINN1 >V REI N3 PVC1 2 LET, RICZ—H—IE PVC1 ZHIFR L. nfs1 ~A®D
EXREMMBRLET., CNIZLY, nfst (X Released IC/2Y) 3, BEENRAE LU NFS HEAFIEAREIC
TEIMENHBHFEICIE. ACNFSH—N—I1FREFE > THRPV 2EXT 2HEIHYET, D
WmaE. PVOEZENITORZRIEFERZZBIICLET,

apiVersion: v1i
kind: PersistentVolume
metadata:
name: nfs2
spec:
capacity:
storage: 1Mi
accessModes:
- ReadWriteMany
nfs:
server: 192.168.1.1
path: "/"

TTD PV %#HIBRL T, PVAREUCBBICBIERTA I EEHEINFEA, PVORT—9 A%
Released /5 Available ICFEITERE L LD ETDE, TT—DFHREL. T—IDKbhBEEEHED
HYFEd,

4A4N5. FOMDEEENT TN a2 —FTa VT
WYATVZRR— R NEEF1)FA—<vEYTETILD, FHALTWANFSONA— 3 vl
ZFOREHEICIS L CEBMOBRENBBICAZIEAHY ET, UTRAICAY FT,

NFSv4 DX DY MIETRTOD
Y v e NFSODID vy EYJEE (letc/idmapd.conf) ICRERRA L $H 2

7 3 N o
7 J ’f }bo)Fﬁ;ﬁ%b . _ E_"ﬁg'l‘ib‘%\l\o
nobody:nobody &2 > TE&RT
INnd, o NFSv4 mountincorrectly shows all files with ownership as

nobody:nobody &8 L T 72X LY,
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https://access.redhat.com/solutions/33455

BAE kA ML —T DR

NFSv4 D ID ¥ v BV 7 HNERMIC

BoTW3 ® NFSUSAT7Y MNEY—N—DBEATUTERITLTLLES

(A

#echo'Y'>
/sys/module/nfsd/parameters/nfs4_disable_idmapping

4.12. RED HAT OPENSHIFT CONTAINER STORAGE

Red Hat OpenShift Container Storage I&. 4 YNV RF/ENA Ty KIS ROWTFIhDIFHET
E774)0, TAVIBELIVCATII MR ML—Y%HR—K L, OpenShift Container Platform @
IARTUHBT 2KEA ML —2DTONAF—T9, RedHat DA ML —YV)a—3 & LT,
Red Hat OpenShift Container Storage I&. T 704 XYk, BEBLIVEZSI—) VT %ETIDIC
OpenShift Container Platform ICEEICHEEINTVWE T,

Red Hat OpenShift Container Storage I&. MBD RF a1 AV NS4 T3 ) —%2RHLF T, LLTD
Red Hat OpenShift Container Storage KF¥ a2 X > M AT
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/ ™5 AF T
TET,

BF

OpenShift Container Platform T4 Y XA M= LI NRBT IV ERRA MNT B/ 4 /8—10
YIN—Y R ) — RK%{FBT % Red Hat Hyperconverged Infrastructure (RHHI) for
Virtualization M _EERIC# % OpenShift Container Storage I&. H7R— KN INZHRETIEH
YEHA, YR—MINDZTSY N7+ —LIKDWVWTDFEMIE. Red Hat OpenShift
Container Storage Supportability and Interoperability Guide Z58BR L T 23X LY,

Red Hat OpenShift Container Storage ICDWT®D Red Hat OpenShift Container Storage K¥ a1 X >/

rEY S

FSsv=vy

Firkee, BIHORBE. TANTEBES LTI /0O Red Hat OpenShift Container Storage 4.8 1) ) — 2
-7l Ea— J—b

YR—KhINZT7—00O0—R, LA4T7T b N—F Red Hat OpenShift Container Storage 4.8 7 704
VITBSLVVI NI TEYR, A4V V T R AV DTZv=vT
T=) U TICEAY BHREEIR

7F7O04

O—ANFERIEY2Z59 KX ML —Y® Amazon Web Amazon Web Services % fff L 7= OpenShift
Services Zf#F L 7= Red Hat OpenShift Container Container Storage 4.8 7 704
Storage ®F 701

RPRAGIA VT ZANZIF v —TOD Red Hat RPZAGNWVAVISANSIVFv—%FERALE
OpenShift Container Storage DO—AJIL A ML — OpenShift Container Storage 4.8 @7 704
ADT7OAq
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https://access.redhat.com/articles/4731161
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/4.8_release_notes/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/planning_your_deployment/index
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72

Red Hat OpenShift Container Storage ICD\WT®D

rEY S

HERD Red Hat Ceph Storage 7 5 24 —%FHT 3%
& 9 IZ Red Hat OpenShift Container Storage %7
A19%

Google Cloud 7 5 24 —%f#F L 7= OpenShift
Container Storage @7 704 & & VEE

BMZAYI7ZAMNZFv—CO—HAILAML—
D HEFERT % 725D Red Hat OpenShift Container
Storage ®F 704

IBM Power Systems ~® Red Hat OpenShift
Container Storage @7 701

IBM Cloud ~® Red Hat OpenShift Container
Storage ®F 701

Red Hat OpenStack Platform (RHOSP) T® Red
Hat OpenShift Container Storage @7 7’01 & & U
EiE

Red Hat Virtualization (RHV) T® Red Hat
OpenShift Container Storage @7 704 & & VEE

VMWare vSphere 7 2 X4 —~® OpenShift
Container Storage @7 701

Red Hat OpenShift Container Storage M &#/3—
JavADERH

2w Toay bBLU7O0—-r%5T, RedHat
OpenShift Container Storage D A7 H#—EX B LTV
RARNBT ) =3 VADRAMNL—YDEIY Y
S

Multicloud Object Gateway (NooBaa) & L 7=/
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https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/deploying_and_managing_openshift_container_storage_using_google_cloud/
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https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/deploying_openshift_container_storage_using_ibm_power_systems/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/deploying_openshift_data_foundation_using_ibm_cloud/
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https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/deploying_openshift_container_storage_using_red_hat_virtualization_platform/index
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/deploying_openshift_container_storage_on_vmware_vsphere/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/updating_openshift_container_storage/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/managing_and_allocating_storage_resources/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/managing_hybrid_and_multicloud_resources/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/replacing_devices/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/replacing_nodes/
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KGR 2 —LIFBE—DTOY Y MFId namespace IZ/31 ~ REN T, Zh 5 OpenShift
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I& namespace ICEIBDED T, A—H—ICL>TERINFT,
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https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/scaling_storage/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/monitoring_openshift_container_storage/
https://access.redhat.com/documentation/ja-jp/red_hat_openshift_container_storage/4.8/html/troubleshooting_openshift_container_storage/
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html/migration_toolkit_for_containers/
https://docs.vmware.com/en/VMware-vSphere/6.7/com.vmware.vsphere.vm_admin.doc/GUID-53F65726-A23B-4CF0-A7D5-48E584B88613.html
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® VMware vSphere

413.1. VMware vSphere R ) 2 —ADE O Y 3 =V F

VMware vSphere /R) 2 — AN TOEY a =V JIIMEINE HETT,

4.13.2. BURSRH

o FHITZIAVR—RY NOEH%EHT VMware vSphere A= 3 VI VR M—=)ILI TV
% OpenShift Container Platform ¥ 5 X4 —, VSphere /N\—2 3 v D4 /R — MIET 2554
&, vSphere "DV A9 —DA VA=V ICTDWTHSERLTLEIW,

LUTFOWTFNHLQDOFIEAFEHRAL, 774N EMDAMN L=V IS R5FHELTENSDRY 2 —L%FH
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413.21. Ul #{@H L 7= VMware vSphere R Y) 2 —ADEK O 3 = F

OpenShift Container Platform (&, RY 2 —A%7OEY 3 =059 540HICthinT 4 RV FER A FERH
T2thin EWDZRIDT 72 MDAML =V I S5RBLA VA M=V LET,

AR

o XhML—2UF, KR a—L& LT OpenShift Container Platform IC¥ 0 Y NI B RTICERME &
BREAVIZARNZIFv—IlRIFNIERY FHA,

FIR

1. OpenShift Container Platform 3> —JL ., Storage — Persistent Volume Claims%z 7 ') v
JLET,

2. KgAK 2 —LER (PVC) DBET, Create Persistent Volume Claim% 2 Y v 7 L7,
3 BROR—ITHERAF T aVvEERLET,
a. thin A NL—Y VS 25EBIRLET,

b. AL —YVBERD—EDERZAALEY,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#persistent-storage-csi-migration
https://www.vmware.com/au/products/vsphere.html
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/installing/#installing-a-cluster-on-vsphere-with-user-provisioned-infrastructure
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c. 7VERAE—RFZZERL., FREINBXA ML —YVERODFAHRY /EZIAHRT I ERERE
L/i_a—o

d AML—VERDYA XZEERZLIEY,

4. Create 27 ') v U LTKki#iAR ") 2 —LER (PVC) Z1ER L. KiftR) 2 —LZERMLET,

413.2.2.CLI #fff L 7= VMware vSphere R ) 2 —LDEHWTOES 3 = J

OpenShift Container Platform (&, RY 2 —A%7OEY 3=V 79 5kHICthin T4 R VB A EH
¥ 3 thin &\ ZEIDT 7 # )L b D StorageClass #1 Y A h—JILLE T,

AR

o XML—2UF, K1) a—L& LT OpenShift Container Platform ICX 0 Y NS B RTICERE &
BRBAVITZANZVF Y —ICRITNIERY TH A

FIE (CLI)

1. LTFORETZ 71 )L pve.yaml Z4EpK L T VMware vSphere PersistentVolumeClaim % €& T
XEY,

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: pvc ﬂ
spec:
accessModes:
- ReadWriteOnce 9
resources:
requests:

storage: 1Gi 6
@ KHRYU1—LER(PVC) ERT—ROLHL

Q KA 2 —LER (PVC) D7V ZXAE— K, ReadWriteOnce Tld, R 12— LAldHE—
J—RICE>THAMY /BFEZAHAN—I Y2 aVTIYVVNTEET,

© AR I—LER(PVC) DY A X,

2. 774 )LH5 PersistentVolumeClaim # 7 ¥ M &ER L T,

I $ oc create -f pvc.yaml

413.3.VMware vSphere R !) 2 —LDHMTOEY a =>4

VMware vSphere R Y 2 —AZBEMICTOEY 3 =V 74310, KR 2—LTL—LT—I DS
BY2REYY YT 1 RVEERT D2BELNHY FT,

AR

o X hL—UE, K'Y a—L4& LT OpenShift Container Platform ICY U > M XN B RENICERE &
BEAVIZANTIFv—IlRIFNIERY FHA,
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FIR

LR YT 1 AV %R LET, VMwarevSphere R 2 —A%ZFEMICTOEY 3 =V JF
RIS, REY> VT4 R0 (VWMDK) ZFETERT 2HENHY £T, UTOHFEOWTH
MrEERALET,

e vmkfstools Z{FA L TEM L FY, E¥a27> )b (SSH) ZEALTESXICT7 7R
L. UTFOav Y RaEALTvmdk R 2 —L%ZERHRLET,

I $ vmkfstools -¢c <size> /vmfs/volumes/<datastore-name>/volumes/<disk-name>.vmdk

e vmware-diskmanager % £ L TEKR L £,

I $ shell vmware-vdiskmanager -c -t 0 -s <size> -a Isilogic <disk-name>.vmdk

2. VMDK 28R4 kR ) 2 —L%/ER L £9 ., PersistentVolume # 7> =V NEEAFH
LT pviyaml 7 7 1 JLEERR L £,

apiVersion: vi
kind: PersistentVolume
metadata:
name: pvi ﬂ
spec:
capacity:

storage: 1Gi
accessModes:

- ReadWriteOnce
persistentVolumeReclaimPolicy: Retain
vsphereVolume: e

volumePath: "[datastore1] volumes/myDisk" ﬂ

fsType: ext4 9

R 2—LADKH, TOLRENELKER) 1 —LERK (PVC) £721& Pod THBIShBHD
T“’a—o

ZDORY1—LICEIYVETOLNBAMNL—YDE,

o

vSphere /R 1) 2 — 4D vsphereVolume CTEAINZRY 2 —L5 14 7, TNV
vSphere VMDK 7RY) 2 — A% Pod ICR DY NI B2DIERAINE T, R a1 —LDA
BET7UIIVVMINTERBEINET, CORY2a—LYAFIE VMFST—9 R T
EVSAN FT—H R RNT7OEANYR—KFINFET,

FAY 2B%FD VMDK R 2 — L4, vmkistools #{Ff L7214, AIRDEL D ICRY 12—
LEERET, T—9RANT7EZEAN>Z[| THOBELHY £7,

o

RIOVNTBIT7AINVRATLYAL TTY, extd, xfs, FIIDT 7MLV AT LIRE
HENT Y £9,

B

R)a—La&T74—<v bLTFOEYaZV T LEEICfsType IS8T XA —4 —
DEEZEETDE, T—YHERPPod ICTS—DRETHHRMENHYET,
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3. 774 J)LH5 PersistentVolume # 75 7 M AR L E T,

I $ oc create -f pvi.yaml

4. BRIOFIETERLZKERY 2 —LICT Yy T 5KFERY 2 —LER (PVC) 2R L £
9, PersistentVolumeClaim # 7> =/ NE&H&ZEAL T, 7 74 )L pvel.yaml Z /R L %
_a—o

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: pvci ﬂ
spec:
accessModes:
- ReadWriteOnce 9
resources:
requests:
storage: "1Gi" 6

volumeName: pv1 ﬂ

KR 12— LFEK (PVC) 2RI —EDEHL

KR 2 —LEK (PVC) DTV RXE— R, ReadWriteOnce Tl&, R a—ALlFE—
J—=RIZE > THABMY/BEZAAN—I Y3V TIYIYRTEET,

KR 1 — LER (PVC) DH A X,

o0 09

BEfFDXEGEARY) 2 —LDEHI,

5. 7 74 J)LH 5 PersistentVolumeClaim # 7Y 9 MAERK L E T,

I $ oc create -f pvci.yaml

413.3.1. VMware vSphere RY) 2 —L D7 #—< v b

OpenShift Container Platform (&, R 2 —A%Z<D Y ML TAYTF—ITETHI
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ZRLTVWEY,
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OpenShift APl server

T T i

Snapshotter Resizer Attacher Provisioner Kubelet
container container container container
A A A 4 A
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v v v v v v
. . Driver Driver
Driver container registrar <4-»> container
External CSl controller CSl driver daemon set
(Pod) (Pod)
Infrastructure node Node
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ERDZAMNL—INRNI TV RIIHLTERHDCSI RZAN—%FTTEET, ERZA/3—=TIE, T
BOASIY NO—5—DOF7OA4 AV RNBELVRSAN=ECSILYARNS—BELT—FEVEY b
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https://github.com/container-storage-interface/spec
https://github.com/container-storage-interface/spec
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e XFwFavy hdrFF+—I& VolumeSnapshot & & V' VolumeSnapshotContent #+ 7
Ty NEEH L. VolumeSnapshotContent 7 72 =V NDIER S L VHIBRAEBY L X,

o HAH—3>FF—Id. PersistentVolumeClaim # 7V xV hTLYEZLDRAMNL—VEE
k L7=3% &1, PersistentVolumeClaim OEH B4R L. CSITY KRS Y MIFLT
ControllerExpandVolume /%= ) i—9 2% 4 Kh—aVF7F—TT,

® OpenShift Container Platform "5 M attach & & U* detach OO L % 5@&t072 CSI K5 41
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® OpenShift Container Platform A* 5 O provision & & U* delete FEUMH L % @87 CSI K5 4
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o CSIRZAN—avFF+—

CSI7HyFv—BLUVCSI FOEY a+—arFF+—I. Unix Domain Socket ZFEA LT, CSI K5
AN=aVFF—EBEL. CSIDBEDN Pod HICHAWEDIZLET, CSI KZ 4 /8—[L Pod 4 b
S5EF7I9EATEZTEA,

ER
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AL
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' ZAVITZANT O F v — /—I*'C%ﬁb JvEa—b/—RTHRGHGREFY
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WCSI RTZAN—IIRLTERTIT2RELIHYET, AFLOTHY vy Fr—I& CSIK
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ho T2 L. WE7% OpenShift Container Platform E|Y 24T APl Z#RETE 5 L D ITIK
ReE bf%?ﬁ?é%\%b“% YEd,

5112.CSI RZA4 NR—DF—EVEy b

CSI RSAN—=DF—Fvtv M. OpenShift Container Platform A8 CSI RS 4 /N—I(Z& > TRHF X
N32AML—Y%/—RIZYOVMLT, KR 2a—L PV)&ELTA—H—T—20—K (Pod) T
FRATESLDIC. £/ —RTPodZETLET, CSI RZAN=DA VX =)L I N Pod T,
UFoavFr+—nraiEFnzxd,

o /— RLETZE{TH® openshift-node ' —E ZICCSI KRS A4 /N—%F§T 5 CSI RS /3—L
VANT—, D/ — RTEITHOD openshift-node 7Ot Xk, /— KN THETEEA Unix
Domain Socket ZfA L TCSI RSA N—ILEEERLE T,

o CSI KA /1N—
J—=RIZFFO4INACSI RSANR=ITIE. AML—=INRNy I TV RADRIERE TXBRY DR
CIEET2RENHY FJ, OpenShift Container Platform (&, NodePublish/NodeUnpublish BLV

NodeStage/NodeUnstage (REINTWVWBIFA) RED CSIHRVHE LD/ — R TS T4y hDH
ZFEALET,
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5.1.2. OpenShift Container Platform TH/R— X1 3 CSI KRS 1 /X—

OpenShift Container Platform (&7 7 # JL N THED CSI KA N—=% A4 Y Z h—JL L. In-tree([f ~
Y)=)YRY2a—LTZT4 VTR AAERLI—Y AN —VF T avaRHBLES,

INLDHYR—PFMINZAMNL—Y TRy MUY N B CSITTAOEY a v I hikiER

) 2 —L%VERKT B ITIE, OpenShift Container Platform (ZIAE 4k CSI K5 4 /8— Operator. CSI K5
AN—, BEUVBERAMN—VIS5RA%BA VAN =)LLETY, Operator BEUVRSANN—DFT 7 #
JU N namespace ICD W T DEEIE. FFED CSI K54 /83— Operator D RFa XAV hESBLTLE
Iy,

LUF DR IE, OpenShift Container Platform &E#ICA VA =)L ENB CSI KSA/RN—=&, R a1—LA
2FyvFrayv b, 2O0-—VER, BLUTA IZBLEDRIGT 5 CSIMEEICDWTERALTLWE
ER

5.1 OpenShift Container Platform THHR— k¥ 3 CSI K5 1 /13— &K CH#EEE

CSI RS A /X— CSIARY a—LRFy T csloy O— YEBk CSIDY A XE&H

av b

AWSEBS (7% /OY— 1 - 1
P ==

Google Cloud Platform | - |
(GCP) KI5 1 2%

(PD)

Microsoft Azure Disk (7 | | |

v/ay—7FLEa—)

OpenStack Cinder | | |
OpenShift Container | | |
Storage

OpenStack Manila | - -

Red Hat Virtualization - - _
(oVirt)

VMware vSphere (7% - - -
/ovy—7LrkEa-)

8%

CSI RSAN—BLEEORICEHFINTUVARAWESIE. CSIR ML —IRY YT —H1RH
T4 VAN —ILFIBICHE->T, Y R—MINTWS CSIH#EEAFRATIVEN DY F
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KA ML=V TOEY 3=V J1E, CSI RSAN—BLVOEBERZAMNL—IYNYy I T VR
DHEEICK Y EARY FE T, CSI K4 NN—DTFO/N1 ¥ —|&, OpenShift Container Platform TD X k
L= 0S5 ZADERBEBLUVREICFIRATL R/ A—9—IIDVWTOXEEFRT D2HENHY F
ER

ERRINZRAMNL—TU 05 RIE, BINTOEY a VI 5BMITBDICEETEET,

FIR

o FIFINMNDARNL—VISRAEERLET, hICLY, BHREBRAMN L=V ISR EREE
LBEWTRTOPVCHAVAMN—ILIN/ECSI RSAN—TTOEY 3=V 5shxzd,

# oc create -f - << EOF
apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:
name: <storage-class> ﬂ
annotations:
storageclass.kubernetes.io/is-default-class: "true"
provisioner: <provisioner-name> g
parameters:
EOF

|D FERINBZANL— 452D,

Qg AYVAR=ILINTWSCSI RS A /N—DEH,

5.1.4.CSI K S A /N—D{FEEHI
UTFoFITIE, YT L—bE2EEETICTIFIMDOMYSQLTF Y T L—bEA VA MN—=ILLET,

AR
o CSI RSAN=—"FTFO1Th TS,

o FMOEEY IV IAHICANL—VISABERINTWS,

FIg
e MWSQLF VL —bMEERLET,

I # oc new-app mysql-persistent
Hh

I --> Deploying template "openshift/mysql-persistent" to project default

I # oc get pvc

H A B
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NAME STATUS VOLUME CAPACITY
ACCESS MODES STORAGECLASS AGE

mysq|l Bound kubernetes-dynamic-pv-3271ffcb4e1811e8 1Gi
RWO cinder 3s

52.CSIM V54 VD—mRY) 12— LA

Container Storage Interface (CSI) D1 ¥ 54 V—BR) 2 —L%FRAT2&., Pod DF 7OABICA
VSAVD—BERY 2 —L%EBEHR L. Pod DIEERFICETNSZHIRYT 5 Pod tikEEHZTEE Y,

Z DHEBEIX. HR— b XN TL % Container Storage Interface (CSI) K54 N—TOHFEATETET,
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CSIAVSAVvD—BR)a—Lik, T//05—TFLEa1—#EEE LTOAZHET
BETYd, 77 /0Y—TFL Ea1—#HEEIZ. RedHat DEHRBRBICE T2 H—ERLAR
WTZT) =X N (SLA) OFRATHY . BENICEETIERWI EDNHY £T, Red
Hat IEHBRIECINOAFRTI A HELTWEHA, 72 /70V—7L
Eax—0#eEld, RFORMMEZVWERIRMHEL T, AREBTHEDT XA METWL
T4—RKNRNy U HRHBLTVWARLSZIEEBHELTVWET,

RedHat D54 /Oy —7 L Ea1—#eEDyR— NEICRET 23FMIE. 77/ 00—
T Ex—#EDYR— MNEFE 2S8R L TLEIWN,

521.CSIAM Y Z4 Y D—RRY) 21— LDHE

#ERIE. Container Storage Interface (CSI) KA N—=THR—FINBKR) 2—L4IF
PersistentVolume & & 7 PersistentVolumeClaim = 7> =7 NOEAEHLETOMMEBETETET,

ZDHEEIC L Y. PersistentVolume # 72 =7 b TIEA <, Pod #RICCSIRY) 2 — LA EFEEET
XF9d, AVIAVRY a—LIE—BHARY) 2 —ATHY. Pod DEEFHEITABELELINTIEA.

5.2.1.1. Y AR— k OHIR

7 7 #JU b T, OpenShift Container Platform [ZLAFDHIR T TCSI 1 54 Y D—BRRY 2 —LDY
A—Y{EmEYR—rLZET,

o HR—NMICSI RSAN—TDHFAARBETT, in-tree (1 V) —) B LU FlexVolumes I
HR—MIhFEHA,

® OpenShift Container Platform ICI& CSI RSA N—DEFhFEFHA, II2 =71 —FLEFER
ML—IRVET—HRBT S CSI RZAN—%FRALET, CSI FZAN—DRHINZ (>
AM—ILFIBICHEWNE T,

e CSI KZA4/N—|, Ephemeral EZ2L. 1 VT4 VR 12— LBEREZRE L TLARWLWATEE
MAHY T, FMIE. CSIRSAN—DRFa XY MNESRBLTIEIV,

5.22.Pod Xk ~DCSI 1 V54 V—BFR) 2 —LDIEDHIAH

CSlA Y54 YD—BER") 12— A% OpenShift Container Platform @ Pod {T#kICIEDHIAL T E A TE
FY, FVIMLFFIL, RAMINEAVFAVRY) a—Lld, BEEMIT SN Pod D—BFHRS A
THAVIVICHED 128, CSI KA /N— |k Pod DIERS & URFERFICR ) 2 —LBREOITRTOT = —
AEIRTUEBTEET,
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FIa
L PodZA 710 PEEZFERL. TheT7 7M1 ILICRELET,

2. CSIAYZAVD—BRY 2a—L%ZT7A4IIIBDIAHFT,

my-csi-app.yaml

kind: Pod
apiVersion: vi
metadata:
name: my-csi-app
spec:
containers:
- name: my-frontend
image: busybox
volumeMounts:
- mountPath: "/data"
name: my-csi-inline-vol
command: [ "sleep”, "1000000" ]
volumes:
- name: my-csi-inline-vol
csi:
driver: inline.storage.kubernetes.io
volumeAttributes:
foo: bar

'D Pod TEEXIN 2R 12— ALDEHL

3. BRIDARATY TCREBELAEA TV IV NERZR 7 7ML EERBRLET,

I $ oc create -f my-csi-app.yaml

53.CSIARY a—LRFvyTayvh
AETIE, ¥R— MI N3 Container Storage Interface (CSI) RS A /NN—THRY 2—LRFvy F¥ay

h%fEA L T. OpenShift Container Platform TTF— 4 BXMNORET D HEICDVWTEHBALE T, K
MR 2 —LICDOVWTHEREREEMLTVWD I EMHRINIT,

531.CSIRY 2a—LRFvToay NOEE

AFyvToayv b it BEOEAICBIFTZ2I9SRA9—RADANL—VR) 2 —LDREEARLET, K
Ja—ARFy7Toay MIFHRARY) 22— 7O a =V ICEETEXY.,

OpenShift Container Platform (&7 7 #JL N TCSIRY a—ABF vy Foay haHR—MNLET, &
L. HEDCSI KSAN—DPRETT,

CSIRY2a—LDRFyTFoay baFERALT, V5RY—BEBEIUTAETOIIENTEET,
o XSy ayvhEaEYR—MNFBHY—RRX—F4—DCSIKSANN—%FTO1LZET,
o MIFEORY a—LRFYyFay MhokiGRY) 2 —LEK (PVC) ZFH7ICEKLE T,

o FIZEOPVCORFT v Foay Mha{ERRLET,
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o RFv S av hEROPVCELTETLET,
o BIEORY 1—LRFTyTvay MaBIRRLET,

CSIRYa—LRFyFVay hNaERTZE, PTUTr—2aVvBEARERUTEITYIZENTEE
_a—o

o RYa—LRFyToavhidk, 7PV —a VI RIVFLEFEISRY—LANILDRANL—
SNy GTyTY) 21— avaERETIZLEODOELTa 7Oy ELTEHERLET,

o MEICEHRMORBRENN—YavicOo—ILNN\y s LET,
o FOIIIAE—AFERTBIVENDWED, AMNL—VALYMEMICHFARATETET,
R)a1—LRAFyToay haFERETZHEAIF. UTORISGEELTLEIYL,

o HR—NMNICSI KZAN—TOHFAREETT, in-tree (1 >V ) —) & & U FlexVolumes I
HR—MIhFEHA,

® OpenShift Container Platform (CI&—&8D CSI RS A N—DAHMEWMINF T, OpenShift
Container Platform K34 /X— Operator (C& > TIREINALWCSI RZ4 /XA—=(ZDOW Tk, O
Sa=T4A—FLEFAMN—IRVEI - DPRET D CSI RSAN—%FRHT LI ENHEEIN
F9, CSI RTAN—DREINZ M4 VA MN—ILFIBICHWVE T,

o CSIRSAN=F, RYa1—LDRFy T ay MgEERELTWRBEEHNIE, EEL
TWARWMEEEHYET, RUa1—LRFTv T3y hOYR—MERFELTWS CSI RS A
/N—I{Z%. csi-external-snapshotter 1 Kh—2 Y7+ —%FERT2AEMELHY £, FEH
&, CSI RSAN—TRHINZ FF 2 AV MESRLTEIW,

532.CSIRFyFyaybaryhaO—>—8L0HaM Kh—

OpenShift Container Platform (&, I¥ hO—J)L 7L —2IZF7OMINBRFy T¥ay hav ks
A—5—%RELFET, TSI CSI RFANR=—RYF—E, CSI R4 /NN—DA VX N—JLBFICA ¥
AM=IINBIANNR=OYFTF—ELTCSIRFTYyTYay b RA—aVvFF-—5RHLET,
CSIZFwy7Yay bharyhO—5—8LUH A RA—IE. OpenShift Container Platform API % {5
LTARY2a—LDRFTyTay hERBELEYT, ChOHDOABIVR—R Y NEI T REI—TEITS
nxd,

AEAY NO—F—IE CSIRFy T3y hary hO—F— Operator IC& > TF7OM4 I FE T,

53214y O—5—

CSI R+ v 73w baYv kO—F—I% VolumeSnapshot & &£ U VolumeSnapshotContent 4 7' =
JRENLAVRLEY, ¥ hO—F—IE. VolumeSnapshotContent+ 7> =¥ M &{ER L. HIFRL
WOy a v /BB LET,

5322 48U 1 Kh—

CSI KRS A4 N—=RY & —(L, csi-external-snapshotter 41 RAH—%RHLFd., hiE. CSIKSA
N—=TT7O04 INZRDANINA—=aYFF—TY, ¥4 KAH—IL. CreateSnapshot & & U
DeleteSnapshot %2 N H—L TR F v F2ay NeBELET, RVI—DRETIZI VA=
IWDFIRICFEWE T,

533.CSIRFv7¥ay hdY hO—5— Operator ICDWT
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CSI 2+ v 7> 3w baY kO—F— Operator & openshift-cluster-storage-operator namespace T
EITINET, hiE, TTAIMTITRTDY T RXH—O Cluster Version Operator (CVO) IC& 2T
AVAM=ILEINET,

CSIRF v F>¥avy haYv hO—3— Operator I&. openshift-cluster-storage-operator namespace
TREIINZCSIRFTyFraybhavybO—5—%1 YA M=JLLET,

5331LKYVa1—LARFvyFavy bCRD

OpenShift Container Platform @4 ~ 2 h—JLB§IC, CSI R F v F> 3 v hd¥ bO—3— Operator
I%. snapshot.storage.k8s.io/v1 AP| 7 IL—FILUTFDRFTy T3y KODARY L)Y —RAESE
(CRD) Z1Fm L £9,

VolumeSnapshotContent
VSR —EBENTOEYa VI LEIVSRY—HADRY 2a—LDRFTY T avh,
PersistentVolume # 72 = 7 k & @E#kIC. VolumeSnapshotContentCRD XA ML —Y /v o T
YROEBEDORF YT av NaBRTIBZIIRI—YY—RTY,

FETOEY 3V IINERFTYy T3y hOFE V53R —BEERESZD
VolumeSnapshotContent CRD #{E L &9, I HICiE. A ML —Y 2 R T LAHDEREDR
Ja—LRFvFPay NOFHENEENET,

VolumeSnapshotContent CRD (C | namespace BMERAINT, TNIFI SR —FEBEICEL ST
FERAINZEDTT,

VolumeSnapshot

PersistentVolumeClaim # 7> = - k E[@#kIC. VolumeSnapshot CRD (&7 v ¥ 3w hDF
HKEBEREEEZLEFT, CSIRF v F¥ay hdY bO—F— Operator I&. &EHI&
VolumeSnapshotContent CRD T VolumeSnapshot CRD O/N{ 5 4 V%L $ % CSI R T
Fyavbharvho—5—%FGFLET, MM UyTAVv IR I/ IOV EYITT,
VolumeSnapshot CRD (Z & namespace WMEAIN T, BIFKEIE. CRDARFT v o3 v hDfE
AMOERELTHEHALET,

VolumeSnapshotClass
9524 —EEEIE. VolumeSnapshot 7 7V / MBI 2 EAZBHAIEETEET., hbd
DOEMIF. AML—UYRFLADALRY 2a—LTERIND R Ty T ay NETRAZHBED
HYFET, Z0BE. TNSHIE>KKRN) 2—LER(PVC)DRALA ML —Y IS5 X%FERALTKRIR
TEFEtA,
VolumeSnapshotClass CRD i&. 2+ v 7> 3 v MDEKRBEICERT % csi-external-snapshotter
A RA—DNRSA—=9—%FHELFT, THhICLY, AMNL=UNRNv TV RIK, EBOLT
AV R—NINDGBEICBNICERT 2R Ty TV ay NOBEERBTEET,

FHiIcoEYazZv I3 R+ y P 3w bE VolumeSnapshotClass CRD 2R L T, R
FyToay NOERBICERIZAMN -V 7TANA Y —BEED/RASX—9—%KELET,

VolumeSnapshotContentClass CRD IZ(E namespace WMERAIN T, 75X 9 —FEEHN R b
L=YNy OV ROJTO—NIVEEREA TV a v aBMIT2DICHERLET,

534.7R)a—LRFTyvFay hoTaE a=vy
AFyvFoayv hETOEY 3=V I 3A%IF. BMARAEREFENICLZAED 2BEI,HY £7,
5341870y a =>4y
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BEDRFTy Foay baFERTIZRDLYIC, RFvFoay MekiEARY) 2 —LFEXK (PVC) h S E)
FICERB T2 LDICERTEEY, /85 X —4 —|d VolumeSnapshotClass CRD = {#fH L TIEEI
i’a—o
5342.FHSaeEya=vy
7525 —EEBEIL. %D VolumeSnapshotContent 7 7> =/ N FETHANICTOEY a =Y
JTEEYT, InbiE, 753R9—21— ¥ —DHATEZ2EEOR) 2 —LDORFT v T3y MOFM
ERELET,
535.R)1a—L2RF vy T3y MOFEK
VolumeSnapshot + 7> = ¥ N &{EM T % &. OpenShift Container Platform &R ) 2 —L R F v 7
vay MEERLET,
([} =355
e ZE{Tr®M OpenShift Container Platform ¥ S X4 —iCOY 4 ¥ LTW3,
e VolumeSnapshot # 7Y ¥V haHR—K95CSI RSA4X—%FHAL TEHRINS PVC,
o ANL—=IUNy Y IV RETOEY aZVTFBAMNL—VISR,
o 27y Ty av NOERICHERTZLEDH ZKHBRY 12— LER (PVC) AEMA LT3 Pod
EHY EEA,
¢ = )

Pod *PVC AL TW3FAIK. PVCDRYY 2—LRAFyTFoay MEERKR
LEtHtA. ThEETTEE. PVCHA—BELE (B1E) Shiawnikd, 7—9H
Wied 2ApEML HY T, FTEITHD Pod DIRTWEAERITL, RFv T
Yay bO—EBMzHRLET,

FIE
R2—LDRF Y Tvay MEBRIERT B, UFERFLET,

1. LUFR®D YAML IC& > TE X 115 VolumeSnapshotClass # 7V =V N & FE>TT7 71 IL%EE
BLZET,

volumesnapshotclass.yaml

apiVersion: snapshot.storage.k8s.io/v1
kind: VolumeSnapshotClass
metadata:

name: csi-hostpath-snap
driver: hostpath.csi.k8s.io ﬂ
deletionPolicy: Delete

Z ®D VolumeSnapshotClass # 7 =V DR F v T ay NaERT 2HOICERAI N
%5 CSI RSAN—D&E, &Ik, ATy Toay KBERIND PVCICHRHIGT DR b
L—%0 5 Z® Provisioner 7 1 —JLRER U THBZRELNHY £,

2. LTFDIT Y RaRTLT, BRIOFIRTHRESINALF TV M2 ERLET.
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I $ oc create -f volumesnapshotclass.yaml

3. VolumeSnapshot # 7Y =7 N &ER L E T,

volumesnapshot-dynamic.yaml

apiVersion: snapshot.storage.k8s.io/v1
kind: VolumeSnapshot
metadata:
name: mysnap
spec:
volumeSnapshotClassName: csi-hostpath-snap ﬂ
source:
persistentVolumeClaimName: myclaim 9

ﬂ R)a—LRFyToay MIELBEEY ZADEXR, volumeSnapshotClassName %
EDRL, TIFILMNDERY) 2a—LRAF Y Toay NISALRDHBFE ATy Toay
MET 72 RDRY 2a—LRFTYy T3y NISRETERINE S, L. 71—
IWERIRL, T74IWMDRY 2—LRFyFoay NISANEELAVGEICIE. R
>y Tay MIERINhFEEA,

Q AKEERY 2 —AIZ/NA >~ RE N 3 PersistentVolumeClaim # 7Y = D &RI, Zh

&, ZF v 7Foay NOERICERTZ2RBE2EELET, AFvyF¥ay NOEHNTO
EYaz=vJICETT,

4. LUTFOIAXYY FERFLT, BRIOFIRTREINALA TSI 2R LET,

I $ oc create -f volumesnapshot-dynamic.yaml

2ty Foay bEFEFmTIOEY 3=V ITRI0E ULTFTEERTLET,

L ERBOEDICARY 2a—LRFY T3y NISREEERT BT TR
<. volumeSnapshotContentName /X5 X —4% —DEA X+ v T>av hODY—R& LTI
ELEY,

volumesnapshot-manual.yaml

apiVersion: snapshot.storage.k8s.io/v1
kind: VolumeSnapshot
metadata:
name: snapshot-demo
spec:
source:
volumeSnapshotContentName: mycontent ﬂ

Hiil oY a =y 3 hikX+ vy 73y MIiE volumeSnapshotContentName
INFGRA—=H—DBLETT,

2. LTFDIT Y RaRTLT, BRIOFIRTHREINALF TV M FRLET.

I $ oc create -f volumesnapshot-manual.yami
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T

RFvToay MBI SRAI—THERINZE. RF v T ay MIET 2EBMERSFIATEEICARY

LERLAERYY 2a—LRFyToay NOFEMERTTZICIE. UTOIT Y REERITLET,

I $ oc describe volumesnapshot mysnap
LTFDFE. mysnap R 2 —LRF v Foay MIOWTOFMERRILET,

volumesnapshot.yaml

apiVersion: snapshot.storage.k8s.io/v1
kind: VolumeSnapshot
metadata:

name: mysnap
spec:

source:

persistentVolumeClaimName: myclaim

volumeSnapshotClassName: csi-hostpath-snap
status:

boundVolumeSnapshotContentName: snapcontent-1af4989e-a365-4286-96f8-
d5dcd65d78d6 )

creationTime: "2020-01-29T12:24:30Z" @)
readyToUse: true 6
restoreSize: 500Mi

AV MO—F—ICE>TERINEEBOA RN L=V FUYADRS VA —,

®9

2FyvToay MIERINIZER, XFvFoay MIlE, TOY14AIV I TRATSE
ZRYa—LaVvTFUYNEENET,

o

Eh true ICREINTWSEIHE, ATy Toay MAaFRALTHERPVC & LTETTE
9,

Eh false ICEREINTWBIBAE, ATy Foay MHPMERIhTWES, 7L, X b
L=y TV RIE RFyToay MaFiRAR) 2 —LE LTETTESLIICTS
DI, BMDYRYVEERTLTCRAFT Yy T3y NaFHTEZREICTINELHY F
9, & ZIE. Amazon Elastic Block Store 7—#4 ZIDE I R b DIGFRICEEI T 5155

BHY., THITIEHDDEELII DAL HY £T,

2. R a—LDRFTyToay hMAIMERINAZEEHRTZICIE. UTOoaY Y REEFTLE

ER
I $ oc get volumesnapshotcontent

EEDOIVFUIYANDRA v —HFRRINZE T, boundVolumeSnapshotContentName
74 =)L RIZT—9HEREINSI5E. VolumeSnapshotContent + 7> =7 hHEFEEL. R
FyFTay MBMERINhTWET,

ATy TV ay NOEBHITETLTWE I & 4R Y 5IC1E. VolumeSnapshot 7 7>/ b

IC readyToUse: true h*% % Z & ZHR L £,

53.6. ") 2a—LRFTv T3y NOHIKR
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OpenShift Container Platform IC& 2R ) 2a—LRF v ¥ ay NOBIBRAEEZRETTET,

FIR

1. LFDOBIDEL S I, VolumeSnapshotClass # 7Y =V N TRERHIFRARY O—%BELE
-a—o

volumesnapshotclass.yaml

apiVersion: snapshot.storage.k8s.io/v1
kind: VolumeSnapshotClass
metadata:

name: csi-hostpath-snap
driver: hostpath.csi.k8s.io
deletionPolicy: Delete ﬂ

@ FVi-s2FvyTvay OHIREIC Delete BEHET S
&. VolumeSnapshotContent 7 72 = M & HICEBERDZ R F v T2 3y MAHIRRE
hEzd, Retain BE2BRET D&, B2 FvToav b
VolumeSnapshotContent = 7~ = ¥ hOEALKEKY £ 7,
Retain lE%#:%E L. XI5 9 % VolumeSnapshotContent = 7> = - M = HIfRtE 31
VolumeSnapshot # 7> =V N &HIfpg 2 &, AVFTUVIFRYET, Rty Foay
FEFIEFRAMNL =Ny VTV RICERFINE T,

2. LTFDATY REAALTRY 2a—LRFyFoay NaHIBRLET,

I $ oc delete volumesnapshot <volumesnapshot_name>

H A B

I volumesnapshot.snapshot.storage.k8s.io "mysnapshot" deleted

3. HIpgARY > —2 Retain ICREINTWBEEHEIF. UTOAY Y REAALTRY 2 —LRF Y
TyayvhoavFUYEHIKRLET,

I $ oc delete volumesnapshotcontent <volumesnapshotcontent_name>

4. # 7> av:VolumeSnapshot # 72 = 7 A EEICEIRINTLWARWEAIE, UToav Y
REEFTLTHEINTWR )Y —RDT7 74 F 514 F—%HIBR L. HIRRIRIEEHKITTESDLD
IKLEY,

BF

KEERY 2 —LEBR (PVC) TR 2a—LRFyT¥ay h@aAVFUYD

W3 hmnh S VolumeSnapshot 772 =0 MADBEEDSRALRWVIGEICDH
774F 4 —%HBRLET, ~force 7 7> a Va2 FRTZHETH, X

TDI77AFT A —DHIBRINZ ETHIRRETR Ty Foay h4+TVx)
MIBIBRINEHE A,

$ oc patch -n $PROJECT volumesnapshot/$NAME --type=merge -p {"metadata":
{"finalizers":null}}’
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H A B

I volumesnapshotclass.snapshot.storage.k8s.io "csi-ocs-rbd-snapclass" deleted

T774FSAHF—DYBRIN, RYa—LZAFyToay MNAEIBRINET,

53.7Z.RYa—LRFvTay NOET

VolumeSnapshot CRD OV 7>V iE, BIFEDORY 2 —LEZLIFIORREICETT 27-DICERINE
ER

VolumeSnapshot CRD #'/31 ~ KX, readyToUse {EA true ICEREIN/ZEIC. TDY Y —R%&(F
ALT. APy 7T2ay MALDT—INERNICRESNTVWSIHRAYY 2 —L%2TAEY 3=V T
X FE T, BIREM: * 2179 D OpenShift Container Platform 7 2 24 —ICOJ 4 Y LTW3%, R 21—
LRAFw T ay MY R— MT % Container Storage Interface (CSI) K4 N—%FR L TEKRI N
BAEERY 2 —LBR(PVC), *AML—Y Ry I IY REFOEYIZVIFTBEANL—UIS52, *
RY)a—LRFyToay hHPMERIh, BRATE2RETH 5,

=2
1. LFD & S IZ PVC IZ VolumeSnapshot 7—% YV — XA %EL X T,

pvc-restore.yaml

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: myclaim-restore
spec:
storageClassName: csi-hostpath-sc
dataSource:
name: mysnap ﬂ
kind: VolumeSnapshot 9
apiGroup: snapshot.storage.k8s.io e
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

Q Y—2RELTHEAYTSBRF Y 7Y a3y hEXRT VolumeSnapshot 4 7Y = 7 k D&HT,
9 VolumeSnapshot DIEICERET ZHENHY F T,

@ snapshot.storage.k8s.io DIEICEET ZREL DY E T,

2. LFDaAXT Y RERITLTPVC ZFRLE T,
I $ oc create -f pvc-restore.yaml
3HUTDOITY RZEITLT, EXINLPVCHERINTWSZ L ZHRLET,

I $ oc get pvc
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myclaim-restore 7 & DFi#R PVC BNRIRINE T,

54.CSIRY 2—LDYO—V1ERK

R a—LDyO—VERICEY, BBFEOXKERY) 2 —LDNERINI T, Inid OpenShift
Container Platform (CH 1T 2T — 71BN O DFREICKIEF T, TO#EER. YR—KIhTW?
Container Storage Interface (CSI) KA N—TDAFETEET, CSIRKRYa—LDr/O0—r%70
EYa=Zv 93RS, KR 2a—AIIKDWTEEL T BErHY ET,

54.1.CSIRY 2—LDYO0—VEROBE

Container Storage Interface (CS) R 2 — LD/ O—iE, FEDOFRRICE T 2BEFEDKERY 21—
LDEHTY,

R a—LDoO0—VERIZRY) 2—LDRFTy T a3y MIEITWETA, LYRNRMALAETT,
TcEZIE, VSR —EEBEIL, BEOIVSRIY—FR) 2 —LDRDA VAV AEER LTI TR

H—R)1a—LEaERTEET,

oO—VERRICEY ., Ny IV RDTNA AT, FIROZEDRY) 2 —LADNERINZDTIEARL,
BELEZRY 2a—LDEEMNMERINZFTT, MOV a v ID%ICIT. BEDKRY 2 —L%EFH
TH2DEELELDIC. RY)a—LsD/O0—VEFERATEXET,

JO—VIERICRELRFLWAPI ATV Y MIbhHY FtH A, PersistentVolumeClaim 47> 7 b

DEEED dataSource 7 1 —JL K&, [E L namespace DEEFED PersistentVolumeClaim D& #i % EF Al
TIXBEDICHRINE T,

5.4.1.1. Y R— b DFIR

7 7 # )L b T. OpenShift Container Platform (&L FDHIRD T T CSIARY) 2 —LD Y O— Ve %
R—KhLET,

o FEHKKEAY 2 —LEXK (PVC) IEY —RX PVC &AL namespace ICEET 2MELNHY £7,
¢ V—ZAAKNL—YBLUVBEANL—VISRAEBELTHEIVELGHYET,

o HR—NMICSI RSAN—TDHFBRIBETT, in-tree (1 V) —) B LU FlexVolumes (&
HR—MINhFEHA,

e CSIRZAN=K RYa1—LD7O—VFEHEREEZEERL TWRWTREEHY XY, FFi
iE. CSI RSAN=—DRFaXYMESRLTILEIY,

542.CSIAY) 2a—LpO0—>07OEya=rvy
CSIRYa—LsO0—rDFOEYa=ZvJiE, 70—V ERINKERY 2 —LFEK (PVC) APl #
TV MDERICE>TMN)A—INFET, 70—V, BOXKKERY) 2 —LERULIL—ILICHE

T. BDOPVC DABRZERICEEL XY, fIAE LT, AL namespace DEEF PVC Z58R Y %
dataSource ZEMT 2ENHY X T,

AR
e 4T M OpenShift Container Platform 7 S X4 —icAs4 v LTW3,

o PVCHARY 2a—LDyO—VEMEYR—MTBCSI RTAN—%FHELTERINTWS,

o1
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o ARNL—IUNY I IV RPN ITOEYa Vv JRHICEEINTWS, #M7OEYa+—0
Ja—VERDOYR—MIFIETETEHA,

FIE
BEDOPVCHLPVC O/ O—VAERT 3ICIE. LTFEETLED,

1. LUF®D YAML IC & » T I 1 5 PersistentVolumeClaim # 7z M &{fFE>TIT7 714 Il %
EE L. ®RELZXY,

pvc-clone.yaml

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: pvc-1-clone
namespace: mynamespace
spec:
storageClassName: csi-cloning ﬂ
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 5Gi
dataSource:
kind: PersistentVolumeClaim
name: pvc-1

‘D ZAML=YDONRYy TV RETOEYa =V ITBANL—Y IS RADEH, T74/I 6
DAKNL—Y U SR %EFEHTE, storageClassName X TEBETEE T,

2. UTFTDaAY Y REXRITLT, BRIOFIETREINLA TSI MR LET,
I $ oc create -f pvc-clone.yaml

#IRD PVC pve-1-clone BMERRINE T,

3. UTFTOOY Y REEFTLT, RYa—L07O0—UrERIN., EERREICHDZEEHESREL
i’a—o

I $ oc get pvc pve-1-clone
pvc-1-clone I&. Ihh*Bound THBZ &% RLET,
INT, M/ O—VERINPVC AL T Pod 288 ET 2 ER/IEVNE L,

4. YAMLICE > TR INZ Pod A7V hEHICT 74 EERL, RELET., UTICH
ERLET,

kind: Pod
apiVersion: vi
metadata:
name: mypod
spec:
containers:
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- name: myfrontend
image: dockerfile/nginx
volumeMounts:
- mountPath: "/var/www/html"
name: mypd
volumes:
- hame: mypd
persistentVolumeClaim:
claimName: pvc-1-clone 0

'D CSIARY) 2—LDyO—V{ERDBEERICERIND 70— VER I i PVC,

ER I /= Pod # 7 ¥ M. 7tdD dataSource PVC & (3F)IC. 70— I iz PVC OfFE
B, 70—, RZFvTvav b, FLEFHBREERTTIEDLIICHRY F LA,

5.5.CSI D BEI#%1T

OpenShift Container Platform Tlt, 7 R— M INTWB in-tree R 2 —L TS5 4(1 VHEZED
Container Storage Interface (CSI) K54 N—ICE#RBITINE T,

B

CSIOBE#BITIET I /O —TLEa—HEETT, 727 /00— E1—#EEIE.
Red Hat @ DY —ERLRILT T =Xk (SLA) ORRHATHY . HENICTELT
BN EAHY FF, RedHat IFERBIRIETCINLZFHAT LI EHELTWE
HA, 77/00—TFLE1—DHEER. SFORMAKEEZWEREREHEL T, ARE
[ECHBEDTAMNEZTVWI A — RNy VZRBLTVWEESZIEZBEMELTVWET,

RedHat D54 /Oy —7 L Eax1—#eEDyR— NEEICRET 23MIE. 77/ 00—
TlEa1—H#EgEDYR— MNEE 28B LTI,

55.1. =&

BERITHEEEEZBNICT S E. COMETHR—MNINSintree ANL—Y TSIV AEFRLTYS
OEYaZv I 3N RY a—L4lE, ®IETSCSI RSANRX—IIBITINET,

UFDORZAN=DBHYR—bINFT,

® Amazon Web Services (AWS) Elastic Block Storage (EBS)

® OpenStack Cinder
CSIEEINA /L —2aviEy—LLRICIT>TLEIV, ZOMEEEMICLTE, BBEDAPI AT
2 Y bIART (f: PersistentVolume. PersistentVolumeClaim, & & U StorageClass) # {9 %
FEREEINIEA,

T7 4 NTIE, BEIRBITIIEMICA>TWET,

BF

CSI B## 17135 % D OpenShift Container Platform ) ) — X TF 7 # JL K TIZERIIC
BRBEFETT, TODRH, . ZOHEELZT AN L THEORSICTHAVCEI W,
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5.5.2.CSI D B&E#ZTDOEMIL

R

CSIBEIRITDORLA Y (BR) 2BMILTHL. ITRI—KROITRTD/ —R%Z|R
BICHEFLIT., ChICEPLEEIDNBIGELHY T T,

FIR

o M —hZBWICLET (/—F>I9F5R5—DEF - — b &EA L#EDORIL
EHRLTCEIW),

BF

RS —MNaFERALTT /0T L E1—#EEF VICLERICERS &S
TILTBIERTEEREA, TORR. VSRI9—DT7vTITL—RIETERL
BYET,

LIFDEERFTIE, M CSI KZ 4 /83— (AWS EBS & & U Cinder) ~D CS| BEIRTABMICL
i’a—o

apiVersion: config.openshift.io/v1
kind: FeatureGate
metadata:
name: cluster
spec:
featureSet: TechPreviewNoUpgrade ﬂ

Q AWS EBS # & U Cinder D BEIBT2EICL £ T,

CustomNoUpgrade featureSet & featuregates % &% & L TER L 7= CSI RS54 /8—®D CSI B
ERITEEETCEET,

o CSIMigrationAWS
o CSIMigrationOpenStack

LLTDFREHFTIE, AWSEBSCSI RSA N—~DBEHERBITOHZ=BFMWICLET,

apiVersion: config.openshift.io/v1
kind: FeatureGate
metadata:
name: cluster
spec:
featureSet: CustomNoUpgrade
customNoUpgrade:
enabled:

- CSIMigrationAWS @)

Q AWS EBS DA DBEERTEBEMICLET,
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5.5.3. B EIE IR
o HEEHS — NDERIC & 2 BIEMEEDEMIL

5.6. AWS ELASTIC BLOCK STORE CSI K5 1 /Y— OPERATOR

5.6.1. &

OpenShift Container Platform (&, AWS Elastic Block Store (EBS) @ Container Storage Interface (CSI)
RSAN—ZFRALTKERY 2—L(PV) 27O 3=V I TEET,

BF

AWSEBS CSI RS54 /X—Operator (377 /AY—FL Ea—tETd, 7//0Y—
TLE1—#EEIE. RedHat BEDH—EXLRILT T =XV K (SLA) DXERATH
Y, HWENICRE2TIERVWI EXHY E T, RedHat IEEHBRIECINOAZFERT S
TEEWBELTWIERA, 77 /0T L E21—DHEEIZ. BRFOMMEELZVER
CIRBLT, R THEEDT AN EITVWI A — RNy 2 ERHFL TV ELL I EE
BHELTWET,

RedHat D54 /Oy —7 L Eax—#eEDyR— NEICRET 23FMIE. 727/ 00—
T Ex—#EDYR— MNEFE 2S8R L TLEIN,

Container Storage Interface (CSI) Operator 8L U RS A N—%FRAT 2HBE. KA ML —Y 8LV
CSINY 1—ADEEICDWTERLTHEL ZE=BHBDLET,

AWSEBS A KL =27ty MI¥TUY hNFZCSITTAOEY a =y I3 ni PV EZERT 5 ICIE.
OpenShift Container Platform (&7 7 # JL k T AWS EBS CSI K5 4 /X— Operator & & U' AWS EBS
CSI K< 1 /N\—7% openshift-cluster-csi-drivers namespace ICf Y XA b—JLL X7,

e AWSEBSCSI K54 /38— Operator (&, PVC 2{E T %78 I {FH T X % StorageClass =7
74 NTRELE T, AWS Elastic Block Store Z A L7k A b L —Y THEAILTWS
& 512, AWSEBS StorageClass #1EfX 9 24 7> avEHYET,

e AWSEBSCSI RSA/X—%{FHTSHE, AWSEBSPV #/FiiL. ¥V hTEZT,

pa 3

AWS EBS CSI Operator £ U' K 5 1 /N—% OpenShift Container Platform 45 7 5 X
H—IZA4 VA M=ILLTW3IHA., OpenShift Container Platform 4.8 ICE# ¥ 5 aiIC
45Operator BLUVRSAN—=%T VA VR MN=I)LTZRELHYET,

5.6.2.CSIIZDWT

ARNL—=URVET—EINFETKubernetes D—FE LTA ML =Y RSAN—ZRHLTEF L,
Container Storage Interface (CSI) DEETIE, #— K/X—F 4 —D 7O/ ¥ —|(&, O 7 Kubernetes
O—RZZBEHTIBEDS VY —T M REFRALTCRAMN =V TS 74 VA RETEET,

CSl Operator &, in-tree (A ¥V —=)RY 2 —L TS5 74 VTIERARELRRY 2—LR Ty T¥ay
NREDR ML —U% 7> 3% OpenShift Container Platform 2 —H#—(If45 L £,
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BF

OpenShift Container Platform I&, AWSEBS A hL—Y % FOEY a =V 7 d57HIC
TI7A4IWNBMTin-tree(A VY =) FLIECSILADRSA N—DFERICKREINE T,

%1% D OpenShift Container Platform /A\— 3 > Tl&, BEED in-tree 7574 % {FH
LTFOEY 3=y 3haR) a—L4lE, AEDCSI KSAN—IIBITINEZFET
9, CSIBFVA 7L —>aviEy—ALLRICIToTLEIW, B1T2 L TH, kKiER

Ja—L, KERY) 2 —LEKRK RAMNL—YISRABEDRBFEDAPI ATV =) MafE

HAT3HEILTEINTEFA, BITICDOWTOFMIZ. CSIOEERIT 28BLTLE
T LY,

TE2ABBITE. in-tree TS5 U4 VITHRIEHIIZ OpenShift Container Platform M4 D
N—2 3 VTHIBRINET,

OpenShift Container Platform T® AWS EBS kiR Y 2 —ADEMIOEY 3 =V JICET 23
l&. AWS Elastic Block Store R L7XKKEA ML —Y BB L TLEIW,

RS

® AWS Elastic Block Store Z{FR L 7=k A ML —¥

o CSIARY 2a—LDEE

5.7. AZURE DISK CSI DRIVER OPERATOR

571 8%

OpenShift Container Platform &, Microsoft Azure Disk Storage @ Container Storage Interface (CSI)
RSAN—AFRLTKER) 2—4L((PV)ETOEY 3=V I TEET,

BF

Azure Disk CS| Driver Operator &5 / AY— 7L E1—#ges LTOARTHBEWESE
TEd, 77/0—FLEa—#EEIX, RedHat 2ERZDY—ERALRIVLTT) =AY
b (SLA) OXRHATHY ., BEMICKETIEAWI ELHY FJ, Red Hat IXEHEER
BTINLAEFRIDZIEAHBLTVWERA, 77/ —TLE1—D#EER. &
FORDMELZWERIREL T, FAREETHEDT AN ETWVWI 1 — RNy I %R
HLTWEESZEEZBHNELTWET,

RedHat D54 /Oy —7 L Eax1—#eEDyR— NEEICRET 283FMIE. 77/ 00—
T E1—#EDYR— MNEFE 2S8R L TLEIWN,

CSl Operator BLU R A N—%FAHT 2HFE. KA L —2 LV CSIRY) 2 —LDFERE IZDW
THEBLTELZIEEEHDLET,

COMWEEEABMICL T, AzureDisk AL —Y 7Ry MIXI VM B CSITIOEY 3=V I3 hi
KGR 2 —4 (PV) Z/EERT %ICIE. OpenShift Container Platform (£, 7 7 # JL kT Azure Disk CSI
Driver Operator & & U Azure Disk CSI K 5 1 /N\—7% openshift-cluster-csi-drivers namespace IC1 ~
AM=ILET,

® Azure Disk CSI Driver Operator. H3IC L7=12IC. KRR ') 2 —LEK (PVC) DIERICHERT

X% managed-csi WO R ML —U IS RERMBLET, Azure Disk CSI RS A /38—
Operator i, A ML —YRY 2a—LBEF VTV RTHERTEELIICL, V525 —EEE
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NRANL—V%FRICTOEY 3 ZV I $2REBENRLCTIET, BMARY) 2—L070OE
VazZvierYR—KMNLET,

e AzureDiskCSI KSAN—%{FHT 5 &, Azure Disk PV #/Ep L. ¥V hTEZF T,

5.7.2.CSIICDWT

ARNL—=URVHT—EINFETKubernetes D—FELTAML =Y RSAN—ZRHLTEF L,
Container Storage Interface (CSI) DEETIE, #— K/X—F 4 —O 7O/ ¥ —|(&. O 7 Kubernetes
O—REZEETIEEDA VY —T M RE2FEALTCARNL =Y TS VM4 VERETEET,

CSl Operator &, in-tree (A YV —=)RY 2 —L TS5 74 VTIERARERRY 2—LR Ty F¥ay
NAREDR ML —Y % 7T 3% OpenShift Container Platform 2 —H#—IIf45 L £ 9,

BF

OpenShift Container Platform (&, Azure Disk R AL —Y % FOEY 3 =V 7§ %72HIC
77 #4)L hTin-tree £7IE CSILAD RS A N—DERICKREINE T,

%1% D OpenShift Container Platform /A\— 3 > Tld, BEED in-tree 7’574 % {FH
LTFOoEY 3=y 3haR) a—LlE, AEDCSI KSAN—IIBITINEZFET
9, CSIBEIVA 7L —a v iEy—LLRICToTLEIW, BT L TH, KkiER

Ja—L, KERY) 2 —LEKR RAMNL—YISRABEDRBFEDAPI ATV ) MafE

HAT3HEILTEINTEHA, BITICOWTOFMIZ. CSIOEERIT 2SBLTLE
T LY,

TERBITE. in-tree TS5 T 1 VIFHRIEHIIZ OpenShift Container Platform D4 M
N—=I a3V THIBRINZE T,

5.7.3. Azure CSI K5 4 /X— Operator DEE

Azure Container Storage Interface (CSI) K5 4 /N— Operator ZBMICT B I
l&. TechPreviewNoUpgrade #gEt= v b THEBES — N2 BMICT 2REBEDNHY F T,

FIa
1. TechPreviewNoUpgrade #gEt v k THEES — b ZBMICL £9 (Nodes - #EES — b D&
AIC L 2 FBREDAMIL = 5R),
B5E

ey — Na2FERLTCT 7/ A —F L Ea—#feaA Il LEEBICENDAE A
JICTBZEIETEFRHA, V5RY—BTyvTITL—RTERLARYZET,

2. 75 A% — Operator A ML=V %HERLET,

I $ oc get co storage

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
storage 4.8.0-0.nightly-2021-04-30-201824 True False False 4h26m

e AVAILABLE (& True TRFhIEAY £ A,

e PROGRESSING (& False Ta T id7aY £ A,
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DEGRADED (& False TR IThiERY FtH A,

3. openshift-cluster-csi-drivers namespace @ Pod DX 57 —4% A %A L. TNOHNETHTH

%

_>~|

JEEHRBLET,

$ oc get pod -n openshift-cluster-csi-drivers

NAME READY STATUS RESTARTS AGE
azure-disk-csi-driver-controller-5949bf45fd-pm4qb 11/11 Running 0 39m
azure-disk-csi-driver-node-2tcxr 3/3 Running 0 53m
azure-disk-csi-driver-node-2xjzm 3/3  Running 0 53m
azure-disk-csi-driver-node-6wrgk 3/3 Running 0 53m
azure-disk-csi-driver-node-frvx2 3/3 Running 0 53m
azure-disk-csi-driver-node-If5kb 3/3  Running 0 53m
azure-disk-csi-driver-node-mqdhh 3/3  Running 0 53m
azure-disk-csi-driver-operator-7d966fc6¢c5-x74x5 1/1 Running 0 44m

M= ZADNA VA M—ILENLIE%ZHRBLET,

$ oc get storageclass

NAME PROVISIONER RECLAIMPOLICY
VOLUMEBINDINGMODE =~ ALLOWVOLUMEEXPANSION AGE
managed-premium (default) kubernetes.io/azure-disk Delete
WaitForFirstConsumer true 76m

managed-csi disk.csi.azure.com Delete WaitForFirstConsumer
51m0

ﬂ Azure ANL—Y 905 R

RS

o AzureDisk #ERH L/zKkiEA ML —Y
e CSIARYa1—LDEE

o WEEY — MDOEAICKL ZEBEHEDAMIL

5.8. GCP PD CSI DRIVER OPERATOR

5.8.1. ¥i &

OpenShift Container Platform I&. Google Cloud Platform (GCP) k%7 4 X2 (PD) A AL —T D

true

Container Storage Interface (CSI) RS 4 N—%FR L TKkHERY) 2 —4L (PV) = FOEY 3 =V JTE
7,

Container Storage Interface (CSI) Operator 8L U R4 N—%FRAT 2B E. KA L —Y BLV
CSIR)2a—LDREICODVWTEBLTEL I Z2HEHOLIT,

GCPPDARML—YT7EYy MIXDUY RSB CSITTOEBY 3=V 3 hikimRY 2 —4A (PV) =1F
9 %ICi&. OpenShift Container Platform I&5 7 # JL kT GCP PD CSlI Driver Operator $ & U GCP
PD CSI K3 1 /N—7% openshift-cluster-csi-drivers namespace IC1 Y A h—JIL L E T,
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#persistent-storage-using-azure
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e GCP PD CSI Driver Operator. 7 7 # JU kT, Operator I& PVC DERKICERTE2 A ML —
VYO)ZRAERWMLET, GCEXRITT 4+ RV ZEALKEA ML —2 THRIAIATWSELD
IC. GCPPDRAMNL—YAERT 24 T>avEHYET,

o GCPPD RZAN—CDRSAN—%FHTSE. GCPPDPV 2L, YUV NTEZE
-a—o

BF

OpenShift Container Platform &, GCPPD A ML =Y % FOEY 3 =2 757201
774V hTin-tree F/IE CSIUAD K S N—DERICREINIE T,

%1% D OpenShift Container Platform /A\— 3 > Tl&, BEED in-tree 7574 % {FH
LTFOoEY 3=y 3haR) a—L4lE, AEDCSI KSAN—IIBITINEZFET
9, CSIBFVA 7L —a v iEy—ALLRICToTLEIW, B1T2 L TH, kKiER

Ja—Li, KGERY 2 —LER, ANL—VISRABREDHEHFEDAPIZ TV U MafE

AT5HEEILTREINTEHA, BITICDOWTOFMIZ. CSIOEERIT 2SBLTLE
T LY,

TE2BBITE. in-tree TS5 U4 VITHREHIIZ OpenShift Container Platform M4 %MD
N—2 3 VTHIBRINET,

5.8.2.CSIIZDWT

ARNL—=URUET—[EINFETKubernetes D—FELTA ML =Y RSAN—ZRHLTEF L,
Container Storage Interface (CSI) DEETIE, #— K/X—F 4 —OFO/N1 ¥ —|(&. 07 Kubernetes
O—RZZBRHTIBEDS VI —T M REFRALTCRAMN =V TS 74 U RETEET,

CSl Operator &, in-tree (A YV —=)RY 2 —L TS5 74 VTIERARERRY 2—LR Ty TF¥ay
NREDR ML —TF T 3~ % OpenShift Container Platform 2—%— (IS5 L ¢,

58.3.GCPPDCSI RZAN—=ZAKNL—V I FRINGA—4—

Google Cloud Platform (GCP) 7k#&7 4 X 2 (PD) Container Storage Interface (CSI) K54 /X—{% CSI
@ external-provisioner 44 RA—%J> hO—5—& LTHERALEYT., Thid. CSI KA N—TF
TO04INBRDOANI/NR—=TYFTF—TY, ¥4 KH—I& CreateVolume % b ) H— L TKER
Ja—Lh(PV)EBELET,

GCPPDCSI K5 1 /8—|&., csi.storage.k8s.io/fstype /X X —4 —F—%FA L CEW IO 3 =
VI REYR—KNLET, UTDRIE., OpenShift Container Platform " H7/R— M 9§59 RTD GCP PD
CSIZARNL—=CV O SRANSA—=F—ICDWVWTERBALTWE T,

5.2 CreateVolume /85 X —4 —

TI7#AIb
type pd-ssd % 7= 13 pd- pd-standard EHED PV % /213 solid-state-drive
standard (SSD)PV ZBIRTEX X T,
replication- none 7z (& region-pd none zonal £7/21dY —2 3~ PV %8R T
type e
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disk- T4 RV DESILICE EOXFES BEEEDESH (CMEK) Z#ER L
encryption- BY2F—DTLEM) THRT1 RV EBSELET,
kms-key Y — Rl Fo

5.8.4. 2% LATEES{LINKERY 12— LDIERK

PersistentVolumeClaim #+ 7Y = 7 h DYEREFIC. OpenShift Container Platform (& #riRkEAR ) 2 —
L (PV)Z7OEY 3 =5 L., PersistentVolume 7 72V M EER LE T, FRICERINL PV
%S9 5 Z & T, Google Cloud Platform (GCP) ICA R % LBES{EF—%EIL. V75 R9—AD
PV%ERETZIENTEEY,

ESIEDHZE. ERLFHZICEIYHTOENS PV IE. FRFZIEBEIFD Google Cloud Key
Management Service (KMS) #—% A LTI T A 49 —CERREEDKESHE (CMEK) #FRAL X7,

GRS Jia
e ZE4TH D OpenShift Container Platform 7 S X4 —ic@s4 v L TW3,
® CloudKMS ¥—1) v 7 &Fx—DN—=TYavaEEHRLTWS,

CMEK 8L T CloudKMS 1) Y —RIZDWT DFEMIZ, BEEEEDRESHE (CMEK) OfFR #5881 L TL
XV,

FIE
NAY LTESEINZ PV ZERT 2ICIE. UTFOFIREXRTLET,

. CloudKMS #—A2FRHLTCANL—VISREEHRLET, UTOHITIE, BEELINELR
Da—LADEM IO a v 758 LET,

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:

name: csi-gce-pd-cmek
provisioner: pd.csi.storage.gke.io
volumeBindingMode: "WaitForFirstConsumer"
allowVolumeExpansion: true
parameters:

type: pd-standard

disk-encryption-kms-key: projects/<key-project-id>/locations/<location>/keyRings/<key-
ring>/cryptoKeys/<key> 0

ﬂ ZD74—ILRIE FRTARVOBESHICFERINEXF—DY Y —RABBFTHILE
BHYFET, ETIH. AXFENFEIPRBINET, F—IDDEZIEBET 2HEICD
W T DFEMIL. Retrieving a resource's ID & & U Getting a Cloud KMS resource ID %588
LTI,
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pa 3

disk-encryption-kms-key /X5 X —4% —[ZBIED A ML —Y U S RITEMT 5 2
EIFTEFEA, L. AMNL—Y IS R%EHIBRL, BLARB I VELZ N
A=Y —tYy NTCINEBERTDIENTEEYT, ChERITT 254, B
FY 2070 3+ —IF pd.csi.storage.gke.io THEIUHELNHYET,

2.0cAX Y REFEALT. R ML —T 95 R % OpenShift Container Platform 2 5 24 —IC7 7
A1 LET,

I $ oc describe storageclass csi-gce-pd-cmek

5
Name: csi-gce-pd-cmek
IsDefaultClass: No
Annotations: None
Provisioner: pd.csi.storage.gke.io
Parameters: disk-encryption-kms-key=projects/key-project-

id/locations/location/keyRings/ring-name/cryptoKeys/key-name,type=pd-standard
AllowVolumeExpansion: true

MountOptions: none

ReclaimPolicy: Delete
VolumeBindingMode:  WaitForFirstConsumer
Events: none

3. BRIOFBETHERLIZANL—UISRA TV NOEZRIC—HT % pve.yaml & LD &Rl
D7 7AIWNEERLET,

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: podpvc
spec:
accessModes:

- ReadWriteOnce
storageClassName: csi-gce-pd-cmek
resources:

requests:

storage: 6Gi

pa

" HRANL—UISREFIALNELTI—S LEIBA
" i&. storageClassName 7 1 —JL RZ &R T T,

4. PVCZ U SR/ —ICERALZEXY,
I $ oc apply -f pvc.yaml

5 PVCDRTF—9REBMBL., IhHERI N, FRICTOEYa=v ISPV ICNLI VR
INTWBZEEHRALET,
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I $ oc get pvc

6
NAME STATUS VOLUME CAPACITY ACCESS MODES
STORAGECLASS AGE
podpvc Bound pvc-e36abf50-84f3-11e8-8538-42010a800002 10Gi RWO csi-

gce-pd-cmek 9s

R

A2 ML —Y 95 X T volumeBindingMode 7 1 —JL KAY
WaitForFirstConsumer ICSE2EINTWBIEA. TNhEREET 581IC PVC A 1{&
927D Pod 21EKT 2HELHYET,

CMEK THRr#Z XN % PV »* OpenShift Container Platform 7 S A4 —TEFERATEX 5 LD ICRY T,

BIER R

® GCE Persistent Disk Z#fB L 7zkfEA ML —

o CSIRY a1—LDEE

5.9. OPENSTACK CINDER CSI DRIVER OPERATOR

5.9.1. &

OpenShift Container Platform (&, OpenStack Cinder @ Container Storage Interface (CSI) K5 4 /N—
EEALTCKkERY 2—L(PV) 27O 3 ZV I TEET,

Container Storage Interface (CSI) Operator 8L U RS A N—%FRAT 2B E. KA ML —Y 8LV
CSIR)2a—LDREICODVWTEBLTEL I Z2HEOHLIT,

OpenStack Cinder A AL —Y 7 &y MIXD Y MNET B CSITFOEY 3=V 3N 3 PV AEERT 2
[Zl&. OpenShift Container Platform & openshift-cluster-csi-drivers namespace IZ OpenStack
Cinder CSI Driver Operator & & U OpenStack Cinder CSI RS A4 /X—% A4 VA M—=JLLE T,

® OpenStack Cinder CSI Driver Operator (. PVC DERICHERATES CSIZA ML —Y ISR
ERMLET,

e OpenStack Cinder CSI K54 /X—%ffHY9 % &. OpenStack Cinder PV Z{EE{ L. ¥V~ K
THIENTEET,

OpenShift Container Platform Tl&. OpenStack Cinder @ in-tree 55 CSI K5 A4 N—=~DBEEFBITH
T7/O0—FLEa—&E LTHATEEY, BiIrEaMEIhd s, BEEDin-tree 7574 V% 1fE
ALTFOoEYa=vI3n3RY 12— ALIEEEMIC OpenStack Cinder CSI RS54 N—%FHAT 2 &
DICHBITINE T, FEMIE. CSIBEBITHE 28R LTLEIWL,

5.9.2.CSIIZDWT

ARL—=URVET—EINFETKubernetes D—FELTA ML =Y RSAN—ZRHLTEF L,
Container Storage Interface (CSI) DEETIE, #— K/X—F 4 —OF O/ ¥ —|&, O 7 Kubernetes
O—REZBEETIZEEDA VY —T M RE2FEALTCAN LIV TSV VERETEET,
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CSl Operator I, in-tree (A YV —=)RY 2 —L TS 74 VTIERARELRRY 2—LR Ty F¥ay
NREDR ML —TF T 3~ % OpenShift Container Platform 2—%— (IS5 L ¢,

BF

OpenShift Container Platform i&, Cider A AL —Y % OEY 3 =27 957-0I1CF
7 #JL N Tin-tree FLIE CSIUAD RS A N—DFERICEEINE T,

%1% D OpenShift Container Platform /A\— 3 > Tl&, BEED in-tree 75714 % {FH
LTFOoEY 3=y J3haR) a—L4lE, AEDCSI KSAN—IIBITINEZFET
9, CSIBFVA 7L —a v iEy—ALLRICToTLEIW, BT L TH, kKiER

Ja—L, KERY) 2 —LEKR RAMNL—YISRABEDBRBFEDAPI ATV ) MafE
BI2AFIEREINTHA, BITICDOWTOFEMIE. CSIOBEEHRIT 25BLTLE
T,

TE2BRBITE. in-tree TS5 U4 VITHRIEHIIZ OpenShift Container Platform M4 D
N—2 3 VTHIBRINET,

5.9.3.OpenStack CinderCSI 2 F 7 # L hDRA ML =YV S RICERET B

OpenStack Cinder CSI K5 1 /X—|&, cinder.csi.openstack.org /X5 X —% —%—%FH L CE#H IO
Eyaz—viasHR—MLET,

OpenShift Container Platform T OpenStack Cinder CSI 7OEY 3 Z v 75 BMICT B ITIE. T 74
N®D in-tree(1 V1) =) AL —Y 9 5 X% standard-csi CLEX T2 ENHRINET, F&
&, KfFER Y 2 —LFERK (PVC) B L. A ML —Y 9 5 R % standard-csi & L TIRETZET,

OpenShift Container Platform Tl&, 77 4#I MDA ML —2 2 5 XU in-tree(( Y ) —)Cinder K5
AN—%HZRLIT, LEL. CSIOBBRBRITHNEMNRBZRIC. 77 MDAMNL—T IS5 R%HER
LTI NRY) 2 —LREERICIE CSI R4 NN—%ZFHALET,

FI7

UTOFIFICH>TT 74 bDin-tree(A V) =) AL =YV S5 R% EEX L, standard-csi X
M—YO52%BRALET,

L. ANL=YUS2RA—BRRLET,

I $ oc get storageclass

6
NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE
ALLOWVOLUMEEXPANSION AGE
standard(default)  cinder.csi.openstack.org Delete WaitForFirstConsumer true
46h
standard-csi kubernetes.io/cinder Delete WaitForFirstConsumer true
46h

2. LTFOBICRIND LI, T7A4IWMRAMNL—=—20SRICDVWTCT /) T7—2ay
storageclass.kubernetes.io/is-default-class DfE% false ICZEE L £ 7,

$ oc patch storageclass standard -p '{"metadata": {"annotations":
{"storageclass.kubernetes.io/is-default-class": "false"}}}'
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3. 7/ T7—23avEBINYTSMN. F£/kIET7 /T7— 3 % storageclass.kubernetes.iol/is-
default-class=true & LTEET S5 E T, BIDRARL—YISRETTAILMILET,

$ oc patch storageclass standard-csi -p '{"metadata": {"annotations":
{"storageclass.kubernetes.io/is-default-class": "true"}}}'

4. TTAIVRTPVCHCSIZA ML=V IS REBRLTWE I E%HRALET,

I $ oc get storageclass

ol
NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE
ALLOWVOLUMEEXPANSION AGE
standard kubernetes.io/cinder Delete WaitForFirstConsumer true
46h
standard-csi(default) cinder.csi.openstack.org Delete WaitForFirstConsumer true
46h

5. 7Y avi ANV =YV SREEETDHIERKHFHRPVCEERTEET,

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: cinder-claim
spec:
accessModes:
- ReadWriteOnce
resources:
requests:
storage: 1Gi

BEDAMNL—Y IS REBELRWVWPVCIE, 774NN MDA MNL—V ISR EFERLTES
MicoEya=—yosnzd,

6. ATV aVFRI7AINERELLRIL. VSRI—RICIDT 7ML EERLET,
I $ oc create -f cinder-claim.yami

BIER R

o CSIRY a1—LDERE
5.10. OPENSTACK MANILA CSI K5 1 /N— OPERATOR

5.10.1. &

OpenShift Container Platform (&, OpenStack Manila £#B57 7 1 LY A7 LH—E XD Container
Storage Interface (CSl) K54 N—%FA L TKkEARY) 2—L (PV) 27OV 3=V I TEET,

Container Storage Interface (CSI) Operator 8L U RS A N—%FERAT 2HBE. KA ML —Y 8LV
CSIR)2a—LDHREICOVWTEBLTEL L Z2HEHOHLIT,
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Manila R L =Y 71y MDY RENBCSITTOEY 3=V IEN5 PV AERT ICIE.
OpenShift Container Platform (& Manila CSI K5 4 /N— Operator & & U ManilaCSI K S 4 /N—7%
Manila Y —EZXBBMICIN TS OpenStack 7 S A —IZTF 74N KRTAI VAN =ILLET,

® Manila CSI K54 /38— Operator (&, FIFAAEE/RT R TD Manila B S 1 7D PVC DIERKIC
MHEBERIANL—Y I R%ER L ET., Operator I openshift-cluster-csi-drivers namespace
‘:’f V7\ I\_)l/-éni-a—o

® ManilaCSI K54 /X\— £ T2 &, ManilaPV AERL, Y9V hTEET, RS4/A—F
openshift-manila-csi-driver namespace IC4 Y A h—JILEINZF T,

5.10.2.CSI IZDWT

ARL—=URVET—EINFETKubernetes D—FE LTA ML =Y RSAN—ZRHLTEF L
Container Storage Interface (CSI) DEETIE, #— K/X—F 4 —O 7O/ ¥ —|(&. O 7 Kubernetes
O—REZEETIEEDA VY —T A REFEALTCARNL =Y TS VM4 VERETEET,

CSl Operator &, in-tree (A YV —=)RY 2 —L TS5 VTIERAERRY 2—LR Ty TF¥ay
NREDR ML —TF T 3~ % OpenShift Container Platform 2—%— (IS5 L ¢,

5.10.3. Manila CSI Driver Operator M lfRZE18
RDFIRIE. Manila Container Storage Interface (CSI) Driver Operator ICERINE T,

NFSDHDBYR— b IhTWET

OpenStack Manila I&. NFS, CIFS, CEPHFS &&, %< Dx v N7 —JFE KA ML — 7O M
WEHR—BMLTHY., IhbHid OpenStack 757 RTEIRMICBMICT I ENTEET,
OpenShift Container Platform @ Manila CSI Driver Operator (&, NFS 70 k Q)L DERAD & %
R—MLZEY, EfEEMRS OpenStack 777 RTNFSAFARIGETRL, AWMEIhTWARWEG
&%, Manila CSI Driver Operator % f#F L T OpenShift Container Platform @2 h L —Y % 7OE
AT BRIEETEEZHA,

Ny I LY KD CephFS-NFS DIFH. Ry Foay MEYR—bIhFHA

KEARY 2 —L (PV)DRFYyToay MaERL, RYa—L%ERFyToay MIRTICIE. &
FALTW2 Manila REY A THINSDBREE Y R— ML TWS I E BRI ILENHY FT,
Red Hat OpenStack BIE& X, FHITZAMNL—V IS RICEAER I ONLHEYA TT. XF v
7> a3y hdHR— b (share type extra-spec snapshot_support) 8L UV RFy T3y 5D
HEDIERK (share type extra-spec create_share_from_snapshot_support) A BMICT 2 HEN
HYFEFY,

FSGroup Y R— b XhTWIFHA

Manila CSl I&, D) -9 —BLVEBDSA I —ILLB2T7 IV EAROHRE 7 7M1V AT L%
RIMT 275, FSGroup DFEAAHR—MLTWEH A, Ihid, ReadWriteOnce 77 X E— R
THERINABER) 2a—ALICEHTIEFEY 9, LA > T, ManilaCSlDriver CFEB T %70
ICFETERTZAMNL—U ST, fsType BHEZIEELRBRWVWC EHNEETT,

BF

Red Hat OpenStack Platform 16.x & L T 17.x Tl&. NFS %/ L7 CephFS %= EH Y %
Shared File Systems #— E X (Manila) &, Manila CSI % 1} L 7= OpenShift Container
Platform NOHBDREEZRICYR—MLEFT, 2L, 2OV YV a—23aVEKER
BRAT—IEZBRLEZEDTIEHY FHA, CephFS NFS Manila-CSI Workload
Recommendations for Red Hat OpenStack Platform DEEB R #HREEIH AR L T EX
LY,
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5.10.4.ManilaCSI R 2 —ALDE IO a =4

OpenShift Container Platform (& F) A 8E% Manila £854 1 7RIICA ML —Y OS2 %4 VA =)L L
£7,

ER XN % YAML 7 7 4 )i Manila & & U'% @ Container Storage Interface (CSI) 72 714 VH 55
2ICYYBINE T, 77— 3 VEEEIE. ReadWriteMany (RWX) R ML —U % FMICTOE
JazZvJL. YAMLYZ 7z R M EFEALTRAMNL—YERPIFERTZT T r—oa v eHic
Pod #7704 CX %Y,

PVCEBEDA ML —Y VS XBREMRE, AWS, GCP. Azure, BLUMBD TSy M T+ — LT
OpenShift Container Platform TFEBE$ 2@ U Pod 8 L VKGR ) 2 —LEXK (PVC) EEEA VT L
IATCHEATEEY,

R

Manila Y —EZ &7+ 7> 3 v TF, % —E XA Red Hat OpenStack Platform (RHOSP)
TAEMITINTVLAWESICIE, ManilaCSI RS A4 N—=14 Y Z b—JLEINTF, Manila
DAML—=V IS ADBERINTEH A,

=S5

e RHOSP (£i#t)72 Manila £BA Y 75 A NSV F+—TF 704 XN, OpenShift Container
Platform TR a—A&ZFMICTOEY a =V P L, YOV MNTDEOICFERTEET,

FIE (UI)
Web AV Y —J)LAGEHALTManilaCSIRY 2 —AEZFHHICERT ZICIE. LTEEFLET,

1. OpenShift Container Platform 3> Y —JL G, Storage — Persistent Volume Claims%= 7 ') v
7LFT,

2. KR 2 —LEXR (PVC) DBET, Create Persistent Volume Claim%2 Y v 7 L7,
3 BROR—ITHUHERAF T aVvEERLET,
a. WUIRANL—Y IS RAEERLET,

b. AL —YVBRD—EDERIZAALEY,

c. 7VERAE—RZRBRL., FXT % PVC DHRAMY BLUVEZTRAAT7 IV ERZHEELZE
-a—o

BF

ZDPVC &= kimR) 2 —A (PV) 52U SR —RDEEH /) — KDOEH
PodIZX DY NS BRMENHZIFEICIE. RWXEFERALET,

4. ANL—=—VEROY A XEEHELET,
5 Create =7 ') v ¥ LTkt ) 2 —LEK (PVC) Z4ER L. KiftR) 2 —LZERMLET,

FIE (CLI)

ARV R4 49 —T 24 R (CLI) ZFEHA L T ManilaCSI R 2 —AEBBNTERT 2 ICIE. AR
EERITLET,
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1. LUF®D YAML IC & o T I 1 5 PersistentVolumeClaim # 7 7 &> TT7 714 )L %
EE L. ®RELZX Y,

pvc-manila.yaml

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
name: pvc-manila
spec:
accessModes: ﬂ
- ReadWriteMany
resources:
requests:
storage: 10Gi
storageClassName: csi-manila-gold 9

Q ZDPVC AT KGR 2 —4AL (PV) 5V S29 —RNDEHR/ — ROEH Pod ITx ™
VNI BEUENHBIFEICIE. RWXZFALEXT,

g ZANL—=—CDONRy IV RETOBY 3 ZV 922N —2 425 2AD4HT. Manila 2 b

L—Y 295 RE Operator IC& > T7FAEY a =y JXh, Ihilid csi-manila- #5EEEH
HYET,

2. WFDav Y REERFTLT, BERIOFIETHRESNAZF TV 2R LT,
I $ oc create -f pvc-manila.yaml
R PVC BMER I NE S,
3R a—LDMERI N, BEEREICHD 2RI ZICIE, UTFTOATY RERTLET,
I $ oc get pvc pvc-manila
pvc-manila (. Zhh'Bound THZ I E%ERLET,
R PVC 2fEA L TPod Z8RETED L DICRY F LT,

RS

o CSIRY 2a—ALDEE
5.11. RED HAT VIRTUALIZATION CSI DRIVER OPERATOR

5.1.1. &

OpenShift Container Platform I&. Red Hat Virtualization (RHV) @ Container Storage Interface (CSI)
RSAN—AFRLTKER) 2—4L(PV)E7OEY 3=V I TEET,

Container Storage Interface (CSI) Operator 8L U R4 N—%FERAT 2BE. KA ML —Y BLV
CSIR)2a—LDREICODVWTEBLTEL I Z2HEOHLIT,
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RHVA ML —=U 7Y MIXOUYMNTBHCSITT7OEYaZVTENS PV Z/ERT 51,
OpenShift Container Platform (& openshift-cluster-csi-drivers namespace IC7 7 # JL b T oVirt CSI
RIAN=ELGPoVirtCSI FZA4AN—%A VA =ILLET,

e oVirt CSI Driver Operator [&, KR ') 2 —AFEK (PVC) DIENICHERATEST 7 4L MD
StorageClass # 7V = 7 N &R L ZF T,

® oVirtCSI RSANRX—%FHTBE, oVirtPVAEER L, YOV NTEET,

511.2.CSIICDWT

ARNL—=URVGT—EINFE T Kubernetes D—FE LTA ML =Y RSAN—ZRHLTEF L,
Container Storage Interface (CSI) DEETIE, #— K/X—F 4 —D 7O/ ¥ —|&. O 7 Kubernetes
O—REZBEETIEEDA VY —T M RE2FEALTCANL =Y TS VM4 VERETEET,

CSl Operator &, in-tree (A YV —=)RY 2 —L TS5 74 VTIERARERRY 2—LR Ty F¥ay
NREDR ML —TF T 3~ % OpenShift Container Platform 2—%— (IS5 L ¢,

— s 0
' oVirt CSI RS A /NN—ix, RFwvTFvav hatdR—FMLTLWEREA,

511.3.0VirtCSI KA N—DRA ML=V T TR

OpenShift Container Platform i&, BIBICTOEY 3 =0 VSN BKkERY 2 — L5 ERT 5OILE
Xt % ovirt-csi-sc &L\ ZREID Y 1 7H StorageClass DT 7 A I bF TV MR LET,

BIRDZHREDBMANL—Y I ZR%EERT BICIE. LTFOH Y 7L YAML TEERI N B
StorageClass # 7Yz V/ N F>TI7 71 LR L. RELZET.

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:
name: <storage-class-name> ﬂ
annotations:
storageclass.kubernetes.io/is-default-class: "false"
provisioner: csi.ovirt.org
parameters:
storageDomainName: <rhv-storage-domain-name> 6
thinProvisioning: "true"
csi.storage.k8s.io/fstype: ext4 9

ARNL=YUS52%

ANL=—VOSADYISRY—DTIAILNARNL—U TS ADIHEEIC false ICREINE

T, true ICEREINDIHBA. BEOTI7AIMNANL—V ISR AREL., false ICHRET INE
rHY FT,

FRTZRHVAMNL—=Y RAA V£,

FTARDFE 7O S a v IIhanELrHY XY,

ER T2 774NV RATLYA T,

00 OO0
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5.11.4. RHV TOXi#EAR ) 2 — L DIERK

PersistentVolumeClaim (PVC) 7 72 = ¥ b OERBFIC, OpenShift Container Platform (Z#7#8 M 7k 5%
RYa—L(PV)ETOEY 3 =25 L. PersistentVolume 7 72 x4 M EERLET,

AR

FIR

E1{7H D OpenShift Container Platform ¥ 2 X4 —ICOY 4 > LTW3,

ovirt-credentials >— 7 L v MIIELWRHVEEEEHRAEIREL TWS,

oVirt CSI R4 N—%A4 VA M—=J)LLTW3,

1DUEDRA ML=V I SADEREINTWNDS,

Web AV Y —ILAEFEALTRHY TKkiGRY 2 —LZEBMICERT 2581k, UTAETLE

ER

1.

O

OpenShift Container Platform 3> Y —JL T, Storage — Persistent Volume Claims % ¥
Vv LET,

KGR 2 —LFER (PVC) DBEET, Create Persistent Volume Claim% 2 Y v 7 L &
ER

 EROR—ITRERF T avEERLET,

. J#t]) 7 StorageClass 7 7 =¥ b (77 #JL M ovirt-csi-sc) %3ZR L £7,

AML—VEKRKOD—BDOERZANLET,

TOEAE—REZRLET, TWERT. RWO (ReadWriteOnce) (ZH—DHR— I N T
WB799E2RXAE—RKTT,

AMNL—=—YVEROY A A%EEHELET,

RY)a1—LE—FRERBRLEY,

Filesystem:Pod ICT 1 L7 M) —& L TRV MEINET, TOE—RET 74 KT
ERR

Block: 7 7 MV AT LDRWNTOY I F/N4 ATT,

Create %% 1) v - L T PersistentVolumeClaim 7> ¥ k& {EK
L. PersistentVolume = 7>z hEEMLF T,

e AT URNFAVAVYI—T AR (CLI) ZERALTRHVCSIRY 21— LZEMICIEKT 5 IC

(=N

1.

UFERITLET,

LLTFDY > 7L YAML IC & o TEEiR X v % PersistentVolumeClaim 4+ 7Y =4 h&ff>
T774 IV &KL, RELXT,

pvc-ovirt.yaml

apiVersion: vi
kind: PersistentVolumeClaim
metadata:
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name: pvc-ovirt
spec:
storageClassName: ovirt-csi-sc ﬂ
accessModes:
- ReadWriteOnce
resources:
requests:
storage: <volume size> 9
volumeMode: <volume mode> 6

@ sEr2LL-—YIS5204H.
Q; R 2—LDHY A X (GiB),

g HR—hIhTWBA T3V

o Filesystem:Pod IC7T 4 LV h)—&E LTIV MNINET, TOE—RIFT7+

JIWNTY,

o Block: 77 MY AT LDREWNTOY 2FINA ATY,

2. LTFDIT Y RaRTLT, BRIDFIRTHRESINALF TV M2 ERLET.

I $ oc create -f pvc-ovirt.yaml

3. R a—LMMER I N, EHREBICHZ I EEZERTDICIE. UTOATY RE2ETLE

ER

I $ oc get pvc pvc-ovirt

pvc-manila (. Zhh'Bound THZ I E%ERLET,

BaETE R
e CSIRY 2a—LDEE

e WM IOEYa=-vy

5.12. VMWARE VSPHERE CSI K5 1 /N\— OPERATOR

5.12.1. 1=

OpenShift Container Platform (&, Virtual Machine Disk (VMDK) 7R Y 2 —A®DK#ET 1« A2 (PD) R b
L —< @ Container Storage Interface (CSI) VMware vSphere RS 4 /N\—%FH L TKKEARY) 2 —»4L

(PV)ATOEY 3=V I CE %,
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BF

vSphere CSI Driver Operator &7 %2 / OV =L E1—#EEs L TOHATHABAWELET
9, 77/0V—7FLE1—#EEIL RedHat FODHY—ERALRILT T =XV K
(SLA) DR RATH Y., HEMICKETIERWI ELHY FJ, Red Hat IEEHETRE
TINLEFRATLIEEZHBELTVWERA, 77/0V—FLEa—D#EEIL. &F
DERHEAXVWVERCIREL T, ARBBETHEEDT AN ETWT 1 — KNy V& R{#
LTWEESCZEEZBEHNELTWET,

RedHat D54 /Oy —7 L Eax1—#eEDyR— NEEICRET 283FMIE. 77/ 00—
Tl R— MNEE 28B LTI,

CSl Operator BLU R A N—%FAT 2HFE. KA L —2 BLUV CSIRY) 2 —LDEERE IZDW
TERBLTELZIEEEHDLET,

vSphere A AL =Y 7y MIXD Y MNFBCSITTOEY a v JIhickiiiiR) 2 —L4 (PV) &24F
B9 % Il&. OpenShift Container Platform (& Z O#gEABME L TH 5. 77 4 JL b T vSphere CSI

Driver Operator & & U vSphere CSI K 1 /Y—% openshift-cluster-csi-drivers namespace IC1 ~ X
I\ _)l/ L/ i -a—o

® vSphere CSI K5 A /X— Operator. H#IC L 7=f%IC. Operator &, KiGHHR Y 2 —AEK (PVC)
DERICHERTE S thincsiEWHIR ML=V VS RERMHBLE T, vSphere CSI K5 A /83—
Operator i, A ML —=YRY 2 —LBEFVFIY RTHERTEELIICL, V55 —EHEE
DRAMN—YEFFICTOEY 3=V T 20ENMRCTIET, BIWARY 2—LDTOE
vazZvJaEYR-—MNLET,

® vSphereCSI KA N— ZDRSA/N—%FEHT S &, vSpherePV ZEK L. YUV N TE
i’a—o

BF

OpenShift Container Platform I, vSphere A AL —Y A OEY 3=V 53 54HICT
7 #J)L N Tin-tree FLIE CSIUAD RS A N—DFERICEREINE T,

%1% D OpenShift Container Platform /A\— 3 > Tl&, BEED in-tree 75714 % {FH
LT7AEYaZrvI3ndR) a—4LlE, ABFEDCSI KSAN—IIBITINEFET
9, CSIBFVA 7L —>a v iEy—ALLRICIToTLEIW, BT L TH, kiER

Ja—Li, KGERY 2a—LER, ANL—YVSRABREDHEHFEDAPIF TV U MafE

HAT53HEILTREINTEHA, BITICDOWTOFMIZ. CSIOEERIT 25BLTLE
T LY,

TE2BRBITE. in-tree TS5 U4 VITHRIEHIIZ OpenShift Container Platform M4 D
N—2 3 VTHIBRINET,

5.12.2.CSI ICDWT

ARNL—=URUET—EINFETKubernetes D—FELTA ML =Y RSAN—ZRHLTEF L,
Container Storage Interface (CSI) DEETIE, ¥ — RK/X—F 1 —DF0O/N4 ¥ —Id&, 07 Kubernetes
O—RNEZEETIEEDA VY —T M RE2FEALTCANL =Y TSV VERETEET,

CSl Operator &, in-tree (A ¥V —=)RY 2 —L TS5 74 VTIERARERRY 2—LR Ty TF¥ay
NREDR ML —TF T 3~ % OpenShift Container Platform 2—%— |5 L ¢,

BAEE R
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o CSIRY1—LDEE

5.12.3. vSphere CSI K5 4 /X— Operator DER1L

vSphere Container Storage Interface (CSl) K5 4 /78— Operator ZBWICT 5 IC
l&. TechPreviewNoUpgrade #gEt= v b THEES — N2 BMICT 2 BEDNHY X T,

FIR

12

1. TechPreviewNoUpgrade t#g&tz v b THEES — b ZBMIC L ¥ 9 (Nodes —» #EgES — b DfE
AIC & 2 X BREOAMIE = 5R),

B

MRy — Na2FRL T2/ A —F L Ea—#fea A Il LEEBICEFENDAE AL
JICTBZEIETEFRHA, V5RY—5BTyvTIL—RTERLARYZET,

2. 75 A% — Operator A ML=V %HERLET,

I $ oc get co storage

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE
storage 4.8.0-0.nightly-2021-04-30-201824 True False False 4h26m

e AVAILABLE (& True TRITNIERY FH A,
e PROGRESSING (& False TRFhid7aY £ A,
e DEGRADED (& False TRFhid7aY £ A,

3. openshift-cluster-csi-drivers namespace @ Pod DX 57 —4% A %A L. TNOHNETHTH
2T EEMHRLET,

I $ oc get pod -n openshift-cluster-csi-drivers

NAME READY STATUS RESTARTS AGE
vmware-vsphere-csi-driver-controller-5646dbbf54-cnsx7 9/9  Running 0 4h29m
vmware-vsphere-csi-driver-node-ch22q 3/3 Running 0 4h37m
vmware-vsphere-csi-driver-node-gfjrb 3/3  Running 0 4h37m
vmware-vsphere-csi-driver-node-ktimp 3/3  Running 0 4h37m
vmware-vsphere-csi-driver-node-Igksl 3/3 Running 0 4h37m
vmware-vsphere-csi-driver-node-vb4gv 3/3  Running 0 4h37m
vmware-vsphere-csi-driver-operator-7c7fc474c-p544t  1/1  Running 0 4h29m
NAME READY STATUS RESTARTS AGE
azure-disk-csi-driver-controller-5949bf45fd-pm4qb 11/11 Running 0 39m
azure-disk-csi-driver-node-2tcxr 3/3 Running 0 53m
azure-disk-csi-driver-node-2xjzm 3/3  Running 0 53m
azure-disk-csi-driver-node-6wrgk 3/3 Running 0 53m
azure-disk-csi-driver-node-frvx2 3/3 Running 0 53m
azure-disk-csi-driver-node-If5kb 3/3  Running 0 53m
azure-disk-csi-driver-node-mqdhh 3/3  Running 0 53m
azure-disk-csi-driver-operator-7d966fc6¢c5-x74x5 1/1 Running 0 44m


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.8/html-single/storage/#persistent-storage-csi

8553 CONTAINER STORAGE INTERFACE (CSI) Of#F

L AML=YISANM VAR —IEINTZ EZ2HERLET,

I $ oc get storageclass

NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE
ALLOWVOLUMEEXPANSION AGE

thin (default) kubernetes.io/vsphere-volume Delete Immediate false
5h43m

thin-csi csi.vsphere.vmware.com Delete WaitForFirstConsumer false

4n3sm @)

ﬂ vSphere A AL —Y U SR

NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE
ALLOWVOLUMEEXPANSION AGE

managed-premium (default) kubernetes.io/azure-disk Delete WaitForFirstConsumer true
76m

managed-csi disk.csi.azure.com Delete WaitForFirstConsumer true

51m0

ﬂ Azure ANL—Y 905 R

5.12.4. EE B
o HEEHS — NDERIC & 2 BIEMEEDEMIL

13
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HOE KA ) 1 — LDHRER

6.1. R 1) 2 — LRV R— N DBEMIE

KGR 2 —L%YERYT SH1IC. StorageClass # 7~ = 7 k Tid allowVolumeExpansion 7 1 —JL
K% true ICEREL TWBMELNHY ZET,

FIR

e StorageClass # 7>z / hAa#REL. ULTDOT Y K%3E1TL T allowVolumeExpansion [
MZEMLET,

I $ oc edit storageclass <storage_class_name> ﬂ

‘D ZANL—COS2DEREIEIEELET,

UTFDBITIE, AML—Y IS ADBREDTFRICIDITZEMT 25 E2R"LTVWEY,

apiVersion: storage.k8s.io/v1
kind: StorageClass

parameters:

type: gp2
reclaimPolicy: Delete
allowVolumeExpansion: true 0

‘D ZDEMS true ICRET B &, PVC AEREZICIEET 22 &N TEET,

6.2.CSI R Y 1 — LDILFR

Container Storage Interface (CSI) A L T, ERERICAMNL—YRY 2 — LIRS DI ENTE
i’a—c

OpenShift Container Platform (&7 7 #JL N TCSIRY 2 —AHEEZYR—MLET, L. HFED
CSI RSAN—DRETT,

OpenShift Container Platform 4.8 (&, CSI{t#k ®/N—Y 3V 110 &2 R—FLE T,

BF

CSIRY 2—LDERIF. 77 /O —TLE1—#EE LTOAFATEEY, 77
/OY—7LEa—#EElE. RedHat RO Y—EZRLRILT T —X> b (SLA) DXF
KATHY., BENICKEETIFRVWI ENHY £T, RedHat IEHRBRIETINS %
FRIZIEEHBELTVWERA, 77 /0Y—T L E1—DO#EIR. RO ML
HEVWBER IR L T, BIRBRBTHEDT AN 2TV I 1 — RNy I EREFEL TV
ZEEERNELTVWET,

RedHat D54 /Oy —7 L Eax1—#eEDyR— NEEICRET 283FMIE. 77/ 00—
TlLEa—H#gEDYR— MEE 28B LTI,

6.3. Y R—KhINTW3B KF4/8X—T®D FLEXVOLUME DLk

14


https://github.com/container-storage-interface/spec
https://access.redhat.com/support/offerings/techpreview/

B6E kimAR Y 1 — LADHIR

FlexVolume 2L TNRAY VTV RA ML=V RTALILERYT 255, KA MNL—YRY 2—
LBEERBICIRT 22 &N TEE T, Thik. OpenShift Container Platform Tik#gR ) 2 —AEK
(PVCO) ZFHTEFLTEITTEET,

FlexVolume I, K54 /X—7/" RequiresFSResize H* true DIREETEREIN TV B IGHICIRRZEFT L
9., FlexVolume &, Pod OFBEEIFFICILRTE T,

DR 2 —L5 4 TERBEIC, FlexVolume RY 21— AlE Pod IC& > THEBAINZBESICHEIAETE
i_a—o

AR
o EMERDZRY1—LRFAN—DYAIERBEYR—FT 5,

o R34 /N\—(% RequiresFSResize ##E" true DIRETHREI N TV S,

BMTOoEYa v INMERAINS,

HlfE 9 8l StorageClass # 7 = ¥ ~ICI4 allowVolumeExpansion 7* true ICEREINT
W3,

FIR

e FlexVolume 7S 74 VDY A AEEAFERAT 2ICIE. LTFDOHET
ExpandableVolumePlugin 1 4% —7 14 R EEKTI2UNENHY FT,

RequiresFSResize

true DIHBE. REZEEEHFL X7, false DIFE. ExpandFS XV v RZMHUH L., 77
AN RATLDY A XEEEZRTLET,

ExpandFS

true M5 4E. ExpandFS Z#EUMH L, #EBRY 2 —ADILRDEITRICTI 7M1 IV AT A
DA XEZEBLET, RV —LRSAN=IE, T7AINVATLDYA XEEBEHICY
BARY 2 —LDYA XZEBEELERITTEET,

BF

OpenShift Container Platform (> hO—)L L —>/ — K BRI A Y —/ — R) A
D FlexVolume 'S4 YDA VA M—=IL%EHR—KMLARWED, FlexVolume ® Y b
A—IL7L—VDisEEYR—MLE A,

6.4. 77 ANV AT L%FERALELKERY 2 —LFEK (PVC) DHLE

T77ANWVRATLDY A XEBAMEETERY 2 —L5 1T (GCEPD, EBS. & U Cinder 72 &)
ICEDWTPVC 23R T B ICIE 2 DDOFIENLAZTAOEANMBETY, COTOERATIE, 757
R7ONA YT —THRY 2—LF TV bEIRLTHOEBED /) —RTIT 7MY AT LEIGRLZE
-a—o

J—RTODI7 74V AT LDIRIK, FIR Pod BNRY 2 —LEHICEHFH T IIBEICOAERITINE
-a—o

AR

o HIfEId Z{8lD StorageClass + 7~ = ¥ b Tld. allowVolumeExpansion 7' true IR EI 1
TWaRENDH B,
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FIR

1. spec.resources.requests ZiR&E L T PVC ZfE&E L. R A XE2BRLET, &2 KU
TTldebsPVC % 8GiICHREEL £,

kind: PersistentVolumeClaim
apiVersion: vi
metadata:
name: ebs
spec:
storageClass: "storageClassWithFlagSet"
accessModes:
- ReadWriteOnce
resources:
requests:

storage: 8Gi ﬂ

Q spec.resources.requests # X SICKEIREZRTEICEFHF TS &, PVC LRI N ZF
-a—o

2. 939 RTAONA T ATz MDY A XEENMETI5E. PVCIE
FileSystemResizePending ICEREINZE T, UTFTDITY REAANL TREEERLZE T,

I $ oc describe pvc <pvc_name>

33.7929RTONA T AT bDY A4 IEEBIET % &. PersistentVolume £ 72 <
2 k& PersistentVolume.Spec.Capacity ICHTRICERIN/c YA X 2RBLEFT, JOFFR
T. PVC 5% Pod ZERELIEBER LTI 7AI NV AT LOY A AEBARTTEI &
NTEET, Pod BEITINTWVWBRHE, FICERINLY A IHNFATRICK
Y. FileSystemResizePending KA PVC DS HIBRI N E T,

6.5. R ) 1 — AHLEREFDREE D 5 DIEIR
BEMERD AN —YDHIRICKB L 7235EIC. OpenShift Container Platform OE & (dKiGHH

)2 —LER (PVC) DREAFHTEBL, VM XLEEREMYBELET, T TRWFEICIE.
YA ZABZEERIPEEZEONALZLICOY PO—F—IlL > THEMNICBRITINE T,

FIR

1. Retain BURRY & —TER (PVC) IZ/A ¥ RENTWBKERY 2 — L4 (PV) ILY— 2 &fF1F
£9, Thid. PV ZiEE L. persistentVolumeReclaimPolicy % Retain ICZFE L TE{TTX
x7,

2. PVC ZHIBRLE T, CHIFERIFEBERINET,

3. FIRICERIN/ PVC P Retain E WO Y —I DTSN PVICNAS Y REINBICIE, PV %
FEITREL. PVAEEL S claimRef TV M) —A&HIBRLE T, TN T, PV ICIE Available
EWHT—INFIFENET,

4. FYNSWHA X, FLEREERBERZAMN —ITAONA T —ICE>THY HTHRERY A X
TPVC ZBERLET,

5. PVC @ volumeName 7 1 —JL K% PV DERICKRELE T, chicLY, PvCHATOEY 3
ZVUTINIZPVIZOHFNA VY RENET,

16



$63= KR Y 1 — LADHRR

6. PV TEURY —%ExTLEYT,

1n7



OpenShift Container Platform 4.8 A AL —

F7EFHN IO a =V Y

71.E8M7OEEY a =TI\

StorageClass ')V —2XA 72/ ME, BXARERAMNL—Y %R L., 25T 2EH. BNICTO
ESa=VIINBAMN—IDNIA—Y—2BRIIGCTETODFEREZRHLF

¥, StorageClass 7 72 7 MM, IFIFRLARILDAML—=IERMNL—=UADT V1R %EHIE
TEEOOEBANIXLELTHBRELET, V7R —EHEHE (cluster-admin) /2 FA ML —2
EIEE (storage-admin) (&, 1 —H—HDEBERDZA ML —IURY) 2 —LY—ITET 25 L VEHED
B TCHERTEX S StorageClass + 7V V7 bEEZEL. FFRLZET,

OpenShift Container Platform MK #EARY) 2 —LT7 L —LAT =73 DEEEAMICL., BEENI S
R —ITKMA ML =Y TOEY 3=V JTERLIICLET, ZL—LT7—0I24&Y, 2—HF—IiF
BERERDAVISAMN I VFvr—DHBHI AL TEINLD) Y —REBERTEZLIICRY ET,

OpenShift Container Platform Tld, < DA ML=V 8 THEXKGER) 2 —L & LTHERTZE
NTEZFT, ThORITARTEEZICLI>TENICTOEY aZv/ShEzTs, — 8O MNL—U%
A TIEMARAATANA T =TS T4V API & fEA L TERICERTE X T,

72. MBTREAFN IO Y a =TSS5

OpenShift Container Platform (&, KF® TOEYaFr—TS T4 VERBLET, ThHIZE 73
A —DEEFHTOANA T —DAPI ZFERLTHRAMN L —J Y Y —REERT 2EBHTOEY 3 =
VIHO—BHAERRSAEFNET,

AbL—=U%54F oY ar—73 74 v D4&dHE

Red Hat OpenStack Platform kubernetes.io/cinder
(RHOSP) Cinder

RHOSP Manila Container Storage ~ manila.csi.openstack.org AVAM=ILDNRETTBE,
Interface (CSI) OpenStack Manila CSI Driver
Operator & & U ManilaDriver
i, BN OEY 3 =V JICRE
Y RTOF AR RER Manila #t
BYATIRERAN L =20 F
2% BEMICER L £,

AWS Elastic Block Store (EBS) kubernetes.io/aws-ebs BRI SR —=BEBDERD
V-V TERYT RO TOE
YazZviomga, &/ —KIiC
Key=kubernetes.io/cluster/<c
luster_name>,Value=
<cluster_id> 0% 7 %47 %
¥, T I T, <cluster_name>
B LU <cluster_id> (Z7 X
Y- EICEBDEICRY T,

Azure Disk kubernetes.io/azure-disk

18
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AML—U94F 7O ar—7 554 v D4&R

Azure File kubernetes.io/azure-file persistent-volume-binder
Y—ERXT7AD Y NTIE, Azure
AMNL=YTFAHO Y NBLUTF—
ERETREOHICO—V LY N
ERR L. RIS T 27bD/N—3 v
2avhARMETY,

GCE Persistent Disk (gcePD) kubernetes.io/gce-pd RIVFY—VERETIE, GCE Y
02 x4 b Z&IT OpenShift
Container Platform 7 S 24 — %
EITL, BITIIRI—D/—R
PEELBEWY =2 TPV OER
INLBVWEDICT BT MRS
nxd,

VMware vSphere kubernetes.io/vsphere-
volume

BF

BRLAETOEY2F—T3 74 0TiE BETZI7VR KRR M FREY—F
N=T4—=7TaON( Y —%, BEETEZRF1AYMROTHETIVEELHYFT,

73.2ANL—CO0S20ESE

IRIFR T, StorageClass A 7Y =/ MIF/O—/N\)RA—=FF TV hTHY. cluster-admin %
71 storage-admin 11— —(C L > THERINZBENHY £,

BF

Cluster Storage Operator (&, FEINZ TSy b7+ —LIKIELCTT 74 MDA b
L=V OS24 VA N=IVTBABEEIGHY ET, TDRAML—U 05 RIE Operator
IKE>TAAESIN, BEIhET, P/ T7—2aVESNILVEERTIENE. Ihz
HIBRL7AY, ZEBLAEZY TR IEETEERA. BRIZFENVELRBEIE. HRY L
AMNL=Y IS REERTDVENDHY XY,

LTFDtEY 3> TlE, StorageClass 7 7Y =V hOEAMRERE Y R— I TWEETS T4
VA TOEEMWBRBICDOVWTERBALET,

7.3.1. K StorageClass 7 7Y = ¥ N EH

UTDOYY—2E, ANL—V IS REBETDEDIERTEZNIA—I—BLVCT 74 MEETR
LTWET, ZDAFITIE, AWS ElasticBlockStore (EBS) # 7Y ¥ hEZEEFHALE T,

StorageClass FEZ Dl

kind: StorageClass ﬂ
apiVersion: storage.k8s.io/v1 g
metadata:

19


https://www.vmware.com/support/vsphere.html
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name: gp2 e
annotations:
storageclass.kubernetes.io/is-default-class: 'true'

provisioner: kubernetes.io/aws-ebs 6
parameters:
type: gp2

(BB)APIA TV N9 4T,

(78) IRTED apiVersion,

(WZE) 2 NL—Y 9 5 204,
(FFYaV)RANL—UUS52DT /) F—vav,

(BHEB) ZDA ML=V IS RICEER TSR TVWE FOEY 3 +—D9 1 7,

QD000

(AF2aV)BFEDTOEY 3 FT—ICBBERNRSA—F—, ThIETSTAVICL>TERYE
ER

732 ANVL—=Y 9 SRADT7 /) T—3 Y

AMNL=—VISREVSRAI—2EDT 74N MNELTEETDICIE. UTDT7/F—avaER L
L= O SADA9T—4ICBMLET,

I storageclass.kubernetes.io/is-default-class: "true"
UFICHZERLEYS,

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:
annotations:
storageclass.kubernetes.io/is-default-class: "true"

IhIEY, BEDAML—V VS RAEEBELRVWKEGERY 2—LER(PVO) DT 7L MDA b
L—Y0SRICE>TEHENICTAEY aZ v i3 nd LIV ET, 725 L. V75RY—ICITER
DARNL—=VISRERETEETN, TNOEDIBEDIDDHFETIAILEMDARNL—=Y IS RICT
LENTEET,

)z )
R—47 /) F—< 3D storageclass.beta.kubernetes.io/is-default-class (F{& A & L

THEAAETTDL, SROV ) -ATHBRINEFETT,

ANL—VVSRADEBREBRETDICE. UTOT7/FT—2avEARNL—YTI9S5SADAIYT—HIEB
mLEd,

I kubernetes.io/description: My Storage Class Description
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UFIChZERLET,

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:
annotations:
kubernetes.io/description: My Storage Class Description

7.3.3.RHOSP Cinder # 7 7 NDEH

cinder-storageclass.yaml

kind: StorageClass
apiVersion: storage.k8s.io/v1
metadata:

name: gold
provisioner: kubernetes.io/cinder
parameters:

type: fast ﬂ

availability: nova 9

fsType: ext4 e

Cinder TERINZRY) 2 —LFA Ty TT74I MIETT,

TRASE) T4 =YY=V, BELRBRWEE, R 21— ALIEEE OpenShift Container Platform %
SRY—D/)—=KDBHBIRTODT7IT747TYV—rTZory ROy IhET,

®9

9 FMICTOEY a Vv JINRY) a—LATERINDZ 7 7MLV AT L, TOEIK. EMICTO
EYa=—viIhakimh)a—LDfsType 74 —J)L NICOAE—Ih, R 2a—LDHEIT TV
NEFICT 7AWV AT LDMERINES, T74J) MEIZ extd TT,

7.3.4. RHOSP Manila Container Storage Interface (CS) # 7Y =V M ES

4 VAM=ILHTET T35 E, OpenStack Manila CSI Driver Operator & & U ManilaDriver (&, E8 7O
EYa v JICEBELRIRTOMATEER Manila 551 FICBERIAMNL—Y V5 25 BEINICHE
BLET,

7.3.5. AWS Elastic Block Store (EBS) # 7> = 7 NEH

aws-ebs-storageclass.yaml

kind: StorageClass
apiVersion: storage.k8s.io/v1
metadata:

name: slow
provisioner: kubernetes.io/aws-ebs
parameters:

type: iot ﬂ

iopsPerGB: "10" 9
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1]
2]

o o

©

encrypted: "true"
kmsKeyld: keyvalue ﬂ
fsType: ext4 9

(7H)io1, gp2. scl. st1 MSFIRLE T, T 74/ Md gp2 T, B/ Amazon Resource
Name (ARN) EICDWTId, AWSD RF a2 XAV b Z#SBLTLEIV,

(F T2 av)iol R a—LDéH, 1GBHEY 1HY D I/O WEBE, AWSHKRY 2 —LTSY
AVIE, COEEBERINAERY 2—LDYA X EFEL TR 2—LDIOPSEZEHELET, 1B
D LERIE. AWS THR—KINBHZAETH S 20,000I0PS TH, FEMICDOWVTIE, AWS D R
FaAVh ZBRLTLEIW,

(F 72 aV)EBSHKRY 2a—L%EBESILTZIHNEI N ERLET. BMWAREIL true 7213 false T
-a—o

(FTYav)R)a—LEBESETIBICHERTZ2F—DELAARN, EEZEELAWVEETEH
encypted ' true ICEREINTWVWBIHEIE. AWSICE > THF—HIERINE T, B/ ARNE
IKDWTIE, AWSD RFa Xy h #BBLTLREIL,

(A7 a)gMiIcyoEya v IInkRY a—ALATERINZ 771V AT L, ZDfE
X, BMICOEY 3 v I B kR 2 —LD fsType 7 4« =)L RICIE—3h, KRl 21—
LDOHEIR DY MNEIZT 7AINY AT LADMERINE S, T 74/ MBI extd TT,

7.3.6.AzureDisk # 7 1V NEFH

azure-advanced-disk-storageclass.yaml

2]

122

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:

name: managed-premium

provisioner: kubernetes.io/azure-disk
volumeBindingMode: WaitForFirstConsumer ﬂ
allowVolumeExpansion: true

parameters:

kind: Managed 9
storageaccounttype: Premium_LRS 6

reclaimPolicy: Delete

WaitForFirstConsumer 29 2 Z &M< R INFE T, hilLkY., Pod ZFIAETRER
V=S EBEDHBZT—H—/)—RICAT S 12— LT EDICFDRANL—UNRY 2—4A70O
EYazrv isnid,

& fEIZ. Shared (77 #JL k), Managed. # & U Dedicated T3,


http://docs.aws.amazon.com/general/latest/gr/aws-arns-and-namespaces.html
http://docs.aws.amazon.com/general/latest/gr/aws-arns-and-namespaces.html
http://docs.aws.amazon.com/general/latest/gr/aws-arns-and-namespaces.html
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BF

Red Hat l&. R kL —Y 9 5 2 TD kind: Managed DERDH &S R— KL F
ER

Shared # &£ U' Dedicated M35 A, Azure IFBEENRADT 4+ RV AERLEFT
A%, OpenShift Container Platform (&< >~ D OS (root) T4 AV DEET 1 R Y
BERRLE T, 7275 L. AzureDisk &/ — R TEBET 1 RV B L UVEENRNT 1
2 DEADFER%EFFE LAV, Shared % 7-I& Dedicated TER I - EE
WHRHNT 4 XY % OpenShift Container Platform / — RICEIY HTB I &EIETEZE
HA,

g Azure ANL—=YT7HI VY MDSKUB, 774 MEZETY, 7L I 7L VM I Standard_LRS
T4 A7 & Premium_LRS 74 X7 OEAAEIY KT, Z# VM (F Standard_LRS 71 X7 D
HRXRF—VRVMIEBIR—IYRTARIDIH%E, PUYIFXF—Y RVMIETUYIR—Y RT4RY
DHEEYHTEHIENTEET,

a. kind #* Shared ICEREINTWBHBEI. Azureld, 75 R9—ERALYY—RTIV—TF
IKHBWLDODDHBEAML—ITAHI Y NT, PURR=IRT ARV T NTER L
9,

b. kind »* Managed ICFREEINTWBIHEIE. Azure FFHTLWIY RXR—Y RTF 14 RV &2ERK L
F9,

c. kind " Dedicated ICEREINTH Y. storageAccount NIEE I N TWBIFEICIE,
Azure ¥, V5 R9—ERBLYY —RITV—TRILHZFHROTVIZX—Y KT1 RV
I, BEDAKNL—YT7HO Y M EFEALEY, INZBEEIE5ICIE. LUTHFHR & A
YExET,

o IBEDANL—UTFTHOYVEID, EBLY—YarvRICHDZ &,
® Azure Cloud Provider ICA ML =T HD Y RADEZLAHERDH D &,

d. kind #* Dedicated ICEREEI N TH Y. storageAccount NIEE I N TULWRWEEITIE,
Azure 3V 529 —ERULY Y —RTIV—THOFHRDOT v x—Y K74 AV AT, #
LWEADRMNL—Y7hAO Y MEERLET,

7.3.7.Azure File DA T TV NEH

AzureFile AL =Y VSRV —2 Ly b EFRALTAzure AL =V T7 AUV N E Azure 7 714
IWHBDOEMRICHERANMN L=V THO VM F—%2REFELET., o=y oavidk, UTDF
JEd—ER & L TERINE T,

FIE
L. —2Ly NOFERB LUVRTAABEICT S ClusterRole # 7V 7 A2 EHLE T,

apiVersion: rbac.authorization.k8s.io/v1

kind: ClusterRole

metadata:

# name: system:azure-cloud-provider
name: <persistent-volume-binder-role> ﬂ

rules:
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- apiGroups: [']
resources: ['secrets']
verbs: [get''create’]

‘D S—HLy hERTRL, ERT 20D 5249 —0O—ILD&HE,

2. VZR9—0O—)IEY—EX7HU Y MIEMLET,

I $ oc adm policy add-cluster-role-to-user <persistent-volume-binder-role>

H A B

I system:serviceaccount:kube-system:persistent-volume-binder

3. Azure File StorageClass 7 7> =V M= /ER L £ T,

kind: StorageClass
apiVersion: storage.k8s.io/v1
metadata:

name: <azure-file> ﬂ
provisioner: kubernetes.io/azure-file
parameters:

location: eastus 9

skuName: Standard LRS 6

storageAccount: <storage-account> ﬂ
reclaimPolicy: Delete
volumeBindingMode: Immediate

AMNL—=Y 0S5 2GKERY 2—LEKR (PVC) 1L, BET 2kEAR) a—L%xOEY 3
ZVJGTBEDILIDANL—=Y ISR EFEALET,

eastus 7180) Azure ANL—=2TF AT Y NDG. T 74 MIZETHY, #38 Azure
2 ML =Y T7HT > bH OpenShift Container Platform ¥ 5 24 —DIZAFICER I N &
ER

SmedUﬁEt@AmmZFb— 'THIYNDSKURB, 774 MEETY, D
FY. LW Azure A NL—Y 7 A > M Standard_LRS SKU TERINE T,

6@ ® o

Azure AL =TT HD Y NDL&E, 7\I~|/ ST hUY MHREIN S & skuName
BLWlocation IFEHREINFET, AMNL—IUTHOVREEELAWEE, ANL—U Y
3 A&, E%‘%‘Sh?‘_skuNameBJ:UIocatlonk BMIBT7HOMDYY—RTIL—T
IKREENMITONAERANL—VYT7AY Y MEaRELET,

7.3.7.1. Azure File 29 2358 DEREEIA

UTDOT7 74D AT LHEEEE. T74IL 8D AzureFile ANL—U VS RATIERYR—MINFEHA,
o VURYY Oy
e IN—RKIY>vy
o EREM
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e A/N—RT7A)
o ZRIfFZNRAT

F7/z. AzureFile YUY NENBT4 LI MN)—DFFEHIDUID) I, AVFF—D7OE2R UD &
EERYET, uidv Y 47> avid StorageClass 7 72 7 MIIBEL T, YUY hIhik
TALIN)—ICERTIREDI—HF—IDEERZTIET,

LAF® StorageClass 7 7z V7 MME. YOV NINETALIMNI—DIVR) v O ) VI EBBMIC
LERET, 22— —BLTIIN—TIDEEFETI2HEERLTVET,

kind: StorageClass
apiVersion: storage.k8s.io/v1
metadata:

name: azure-file
mountOptions:

- uid=1500

- gid=1500

- mfsymlinks e
provisioner: kubernetes.io/azure-file
parameters:

location: eastus

skuName: Standard LRS

reclaimPolicy: Delete
volumeBindingMode: Immediate

Q TOVNINETALYI N —ICERYT A —DAEELET,
Q IOV RNINETALI N —ICERTZ/IL—TIDAEEELET,
g SURYy Yo EBMIILET,

7.3.8. GCE PersistentDisk (gcePD) # 7Y = 7 Kk DES

gce-pd-storageclass.yaml

apiVersion: storage.k8s.io/v1
kind: StorageClass
metadata:
name: standard
provisioner: kubernetes.io/gce-pd
parameters:
type: pd-standard ﬂ
replication-type: none
volumeBindingMode: WaitForFirstConsumer
allowVolumeExpansion: true
reclaimPolicy: Delete

Q pd-standard 7z (3 pd-ssd DWIThH%ERL FT, T 7 74/ M pd-standard TT,

7.3.9.VMWare vSphere # 7 =V D ESH
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vsphere-storageclass.yaml

kind: StorageClass
apiVersion: storage.k8s.io/v1
metadata:
name: slow
provisioner: kubernetes.io/vsphere-volume ﬂ
parameters:
diskformat: thin 9

ﬂ OpenShift Container Platform T VMware vSphere Z 3 % AEDFMICD W TIE, VMware
vSphere D RFa X v h #BRLTLEIW,

9 diskformat: thin, zeroedthick & & 1" eagerzeroedthick IE TR THMART 1 RV 7+ —< v N T

To TARY 74—y bOEFEICEAT 253 M(E. vSphere D RF a2 XY MEBRBLTLEIL,
7 7 # )L MElZ thin TT,

74. 774 IWKNANL—=Y VS RADER
UTo7O0t2A%5FALTCT 74N MDA NL—=V IS RAEEBRELEY, L& XIE gp2 & standard
D2DODAMNL—=V IS ZADHY, TIAIWMDRAKNL—Y ISR % gp2 h*5 standard ICEET %0
ENHB2HBERETT,

L ANL=—VISRE—EBRRLET,

I $ oc get storageclass

H B
NAME TYPE
gp2 (default) kubernetes.io/aws-ebs ﬂ
standard kubernetes.io/aws-ebs

‘D (default) (3F 7 A FDRNL—S U525 RLET,

2. T7AIWNKNDRKNL—Y 95 2D7T / 7—32 3~ storageclass.kubernetes.io/is-default-
class DfE#% false ICEEL X7,

$ oc patch storageclass gp2 -p {"metadata": {"annotations": {"storageclass.kubernetes.io/is-
default-class": "false"}}}’

3. storageclass.kubernetes.io/is-default-class 7 / 7—> 3 > % true ICERE L T, BIDR b
L=V S R&T 74 MILET,

$ oc patch storageclass standard -p '{"metadata": {"annotations":
{"storageclass.kubernetes.io/is-default-class": "true"}}}'

4 BERBFZWELET,

I $ oc get storageclass
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s7EHN oy a =y

A5
NAME TYPE
gp2 kubernetes.io/aws-ebs

standard (default) kubernetes.io/aws-ebs

127



	目次
	第1章 OPENSHIFT CONTAINER PLATFORM ストレージの概要
	1.1. MODULES/OPENSHIFT-STORAGE-COMMON-TERMS.ADOC
	1.2. ストレージタイプ
	1.2.1. 一時ストレージ
	1.2.2. 永続ストレージ

	1.3. CONTAINER STORAGE INTERFACE (CSI)
	1.4. 動的プロビジョニング

	第2章 一時ストレージについて
	2.1. 概要
	2.2. 一時ストレージのタイプ
	Root
	ランタイム

	2.3. 一時ストレージ管理
	2.4. 一時ストレージのモニタリング

	第3章 永続ストレージについて
	3.1. 永続ストレージの概要
	3.2. ボリュームおよび要求のライフサイクル
	3.2.1. ストレージのプロビジョニング
	3.2.2. 要求のバインド
	3.2.3. Pod および要求した PV の使用
	3.2.4. 使用中のストレージオブジェクトの保護
	3.2.5. 永続ボリュームの解放
	3.2.6. 永続ボリュームの回収ポリシー
	3.2.7. 永続ボリュームの手動回収
	3.2.8. 永続ボリュームの回収ポリシーの変更

	3.3. 永続ボリューム
	3.3.1. PV の種類
	3.3.2. 容量
	3.3.3. アクセスモード
	3.3.4. フェーズ
	3.3.4.1. マウントオプション


	3.4. 永続ボリューム要求 (PVC)
	3.4.1. ストレージクラス
	3.4.2. アクセスモード
	3.4.3. リソース
	3.4.4. ボリュームとしての要求

	3.5. ブロックボリュームのサポート
	3.5.1. ブロックボリュームの例


	第4章 永続ストレージの設定
	4.1. AWS ELASTIC BLOCK STORE を使用した永続ストレージ
	4.1.1. EBS ストレージクラスの作成
	4.1.2. 永続ボリューム要求 (PVC) の作成
	4.1.3. ボリュームのフォーマット
	4.1.4. ノード上の EBS ボリュームの最大数
	4.1.5. 関連情報

	4.2. AZURE を使用した永続ストレージ
	4.2.1. Azure ストレージクラスの作成
	4.2.2. 永続ボリューム要求 (PVC) の作成
	4.2.3. ボリュームのフォーマット

	4.3. AZURE FILE を使用した永続ストレージ
	4.3.1. Azure File 共有永続ボリューム要求 (PVC) の作成
	4.3.2. Azure File 共有の Pod へのマウント

	4.4. CINDER を使用した永続ストレージ
	4.4.1. Cinder を使用した手動プロビジョニング
	4.4.1.1. 永続ボリュームの作成
	4.4.1.2. 永続ボリュームのフォーマット
	4.4.1.3. Cinder ボリュームのセキュリティー
	4.4.1.4. ノード上の Cinder ボリュームの最大数


	4.5. ファイバーチャネルを使用した永続ストレージ
	4.5.1. プロビジョニング
	4.5.1.1. ディスククォータの実施
	4.5.1.2. ファイバーチャネルボリュームのセキュリティー


	4.6. FLEXVOLUME を使用した永続ストレージ
	4.6.1. FlexVolume ドライバーについて
	4.6.2. FlexVolume ドライバーの例
	4.6.3. FlexVolume ドライバーのインストール
	4.6.4. FlexVolume ドライバーを使用したストレージの使用

	4.7. GCE PERSISTENT DISK を使用した永続ストレージ
	4.7.1. GCE ストレージクラスの作成
	4.7.2. 永続ボリューム要求 (PVC) の作成
	4.7.3. ボリュームのフォーマット

	4.8. HOSTPATH を使用した永続ストレージ
	4.8.1. 概要
	4.8.2. hostPath ボリュームの静的なプロビジョニング
	4.8.3. 特権付き Pod での hostPath 共有のマウント

	4.9. ISCSI を使用した永続ストレージ
	4.9.1. プロビジョニング
	4.9.2. ディスククォータの実施
	4.9.3. iSCSI ボリュームのセキュリティー
	4.9.3.1. チャレンジハンドシェイク認証プロトコル (CHAP) 設定

	4.9.4. iSCSI のマルチパス化
	4.9.5. iSCSI のカスタムイニシエーター IQN

	4.10. ローカルボリュームを使用した永続ストレージ
	4.10.1. ローカルストレージ Operator のインストール
	4.10.2. ローカルストレージ Operator を使用したローカルボリュームのプロビジョニング
	4.10.3. ローカルストレージ Operator のないローカルボリュームのプロビジョニング
	4.10.4. ローカルボリュームの永続ボリューム要求 (PVC) の作成
	4.10.5. ローカル要求を割り当てます。
	4.10.6. 詳細は、ローカルストレージデバイスの自動検出およびプロビジョニングについて参照してください。
	4.10.7. ローカルストレージ Operator Pod での容認の使用
	4.10.8. ローカルストレージ Operator のリソースの削除
	4.10.8.1. ローカルボリュームまたはローカルボリュームセットの削除
	4.10.8.2. ローカルストレージ Operator のアンインストール


	4.11. NFS を使用した永続ストレージ
	4.11.1. プロビジョニング
	4.11.2. ディスククォータの実施
	4.11.3. NFS ボリュームのセキュリティー
	4.11.3.1. グループ ID
	4.11.3.2. ユーザー ID
	4.11.3.3. SELinux
	4.11.3.4. エクスポート設定

	4.11.4. リソースの回収
	4.11.5. その他の設定とトラブルシューティング

	4.12. RED HAT OPENSHIFT CONTAINER STORAGE
	4.13. VMWARE VSPHERE ボリュームを使用した永続ストレージ
	4.13.1. VMware vSphere ボリュームの動的プロビジョニング
	4.13.2. 前提条件
	4.13.2.1. UI を使用した VMware vSphere ボリュームの動的プロビジョニング
	4.13.2.2. CLI を使用した VMware vSphere ボリュームの動的プロビジョニング

	4.13.3. VMware vSphere ボリュームの静的プロビジョニング
	4.13.3.1. VMware vSphere ボリュームのフォーマット



	第5章 CONTAINER STORAGE INTERFACE (CSI) の使用
	5.1. CSI ボリュームの設定
	5.1.1. CSI アーキテクチャー
	5.1.1.1. 外部の CSI コントローラー
	5.1.1.2. CSI ドライバーのデーモンセット

	5.1.2. OpenShift Container Platform でサポートされる CSI ドライバー
	5.1.3. 動的プロビジョニング
	5.1.4. CSI ドライバーの使用例

	5.2. CSI インラインの一時ボリューム
	5.2.1. CSI インラインの一時ボリュームの概要
	5.2.1.1. サポートの制限

	5.2.2. Pod 仕様への CSI インライン一時ボリュームの埋め込み

	5.3. CSI ボリュームスナップショット
	5.3.1. CSI ボリュームスナップショットの概要
	5.3.2. CSI スナップショットコントローラーおよびサイドカー
	5.3.2.1. 外部コントローラー
	5.3.2.2. 外部サイドカー

	5.3.3. CSI スナップショットコントローラー Operator について
	5.3.3.1. ボリュームスナップショット CRD

	5.3.4. ボリュームスナップショットのプロビジョニング
	5.3.4.1. 動的プロビジョニング
	5.3.4.2. 手動プロビジョニング

	5.3.5. ボリュームスナップショットの作成
	5.3.6. ボリュームスナップショットの削除
	5.3.7. ボリュームスナップショットの復元

	5.4. CSI ボリュームのクローン作成
	5.4.1. CSI ボリュームのクローン作成の概要
	5.4.1.1. サポートの制限

	5.4.2. CSI ボリュームクローンのプロビジョニング

	5.5. CSI の自動移行
	5.5.1. 概要
	5.5.2. CSI の自動移行の有効化
	5.5.3. 関連情報

	5.6. AWS ELASTIC BLOCK STORE CSI ドライバー OPERATOR
	5.6.1. 概要
	5.6.2. CSI について

	5.7. AZURE DISK CSI DRIVER OPERATOR
	5.7.1. 概要
	5.7.2. CSI について
	5.7.3. Azure CSI ドライバー Operator の有効化

	5.8. GCP PD CSI DRIVER OPERATOR
	5.8.1. 概要
	5.8.2. CSI について
	5.8.3. GCP PD CSI ドライバーストレージクラスパラメーター
	5.8.4. カスタムで暗号化された永続ボリュームの作成

	5.9. OPENSTACK CINDER CSI DRIVER OPERATOR
	5.9.1. 概要
	5.9.2. CSI について
	5.9.3. OpenStack Cinder CSI をデフォルトのストレージクラスに設定する

	5.10. OPENSTACK MANILA CSI ドライバー OPERATOR
	5.10.1. 概要
	5.10.2. CSI について
	5.10.3. Manila CSI Driver Operator の制限事項
	5.10.4. Manila CSI ボリュームの動的プロビジョニング

	5.11. RED HAT VIRTUALIZATION CSI DRIVER OPERATOR
	5.11.1. 概要
	5.11.2. CSI について
	5.11.3. oVirt CSI ドライバーのストレージクラス
	5.11.4. RHV での永続ボリュームの作成

	5.12. VMWARE VSPHERE CSI ドライバー OPERATOR
	5.12.1. 概要
	5.12.2. CSI について
	5.12.3. vSphere CSI ドライバー Operator の有効化
	5.12.4. 関連情報


	第6章 永続ボリュームの拡張
	6.1. ボリューム拡張サポートの有効化
	6.2. CSI ボリュームの拡張
	6.3. サポートされているドライバーでの FLEXVOLUME の拡張
	6.4. ファイルシステムを使用した永続ボリューム要求 (PVC) の拡張
	6.5. ボリューム拡張時の障害からの復旧

	第7章 動的プロビジョニング
	7.1. 動的プロビジョニングについて
	7.2. 利用可能な動的プロビジョニングプラグイン
	7.3. ストレージクラスの定義
	7.3.1. 基本 StorageClass オブジェクト定義
	7.3.2. ストレージクラスのアノテーション
	7.3.3. RHOSP Cinder オブジェクトの定義
	7.3.4. RHOSP Manila Container Storage Interface (CSI) オブジェクト定義
	7.3.5. AWS Elastic Block Store (EBS) オブジェクト定義
	7.3.6. Azure Disk オブジェクト定義
	7.3.7. Azure File のオブジェクト定義
	7.3.7.1. Azure File を使用する場合の考慮事項

	7.3.8. GCE PersistentDisk (gcePD) オブジェクトの定義
	7.3.9. VMWare vSphere オブジェクトの定義

	7.4. デフォルトストレージクラスの変更


