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4. Delete Project R4 U H'BWZS, 714 —IL KD LGHIRT 27OV bOEZRIZEAALE
-a—o

5. Delete#2 )y 2 L%x9,
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212.CLI 2R L2700y =7 hDOHIRR

7OV MEBIBRTBEIC, Y—N"—E7O0Y I hDRFT—4% X% Active 5 Terminating [CHE
FLET, RIL. —/—& Terminating REO 7OV bOSFTRTOAVFTVYYEI YT LTH
5, REMICTOY Tz bEEHIBRLEYT, 7OV NORTFT—4 ZAH Terminating DIGFE. FIRD O

VFUYAETOVIV MIEBMTAIEIETEFEA, 7AOVIV MICLI F=IE Web OV —ILD
SHIRTEZ T,

FIR
L UTE2RITLET,

I $ oc delete project <project_name>

22.3loa—H—&LTcoFay v MOER
VEFRDEAMEEIC LY., Bloa—HY—&LT7aP I NEERT DI ENTEZET,

2.2.1. API DHEBRfE A

OpenShift Container Platform API ANDEXK %, BDI—HF—HLREINTVEHIDEL D ICRETE
X9, #FMlE. Kubernetes KF 2 X~ h®D Userimpersonation ZZMR L T XL,

222. 70V ) MEREEO 1 —H —HERDERA

7OV NEREFERT ZBICHOI—HY—DER%EERTE 9, system:authenticated:oauth
7OV NEREERTEDH—DT— NI NS TIN—TTH2H. TDTIL—TDOERE
ERTI2RENHY ET,

FIR
o FDI—H—DROLYICTOY Y MEKREFERT DICE. UTFTEEITLET,

$ oc new-project <project> --as=<user> \
--as-group=system:authenticated --as-group=system:authenticated:oauth

23. 709 MERRDEE

OpenShift Container Platform Tl&, 7OV ¥ b $BEET 24TV T —TDIF L. DB
2HDIFERINET., Web IV —ILF /I oc new-project IV REFERLTHFRI O o b
DERERHNERITIN S &, OpenShift Container Platform @I RRA ¥ MME, hR Y <4 XAJRER
FUTL—=MIISELTFOY I METOEY a2V 3 2OIERINET,

USR5 —EEEIZ, ARECY—EXAT7AV Y IMPBREOTOY Y e L. 7OV IV D €
W2 70EY 3=V 2RGTTBIEEHAL. TOREERETEET,

2317029 MEMICDWT

OpenShift Container Platform APl ' —/X\—{&, /5249 —D 7OV hEEYY—ID
projectRequestTemplate /X5 X —4 —THBINZ 7OV b T TL—MIEDWTHRTO
VI hNEEEMICTOEY 3 VI LET, NIA—F—DNERINDWVEGEE, APl H—/N—(FEXK
INZEH|TCTOVII NEERT BT 74TV FL—bMEFRL. BXT21—H—%27 OV
2 M@ admin (BEE) O—JLICEY HTET,
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AV PERPEEINDE APHZT Y TL— b TUTONRI X =9 —%BEHRAET,
R221T7740bOTAVI I MNTYTL—bRSA——
NRIA—5— B
PROJECT_NAME 7aYzs O&RL. BA.
PROJECT_DISPLAYNAME 7AYry hOFRTE, BICTEET,
PROJECT_DESCRIPTION 70V hOHR. BICTEET,
PROJECT_ADMIN_USER EE1-Y-01—¥—4%,

PROJECT REQUESTING U EBR¥31—H¥—01—H¥—%,
SER

API ~D 7T U X%, self-provisioner O0—JL & self-provisioners OV S X4 —O—IbINA VT4V
THEEZIMNEINET, 774 MT. 2OO—LIETRTOZREINBEREIFHETEET,

232. 5\ OV v bOF VT L— NDER

VSR —EBBER, TI7A0MOTOVIINTUVTL—REZEEL, IR IOV I NEDARY L
BHICESVWTERT B I ENTEET,

BMBOARYLTOY Y N Ty TFL—MEERTZICIE, UTEERTLET,

FIig
1. cluster-admin tEfR#F>a1—H—& L TAJ/M4 > LTW3,

2. 77NN TAY I NTFY TS L EERLET,

I $ oc adm create-bootstrap-project-template -o yaml > template.yami

3. ATV RN EEBMT DD, FLEEBEA TV MN2EETEHEICLY, TFRAMI T«
Y —TEMRIND template.yaml 7 7 1 LEZELZF T,

4. 7Oy Y T 7L — ML, openshift-config namespace ICHERRINZHELAHY T, &
BLATYL—bMNaGdAHET,

I $ oc create -f template.yaml -n openshift-config
5 WebAvVY—JLFkiFCLIZEAL., 7OV bREVV—RZ2RELET.
o Web YV —JLDEMH
i. Administration - Cluster Settings R—J ICBEIL £ 7,
i. Configurationz27 v 7 L. $RTDERE) Y —RAZ2RTLET,

ii. Project DT> ) —%RDIF, EditYAML%Z2 Y v I LET,

14
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e CLIDFEH

i. project.config.openshift.io/cluster ')V —X #iREL X7,

I $ oc edit project.config.openshift.io/cluster

6. spec 27 a %, projectRequestTemplate &5 & U name /NT X —4 —%ZfHAIAL LD ICE
Fl., 7y 7O—RIhi7OVz I by TL—MNOERIZRELET., T 74/ b
project-request T3,

AR LTOV Y T TL— b8 TOT0 I FEEYV—2R

apiVersion: config.openshift.io/v1
kind: Project
metadata:

spec:
projectRequestTemplate:
name: <template_name>

7. EEERELLE. EELFEBICERAINAIEEMRET 2701, ilLwrOd o MafE
’ﬁbia—o

233. 70V b7 TOEY 3 =V T DEMIE

SIS NSA—Y—TI—TIEBHR[ IOV b7 7O 3=V T aZEIETBEIENTE
i’a—o

FIR

1. cluster-admin R = F>a1—H—& L TAJ/M4 > LTW3,

2. LR~ > R%ERTL T, self-provisioners 7 5 249 —O—IL/NA VT 14 VT DFEREZHER
LFEY,

I $ oc describe clusterrolebinding.rbac self-provisioners

H A B

Name: self-provisioners
Labels: <none>
Annotations: rbac.authorization.kubernetes.io/autoupdate=true
Role:
Kind: ClusterRole
Name: self-provisioner
Subjects:
Kind Name Namespace

Group system:authenticated:oauth

self-provisioners £ > 3> DY TV M ERRELET,

3. self-provisioner 7 5 2 ¥ —O— )L % 7' )L— 7 system:authenticated:oauth 7 SHIf& L %
ER

15
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e self-provisioners 7 5 24 —0O—JL/NM >V F 4 >~ 7 self-provisioner O — )L D& %
system:authenticated:oauth 7 /)L—7 /N1 ¥ RK§2HBE, UTFOOAYY REERTLE
ER

I $ oc patch clusterrolebinding.rbac self-provisioners -p '{"subjects": null}’

e self-provisioners 7 5 24 —O—JL/X1 VT 1 » 71 self-provisioner 0—JL %
system:authenticated:oauth 7 /)L—7UHDI—H— T —TFLIEHY—EXTHD Y
MINA Y RT2HBE. LTFOOTY R2ETLET,

$ oc adm policy \

remove-cluster-role-from-group self-provisioner \
system:authenticated:oauth

4. O—IL~DOBEFEH %L CICIL. self-provisioners 7 S 29 —O—ILIN\A VT 1 VT %REL
F9, BEEHICELY., 7529 —0O0—IHBTFT 742 MOREICY Y NINFET,

o CLIAEHLTAO—INA YT VT %EHTHICIE. UTFEEITLET,
. LTFoavYy RaETLET,

I $ oc edit clusterrolebinding.rbac self-provisioners

i. RRINZO—INAYTAVIT, UTOBIDEL D IC
rbac.authorization.kubernetes.io/autoupdate /X5 X —% —fE% false IZE&E L &
ER

apiVersion: authorization.openshift.io/v1
kind: ClusterRoleBinding
metadata:
annotations:
rbac.authorization.kubernetes.io/autoupdate: "false"

o B—Ov VYV RAFEARALTAO—INS VYT A VI HBHITZHICIE. UTERITLET,

$ oc patch clusterrolebinding.rbac self-provisioners -p { "metadata”: { "annotations": {
"rbac.authorization.kubernetes.io/autoupdate”: "false" } } }'

5. RS nica—v—&sLcas4vL,. 7OV N7 TOEY 3 =V JAERTTER
WZ EEBRLET,

I $ oc new-project test

H A B

I Error from server (Forbidden): You may not request a new project via this API.

EBICEEOL Y ERAHALZRHETEZ LI ZOTOY IV NERAYE—VE ARSI TS
AT E=HmEILETS,

234. 70 NERX Yy E—YDHRITA X
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TRz MO TOEY a2V VAR TERVHAREZ L@ Y —ERXRTHT Y D Web OV
V—ILFLECLIZFERLTTAY ) MEREKRZITIHE, UTDIZ—XvE—IDT T2k
TRINFT,

I You may not request a new project via this API.

VA —BEBEIIDAYE—VEHNRITAATEEY, Ihz, HAICEEOHFR O b
DERAEDBEBRESOLIIICEHFITSZIEZMRFLET, UTICHIZRLET,

e JOVIY MNEEKRTZITIE. ¥RTLEEHE (projectname@example.com) ICEVWEDHE T
IV,

o HIRTOT Y MEEKRT ZITIE. hitps://internal.example.com/openshift-project-request
IKHdTOV I NERT#—LIKEBALET,

TAVI Y MBRAYE—VENRITA XS BICE. UTFEERTLET,

FIR
L WebAYV—ILEFEECLIZEAL, 7OV bREV—REZRELET,
e WebIJvV—JLDEMA
i. Administration - Cluster Settings R—JICBEIL £ 7,
i. Configurationz2 ') v J L, IXRTDERE) YV —RX2RRLZET,
ii. Project DTV ) —%RDIF, EditYAML%Z2 Y v oI LEY,

e CLIDEH

i. cluster-admintEfRzF>a1—H—&LTAOJ/M4 > LTW3,

ii. project.config.openshift.io/cluster )V —X &#R&EL £,

I $ oc edit project.config.openshift.io/cluster

2. spec 7 3%, projectRequestMessage /X X —4—A2SL LD ICEHFH L. EZHRS
LAY E—JILRELET,

AR LATOV Y PERAYE—V2ECTOT I MEEY Y —R

apiVersion: config.openshift.io/v1
kind: Project
metadata:

spec:
projectRequestMessage: <message_string>

UFICHZERLET,

apiVersion: config.openshift.io/v1
kind: Project
metadata:
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spec:
projectRequestMessage: To request a project, contact your system administrator at
projectname@example.com.

3. TEARELAZIC, 7OV 2770 a v TERVWVEREEZ I —ER

FAODRELTHRTOY ) bOERERITL. TEHNERBICERAINTWS Z &R
l./i-a_o
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FIBJ 7SIV —> a3 vDER
EIZ TSN —2 a3 DER

BLRAREBEN-ARI T4 TERALIT TV r—2 3 v DK

Web 3>V —JL® Developer /X\—ZARYV T 4 7 TlE, +Add E2a—HmST7 T r—>a v B L UEE
H—EX%EEHR L. TH 5% OpenShift Container Platform ICF 704 §27DDUTDA T 3 U H
REINZET,

o Y—2DEH:BAREI VY —ILEFWVEDDICIK. ThHD)Y—RA2FERALE

¥, Options X Z 21— EFEALTAY S —%ZHERRICTHIEDNTEET,

o YYTIWNAEFRLAT ZVr—ya vl BEOI—RY Y FILEFERAL T,
OpenShift Container Platform T7 7Y 7 —< 3 VY OEKRZREIBLE T,

o A4 MIERFaXVMEFRALTELN A REERFaX VY NESRLTTZ ) I—
SavEBEL, ERIVESINPHEBICENTIEIW,

o FHIRBAREMEEDIESR: Developer /X\—ARI T 4 TOFHES LIV Y —REBNLE
_a—o

e Developer catalog Developer Catalog T, 4 X =Y EIS —ICHEBRT FYr—>a vy, H—
ER, FL@F@Y—RERBRL, 7OV MIEMLEFT,

o AllServices: 749 07 %58 L. OpenShift Container Platform (A TH—E X &R L &
ER

o Database: RERT—IR—AY—ERERIRL, 7Y —>avICBIMLET,
o Operator Backed: A E 7% Operator BEIEH —E X %#EIRL, 77014 LFT,

o Helm Chart X EXR Helm Fv¥—r&ERL, 7V r—ravssvty—EROF 7O
AV MNEBHELET,

o EventSource HFEDY AT LDNSANRY NY—REFERL, BLOHDIZARVYNISAAE
EHRLEI,

pa )

, RHOAS Operator i1 Y XA h—ILINTWBHHIZIE, ¥R*—Y KH—EX
pd FT7avEFMETEET,

® Gitrepository: From Git. From Devfile ¥ 7z{& From Dockerfile# 7> 3 v &R L T Git )
RYBMNY)—DLEEFEOI— RR—2, Devfile. F7z1% Dockerfile &4 ~7R— bk L. OpenShift
Container Platform T7 U4 —>YavxEILRLTTF7O4 LET,

e Containerlmage: 1 A=Y AR —LFLEFLIARN) —DOLDBEA XA —VAFERAL. Ch
% OpenShift Container Platform IC7 704 L 9,

® Pipelines: Tekton /X1 75 1 > % {fF L T OpenShift Container Platform TV 7 kU = 7§
TOEZAD Cl/CD RS T4 v EERLET,

e Serverless: Serverless 7 7> 3 » %% L T. OpenShift Container Platform TXF— kL X
BLVY—N—=LRT7T)r—2avaER, EILR, T7O04LFT,
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o Channel: Knative F ¥ RILEERR L. 1 VX EY —DEFEMEOEGVWRELEFEA LA XY Mg
EB L WKIILBZEM L X7,

o Samples: FIFRAIEEARY Y TN T TS —>2a Vv aBRELT, 77U 5—2a v a0 <E
B, EIR. F7OM4LET,

® From Local Machine From Local Machine¥# 1 JLA#ESEL T, A—AIY VDT 714V %A
VR—KNFRE Ty FO—KL, BREICFTFIVr—avEE)LRLTTF7O4LET,

o ImportYAML:YAML 7 7/ )L 7y 7O—RKL, 77U —>avaE)LRLTTF7Oq4
T5EHDD)Y—REEHELET,

o Upload JARfile JAR 7 74 )L A7y 7O—RKLTJava7 TN r—o a3 v EEILRE LT
F7O04 LFET,

Pipelines. EventSource. & & U Import Virtual Machines & & DYFED A 7> 3 ~ ik, OpenShift

Pipelines Operator, OpenShift Serverless Operator, & & U OpenShift Virtualization Operator 241 >~
AN=ILEINBBRICDAETNETNRIIND I EITFRLTLESI W,

3.0 AR
Developer \—XRJF 4 FTHEFERALTCT ) r—>a VA ERTZICE. UTEBERELTLEIY,
e WebIdvV—jLilO/4 v LTW53,
® OpenShift Container Platform T7 ) s —>arv 8Lt 77— 0— REEKT 5720
I 7OV MEFERLTVWS D, @Yk O—ILBLU—3vay &2fO>TOY I b
7V ERATES,
ADRDFHRFEGICIHATY —N—LRT7 TV r—>a v aEHRT 5I1IC1E. ULTEERLET,
® OpenShift Serverless Operator 5’4 Y XA h—JLEI N TW3,

e knative-serving namespace IC KnativeServing ') VY — X & {E L TW 3,

B12. Y TIT T 5r— 3 VDOFEK

Developer /N—2X T F 4 7D +Add 7 O—TEANRY Y TN T ) r—>avaEAL, 7Y
F—oavaEdCIERL. EVRL. 77014 TEEY,

LUTOFIETIE, Y TNTT)r—2 3V &ERT 2780 Developer /X\—XRJ 714 TD
Samples # 7> 3 VICDWTERBAL £,
FIE

1. +Add E21—T, Samples #4)IL% 2 ) vV L, Samples R—YZRRLZET,

2. Samples R—I T, MARMEERY Y TINTT)r—>a3>D1D%ERL. Create Sample
Application 7 # —L&ZRTLE T,

3. Create Sample Application Form

e Name 74 —JLRICIK. TT7AINBMNTTTOAAY NEDPRERINFE T, ZOZRIEME
IKISCTERTBIENTEET,

20


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/cicd/#op-installing-pipelines-operator-in-web-console_installing-pipelines
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/serverless/#serverless-install-web-console_install-serverless-operator
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/virtualization/#virt-subscribing-to-the-catalog_installing-virt-web
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/web_console/#web-console
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/authentication_and_authorization/#default-roles_using-rbac
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/serverless/#install-serverless-operator
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/serverless/#installing-knative-serving

BIET TV r—a VDK

® Builder Image Version Tl&, EILY —A XA =TI DT T #JU N TEIRINF T, Builder
Image Version ROy 7OV YR N AFALTAA—IN—VaVEEETEET,

o Gt VRYNJ—URLODY YT, TT7AINTEMNINET,

4, Create &2 ) w oI LTCHY TN T TV r—yaveaklLEzEd, Yo TIWTF7 TV 5—3 >0
EJL KRF7—4% 2 Topology E2—ICRRINE T, BV TITT)r—> 3> OERME.
FTOA AR T TYr— a3 VICBIMINTWA I EAHRATEET,

313.GitDOA— RR—ZADA VIR— " BLOT7 TV = 3 VOEK

Developer /N—2 Y 7«4 T%FEHA L. GitHub TEEFED I — RX—2 % fFFH L T OpenShift Container
Platform T7 U4 —>a v & EHRL, EILRL, T7TAO14TZIEHNTEET,

UTDOFIETIE. Developer /X\—2ZRIF 4 7D FromGit4 7> avaFERLTCT7 IV r—>avsa
ERLZE T,

FIR

1. +Add E21—T. GitRepository ¥ 1 )LD FromGitz7 ') v 7 L. Importfromgit 7 # — LA
ERRALET,

2. Gt vavT TTIVS—Ya vOERICERT 23— RR—2D Git YR M) — URL
EAALET, cE&AxE. ZDY Y FIbnodejs 77— a3 >d URL
https://github.com/sclorg/nodejs-ex Z# AW L £9, ED%&. URL (FIREEIN X T,

3. # 72 3 ~:Show Advanced Git Options 27 1) v 7 L. UTFD&L D REFEMAEBINTE £,

e GitReference: 77— avOEIRICERETZEEDTSVF, 47, FhiE1
Ty hOI—-RESRBLZET,

e ContextDir 77V —>avOEINRIERTZ7IVyr—>a vy —A3— RO
T4l M) —%BELET,

® SourceSecret TSAR—KNYRI N —DBY—ROA—RETINT B-ODRBERT
Secret Name #{ER L £ 9§,

4. T3V Git YRY M) —%FAL T devfile. Dockerfile, F/2IZENN Y —A X —V B AV
R—MLT, TTOAMA YV MNEISICHRYITAXTEDEDICRY F L,

e Git )R M) —IT devfile, Dockerfile, FIEEILY —A A —=IUBEFNDIHBEICIE.
NSIFEFNICREIN, ZThETRONRRA 71—V RICREINE T, devfile,
Dockerfile, BLVEINT—A A=UAELCV R M) —THREIND &, devfile 3T 7 #
JVNTEBIRINE T,

o J7AIDAVER— IS TEFGELT, BORARNSTI—%FEIR L. Editimport
strateqy # 7> avE )y I LET,

o EHD devfile, Dockerfile, F/IEEI Y —A A=V B REINEBEIC. HED
devfile. Dockerfile, F/zIEENWN Y —A X —V A A VIR—MNTBICIEFAVYTFFRANTALY
M)—%EmE LAY AEZIBELET,

5. GitURL DIREERIC, HEINDZEIL I —A XA—IDNERINTEYT—IMMMFFONFET, E
W —A X=IUDEERHEINTUVARWEEIE, ELY—A X—VU%RRBIRLEZE
9, https://github.com/sclorg/nodejs-ex Git URL D3H&. Nodejs EILYT —A A= NT 7 #
JWETERINZT,

a 7 7%/ 3 >/ Riildar Imana \Varcian KMw & ™M/l 2 KABERI. T /N—asAatewl . F
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R R R T LI i A R A N I R e A T BRSO

ER

v o~ s = SR v O

b. # 72 3 v:Editimportstrategy R L T, BIOZXNSFY—%RIRLET,
6. General T/ > a v T, UTFAEITLET,

a. Application 74 —JIL RIZ, 77U —> a3 VDT 2HIC—EDAR (myapp 74 &)
EANALET, 7TV r—> 3 v&h namespace T—ETHD I & &AL ET,

b. Name 74 —JL R T, BEOT7 TV r—a vhBEELAEWVESIC. 207 7YV r— 3
VERIERINE) Y —ZABGit YRV M) —URLAZR—RE L THEMICREINS Z
EEHEBELET, BEOT7FUr—rarvdh3Ba8Iid. BEO7 ) 5—>3avAT
ZOAVR—ZV I NEFTTOALEY, ILWFZ T r—o a3 v afER LY, /4133
VIR—R YV MEWTHICEENY Y THRWREICLZYTEZENTEET,

p= -

)Y — X%l namespace TR THIMEIHYET, T7—IHZHE
Y —RZBEEELIET,

7. Resources 22> a v T, UTFERBIRLZET,
e Deployment: Bffi%t Kubernetes R A I DF7 F) r—>a v & ERLE T,

e Deployment Config: OpenShift Container Platform X & A LD 7 7Y r— 3 V& ERR L
F9,

® Serverless Deployment: Knative t—E X & L £ 9

a3
Serverless Deployment & 7> 3 (&, Serverless Operator ' 5 X4 —
IKA VA M=ILENTWVWBIHBEICDHA, Import from git 7 # — AICKRTRE

NE¥, ML, OpenShiftServerless D KF 2 XY MESRBRL T EX
LY,

8. Pipelines £ < 3 T, Add Pipeline &R L TH 5 Show Pipeline Visualizationz 7 ') v
IL. PFVTr—2avDRA4 T340 5RRLET,

9. Advanced Options 27 < 3 > Tld. Create aroute to the application®® 7 7 # JL h TEIR X
haizH, REINMTVWS URLEZFRALTT7 ) r—2avil7 9 RATEET, 7)) 75—
2avENTYy O —MIRRALELBRWESRE, FIvIRvIREY YT TEET,

0. 2743V UTFOBERLT Y avEBRALTT U —YavaSbi ARSI XTEE
_a—o

Routing
RoutingD) >0 %0 ) v LT, UTFDOF7V>avaRITTEET,
¢ L—FDRANEZZARITAALET,
o L= —NERIZNREHEELIT,

o KOYTHIVYRRIDL, NS T74vIDI—45y NR—FERBIRLET,
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e SecureRoute FT Vv IRV I RAEFERLTIL—MARELFTT, RELTLSKRIFYA T%
BIRL, EROY T VY RRIDSEEFITRINSI T4V IIEDVWTDORY O—%&E
Lji-a—o

R

H—N—=LRT7 Y H5r— 3 VDIFA, Knative Y—EZXADLEEZDTRTD
W—TFT A4V TATavaEBLET, LEL. BEICHLT, K574
IDY—5y RIR— R NEHRITAXTEES, 99— v hR—FIPEBES
NTVWARWES, 774 MR—MD 8080 NMERAINZET,

RxfveyEy s

Serverless Deployment %= Ef 9 2354, {ERBFIC Knative T —ERICARY L RAS VYTV EY
JHEBIMTEEY,

e Advanced options 2% 2 3 > T, Show advanced Routingoptions=7 1J v 7 L7,

o H—ERIIIXYEVITBERAAYIYEY Y CRAT TILHEHET 3541E. Domain
mapping D RO FH IV A Za—H5ERTEET,

o HHMRAXA VYT YEY T CRZEKT BHBEIE. RXAVEZZRY JRICAA
L. Create# 7> a v %&RLET, /=& zIL. example.com & AJ19 % &, Create
Z4 7> 3 > E Create "example.com" (72 Y £ 7,

ANIVAFTYv Y

Health Checks ') 2 %% 1) w - LT, Readiness. Liveness. $ & U Startup 7O0—7 %7 71)
F—oavIilBMLES, IRTOTO—TICHERICREINALT 74 M T—IDHNREI N, &b
BIIHLTTF 740 bTF—=49TcFO—T%EBMLEY., BREICGELTINEARIIAIXLEYT
XE9,

ANRATO—THHRITAXTHICIE. UTFERITLET,

e AddReadinessProbe% %2 !) v~ L., HEBIZGLCTCAVTF—DEKREUIET ZHEFHIT
ETVWBEDNEID BT BIDICNSA—Y—ALTHL, FzvIT—V%ERBRLTTS
O—7%8MLEY,

e AddLivenessProbex 27 v- L. HEBICHLTCIAVY T F—HIETHENE I AEFERT S
TDICIRSA—H—BZTEL, FzyvIv—I5RBIRLTTO—T%#EBMLET,

e AddStartupProbe%# 7)) v o L. REBICGLTCAVTF—HOT7 ) r—ravhiEsl
TWBENEIDERT BDITNTA—F—%ZEEL, FzvI~v—V%5BRLTTO—
TEEMLET,
ThZho70—7I2WT, RAOYTYI VYR MNDMSLERY A 7 (HTTP
GET. Container Command. TCP Socket) #18ETCE £ 9, BRLAEKRY A1 FITH LT
T4 —LHPEEINET, RIS, TO—TORINB L VCKBDO L EWME, IV FTF—DicE
BOZHMOTO—TRITETOME, TO—TDHEE., 914 LTV MERE, HHD/IRF A —
Y—DT 74 MEEZEETEET,

EILREBES LT IO XAV N

Build Configuration 3 & U Deployment ) V2% 7 1) v LT, ThEThDEREL > 3 v ERT
LET. 2723 v0—8IET 74 N TERINTVWET, BERMN) H—BLVREZHEE
MLT, #7203 vaEISICARIYAATEET,
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Y—NRN=VLRAT7T)T7r—3>VDFHA. Deployment £ 72 3 VIEREFINFHA, I
Knative 5% ') ¥ — X »* DeploymentConfig ') V — X DR H W ICTF 704 XV N DBELRIRAE % H#HE
H93HTY,

Rir—=9yvy
Scaling V> 7% )y LT, RMITIOA4T 27T ) 5r—>a D PodBEiFA Y RY Y
2HEEZLET,
H—NR—L 27704 AV NEERT 258, UTOREETIZEETEET,

® MinPods (d, Knative ' —ERXTHIRRTERITTIVNENH S PodBDOTREREL X
9, i, minScalef¥E& L THHOLNTWET,

® MaxPods I, Knative ' —ERX THIFATEITTZS PodBDOLERERZRELET., Ch
&, maxScale X EE L TEHSNTWET,

® Concurrency targetid. HEIBERTT TN r—>avDEA VRV ALK L THERR
BUIJIZAMNDOEZRELEY,

e Concurrency limitid, H2ERTT7 V-3 VDA VAV RICHLTHBEIND
EiF) 7 TR M OBOFIRERE L FT,

e Concurrency utilization (&, Knative ’NBIND S 7 4 v ¥ RS 2 72 ITEMD Pod %
RT—=IT v TSR LI BEDHBRK) VT MDOFIRONA—tYFT—I%REL
i -a—o

e Autoscale window I&. Autoscaler ’/X=v 7 E— K TIZRWBEIC. RT—Y 2V ITDRE
EITOBDA YTy MRt 27DICA N) V ADEWEEFET B EEELE T,
COEBFICY VTR MDREINGL2/FE. Y—EREFEOIKRY—) v I3IhF
9, Autoscale window D5 7 #JL kHifElIX 60s T3, Z Nt stable window & L THH SN
TWEY,

1)y —ZDHEIR
ResourceLimit ) 7% 1) v LT, AV FF+—HIERTEICRIEZIEFERIFITINTWNS
CPUBLUT AEY— VY —RDEEZHZRELZET,

ZR)
Labels Y>> 2% 1) v LT, ARYLSRN)ETTYr—a3viCBmLEd,

.. Create22 1)y LT, 7F7Ur—>3v%ERL, Topology E2a—TEI RDRFT—%
AEHERLET,

314 Jdava 7 T —2avDTF7TOA AV N ERBICTDIAR 7 7AINDT v
O—~K

Developer /X—2 RV 5 1 7D Topology E2—TJAR 7 74 L EFEL T, Java 7 TN or—o 3>
ZE7F7OA4TEET, UTOA TV ava@ALTIAR I 7ML a7y TO—RTEET,

® Developer /N—2ZRYJ 7 4 7D +Add E2—ICF#&IL. From Local Machine% 4 JLC Upload
JARTile 27 ) v LEY, JART7AINZBRELTERT 20 FLEFIART7MIL%E R
Sy 7y RRAyTLTTP ) r—2aveaT7O4LET,

e Topology E2—IC#E L. Upload JARfiled 7> a v AFERHLT. JARZ7 7ML %E RSy Y
FryRROv LTIV r—vavea77O04 LET,
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® Topology Ea—DIAYVFFAMAZ2—T Upload JARfile# 7> 3 V% FHALTJIART 7
ANWET7y7TA—RLTF7 ) r—yava77O04 LET,

LIFDOFIEICHE> T, Topology EAa—TJARZ 74 ET7y FO—KRL, Java7 TV osr—>avxs
F7a4LFET,

FIR

1. Topology E2—T. Topology Ea2—DEEDIZFR%ZEY ') v~ L. AddtoProject X =1 —
ERANLET,

2. AddtoProject X —a—ICH—VILEBWTA=a1—F S>3V %RKRL. Upload JAR 7 7
A)IF T av%EERL, Upload JAR file+ 7> 3 > %3&IR L T Upload JARfile 7 + — L %
MERLEd, F£/ld, Topology EAa—TIAR 774N E RSy 7y ROy T$52¢%
TEEY,

3. JARfile 714 —JLRT, O—HIII VY THERIAR 774V ESRL, Th%x7y 7O—NK
LET, T/l JARZ77A4ILET4—ILRICRSY 7Y RRAYy FT22&HTEET,
EBRMEDRWT 7A4ILTA1 TH Topology E2a—T RSy 7Y RRkOy FE¥hzde, b—2
N7S—RDPEAICKREIINET, BERMEORWT 7MY A THT7y O—KT7+—LD
Z4—=IRICRAOYy TENBE, 71— RIS—HIPRRINZET,

4, #7>arDJava ANV REILICEELT, 77O INWET TN r—>avahR9<4
ATEFY, SVIMLTAAVELVENL T —A A= T 74 N TERINET, ENL
F—A A=V HNEFHREINTVARWNEEIR, ELY—A XA—VU%RIRLET., BEITHL
T. Builderlmage Version® KOy 74UV YR N EFRLTN—V 3 VALERETCEET,

5 # 7> 3a>® ApplicationName 7 1 —JL KIZ, VY —ZXASRWVY VY ITRICT ) r—ay
D—BDEFEANLET,

6. Name 7 1« —JL RIC, BEMIT SN Y —RICERIE[MITDHDIC—EDIVR—RV N
EABDLET,

7. Resources 74 —JLRT, 7NV H5r—3vD)Y—R94 TERIRLFT,

8. Advanced options T. Create a Route to the Application2 2 ) v - L., 704 I hi7
TV5—=>3avonNT )y URLERELEY,

9. Create#7 )vy o L7V r—ravaeaTr A4 LET, 2—F—IEJAR 774D T v

7
TO—RFhTHY, LIESKHDDBIEERBMT D M- MBEREZHALET., M—X MBI
IKIE, Bl RO ZRRTB) v I7823FENnET,

pa )

A—HF—DENROETHRICTZ0HF -9 TZRLLOETHE, 2—H—IC
Web 75— MER—=IJZEEICHZ N E D NI DODVWTERET,

JARZ74ANETyTO—RL, Z77Vr—vavAFa43nsd &, 704 X2 kb Topology
l:“l_‘:ds—%a__\-éni_a—o

3.1.5. Developer Catalog # A L/ —ERFLEIVER—V NOT7 Y r— 3
v ADIEM

Developer Catalog A L T. T—9X—R, EIF—A X =T Helm F+¥— b2 ED Operator H*
HR=—FNFZH—ERICEIWTT TN r—>arveh—ER%EF7 704 LEJ ., Developer Catalog
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ik, AV MCEBINTEX27 7Y r—3yaAVR—2 VN, U—ER, ARVINY—2R, T
I& Source-to-lmage ENNF—DAL I avhAEENET, V7RI —BEBEIL. H490OJTHATE
BRAVFVYIYEHRAITAXTEET,

FI&

1. Developer /X\—2 /Y 7 4 7T, +Add IC#E1 L T. Developer Catalog ¥ 1 /L5 All
Services &7 ') v 2 L. Developer Catalog CHIFARELRITRTDHY—ERERTLET,

2. AllServices T, Y —EXDIEFEF /I 7OV MIEBNMTE2HEDHZIAVER—FY MR
RLET, TOBITIE, Databases ZBRL TIRTDT—IR—AHY—ERE—EXRR
L. MariaDB %7 ') v 7 LTH—EXDFMHEZRTL I T,

3. Instantiate Template 2% ') v & L C. MariaDB —EXDFMIERZ ST BEEBMNICREI N
fe7vF7L—bh%ERRKL, Create 27" v ¥ LT Topology E'2—T MariaDB #f—E X % {E
ML, IhzazxkrxLZET,

3.1 b7/RO Y —D MariaDB
—_— RedHat
— OpenShift
Container Platform
You are logged in as a temporary administrative user. Uy
<> Developer
Project: test = Application: all applications =
+Add I!FJ_ Display options = Filter by resource = Find by name... AR ]
Topology
Monitoring
Search
Builds
[ EIES
ED mariadb
Environments
Helm
Project @ java-sample
ConfigMaps
Secrets
3.1.6. BEIFHR

® OpenShift Serverless @ Knative )b —7 4 ¥ TR EICD W TDFFMIE. RoutingZZBR L T &
T LY,

® OpenShift Serverless D KX A V< v EV JEREICDWTOEFEMIL. Configuring a custom
domain for a Knative serviceZ SR L T 72X W,

® OpenShift Serverless @ Knative BEIZ 7 — 1)  JEREICDWTOFMIE. AutoscalingZ S8R

LTLEEW,
o JOVIY MIFHI—Y—%2BINT2AEICOVWT, #HLIEF 70V ) boFER 2#881RL
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/serverless/#routing-overview
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/serverless/#serverless-custom-domains
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/serverless/#serverless-autoscaling-developer
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/projects/#odc-providing-project-permissions-using-developer-perspective_projects
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324 VA M=JLE N OPERATORDSDT7 ) r—> a3 v DIER
Operator &, Kubernetes 7 7Y 4 —>avaRvir—IblL, 7704 L. BBTZHETT, 75
29 —BEEBEILL>TA YA M—=)LEI NS Operator ZFEA L T. 77— 3% OpenShift
Container Platform TR TZZ 9,

LR Tk, BEIREBEZXRIC. OpenShift Container PlatformWeb I Y —J)LEFERAL T, 1 VXA b—JL
INi Operator ST FUr—o 3 VEERT BHERLET,

BEER

® Operator DfL#E A & & U Operator Lifecycle Manager M OpenShift Container Platform ~MD##
BHEICEAYT 2L, Operator H4 RESRLTLEI W,

3.2.1. Operator #ffF L 7= eted 7 5 XA 4 —DERK

Z DF|ETIE. Operator Lifecycle Manager (OLM) TEE X113 etcd Operator % {# [ L 7235 etcd
VR —DIERICDOWTERBAL X T,

AR ERM
® OpenShift Container Platform 4.9 7 S X4 —~D7 7 £ R

o FWEICL>TYSRAY—2{KIT etcd Operator AT TICA VA M—=ILINTW3,

FIR

. ZOFIE%EITT %728 IC OpenShift Container Platform Web I Y —ILTHR 7O = 7 b
HEKRLET, ZOFITIE my-eted WS> 7OV baFERALET,

2. Operators = Installed Operators R—J ILREILF T, VTR —BEEZEICLI>TITIRY—
IZ4 YA b—=JLbEh, FERAATEEICI N Operator 87 SR —H—EZX/X—=2 3> (CSV) D

—EBELTIZILRRINET, CSV Ik Operator ICL > TIREINZY 7 MUz 7 5EH
L. BETHLOICERAINET,

Ev b
LFAE#ERLT, CLITZO—EB2BEBTEET,

I $ oc get csv

3. Installed Operators X— T, etcd Operator % 1) w o L CEEHMIIERS L OEIRTRER T ¥
YaveERRLET,
Provided APIS ICRIRINTWS L DIC. TD Operator (E3 DD YV —R 44 TAEFAH
BEICLET, ChillE, eted 2 5 X4 — (EtedCluster )V —R) DY 4 THEEFNhFET, Th
S5DA 7Yz hiE. Deployment 7= % ReplicaSet 72 & DA RAAHFAHDRA T 1 7
Kubernetes # 7Y 7 N EERRICHEBEL X T, ThHilid eted BB 27HODEEFDOO
Vv IoNEFEFNET,

4. il etcd VSR —%ERHRLE T,
a. etcd Cluster APl ;R ¥ A G, Createinstance=27 ) v 2V L9,

b. ROBEE T, V5ARY—DHYA X2 ¥ EtedCluster 7 759 hDF VT L— N &#EE)
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/operators/#olm-what-operators-are
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TEIRNEEANDERLEMADIENTEEY, TITlECreate27 Yy I LTHRELE
T, ThiZLY, Operator M) H—I N, Pod, H—ER, BLUFHetcd VTR 5 —
DDAV R—F Y MO REILE T,

5. exampleetcd V5289 —%2Y v Y LTHS Resources ¥ 7% 7)) v/ LT, 7OV b
IC Operator IC& > TEHEIMICERI N, BREINLHZCD) Y —ZADEEFNE I E5HERL
i’a—o
Kubernetes t —EZXDMERR I, 7OV TV hDMMOD Pod MOT—FR—RIZT IV EZATE
22 EEHRLET,

6. MEZOY TV bTedit O—ILEFODITRTOI—H—IE, V5V RKY—ERDLIICEILT
H—EXARTTOY I MITTIERINTWS Operator IC& > TEBINZ 7S r—
AVDAVRIVR(ZDFITIE eted VTR —) H/ERR L. BEL., HIBRT B &ENTE
F9., COMEAFR OBMDI—Y—%2BMCT2HENHZHE. 7027 NEEFIFU
FTOOAX Y REFERALTIDO—ILEZEBMNTEET,

I $ oc policy add-role-to-user edit <user> -n <target_project>

INT., etcd VS5 AY—IE Pod AEEETHELLE>/Y, 7529 —D /) — RBITHBITT 2EDEE|C
JAHL. F—IDYNSYREFTVWET, BHLEEASE LT, BURT I ERE/RDISRY—EE
EFEEEREIMEADT ) r—Y a3 VT —IR—RABEIFERATELOICAYET,
33.CLIZERLAE7Z Y r—> 3 Vv OERK

OpenShift Container Platform CLI 2L T, V—RFLENAF ) —O—R, 1 XA=IBLUTV
TL—bhEEL OV R—F Y MH 5 OpenShift Container Platform 7 ) r—> a VA ERTEE T,

new-app CER L7A TV hDEY ME, V=—RYRIMN)— A1 A=V FLETVFL— A
EDAVTY RELTEISNE7—FT14 779 Mk TEARYET,
33.1LY—ROA—RKoDT7TYUHr— 3 vDER

new-app A~X Y REFHAL T, O—ANFLEEVE—PFGtURI N)—DY—ROA—RKHS5T7 Y
F—avaEERTEET,

new-app I< > Nk, EILREBREEZER L. TV —RI—KOSHFROT U r—>arA X—
UEERLET., new-app I~ Nid@E. Deployment # 72 U NEER L THRDA A —T %
T7O49F21EDN Y—EREERLTAA—TVEETITETOM XY MADOERFIHMLAETI7ER
HRMLET,

OpenShift Container Platform (&, /X1 754 >, V—2X, Fkld docker EL KA NS TFI—DWTh

EEATARENZEFNICKREBLET., £ V—REILRDOBZERF, BEYREEBEOEILT—A X =
ERELEY,

3.3.1.1. Local

A—ALTALIMN)—DGt YR M) —%FRLTT7 V5= a v el 5I01d. UWTFEET
L/i-a—o

I $ oc new-app /<path to source code>
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Pz
O—ALGt)RY M) —%ERT BHFEICIE. YRY MY —T OpenShift Container
Platform ¥ 5 24 —H'7 7 2 A A 874 URL =S8R ¥ % origin & WD ZEID!Y) E— MY
RIN)—HDBETT, BEINTWVWSE ) E— M RWEEIE. new-app IX ¥ RA&=E
TLTRAFY)—ELREERLET,

3312.YE—FhF

DE—PFGt)RINY—2FERALTCT7T Y T—>a Vv aERTBICIE. UTERTLET,
I $ oc new-app https://github.com/sclorg/cakephp-ex

TI2AR=—MD)E—IGt VR N)—%2FERALTT7 ) 75— a3 Vv aERT 3IC1E. UWTFEETL
i’a—o

I $ oc new-app https://github.com/youruser/yourprivaterepo --source-secret=yoursecret

= -1o)
TS53AR=PMNYE=RKGit YRV N —%FRT ZIFEICIL. --source-secret 7 5 7' %

FAHALT. BFEOY—R7O0—vDY—o Ly hEIEETEFT, ZOY—UL v b
g, EIWREBREICHEAIN, YRS MN)—=IITFIVERATESRLIICRYET,

--context-dir 7S5V AIEET BT ET. V—ROA—RKYRIMN)—DHTF4 LI N —AFHTEZE
¥, UE—KRGtYVRIYMN)—BLVPAVFFRAMN G TFaLIMN)—BFRLTTZ )y —>avsE
BT 25BE81E. ULTAEIFTLET,

$ oc new-app https://github.com/sclorg/s2i-ruby-container.git \
--context-dir=2.0/test/puma-test-app

T/, YE—KNURL 218ET 2HEIE. LLTFD &L D IC URL DFREIC #<branch_names %3819 % &
ET, FRTBGtT I VFEIBETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world.git#beta4

3313. EIW KRR MSFI—DKRHE

OpenShift Container Platform (&, ffED 7 7ML ARHE L., ERITZEI KRR NS T —%2BEIMIC
HRILFET,

o HIRT7T ) Hr— 3 rDEMREIC Jenkinsfile Y — X YR MY —DIL— b FIFEBEINE

AVFHFRAMNT 1LY N —ICHEET B35A1C. OpenShift Container Platform (/84 75 4
VEWRZRMNSTFO—HERLET,

L

pa 3

pipeline EJV KA M7V —([FIEHEICRY X Lz, DY IC Red Hat
OpenShift Pipelines 2T % Z & ZMREF L T LI LY,
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o A7 T T— 3 DIEREFIC Dockerfile Y — RV RI N —DIL— M FIFEEINT:
AVFFAMT4 LI M) —IZFEET BHBEIC. OpenShift Container Platform (& docker EJL
FARSFO—2ERLET,

e Jenkins 7 7 1 JL'E Dockerfile HH I N ARWIEE. OpenShift Container Platform (&Y — 2 E
WRZKNSFO—2EMLET,

--strategy 7 < 7' % docker. pipeline. F7-|f source ICFREL T, BEIMIZKRHEINAZEIL KRR NS
TIO—HLEEXLET,

I $ oc new-app /home/user/code/myapp --strategy=docker

Pz
oc ARV RAEFEAT BICIE. EIWRY—REEL T 7ALULDN)E—PDgit YIRI b
) —CHRATETHIVENHYET, $XTOY—REJLNIZIE, git remote -v % f§&
RAT2RENMHY XY,
3.3.1.4. SE DR

Y—2ZAEIRZANSTY—%FERAT2HEIC. new-app Id)RY MY —DIL— b FlFBELEZOY
THEANTALIN)—ICRED 7 7AIVDEETZHEINT. FHTZEZLEILIS—ZHBILELD
ELEY,

#3.1new-app NRHET 2558

EE 774l

dotnet project.json. *.csproj

jee pom.xml

nodejs app.json. package.json
perl cpanfile. index.pl

php composer.json. index.php
python requirements.txt. setup.py
ruby Gemfile. Rakefile. config.ru
scala build.sbt

golang Godeps. main.go

EEDHMH%. new-app | OpenShift Container Platform #h—/X\—T, MHEEE —H L T supports
T/)T—2aVvhMEEINEAA—VARN) =LY TH, FLEIEBREINLZEEOLFIC—RT 54
A=—IZN)—LOBEERRLET, — BT 2EDHARONLAWVEFEICIE. new-app (& Docker
Hub LY A M) — TERAIEN—RICLEBREBEERE BT 21 A -V DORFELZTVET,
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~EENRL—=F—ELTHERAL, AA—Y A A=YRAMN)—LFLEAVTF—OHER) &) RD K
)—%HEEL T, ELIT—DHFEDY—RVRI M) —ZFEATEIEIICAA—IVELEETEZIEN
TEIEY, ZOFEZEATZE ELRRARNSITY—DOREB LUVEEORBIIETINAGVWRICHE
BLTLESEW,

ez, YE—MY)RY M) —DY—R%EA L T myproject/my-ruby 1 X —J 2 M) — L% VERK
T5HAIF. UTEERITLET,

I $ oc new-app myproject/my-ruby~https://github.com/openshift/ruby-hello-world.git

O—ALYRI MY —DY—R%FEHA L T openshift/ruby-20-centos7:latest 1> 7+ —D A X —Y X
MY —LZERTDICIE. UTEERITLET,

I $ oc new-app openshift/ruby-20-centos7:latest~/home/user/code/my-ruby-app

pa )

EROMRHTIE, VRY M) —D/O0—VEFERL. MRETEZLDICGItY2 147V
FaO—RAICA VY RARN—ITEIRENHY £, Git MEATIXAWVEE. <image>~
<repository> X %=EEL. YR N —THEATIENLY—AA—V%IBELTER
OHREFIEZLETZIENTEET,

-i <image> <repository> MU' L Tld, 7—T 4 7797 DY A4 TEHBT B720DIC
new-app ' repository DV O—> Z&HTT 20BN HYEXT, TDLH, INEGitH
FATERWGRICIIEKBLET,

-i <image> --code <repository> M. U'H L Tld. image 'V —XO—RDEILY—& L
TEAINZID, FLET—IR—RAA A=Y DFEDLI ILFMEICT 7O414 I d i
ENHBEHNE DD EHFIT B7<HIC. new-app B repository DV O— 2 E{ERT % b
ENHYET,

332 A A= BT T ) r—avaEERdT 2A%

BEDAA—UNST Y r—23 07704 D AEETY, 4 X —TIdE, OpenShift Container
Platform H—/"—HDA A=Y A M) =L, EEELLELYARN)—HOA A=Y, F1EAO—HILD
Docker 4 —/NN—HDA A —IDMSESTEET,

new-app J<7 > N, EINLBIBIEBEINAA—JDREEEZHMLELO>ELET, L. 1

A—I M, --docker-image B A ERA LY TF—A4 A=Y ROHM, /& -i|-image-stream 5|3
HHEALEAA—JZRNY) —LROHI %, new-app ICBATRHIICIERTE XY,

Pz
O—#AJL Docker ViR R =S4 A=V %IBELELIGZE. A LA A —I D OpenShift

Container Platform @Y 5249 —/ — R TEHLHHATE 2 L 2R TIMNENHY
_a—o

3.3.2.1. Docker Hub MySQL 1 X —</

e & ZIE. DockerHUbMySQL A X —=IU WS 7 Y —>a v aERT ZICIE. MTFERITLET,

I $ oc new-app mysq|
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3322 FZAR—FLIRABMNY—DA A=

TI2AR—MNDLIRANY) DA A=V EFRLTCT TV r—2avaEERL. AVTF—AA—ID
EREFRZLUTOLIICEELE T,

I $ oc new-app myregistry:5000/example/myimage

3323 BMBEDAA—JAN)—ALABLUTA T avDAA—IRAN)—LS T
BEDAA—VZAN)—LBLVCEBDAA—VZARN) =LY ITTTT) 5= a v aERLET,

I $ oc new-app my-stream:v1

333. 7T L—MDSDT T r—2 3 v OER

FUTL—MNEEBIHE LTIRETSDIET, BERICRELEET Y L— ELEEFT Y TL—hT7 74
IS T TN r—2a Vel 3IEDNTEEFT, EZ2E YV TWNTFTVsr—avsFry T L—
NEREFEL, ThafIBLT7Z Y Tr—avaERTEET,

REO7OV IV NDFYTL— NS4 TSY—ICT7 TV r—YavsyFL—hNaT7y7O—RLE

9. LLTDOHITIE. examples/sample-app/application-template-stibuild.json & W\ 7 7 1 LD B 7
TVr—>avrFyFL—hETyFTO—RKLEY,

I $ oc create -f examples/sample-app/application-template-stibuild.json

RIS PV r—2avry7L— b asRBULTHRT7 ) r—rava R LEd. 2OBITIE. 7
> 7L — N 4&l& ruby-helloworld-sample T3,

I $ oc new-app ruby-helloworld-sample

OpenShift Container Platform ICT7 Y FL—h 7 74 VAREESIC. O—HIL T 7M1V RTLTT
VIR AN ESRBLTHRT TV r—2a Vv aEERT 2I01E. f|--file 5I8EERALET., KU
TICHlERLET,

I $ oc new-app -f examples/sample-app/application-template-stibuild.json

333LF7VFL—bRSA—4H—

TYVTL—NER—EFGTBTTIVT—2 a3V aERT DH5E. LLTO -pl-param 5|H A FERALTT
VTU—PMTCEBLENSGA—Y—EEHZELET,
$ oc new-app ruby-helloworld-sample \
-p ADMIN_USERNAME=admin -p ADMIN_PASSWORD=mypassword
NSGA—=F =T 71 IIRELTEWVWT, —param-file #38ELT. TV L—b 214V RH VRt
TRRICIDTI7AINEFERATEIENTEEY, BEAANDLNIA = —ZHAAOYBENH 515

Bld. LTFD& S IC —-param-file=- #EH L £9, UL helloworld.params & W5 7 7 1 JLDHIT
ER

ADMIN_USERNAME=admin
ADMIN_PASSWORD=mypassword
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FUOTL—r AV RIVRIETBIEIC, 774D A—9—%BRBLET,

I $ oc new-app ruby-helloworld-sample --param-file=helloworld.params

334.7 )= aviERODEE

new-app 1< >~ K&, OpenShift Container Platform Z 7Y x4V &% L Ed, TDATI TV MIC

Y, ERI 277V r—>avAEILRIh, 77043, ZIT3hFET, 8. chod47
) MIBREDOTOV I MIERIN, ThS5DA TV MIEAAY—RVRIY M) —F i
AVTY MM A=IDLRET ZEFDEIVHTONET, /27/ZL. new-app T DEMFEZEET 3
ZENTEET,

*3.2new-app HAA T2/ b
T b 7L

BuildConfig BuildConfig# 7Yz / M., A Y RSA VY THEEINAEZEY —RYRI M) —(C
ERINnE 9, BuildConfigA 7/ MIERI BRI FY— V—200O45—
Yav, BLUENNOEDOT—YavERELEY,

ImageStreams BuildConfig # 7Y 1/ FTld, BE2D2DA X =Y A M) —LAERINES, 1D
Bid. 1Ty MM A=VUBRLET, V—REILRDFE., ChidELT—1 A —
2 T9, Docker EJL KT, THIEFROMA XA—IYT9, 2DBIF. 7O hFv b
AA=VUERLES, AVFF—aA A—=UN new-app IC1 Ty h&E LTIREINE
BE. DA A=JICRHLTESNA—IZAN) —LIMERINE T,

DeploymentCon DeploymentConfig # 7> =¥ bd. EIROHEADFLIFIBEINA A =T DUV
fig ThhET 704 T 2DICERINET, new-app IV Y RiE, #BERELTEKRT
1 % DeploymentConfig IC&FENh 22V T+ —ICIEEI NS T RTD Docker R
1) 2 — 4 Z emptyDir RY 2 —L&ERLE T,

Service new-app A<V Rid, 41V Ty M AV TRBAR— M ERBLL D EHAHFET, 2
AINR— N THREI P KREBEVEDOZFERALT, TOR—MeRFATI I —EX%
£ LET. new-app ETRICHIDR— M ERFT 5 ICIE, H#IC oc expose I
VREMAL, BNOY—EREZERKTHIENTEET,

Z Dt FUOTL— MDA VRV ABERTBEIC, ATz bEaFo T L—MIE
DWTERTEETY,
341 REZRODIERE

VU= V—RELRBAX=IDST TV 5= a v EENRT 255, -el-env 51 A ERA L.
VIALIIREERET TV 5 —2a v AV T —ICET I ENTEET,

-e POSTGRESQL_USER=user \
-e POSTGRESQL_DATABASE=db \
-e POSTGRESQL_PASSWORD=password

?ﬂzt —env-file 5| AFEALT7 71 ILHOHEANMDIEETEET, LITIE. postgresql.env &

7__
5
| $ oc new-app openshift/postgresql-92-centos7 \
=
LY 7AILDHFITT,
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POSTGRESQL_USER=user
POSTGRESQL_DATABASE=db
POSTGRESQL_PASSWORD=password

77 ANMDCEB EHTHIRY 7,

I $ oc new-app openshift/postgresql-92-centos? --env-file=postgresgl.env

I 52 —env-file=- ZFAT 5 & T, RBEANTRIEZENZEETSHIEETEIET,
I $ cat postgresql.env | oc new-app openshift/postgresql-92-centos7 --env-file=-

i

R

-e|--env F 7= --env-file 31 TEINZRIEZLH TIE. new-app LEBDO—IRE L THE
M XN 3 BuildConfig 7 7> =7 MEEHFINFHA,

3.3.4.2. EJL FEREBEZHODIERE

FUTL—h VY=REFLRFAA=—IUDSLT T r—2a v aEKT 554, --build-env 5121 % FH
L. V914 LIIREBERZEI RO VT F—IETENTEET,

$ oc new-app openshift/ruby-23-centos7 \
--build-env HTTP_PROXY =http://myproxy.net:1337/\
--build-env GEM_HOME=~/.gem

E . --build-env-file 5|2 FEALT7 7M1 IO SHEAMB I & HTEET, LTI ruby.env &
W 774 ILDBITT,

HTTP_PROXY=http:/myproxy.net:1337/
GEM_HOME=~/.gem

TAIWDOER EHHIMY Y,
I $ oc new-app openshift/ruby-23-centos? --build-env-file=ruby.env
I 5(C --build-env-file=- A L T. REZHZFEANTEETSILETEET,
I $ cat ruby.env | oc new-app openshift/ruby-23-centos7 --build-env-file=-

3.3.4.3. SRIDIEE

V=R, A A=Y, TR TVTL—=—MDST7 TN r—2a v ESERT 2154, -l|-label 5|2 % £ R
L. FRRINAA TV MISRIVEBINTEEY, SRNIVEFRTSZE, 77V 5= 3 VICEE
24TV Ma—ETEIR BRE. BIRT 22 ENBGREICAKRY F T,

I $ oc new-app https://github.com/openshift/ruby-hello-world -| name=hello-world

3.3.4.4. GBI D HDFR R

new-app 1< ROETICET 2 R4 Z U ZMHERT 5121, yaml £7/ (13 json DfE & (T -o|--
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BIET TV r—a VDK

output 5IHEFERATEEd., RICCOHAEZFEAL T, FRINZ2F TV hOTLEa—FRIE
WERBER 7 7AILADI)FA LI M EETTEET, BEDIRITNIE, occreate AL T
OpenShift Container Platform # 7Y = 7 N &{ERRTE £ T,

new-app 7—74 7797 N7 74 IIICHAT BITIE. UTFEERTLET,

$ oc new-app https://github.com/openshift/ruby-hello-world \
-0 yaml > myapp.yaml|

771V ERELEY,

I $ vi myapp.yaml

774NV ESBLTHEZ SV r—avaERLET,

I $ oc create -f myapp.yaml

3345 8&TOAF TV FOERK
BE new-app CTHERINZ A TV I MOZFIEY — RV RI M) —FIEERICHERINZA XA —

JIKEDWTHIFSNET, IY Y NIC-name 757 ZEBMT B &ET, ERINAEF TV VMDD
ZRIZHRETEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world --name=myapp

3346.507O0Y Y FTODXTI Y b DIERK

BE new-app (FIRAEDO IOV =V MIA TV TV MEERLET, 27 L. -n|--namespace 5| % &
BLT, lo7ayz I MIA TV MEERT B ENTEET,

I $ oc new-app https://github.com/openshift/ruby-hello-world -n myproject

3347.BBOA T U bDYERKR

new-app J< Y R, EHD/XS5 X —4 —% new-app ICIEEL TEHBDT7 Y r—2 3 VEFERTE
F9, AVVYRSAVTHEETEIINIIE, B—OT Y RTERINZTARTOA TV MIEBRY
hEd, REZHIE. V—RFLEAA—IDPSERINLZIRTOIAVR—RY MIBEAINET,

Y—RYKRIMN)—BLU DockerHub A X—=I o7 ) r—o 30 EFERT IS, LTFEETL
i_a—o

I $ oc new-app https://github.com/openshift/ruby-hello-world mysql
)z 6
Y—ZA—R)RIN)=BLTENLT—A A= FEDFIHE LTIHREINRTWS
A, new-app IV —ROA—RYRI MY —DENFT—ELTZEDELT—A A= %
FALET., ThZ2zBRLTVWAWESIE, ~EXL—9—%2FALTY —RICBLER
ELVY—AXA—=C%BELET,

3.3.48. 82— Pod TOA XA—TJ & VY—RADTINV—T1k
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new-app A< RIC& Y, B—Pod ICEBDA A=V FeHTTIOMTEES, JIL—Tkd 3
AA—VEEBETZICE + 2L —9—%FHLET, ~group ATV RS 14 VBIHETIL—T1LT B
MWEBEDHZBDAA—TVEIBETHRICHERTZIEEHETEEY, V—RYRIMN)—DLELRINELA
A=IBBDA A=V EHITTL—TIT BITIE. TOELT—A A=V % TIL—TTRELET,

I $ oc new-app ruby+mysql
Y—ADLEIRINIA A=V EAIBOA A=V B FEHTTTOMTZITIE. UTFEETLET,

$ oc new-app \
ruby~https://github.com/openshift/ruby-hello-world \
mysql \
--group=ruby+mysq|l

3349. 4 X—Y, FUTL— b, BLUTOAILDKRE

AX=Y, FVTL—b, 8LV oc new-app A7 ROMDANREERRT 5ICIE. --search 75
TELV-list 757 %BMLET, LEZE PHPEAELIRTDA A=V FLE TV TL—MER
FRIBICE. UTFEEITLET,

I $ oc new-app --search php
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4% TOPOLOGY P2 —%@HLET TV 5r—> 3 VR EDER

FEA4Z TOPOLOGY Ea—4AFRHLAZT7 TN 5r—> 3 VEREDRR

Web O~V —JL® Developer /X\—2 RV 7 14 7IZ#H % Topology Ea—id, ATV TV RRDTRT
DF7TVr—vav, TNHDENRRT—YRELICT7 T r—2avIiICAET 2V R—R U hE
H—EREHENICRTLET,

4.1. AR &4
Topology Ea—T7 U 7r—>3avaRRL, TNOHERFET 2ICIE. UTFEHRBLET,
e WebdvV—LilAJA4 Y LTW3,

® OpenShift Container Platform T7 7'1) 57— 3 /ZBJ:U“@OJ'? 70— RZERT 57D
BYR7OVI NRO O—ILELVRN—Zvay B'H 5,

® Developer /X\—2 R %Y 7 4 7% {EH L T OpenShift Container Platform T7 7)o —> 3 %
fEl L. 7704 LTW3,

® Developer /X\—2X_J 71 7 HFERALTW3,

42. 77 ) =3 v RO —DFRR

Developer X—2RJF7 1 TOEBRDFESF —> 3 VR AFERAT 5 E. Topology E2—ICBET

X9, 7V —ravEFIOA LS, Graphview ICEHEIMICBEILE T, T I Tk, 77V

=23V Pod DRAT—H ADWR, XTYV YV URL TDT TV 75— a3 vADRERT VR,

‘/ 7\:I—|\’\U)) VTEREZTDER, RIEREIWRKDRAT—Y ADERNITEET, X—LAVBELY
TIOMILY, BEDOT7Z ) r—>a v lAaRRTHIENTEET,

Topology Ea—Id, ListEa—%2FALTT7 Y Tr—>avaBERe -7 avEiRELE

¥, Listview 74 AV ( " YAFALTIRTODT IV 5—>3vD—E%K KL, Graphview

.

743V ( YEFRALTYZ7Ea—ICRLET,
DUFAFERALT. BEBEICHRLTELI—%2AHRITXAIXTEET,
® Findbyname 7 1 —JLRZFEAL T, EBERIVR—XXV M 2RDIFET, RRERITRTT
BERMEEAICRIINSARENHY £, TDIFE, BEDETFDY —IL/X—T Fitto

Screen =2 1) w7 L, Topology Ea—DH A XAZZLE LT, IRXRTHDIAVR—RY MERR
L/i-a—o

e Display Options KOy 74V )R haERL T, 7 SV r—>a v JIL—70
Topology Ea1—%&EL T, BIRAERA T avid, 7OV MIFFO/4IN 30
VR=RXV MDA TITES>TERY FT,

o ¥E— K (Connectivity % 7z(& Consumption)

®m Connectivity: ROV —ARADELS / — REDERKE TR TCRITIEIGRIRLF
-a—o

m Consumption: NROY—HDETRTD/ —RKD) Y —HEHEARTTHEIBRLF
-a—o

o Expand Z)L—7
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® Virtual Machines: (RIEEV > VA RRFLIZFERRICT DDICINAEYYEZL T T,

® Application Groupings: 7 7)) r—>a v I —TFEZNICEET 75— NOBEA
FRALT. 775 —>avI—Ta2h—RNICEEDHBITEE, Thav)T7LET,

® Helm Releases: I8 ED ) ) —2ADBEAFAL T, Hem ! YU—R&LTF7Aq14Xh
AVR—RVRNEA—RNIZEEDDZIIE, chEVYTLET,

®m Knative Services: l8EED IV R—R Y MDIEEAFA L T Knative Service IV R— X
VENEA—RICEEDHBICEE. ThEIYTLET,

m  Operator Groupings: 8D 7 )L — T OBE % {FF L T Operator TF7 704 Ih/cO
VR—RVNEA—RIZFEDZITF,. ThEIIVTLET,

o Pod# 721 T RILICED K Show DEFHR

B PodCount: AVR—RVNPAAVYTAVR—RY MDD PodBERRT B7=0HICZ
EEIRLE T,

B Labels: AVAR—RY M IRV ERTFEFLIZFERRICTZ7HICINEBRLET,

43. 77— avsLvtaviR—x Y NEDOXEE

Web O3>V —JL® Developer /X—2RYJ 7 1 7®D Topology Ea—i&, 7)) r—>avsLvar
R—RY NEWET HHDICUTOA T avaREELET,

e openURL(BYy%x41yvs LT, KTY Y S URLDIL—FTRABSHhZ7 T r—vavk

e EditSourcecode® 7)) v/ LT, YV—ROA—RIZ7VEAL, ThEZTBELZXT,

pa )

Z DHEEEIX. From Git. From Catalog. & & U From Dockerfiled 7> a3 > %
FRALTTZ IV r—2avaElT 256 ICOAFIATEET,

e H—Y)I%EPodDETDT7AIAVDLEILEE, RFEINRBLVZEDRT—F A %R LFX
T, PIUS—2 3V ELRDRT—4 RiE. New (2% ). Pending (). Running ( &
). raied (D). pevcanceied (O D) 25
). Completed (% ). Failed (“£'), & & U Canceled ( ) ERRINZET,

® PodDRT—HRFEIFTI—XIE, BTRHIN, Y—ILFv TTROLIIKRRINZE
ER

o Running(M):Pod &/ — RIZN1 Y RN, TRTOIAVFF—DMERINES, 10U
FDIVFF—DETHEL FLEFIEBILIBESBO O EIANETHTY,

o NotReady( ) 8B DIV F+—AEFTLTWS Pod, $RTDI YT F—HtfikAE
ICHBERTIEHY THA

o Warning([ }:Pod DAV FF—@RTINTLETA, EBIKTLEREATLE, —
BoOavTFF+—Id. tMOREBICHIBELNHY XTI,

o Failed(l):Pod ROTRTOIAVFF—IFETLETA, SR EE1ID2OIAVFF—H

BTICKBLE L, 2FY, AVFF—REEOLUNDRT—FRTERTTEH., FiE
VATALILE >TRTINERETHIZHPOWVWTNNICARY X,
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o Pending(.r ): Pod |& Kubernetes 7 S A4 —ICL > TRIFANLGNZ I A, 12U LD
VTFTHREINTELT. EITINDZEBM’EOTUVWEEA, TNITIE. Pod BART
Ta—IINZ0EHFET SREY. XY NV IRBATIAVFTF—AA—VDI IV
O— RICEPINEFEIrESENE T,

o Succeeded(M):Pod DFRTHOIAVFF—HEEICKT L. BEEINEHA,

o Terminating(l): Pod MBI I N TV BIEAIC, —ZOD kubectl AT Y RICk > T
Terminating EXRINFE 9, Terminating A7 —4% & Pod 7z —XDWETNICEH Y
FHA. Pod ICIFEERRTHEANMMIEINET, THIFT 74 MNTII0MICEREINE
ER

o Unknown([ ): Pod DIREEAEVETX FHATL ., CDT7 T —XIE, BE. Pod LT
INTWE/—REDBETIST—DHRETDLHDICELFET,

TINVG—=2avaEERL. A A—IUDTFTOM43INdE. AT7—4 Zd Pending ERRI N
F9, 7TV r—>3av&EILNRTBE, Runningt RRINE T,

4.1 Application b RO —

G ruby-ex-git

LUTFD&ESIC, BRBI9MTD)Y—RATI ) MDAV r—85—EHIZ. 7Y r—
vav)y—AEMNEMEINET,

o CJ:CronJob

o D: Deployment

o DC: DeploymentConfig
o DS: DaemonSet

o J:Job

o P:Pod

o SS: StatefulSet
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ﬁ (Knative): #—/\—L 27 ) r—> 3>

pa 3

H—N—LRT7 T r— 3 Tld, Graphview TOFHEHAHH L VKRR
WK LIES KA DNY ET, Y —N—LRT7TYsr—>ava77047¢
&, INEFRMCH—ERY Y —=R%ZEHL. RICVEDaVEERKRLF
¥, HLWT. Thid Graphview ICT 704 Ih, XRINFET, ThH' K
—D7—7 00— RDBEICIE, AddR—=JIZYFA LI NI BEEEELH
YEJ, VEYVaryRAFFaq4Inhd e, Y—N"—LRT7F Y- 3 vid
Graphview E 2 —|IRRINF T,

44. 7TV r—2avPOD DRI =)V TBLVEI REIL—NDIESR
Topology £ 2 —Id. Overview XXV TTFTOMFEADOIAVR—F Y MOFMERHBL £

9., Overview & & U Resources ¥ 75FARALT, 77U —>3 v PodERAS—) V5L, EILR
DAT—H R, Y—ERBLPIL—MIDODVWTUTDOL D ICHEIRTEET,

o OAVKR—XXVMN/—KR&EZ) Yy L. ABEID Overview /X RILEWER L £J ., Overview ¥ 7
ZFEALT, UTFExETLET,

o FTOXREAEFEALTCPodERY—Y VT L, 7TV —2300D4VRY Y ZAEDIER
EEFEHTHEELFEFT, Y—NN—LRAT7FYVI5— 3 VDFE. Podld, F¥RILD KRS
T4V IICEDVWTTA RILBLIVCRY—ILTy TEICESNICEQICRT—) VI3 h
i‘a—o

o PN —3vdD IR, PI)F—2avBLVRT—HIYREHRELET,
® Resources ¥ 757 1) v LT, UTFEEFTLZET,

°© INRTDPod D—EZMHREL., TNOEDRAT—FR%ZERRL., ATICTI7EZAL, Pod %
21w LTPod DFFMiERTLET,

o EIR RTFT—HR%=MEL. OTICT7I7EAL, REICIUCTHAEIL RZRBLE
-a—o

o AVR—RVMIL>THEAINDZY—EREIL—MEHERLET,

Y—N—LRAF7TYT— 3V DIFA. Resources ¥ 7., TOAVER— Y MIERINS
DEYav, b= BLUREIEATIIEREZRELET,

45 AV R—FV bOBETAY 7 bADIENM
FIR

]
1. Add to Project ( -

BLEY,

YEVZ )y oL, EROFES—2 3V _4( V£ 7L Ctrl+Space’%

2. AVIR—X Y hERFEL, Create F/lE Enter 2L COVvR—X VY NEaT7 ) r— 3712
EBML., MROY—® Graph E2—ICRRFLET,
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4274 v IMmEREFERLZIVYR—> MDIEM

I'!!'l_ Mongo

. MongoDB Deployment MongoDB Deployment
Operator Backed =~ MongoDB, Inc Provided by MongoDB, Inc

. MongoDB Ops Manager

Operator Backed MongeDE, Inc
MongoDB Deployment

. MongoDB User
Operator Backed MangoDB, Inc

View all developer catalog items (3)

F/iE. bAROY—DOGraphviewaF7 )y LT7OY Y MOV R—XV MaEMLT, VT
F XM AZ 21— Import from Git. Container Image. Database. From Catalog. Operator
Backed. Helm Charts. Samples £ 7 # Upload JARfile#+ 7> 3 Vv FHATE 9,

M43 H—ER%ZEBMIZAVTFAMNAZ2—

Add to Project » B Samples

Import from Git
Container Image
From Catalog

Database

- 0 E O ¢

Operator Backed

2

Helm Charts

1

Upload JAR file

41



OpenShift Container Platform 4.9 7 Y s —>a v ®EI K

46. 77— avVATOEELIAVR—RY hDTIL—T1k

+tAdd Ea—%FRAL T, BHOAVAR—V bELEFY—EREZTOY 2 MEML. Topology
Ea—%FRALTCT7IVr—a v —TRAOT7 Y= ave Y)Y —R &7 L—FIbTEET,
AR SR

® Developer /N\—2 R 7 4 7% £ L T OpenShift Container Platform IZ 2 DA LD O VR —
XY MEERL, 77O/ LTVWSR T &,

Fg
o H—EREHRFEDT SV r—a v II—FIEBMT 5ICIE. Shiftr ZBEFEDOT7 7Y r— 3
VII—=TICEBMLEY, AVR—FRVMNERSY T L, ThaT7I)5—2avdIL—7IC
EBINT3E, REASNIAIVR—ZY MIEBMINET,

M4.4 7)) r—avodIL—71

@® django-ex-git Actions v

‘ Health checks x

Container django-ex-git does not have health checks to ensure your
Application is running correctly. Add health checks

4
@) Details Resources Monitoring
Q . ()
d -ex-git ~
- © diango-ex-gi
v

(] Name Update strategy
django-ex-git RellingUpdate
€& httpd-example
Namespace Max unavailable
A~ django..it-app @ test 25% of 1 pod
Labels Edit #* Max surge

. 25% greater than 1 pod
app=django-ex-git

app.kubernetesio/c... =django-... Progress deadline seconds

app.kubernetes.iofi... =django-e. 600 seconds

app.kubernetes.io/.. =django-ex

app.openshiftio/runtime=python Min ready seconds

app.openshiftio/runtim... =3.8-... Not configured

Fld. LTFOELDICAVR—R VY NETFY5—2aVICEBMTRIEETEET,
1. —EXPod%Z2 ') vV L. GRID Overview NIV 2R L X T,
2. Actions KOy F¥ o X =a—%%- ") v L. EditApplication Grouping #®IiRL £ 7,

3. Edit Application Grouping ¥4 7O 7R v 2 T, Application KOy 740 )R N& 7
Jw oL, BORT TV S—>avdIb—T5RBRLET,

4. Save %V )Yy I LTH—ERET ) r—>avIL—FIEMLET,

TN r—=2av =52V R—3Y MEYIBRTZICIE. TJVER—%Y M&EZERL, Shift+ K
Sy TCINnET7 TV r—2a v II—Trb RSy I LET,
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47.H—ERDOT7T) 5= 3 U ADEBEN

TFVr—2 3 Vil —ER&EBMT 5ICIE. MAROY— GraphviewDI Y F7F 2R M X =21 —T+Add

7o aveEFERLET,

pa 3
AVFTFRAMAZ2—=DSIS, YA RR—%FERT I FLRT7TV5—vavy
. W—THOREDEIIRVRENS LTRSSy LT —ERZBMTEET,

FIR

1. MROY— GraphviewT7 ) 5= a v JI—7%2E602) vy L. AVFHFRAMAZa—
ZRRILES,

M45)YV—2AVTHFAMAZ 2 —DIEM

Q}’ \

@ rodejs-ex-git Delete Application

: / \\': Add to Application »

O

From Git

Container Image

o Q

From Devfile

14
=
& From Dockerfile
' -
@ django-ex-git @ cakephp-ex-git .

Upload JAR file

A cakeph..it-app

& Event Source
e Channel

ima Broker

2. Add to Application = f&f L T. From Git. Container Image. From Dockerfile. From

Devfile. Upload JAR file, EventSource. Channel. F7: (% Broker% &, 7 sr—>a>

TIV—TICH—ERZEBMT 2FEERLIET,
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3 BRLAEFED I A —LICAHALT, Create 27 ) w7 LET, EAIE GitYRI MY —
DY—RA—RIZEDVWTH—ER%ZEMT 511, From GitDFE%IER L. Import from
Git 7+ —ALICAALT, Create 22 Y v I LEY,

48. 7 SV ir—2avh 50 —EZXDHIRR
FAROY— Graphview DAY TFFARMAZa—TT7 IV 5—2a3 o —EXZHKRLET,

FIR

1. MAROY— Graphview T7 7V 5—>a v ) —70H—ERE2HF Yy 2L, AVTHFR
PAZa2—%ZRTRLET,

2. Delete Deployment #3ZR L CTH—ERZHIRRL F 7,
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4.6 T704 XY NA T 3 DHIKR

Edit Application grouping
Edit Pod count
Pause rollouts
Add Health Checks
Add HorizontalPodAutoscaler
Add storage
Edit update strateqy
oA Edit resource limits
Edit cakephp-ex-git

Edit labels

e O
/ \

nodejs-ex-qit
[ D ] js-ex-g

/ \L Edit Deployment

N
4 Delete Deployment

I :..- @

& O < 0

Edit annotations

L

@ diango-ex-git © cakephp-ex-git

A cakeph..it-app

49.TOPOLOGY Ea—IlfFHT B IRNILET/T—a Y
Topology Ea—IE. UTFDOSRILELIV T/ T—avaFERLET,

J—RICRR"INZ 743V

J—RDT74 3V, &#IC app.openshift.io/runtime S X)L EFERALTHS
app.kubernetes.io/name SNV AFRALT—HIT 274 AV ERRBLTEREINE T, TDOIYF
VI, BRIEEINLTAOIVEY MEFRALTITbIhE T,

Y—ZAA—KRITA49—FLIEFY—ZA~DY VY
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app.openshiftio/vecs-uri 7 / 7—> 3 vk, V—RO—RIT149—~D) VI EFEHRT B7=DIC
FERINET,

J—Raxo 45—
app.openshift.io/connects-to 7 / T —>a vk, /—RNILERTZLHICFERINET,

T r—=>avosiL—7 1k
app.kubernetes.io/part-of=<appname> S X)L, 7TV r—r 3y, Y—ER, LA VR—
XY RNETIN—TLT BOICFERINET,

OpenShift Container Platform 7 7)) 7 —> a Y CEAT2REDH DNV ET / T— 3 VDM
ICDWT I, Guidelines for labels and annotations for OpenShift applications &8 L T XL,

4.10. FEEIEHR

o Gt T TUr—avaEERTEAEIE. GitOOI—RKRR=2D( viR—rBLUVOT7 Y
T—2avDERESRLTLEIL,

o FAREN-ARI T4 TFALET TV S—Ya v —EAANDEKESRL TLLES
LY,
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REATBEDIERTZT7 /T —YaVADERIL, T—IN—RERABENEIND LD ICR
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‘postgresclusters.postgres-operator.crunchydata.com "hippo" is forbidden:
User "system:serviceaccount:my-petclinic:service-binding-operator" cannot
get resource "postgresclusters” in APl group "postgres-operator.crunchydata.com”
in the namespace "my-petclinic™
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$ll:Crunchy Postgres Operator DA—JIL/IXA VT4 V4

kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/v1
metadata:

name: service-binding-crunchy-postgres-viewer
subjects:

- kind: ServiceAccount

name: service-binding-operator

roleRef:

apiGroup: rbac.authorization.k8s.io

kind: ClusterRole

name: service-binding-crunchy-postgres-viewer-role
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T Manual KRR NS TV —%BIRT D E. OLM IETEHFEREERLET, V5 RF—
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7.

Installed Operators R—JIC—ERRINE T,

Status »' Succeeded ICEREINTH Y., Y—ER/NNA VT 4 >~ 4 Operator DA VX k=)l
NEBICIThh il EZHRLET,

5.3.2. B&EBHR

o H—ERNA VT4 TDER
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&, #t)7% namespace THIATE %,
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E
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PostgreSQL 7— 49 X—R A Y R4 v X %&{EK T 5ICI1E. PostgresCluster 1 X% 1') Y —2Z (CR) &
BB L. T—9XR—REBETIHENHY X,
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1.

YT TUTFDIY Y REEFTL T, my-petclinic namespace IC PostgresCluster CR % {EX
LE9.

$ oc apply -n my-petclinic -f - << EOD
apiVersion: postgres-operator.crunchydata.com/vibetal
kind: PostgresCluster
metadata:

name: hippo
spec:

image: registry.developers.crunchydata.com/crunchydata/crunchy-postgres-ha:centos8-
13.4-0

postgresVersion: 13
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instances:
- name: instance1
dataVolumeClaimSpec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: 1Gi
backups:
pgbackrest:
image: registry.developers.crunchydata.com/crunchydata/crunchy-pgbackrest:centos8-
2.33-2
repos:
- name: repo1
volume:
volumeClaimSpec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: 1Gi
- name: repo2
volume:
volumeClaimSpec:
accessModes:
- "ReadWriteOnce"
resources:
requests:
storage: 1Gi
proxy:
pgBouncer:
image: registry.developers.crunchydata.com/crunchydata/crunchy-pgbouncer:centos8-
1.15-2
EOD

Z @ PostgresCluster CRICENMINT / T—>avid, Y—ERNRNA VT4 v J7EREzR
#IC L. Operator DFAE%Z M) H—L X7,

COHEATIE, T—IR—RAVRAIVADERINT WD EARIELF T,
H A%

I postgrescluster.postgres-operator.crunchydata.com/hippo created

2. T=HIR=—A VRV R%EERLT=5. my-petclinic namespace DT RTD Pod AEITI

NTWbZ MR LET,
I $ oc get pods -n my-petclinic

HO (RRICEDDDND) T T—IR—ZAMMERINBEEINTWEIEEZRIATIEY,

DBl
NAME READY STATUS RESTARTS AGE
hippo-backup-nqjg-2rq94 1/1 Running 0 35s
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hippo-instance1-nw92-0 3/3  Running 0 112s

hippo-pgbouncer-57b98f4476-znsk5 2/2  Running 0
hippo-repo-host-0 1/1 Running 0 112s

F—AIR—RERELLES, YV TN T7 TV r—a3vaF7 a4 LTTF—9R—AH—ER

‘:*&“}d:hr\‘ 3 i -a—o

5.4.2.Spring PetClinic > 77 U sr—YavoF7Oo4

L. YT TUTFDIOY Y REZEFTL T, spring-petclinic 7 7!) r—< 3 >~ % PostgresCluster

ARY L)Y —R(CR)TTFFAOALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: apps/v1
kind: Deployment
metadata:
name: spring-petclinic
labels:
app: spring-petclinic
spec:
replicas: 1
selector:
matchLabels:
app: spring-petclinic
template:
metadata:
labels:
app: spring-petclinic
spec:
containers:
- name: app
image: quay.io/service-binding/spring-petclinic:latest
imagePullPolicy: Always
env:
- name: SPRING_PROFILES_ACTIVE
value: postgres
ports:
- name: http
containerPort: 8080
apiVersion: v1
kind: Service
metadata:
labels:
app: spring-petclinic
name: spring-petclinic
spec:
type: NodePort

OpenShift Container Platform ¥ 5 24 —IZ, Spring PetClinic 4> IV 7 7Y —>ava77O04 ¢
ZICE. 7OAM AV MEEEFEAL, 77V =23V ETAMNTESLDICO—DIVREEZRET
ZRENHYET,
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ports:
- port: 80
protocol: TCP
targetPort: 8080
selector:
app: spring-petclinic
EOD

ZDHATIE, Spring PetClinic > FILT7 7Y r—2 3 UAMERI N, 70143 TW3Z
EEWRLET,

H A B

deployment.apps/spring-petclinic created
service/spring-petclinic created

pa 3]

Web 3>V —JL®D Developer /X\—ARYJ T4 7 TAVTF—4 A=Y HFERAL
CF7 ) r—rava77O4 9 3541E. Advanced options D Deployment
I a Vv TUTOREERZANTE2LENHY TT,

® Name: SPRING_PROFILES_ACTIVE

® \/alue: postgres

2. LMFOOY Y REEFTLT, 77U T5—2a v FzETF—9R—2AY—ERICEHEIN TV
W EEBRLET,

I $ oc get pods -n my-petclinic

H I CrashLoopBackOff 27— 4 ANKRINDET. BoOLHYET,

6
NAME READY STATUS RESTARTS AGE
spring-petclinic-5b4c7999d4-wzdtz 0/1  CrashLoopBackOff 4 (13s ago) 2m25s

CDEFETIE, Pod FEENICKBLET, 7TV r—YaveDEEEAdE. T7—DR
INhET,

H—ERNA VT 1YY Operator 2FRBT &, 7FXUT—23vaT—9R—AY—ERITERKT
TDHLDICRYFT,

5.4.3. Spring PetClinic >~ )V 7 7)) r—< 3~ % PostgreSQL 7 — ¥ XR—H#—E
AICERLET,

B TIWNT ) ks-FRET—IR—RAY—ERIERT 51C1E. H—ER/NAL U F 1~ 5 Operator B

NAVTAVTTF—=9%5T7T)r—>avil7ayzyavdaL5ICh)H—9%
ServiceBinding 71 X% LY YV —X (CR) A{E T 2ELHY £,

FIR
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1. ServiceBinding CR Z/E L. NA VT4 v I TF—#IC\y FEBERALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: binding.operators.coreos.com/vialphat
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetal
kind: PostgresCluster 9
name: hippo
application:
name: spring-petclinic
group: apps
version: vi
resource: deployments
EOD

‘D H—E2RYY—20—EBEIEELE T,
Qg F—H~R—2D CR,

Q; Deployment & 7= & PodSpec AMAAEN=RAHEDY YV —R5BRBT 2494V TILT7 7Y
7_9 3 yo

OHATRE, XAV FAVvITF—=8%3 TV T7 ) r—yavii7oyzo>avyss
ServiceBinding CR BMER I N TWB Z & =R L X7,

6
I servicebinding.binding.operators.coreos.com/spring-petclinic created
2. Y—EANRNA VT4V IDY VIR MDERBICET LI %2R LET,

I $ oc get servicebindings -n my-petclinic

Hh
NAME READY REASON AGE
spring-petclinic-pgcluster True ApplicationsBound 7s

TI7AIWBRTI, T—IR—ZAY—ERDNA VT4V ITTF—9D5DMEIE. YV TILTT)
T—2avERTTZI7—/O0—-RIVFF—Il77q)beLTFOvy I avInEd,
e & Z £, Secret )V —2Z M5 DEIL T R T bindings/spring-petclinic-pgcluster 71 L 7 b+
) —ICRINE T,
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pa 3

F7oavELT TALINI—DRBEREALT, 7TV T5r—23 077
AWVIKRBINTNA VT A VI T—I9DEEND 2RI DHIEETEE
-a_Q

$ for i in username password host port type; do oc exec -it deploy/spring-
petclinic -n my-petclinic -- /bin/bash -c¢ 'cd /tmp; find /bindings/*/'$i' -exec echo
-n {}:""\; -exec cat {} \;'; echo; done

HAFLS—2ILy MY Y—ZADSDTRTDIE

/bindings/spring-petclinic-pgcluster/username: hippo
/bindings/spring-petclinic-pgcluster/password: KXKF{nAl,l-J6zLt:W+FKnze
/bindings/spring-petclinic-pgcluster/host: hippo-primary.my-petclinic.svc
/bindings/spring-petclinic-pgcluster/port: 5432
/bindings/spring-petclinic-pgcluster/type: postgresq|

TV —oaviR—MhSR—MNEEEREL, O—ALBREINSY Y TILT T 5—2 3
JICTOERALET,

I $ oc port-forward --address 0.0.0.0 svc/spring-petclinic 8080:80 -n my-petclinic

H A B

Forwarding from 0.0.0.0:8080 -> 8080
Handling connection for 8080

http://localhost:8080/petclinic iIC 72 2A L ¥,
localhost:8080 T Spring PetClinic 4> FIV 7 U r—>a VI E—MNTT IV ERATES L
ICRY, FFUT—2 3D T—IR—AY—ERICERINTWE I EAERATEET,

5.4.4. BEEER

HY—ERNA VT 4> Operator DA Y X h—JL
Developer /IN\—2ZR V74 THFERALET TV r— 3 v OERK
AREG L)Y —AEENSD) Y —RAEE

INA v RAJEEABEAN D Operator

5.5.IBM POWERSYSTEMS., IBMZ, XU LINUXONE TOH—E XN
1TV TDER

H—ERNA VT 1YY Operator l&, 7—70—RBLUVON\YF VI —ERDT—9 L —VEE
BLEYT, A0S KTl T—IR—=ZRAVRIVRADER, 7TV r—Yavor7Ooq4, H—ER

NA YT 4>V Operator Z#FRALTCT TV r—2a v ET—9R=—AY—ERBONA VT 14 v JH
WDVERICIZII DB ZFERA L TEDFIRZHRBAL X T,

AR S
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http://localhost:8080/petclinic
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/building_applications/#installing-sbo
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/operators/#managing-resources-from-crds
https://github.com/redhat-developer/service-binding-operator#known-bindable-operators

HEo= 7Yy —2 3 DY —EZRADES

SRAY—ICTIVEATE S,
o oCcCLIDMIYARM—=ILTNTWS,

® OperatorHub ™5H—EX/NA V7 1 >4 Operator &4 Y A h—JLLTW3,
5.5.1. PostgreSQL Operator D7 7’04

FIR

1. my-petclinic namespace IZ Dev4Devs PostgreSQL Operator %#7 704 §%IllE, ¥ TV T
UFoavxy R&ERTLET,

$ oc apply -f - << EOD
apiVersion: v1
kind: Namespace
metadata:
name: my-petclinic
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: postgres-operator-group
namespace: my-petclinic
apiVersion: operators.coreos.com/vialphat
kind: CatalogSource
metadata:
name: ibm-multiarch-catalog
namespace: openshift-marketplace
spec:
sourceType: grpc
image: quay.io/ibom/operator-registry-<architecture> ﬂ
imagePullPolicy: IfNotPresent
displayName: ibm-multiarch-catalog
updateStrategy:
registryPoll:
interval: 30m
apiVersion: operators.coreos.com/vialphat
kind: Subscription
metadata:
name: postgresql-operator-dev4devs-com
namespace: openshift-operators
spec:
channel: alpha
installPlanApproval: Automatic
name: postgresql-operator-dev4devs-com
source: ibm-multiarch-catalog
sourceNamespace: openshift-marketplace
apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:
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name: database-view
labels:
servicebinding.io/controller: "true"
rules:
- apiGroups:
- postgresqgl.dev4devs.com
resources:
- databases
verbs:
- get
- list
EOD

ﬂ Operator 1 X —%
e |BM Power:quay.io/ibm/operator-registry-ppc64le:release-4.9

e ForlBMZ & & U LinuxONE: quay.io/ibm/operator-registry-s390x:release-4.8

REE

1. Operator @4 > 2 b —JL1%IC. openshift-operators namespace @ Operator 724 1) 7
YaveE—EBRRLIT,

I $ oc get subs -n openshift-operators

H A B

NAME PACKAGE SOURCE CHANNEL
postgresql-operator-devddevs-com postgresqgl-operator-dev4devs-com ibm-multiarch-
catalog alpha

rh-service-binding-operator rh-service-binding-operator redhat-operators stable

5.5.2. PostgreSQL T—49 R—2 4 Y 245 > A DYERK

PostgreSQL F— 4 R—2{ Y24 v 2% ER ¥ %1213, Database 7124 A1) Y — R (CR) A{ER L.
T—AR—RAERET DLENHY FT,

FIR

L Yz TUTFOIOYT Y REZEFTL T, my-petclinic namespace IC Database CR % /ER L £
ER

$ oc apply -f - << EOD
apiVersion: postgresql.devddevs.com/vialphal
kind: Database
metadata:
name: sampledatabase
namespace: my-petclinic
annotations:
host: sampledatabase
type: postgresql
port: "5432"
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Z O Database CR ICENMINS=T /FT—avidk, Y—ERNA VT4 v TEHEEBIICL.

HEEF SV 5—2a v DY —EZAADESR

service.binding/database: 'path={.spec.databaseName}'
service.binding/port: 'path={.metadata.annotations.port}’
service.binding/password: 'path={.spec.databasePassword}'
service.binding/username: 'path={.spec.databaseUser}'
service.binding/type: 'path={.metadata.annotations.type}'
service.binding/host: 'path={.metadata.annotations.host}'
spec:

databaseCpu: 30m

databaseCpuLimit: 60m

databaseMemoryLimit: 512Mi

databaseMemoryRequest: 128Mi

databaseName: "sampledb”

databaseNameKeyEnvVar: POSTGRESQL_DATABASE

databasePassword: "samplepwd"

databasePasswordKeyEnvVar: POSTGRESQL_PASSWORD

databaseStorageRequest: 1Gi

databaseUser: "sampleuser"

databaseUserKeyEnvVar: POSTGRESQL_USER

image: registry.redhat.io/rhel8/postgresql-13:latest

databaseStorageClassName: nfs-storage-provisioner

size: 1

EOD

Operator DFAE%= M) H—L X7,

COHEATIE, T—IR—RA VRAIVADERINT WD EARIELF T,

H A B

T—HIR—=—2A VRY Y A%EER LS. my-petclinic namespace DT RTD Pod H'E

database.postgresql.dev4devs.com/sampledatabase created

NTWBZEzMaBLET,

$ oc get pods -n my-petclinic

A

T

HO (RRICEDDDND) T T—IR—ZAMMERINBEEINTWEIEZRIATEIEY,

H A B

NAME READY STATUS RESTARTS AGE
sampledatabase-cbc655488-74kss 0/1  Running 0 32s

&

F—IR—2AHBELLES, YTV T IV r—2a3avaTF 704 LTTF—49R—AY—ERITEHT

TET,

5.5.3.Spring PetClinic 4> 7V 7 7Y r—>avor 704

OpenShift Container Platform ¥ 5 24 —IZ, Spring PetClinic 4> IV 7 7Y —>av w7704 ¢
I, TOAM AV MEEEFEAL, 77V =23V ETAMNTESLDICO—DIIVREERET
ZRENHYET,

FIR
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1L YT TUTFDIOY Y REEFTL T, spring-petclinic 7 7!) r—< 3 >~ % PostgresCluster
ARY L)Y —R(CR)TTFFAOALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: apps/v1
kind: Deployment
metadata:
name: spring-petclinic
labels:
app: spring-petclinic
spec:
replicas: 1
selector:
matchLabels:
app: spring-petclinic
template:
metadata:
labels:
app: spring-petclinic
spec:
containers:
- name: app
image: quay.io/service-binding/spring-petclinic:latest
imagePullPolicy: Always
env:
- name: SPRING_PROFILES_ACTIVE
value: postgres
- name: org.springframework.cloud.bindings.boot.enable
value: "true"
ports:
- name: http
containerPort: 8080
apiVersion: v1
kind: Service
metadata:
labels:
app: spring-petclinic
name: spring-petclinic
spec:
type: NodePort
ports:
- port: 80
protocol: TCP
targetPort: 8080
selector:
app: spring-petclinic
EOD

ZDHATIE, Spring PetClinic > 7T T7 75— a VAMERIh, 7013 TWwW3Z
EEWRLET,

H A B
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deployment.apps/spring-petclinic created
service/spring-petclinic created

Pz

Web O~V —JL®D Developer /'N—ZRYJ 74 7 TAVTF—A *—Y ZFEAL
CT7 ) r—rava7 7049 3541E. Advanced options @D Deployment
OV aVTCUTORBERZANT2RENHY XY,

® Name: SPRING_PROFILES_ACTIVE

® \/alue: postgres

2. LMFOOY Y REEFTLT, 77V T5—2a v FzZETF—9R—2AY—ERICEHEIN TV
W EEBRLET,

I $ oc get pods -n my-petclinic

CrashLoopBackOff 2 7— 4% ANRKRIND ZTHAaN MY F T,

6
NAME READY STATUS RESTARTS AGE
spring-petclinic-5b4c7999d4-wzdtz 0/1  CrashLoopBackOff 4 (13s ago) 2m25s

CDEFETIE, Pod FEENICKBLET, 7TV r—YaveDEEEAdE. T7—DR
IhET,

H—ERNA VT 4T Operator 2T 2&. 7V T—2avar7—9R—AY—ERITERT
XBLDICRYFT,

5.5.4. Spring PetClinic 4 > IV 7 7V r—> 3 » % PostgreSQL T —49 R—XH—E
AlcEmLET,

B TWNT ) ks-FRET—IR—RY—ERIERT 51C1E. H—ER/NS U F 1~ Operator B
NAVFAVIF=9%5T7T)r—avil7avzyoavsaLdIc b H—9%
ServiceBinding 1 X% 1Y)V — 2R (CR) Z/EK T 2 EHNHY £,

FIR

1. ServiceBinding CR 2k L. NA VT4 v I TF—#IC\y FEBERALET,

$ oc apply -n my-petclinic -f - << EOD
apiVersion: binding.operators.coreos.com/vialphat
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:
services:
- group: postgresql.dev4devs.com
kind: Database
name: sampledatabase

65



OpenShift Container Platform 4.9 7 Y s —>a v ®EI K

version: vialphai
application:
name: spring-petclinic
group: apps
version: vi
resource: deployments
EOD

‘D H—E2RYY—20—EBAIEELE T,
Qg F—HR—2D CR,

g Deployment & 7= & PodSpec AMAAEN=RAHEDY YV —R5BRBT 24 TILT7 7Y
7_9 3 yo

COHATIE, NAUTFAVITTF—89EH TN TTI)r—vavic7oyzysoaryds
ServiceBinding CR BMER I N TWB I & =R L X7,

6
I servicebinding.binding.operators.coreos.com/spring-petclinic created
2. Y—ERNRNA VT4V IDY VIR MDERBICET LI %2R LET,

I $ oc get servicebindings -n my-petclinic

o
NAME READY REASON AGE
spring-petclinic-postgresql True ApplicationsBound 47m

TI7AIWBRTI, T—IR—RAY—ERDONA VT4V TTF—9D5DMEIE. YV TILTT)
T—2avERTTZI7—/O0—-RIVFF—Il77q)beLTFOvyzIvavInEd,
e & Z £, Secret )V —2Z M5 DIEIL T R T bindings/spring-petclinic-pgcluster 71 L 7 b+
) —ICRINE T,

3. INDMERI NS, MROYV—ICRE L, BReRENICHERTEIT,
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B5.1spring-petclinic D4 > FILF—48 R— I A DEHE

@ spring-petclinic - - ,
@) @) sampledatabase
@ p

4. 7V 5= avR— MO R—MNEGEEEZREL. O—HLVEREIO Y Y TV T T r—2 3
VICTOEALETY,

I $ oc port-forward --address 0.0.0.0 svc/spring-petclinic 8080:80 -n my-petclinic

H A B

Forwarding from 0.0.0.0:8080 -> 8080
Handling connection for 8080

5. http://localhost:8080 IC7 VAL E T,
localhost:8080 T Spring PetClinic 4> FIV 7 7Y r—> 3 VI E—MNTT7 IO ERATES L
DICRY, FFUT—2 3D T—IR—AY—ERICERINTWVWE I EA2ERATEET,

5.5.5. BEE1E R

o H—ER/NA VT 1Y Operator DA VA M=)l

Developer /R—ZRJF 4 TEFERALLT TY T —2 3 VOEK

ARAIL)Y—AEENLD) Y —RADER

5.6. U —EZANSNA VT4V TF—489DNE

TV r—yavEAERE X, 7—70—REEILRLTEHGTDIZNNY XV I —ERADT VAN
BCTY, 7—/0—KRENYy XV ITH—ERICERTIDIE, y—EX7ONA 5 —=T&, =L v
M ERALTT7—2YO0—RTHEHETIDIINEBEERZAENERDZDT, R#EETT,

Y—ERNA VT 4> Operator BT &, 77U r—v avRARER, FEETAI VT (Y
JEFERETZFIERLIC, FRL—9—HEET Ny FY I F—ERET—yO— REBHBIN
AYRTEET, F—ERRA VT AV TFRL—I—DNA VT4 Y ITF— 5 5 RET B ITIE, F <
L—8—TONS F—F RNy F Y T —CREERT 21—F— 1 H—ERNRA VT4 v TAR
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L—9—IC& > THINICKREINDEIIINA VT4 Vv ITF—9 5 AT IREIHY T, RIC,
HY—ERNA VT4 Operator &, Ny FVITH—EZDNONA VT4 VI T7—49 2BEMICINE
L. 7—70—REHBLT, —EOHD. FATRLIIARYIVRZRHILET,

561 N\A YT AV I T—9%RRATEHE
KEIV VTR N YTV ITF—SORARIHERTI 2 HERICOVTHBLET,

T—70—ROEBEHPRIE, BLUCRBINZY—EREOEEFEZBBLTELIICLTLES
LY,

NAVTAVIT—FRBUTORREFTRARAINET,

o NyXxU H—ERIE, FAEYVazZv I —ERYY—RELTHETEZT,
BRI —EREIY—EZANA VT4 VTERICENT 2E5DICRY T, BBR/NL Y
FAVTT—HETRTCEFARALT Secret )V —R&EH L. NvFx U IH—ERXDRY LY
Y —2X (CR) TBRIZMENHUYET, IRTDONA VT4 VI T—HEOHRBIIEFHNICE
TINEY,

o NyFxUJH—ERF, FOEYVaZvIIhikY—ER)Y—RELTEIATEEEA.
Ny XV TH—ERDONA VT A VI T8 RRATIZREN’HYET, 7—/0—REH
BLUVRERIKIEL T, UTFOWTNDDFETNA VT A VI T8 RATEHIENTEE
_a—o

o BEEOV—IL v +BR

°© NRYLYY—REH(CRD) LW CRT/F—YavEBRALLNA VT4V IT—%

DES

o FIAEYY—RICLBNA VT4V ITT—9 DY

56.1.1. 70 a -y Xhi=—ERXR

ToEevazZrviIhi—ERE Ny FU T —E X CR O .status.binding.name 7 1 —JL KIC
BEEXI N7z Secret )V —ZXADSROH BNy FV JH—EXACREXRLZET,

Operator 7ANA ¥ —F7zld, Ny ¥V TH—EREFRT H1—H—H. Secret )V — % {ERK

L. Ny F v JH—ERXCRD status.binding.name 27> 3V TZDCREZBRLT. ZDAE%:
FALTY—ERNSA VT4V THRICENTEET, D Secret )V —RE, Ny F U JH—ER
KR T 2DICT7— 00— NIRBRIRTONA VT A VI T—HEEIBET DHEDNHY FT,

LLTFDFIE, Ny Fo TH—EXBELVCRMSSIBENS Secret ') V¥ — X %K 9 AccountService
CRERLTWET,

f5l: AccountService CR

apiVersion: example.com/vialphai
kind: AccountService

name: prod-account-service

spec:

status:

binding:
name: hippo-pguser-hippo
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fl: sBX N7 Secret YV —2R

apiVersion: vi
kind: Secret
metadata:
name: hippo-pguser-hippo
data:
password: "MTBz"
user: "Z3VIc3Q="

Y—EZRNA VT4V T )Y —REERT B EE. RD LD IT ServiceBindingft# T
AccountService ) V — R DF A EEIEETCXF T,

ServiceBinding ') ¥V — X Dl

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: account-service
spec:

services:
- group: "example.com"
version: vialphat
kind: AccountService
name: prod-account-service
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

BF

servicebinding.io AP| ' )L — 7% {§ Z /= Service Binding (Spec API 77 v Oy —7L
Fa—)id. /09 —FLE1—HEOHTOIRHETT, 72/00—FL E1—#
fEld. RedHatEHBDY—ERLRILT T =XV K (SLA) DRRATHY . BEEERIIC
TRTRABWI EDHY £J, RedHat IEHRBIRIETCINOAFERAIT D & AHEL
TWEEA, 77/09 7L E2—D#RER. RFOMAKELZVERRHELT,
PR CTHEDT A MEITVWI 1 — KNy JARBLTVWARCZIEEZBHRELTY
F9, RedHat D7/ /OY—TF L Ea1—#EEDOYR— MNEFEICAY 25HMIE. 772 /
OY—7LEa—#EDYR— MEH 28R LTI,

f5l: %8k APl T®D ServiceBinding Y vV —2X

apiVersion: servicebinding.io/v1alpha3
kind: ServiceBinding
metadata:
name: account-service
spec:

service:
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apiVersion: example.com/vialpha1l

kind: AccountService

name: prod-account-service
application:

apiVersion: apps/v1

kind: Deployment

name: spring-petclinic

CORETIE, 7—o0—RNIC7AY o >aryInzanN\1 o574 97—49 LT, Secret )V —
2 %5089 % hippo-pguser-hippo IZ. IRXTDF—%=REHLET,

5.6.12. BEDY—7 1L v SR

Y—EZRNM VT4 VI EETSRTEX% Secret )V —RT, WERNA VT4V ITT—HETART
NHATEIHBAICIOFEFEATEET, TDAAETIE ServiceBinding ') vV — X (& Secret ') V —
AEEESRBL, Y—ERICEHKRLE T, Secret ) V—RADEF—HIBNA VTV I7TF7—=v&LTRA
HXhZxd,

f5l: binding.operators.coreos.com APl TD{t#k

apiVersion: binding.operators.coreos.com/vialphaft
kind: ServiceBinding
metadata:
name: account-service
spec:

services:
- group: "
version: v1
kind: Secret
name: hippo-pguser-hippo

f5l: servicebinding.io API (Z#EHL U 7= tH4%

apiVersion: servicebinding.io/v1alpha3
kind: ServiceBinding
metadata:
name: account-service
spec:

service:
apiVersion: v1
kind: Secret
name: hippo-pguser-hippo

5.6.13.CRDF/EWECR7/FT—avIc&daNAM T4V T5T5—95BEET D

CDFEEFALT, Nvx VI —ERDYY—RIIT/F—raveafd. SMyT4vI5575—4%
EREDT /) TF—av TRBETEEY, metadata /> a VIl T7/5F—2avaEEBmMTSE, Ny
FUIHY—EXDCRBELUVCRDIEEINET, Y—ER/NA VT 15 Operator i CREL T
CRDICEBMINET7/F—YaveaiRiElL, 7/ 5—>avIlEWTHEBEIhEEFALT
Secret )V — X&KL F T,
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LLFDFIE, metadata /> a3 VIBIMINhE T/ FT—Yave, VY—ANLERBRIND
ConfigMap # 72 V7 bARLTWE T,

PICR7/)F57T—>avTEEZEINS Secret AT MDSDINA VT4V TTF—9DAHR

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-pguser-{.metadata.name},objectType=Secret'

LE2DFITIE. hippo-pguser-hippo ICfZ3R ¥ % {.metadata.name}-pguser-{.metadata.name} 7> 7
L—RMIZy—oLy NEDERIEZBRELE T, 7V 7L — MIIFEHD JSONPath RIFAEH D &
NTEET,

i)y —2AbSDEBEINK Secret ATV b

apiVersion: vi
kind: Secret
metadata:
name: hippo-pguser-hippo
data:
password: "MTBz"
user: "Z3VIc3Q="

Bl:CR7/F5T—avVTCEEIND ConfigMap A TV kDBSDNRA VT4V TTF—9DR
(5]

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-config,objectType=ConfigMap'

LE2DFITIE. hippo-config IZf#3R T % {.metadata.name}-config 7> 7L — MNIERET v 7D A
ERBLET., TV 7L — MIITERD JSONPath RIRAEHZ I ENTEET,

Bl: )y —ZAh5DSBI N/ ConfigMap £ 7 ¥ b

apiVersion: vi
kind: ConfigMap
metadata:
name: hippo-config
data:
db_timeout: "10s"
user: "hippo"
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5614.F8VY—RILEBNRA1 VT4 77— D

Ny X TH—EZAN, "M UTF 4V ITT—9DHRBICERTESIL—, H—ER, BRETY 7,
v—9 Ly MeE, 1DLUE®DKubernetes ) VY —R&FRBLTWSIBEIFE. TOXYy REFHTEZE
o ZDAZETIE. Service Binding Operator i&, Ny £V JH—EXCROIVMETSZ )Y —ZAHH N
AVT4VITT7—89%REBELET,

ROBITIE, detectBindingResourcesAPl 4 72 3 >~ ' ServiceBindingCR T true ICEREI T W
x7,

B

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-detect-all
namespace: my-petclinic
spec:
detectBindingResources: true
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

BErIDHITIL. PostgresCluster 124 L)Y —RFI— b, Y—ER, BEXTY T, FiE>—7
Ly MRED 1D E®D Kubernetes Y Y —XZFBELE T,

H—ERNA VT 1V Operator l&, FIEN Y —RZEILRAINZINA VT4 VI T—48 % BEMN
KRB L ET,

562.7—4%ETI

N

N
NI

J THEAINZT—YETIIE. BHEOHRANICHEVNET,

\

—<3

AT T7 ) T—Yavid, UTORANERTI2LENHY X,

\
Sl

INA

"<VALUE>|(path=<JSONPATH_TEMPLATE>(,0objectType=<OBJECT_TYPE>)?(,elementType=

.'j_
service.binding(/<NAME>)?:
<ELEMENT_TYPE>)?(,sourceKey=<SOURCE_KEY>)?(,sourceValue=<SOURCE_VALUE>)?)"

T T, LFD LD Iy £,

<NAME> WAV T4 v TE=RFAT 58R1%Z1EEL X7, objectType /{5 X —% —5'Secret 7=
I+ ConfigMap ICEREIN TV BIHEICOHRATEET,

<VALUE> path "B EI N TV RVWEEICARI N EREEZREELE T,
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7T—4% 7L, path, elementType. objectType. sourceKey. & & U sourceValue /X35 X —% —
DFAINZEEEI VT4 v I DFMZRHBELE T,

RE53/NSA—F—BLUVZDERHA

F 74 MéE

path Ao T {} CEHENKE JSONPath RIRTHRES  HuAL
N3 JSONPath 7> 7L — k,

elementType path /{5 X —49 —TERINZEHRDENIUT XFF
DOWTNDLDE A TICERT 2D EIDNEEE
LET,

o XFFI
o sliceOfStrings

o sliceOfMaps

objectType path /X5 X —4% —TRINZERDEN. RE  secret(elementType H*'XF
@ namespace @ ConfigMap. Secret. %7 TS DIHZE
FEXDOXFIESRBTI2NEIDEE/EL X
£

sourceKey NAVTF AV ITF— 9 EIRET BBRIT/A Y ZLAL
TAVITU—=0 Ly MBIIXN S
ConfigMap % 7-(% Secret ') ¥V —2D ¥ —%15
ELET,

SEES:

e elementType=sliceOfMaps & #F
In 354, sourceKey /35 X —
Y—id. EBINA VT4 T—5
Ly hOF—&LTHEAINS, v
TDRZAZADF—%BELET,

o IDATVavIRSA—Hy—AFRHL
T. BlBXN 3 Secret £/ 1%
ConfigMap Y vV —2DEEDNIT Y ~
J—%N\A VT4V TT7—9ELTA
BELET,

e IBEINTLWARWEA., Secret /(%
ConfigMap ) V=X 5D FRTD
F—EIrREIN, XM VTFavY
=Ly MBI ZET,
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F 74 MéE

sourceValue IYTDRSAADF—%EELET, B9
SEEC:

o ZDF—DEI, NM VTV TI—
2Ly MIBIMINEF—EEDRT
DIV RKN)—DEEERT BR—R &
LTERINET,

e X 5(Z, sourceKey DfEIL, /N1 ¥
TAVITU—=0 Ly MBIIXN S
F—CEORTOIVN)—DF—&
LTERINET,

e elementType=sliceOfMaps D%&
DHBHETY

pa 3

sourceKey & & Uf sourceValue /X5 X —% —(d, path/ NS X —4 —TIEEINLER
H* ConfigMap Z 7|4 Secret ) YV — R 2SR T 25EICOHBHEINE T,

5.6.3.RBAC E{%

H—ERNA VT4 Operator EFERLTNYF UV ITH—EANA VT4 VT T7—89 % RHT BIC
&, FEDO—ILR—7 I AHE (RBAC) /XA—X v > 3 VWM EIZ/ARY £9, ClusterRole ')V —
ADrules 7 1 — L NICHEDEFHEZEEL, NvFUIH—ER)Y—RDRBAC/A—Iv >3 vk
FELET, IhbDrules #EHET D&, H—ER/NA VT 145 Operator &7 5 A9 —2{KT
NYFVITH—ERYY —ZRDNA VT A VI T—89mIHFRBIENTEFET, 2—HF—INN1 >
FAVITT—IDHAMY FLETTIVr—oa v ) Y—ADEED/IR—I v arvhianiga, 4—
EZXNA YT 1>V Operator @2 DL RA—HF—DHY—ERET7 TV 5r—2aVIINA YV RTER
WEDICLEFT, RBACEHKZIRTFI 22 ET, 21— —DARER/N—I v a VFEKZDOR L, &R
INTWRWH—ERFLE T TV r—>avAD7 7R 5HEEET,

H—E RN VT 1Y Operator l&, BEROY—ERT7HY > M%&EAL T Kubernetes API IZH L T
VOIZARERTLET, T7A4ILITIE ZOF7AIY MEY—ERZT7—2O0—RIZNI VRT3
TeHDIN—Z v avaEFL, HICUUTOELED Kubernetes £7z1& OpenShift # 7Y =7 hT&RIh
7,

o FOAXY K

e DaemonSets

® ReplicaSet

e StatefulSets

o DeploymentConfig
Operator Y —ERX7H VY MIEHIN/ZIF R —O—ILIZ/NM > REN, Operator 7O/ 5 —

FLFIZRI—EBEEBEFERIT—IVO—RNDARY LY —ER)Y—XDNA 2V REBFMICTEE
9, ClusterRole ROMEL/N—I v ary a5 %I2iE. NIl servicebinding.io/controller 7
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HEEF SV 5—2a v DY —EZAADESR

STTINNEMT, 75 7DEZ true ICRELE T, UTDHIE, $—EINA VT T
Operator #* Crunchy PostgreSQL Operator D H 24 L1) Y —X (CR) % 8. B, 8LV —EXR
T2DEHFATEHEERLTVWET,

fl:Crunchy PostgreSQL Operator IC& 2 TFAOEY 3 =Y J XN 3 PostgreSQL 7 — 4 R—

AL VRYVIAANDINA VT4 2 TDBEME

apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRole
metadata:
name: postgrescluster-reader
labels:
servicebinding.io/controller: "true"
rules:
- apiGroups:
- postgres-operator.crunchydata.com
resources:
- postgresclusters
verbs:
- get
- watch
- list

DY ZRAY—0O—)biE, Ny FJH—E R Operator DA Y A M—JVBICT 7OA4 TEET,

5.6.4. ARRIBERNA VT AV I T—9DATIY) —
YP—ERNA VT 4T Operator AT 2E. NvF UV ITHY—ER)Y—RABLVHRIYL) Y —
AEE(CRD)DONA VT A VI T— 9@ RFATEET,

AV avTR, SEIER/RAATRBNA VT AV IT—9DATI) —%2FERTBHEEHE &
LIBNALET, Thooyry TV, EEORBEEEGHICEDETCEERET Z2HENHY T,

5.6.41. Y Y —ZXADSDXFEHNDAR

LUFDBIE. PostgresCluster 7 24 4 1) Y — X (CR) @ metadata.name 7 1 —JL KD 5 XFF &R
T 5HEZRLTVWET,

B

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding/username: path={.metadata.name}

5.6.4.2. EBHEDNM VT 1 v JHEEE LTOLAHR

LUF DL, PostgresCluster 1249 L)Y —Z (CR) DO EHIEEXNHTZ2AHEFERLTWVWET,
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Bl: EEMED 22 FE

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
"service.binding/type": "postgresql" 0

Q postgresql [ETARBINB NI VT4 VT 547,

56.43. Y Y —ANSBRINBIB[ETY TEERI—I Ly 2B E2 /AT
UFoITIEE, =Ly b2E%T7 /) T—aVIliYRRAT R HEEZHALIT,
B:7/7—avic&Bdy—ILy h2EKEOAH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-pguser-{.metadata.name},objectType=Secret'

Bl Ry X TH—ERYY—ZADBHEBRBINE>—SL vy b

apiVersion: vi
kind: Secret
metadata:
name: hippo-pguser-hippo
data:
password: "MTBz"
user: "Z3VIc3Q="

5.6.44. )Y —ANLERBINZEREYY TELEE>—ILy bDOSEBEDTY M) —% A
ER-)

LFOBITIE, 7/7—2avIlLYBREYY THLREDTIY M) -2 AT 2HEEHALET,

Bl. 7 /)5—>aveaFALLEREYY THhoxTy M) —O2H

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding: 'path={.metadata.name}-config,objectType=ConfigMap,sourceKey=user'

Bl Ry X TH—ERYVY —ZADBBRBINBHETY S
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NA VT4 TT7—4I1CIE. &Rid* db_timeout, fEA10s DF—HNNETT,

apiVersion: v1i
kind: ConfigMap
metadata:
name: hippo-config
data:
db_timeout: "10s"
user: "hippo"

5.6.45. )Y —2AEHEDO LK
LUTDfIE, VY —2RAEEDEET /) F—avaFALTARTIAEEHBELET,
Bl.7)7—>avicdd )Y —RAEREEOLR

apiVersion: postgres-operator.crunchydata.com/vibetal
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
service.binding/username: path={.metadata.name}

5646.aAL7>avDI M) —%, BTV MY —DFXF—¢EETLARATS

LT, 7/7—2avaFRALTEIY M) —DF—CEZHF2ALIYavyOI v M) -2
MY 25AEeRLTVWEY,

Bl:7/)5—avicksdaLvvayoxry M) —02AH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:

name: hippo

namespace: my-petclinic

annotations:

"service.binding/uri": "path=

{.status.connections},elementType=sliceOfMaps,sourceKey=type,sourceValue=url"
spec:

status:
connections:

- type: primary
url: primary.example.com

- type: secondary
url: secondary.example.com

- type: '404'
url: black-hole.example.com

LTFOFEITIE, 128107 /F—YaycpalysyavyIv )=, NV RIhE7T7) 45—
vavicEnLdIKTaAYv v avIhA s ERBNALET,
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Bl: F—H 77 ANDINA T4 T

/bindings/<binding-name>/uri_primary => primary.example.com
/bindings/<binding-name>/uri_secondary => secondary.example.com
/bindings/<binding-name>/uri_404 => black-hole.example.com

Bl: Ky ¥ TH—ERY Y —ADEK

status:
connections:

- type: primary
url: primary.example.com

- type: secondary
url: secondary.example.com

- type: '404'
url: black-hole.example.com

EEDHITIE, primary, secondary REDF—%EFRALETRTDEEZTAI V>3V TESED
IKLES,

56.47.AL92aVvDF7ATLETATATEIIIDDXF—CLARATS

LTFOfIE, 7/ 57—>avaFERLTERIEIKI2OFXF—42F 2L 0 avy0EBRA BT IA
EERLTWET,

Pl 7/)5—avicksdaL v avoOEBEHOARH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
"service.binding/tags": "path={.spec.tags},elementType=slice OfStrings"
spec:
tags:
- knowledge
-is
- power

LUTFOFITIE, 128107/ 7—>3 vy TOALIavTATLDY, "MV REWET7TYr— 3
VIZEDEHICTOY I avIhdahEBNLET,

Bl. 7—9 7 7ANDNRA VT4 VYT
/bindings/<binding-name>/tags_0 => knowledge
/bindings/<binding-name>/tags_1 => is
/bindings/<binding-name>/tags_2 => power

Bl: Ry X TH—ERY Y — DK

spec:
tags:
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- knowledge
- is
- power

5648 IV hMNY)—EZEIK1D2OF—%2FALTCIALY>avyIV N —DEEZRFET S

DLFofIE, 7/ 57—>YavaFERALTCIVRN)—EIEIRI2OF—4%2Fo>aAL /3y M) —
DIE=ERNETEHAEERLTVWET,

Bl.7/r—YaveEgALELIOL I arIY M) —DEDARH

apiVersion: postgres-operator.crunchydata.com/vibetat
kind: PostgresCluster
metadata:
name: hippo
namespace: my-petclinic
annotations:
"service.binding/ur
spec:
connections:
- type: primary
url: primary.example.com
- type: secondary
url: secondary.example.com
- type: '404'
url: black-hole.example.com

path={.spec.connections},elementType=sliceOfStrings,sourceValue=url"

LTFoRITIEH, 1D2RIOT7/FT—ayTOaAL I a v gl N Y RINET7TIr—2avicE
DEHICTOY IV avINIIERBNLET,

Bl: F—IT7ANDINA T4 T

/bindings/<binding-name>/url_0 => primary.example.com
/bindings/<binding-name>/url_1 => secondary.example.com
/bindings/<binding-name>/url_2 => black-hole.example.com

5.6.5. FEEIEHR
o VSRH—Y—EZRN—=I 3V (CSV) DEH

o NMYRF=4DTO > av

Jgr—anyOvzov 3y

57.\4 VF 4
AXtEooavTidk. WA YTA4VIT—9%FRTEHAEICODVWTERBLET,

57014 VT4 v TTF—89DFEH

Ny XV JH—ERDBNA VT4V IJT—9 %R RALEE. 7—J0—RKRPZDT—4ICT7IERLT
HETRICIE, Ny F U —EXNST—o0—RICTF—4%4270x92aVvTRENrHY F

T, Y—ER/NA VT 127 Operator &, UTFOWTNHDAETT—9Ey 27— 0—KRICH
gicyovzooarvLEd,
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L 7274)LELT(TZ74ILM),

2. BEBEZE#H & LT, (ServiceBinding ) ¥V — A H 5 .spec.bindAsFiles /X5 X —4% —%&E L 7%
%)o

572.7—/0—RaAVTFFTF—RINA VT 575400523 vddT4
LY N)—IRXDBE

FTI72INTIE, Y—ERNA VT4V J Operatorld. "M VT4V IF—9%5T74ILELTT—
IJO0—RKRD)Y—RDFEDTA LI NMN)—IZTI VY MNLEY, 7T—I0—RPEFTINZIVTF—T
5% X 7= SERVICE_BINDING_ROOT BEZH A HRAL T/ L2 MY —RREBRETEET,

Bl: 274N ELTIYI Y RNINBZNRLAVYTAVTT—4

$SERVICE_BINDING_ROOT @)

— account-database 9
| F—tpe ©

| — provider @)

| F—uri

| F— username

| L— password

L— transaction-event-stream 9
— type

—— connection-count

—— uri

—— certificates

—— private-key

ﬂ )l/_|\7_""f I/OI\IJ_O
OO T VITIERETETALI MY —,

g WHETETALINY—ICTAOT T I avINBINA VT4V TTF—IDY A THEEBNT 2 0A
D 1D,

QD AT 3V TV r— 3 VP EETEBRNYF VI —E 2051 TEaHRTEBLIIC. T
ANA Y —%HEBT 270D ID,

NAVTAVITT—IABRETHE LTERT 3ICE. BIETHOGARYICFERATEEEZEDTOY

SIVIEEDHALAHEEMEEFERALET,

fl: Python 7 54 7~ hDfEMA

import os
username = os.getenv("USERNAME")
password = os.getenv("PASSWORD")

5721 NA VT4V TT—9%5T774)0ELTTATTI2aved-00RKBNRADEE

LUTDREF., Z7AMPMBEDTALI M) —IIRI VY ININBEXIC, XMUyTaoF7—470Vx
72avORRAREFHETL2HECETIRELIEOTVWET,

R5.4 RN ADEFEDOHE
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SERVICE_BINDING_ROOT 157 JAV 4

MARH /bindings/<ServiceBinding_ResourceName>
dir/path/root dir/path/root/<ServiceBinding_ResourceNam
e>

1 DHIDZFRD <ServiceBinding_ResourceName> T k) —{&, hRF L)Y —ZX (CR)D .
metadata.name 7 > 3 > CRET % ServiceBinding )V — XD EZFIAIEEL T,

Bz D SERVICE_BINDING_ROOT BEZHAD/NA VT4 VI F—FICT /2R LTHERT 2 ICIE.
BRELTHAEFZARNIERED IOV SIVISEDHEHMAHSEMEAFTRALET,

#l: Python 7 54 7~ hDfEMA

from pyservicebinding import binding

try:
sb = binding.ServiceBinding()

except binding.ServiceBindingRootMissingError as msg:
# log the error message and retry/exit
print("SERVICE_BINDING_ROOT env var not set")

sb = binding.ServiceBinding()

bindings_list = sb.bindings("postgresql")

BERIDFITIE. bindings_list Z#ICI%. postgresql T— 9 R—RX Y —EXRY A TONA VT4 T
T—IDEFNET,
573.\A VT4 v F—=4s07adzovav

J— O0—REHBLVBEICIHLUT, 774IVFLEBEERELTNM VYTV IT—49%70
DI aveRIENTEET,

AR
o LTOWMRIODVWTERLTEL,
o 7—/O0—RORESIVEHR BEOY—EREEETIHE
o 7—/0O—KYY—RTONA VT 1V IT—YHEE,
o FIAINMNDAETT =970V IYavDORENREEGHET DHEDRE,

o NAVYTAVIT—=IDBNYFTUVITH—EXRDLRAINTWVS,

FIig
L 774N ELTNAYTFa v IF—4%5700 92303510 BED
SERVICE_BINDING_ROOT BIEZ#HHA T —/ O— RAERGTINDZAVTF—TCTHEETDE &
HBHESAL T, BETAINY—BERELET,

2. N Y RTF—HERIEEHE LTIOV Va3 rT3IE. BRI LYY —Z(CR)D
ServiceBinding ') YV — 2 H 5, .spec.bindAsFiles /X5 X —% —DfE*% false ICFREL 9,
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5.7.4. BEEIEHR
o H—ERNLNRAYT 4V IT—5 DN

o 77— a3avDY—Rd—RTORMINENA VT4V TT—9DER

58. —EZANA Y542 OPERATOR AR L/=7—o0O0— KD/
v K

TV r—2avRARER NMUyTavIo—0 Ly bE@ALT. 7—70— K& 1 DFLIZEHK
DNy £V TH—ERINA Y RTDREDNHYET, TOY—=I Ly bME, 7—70—=RICE>TE
RAINBIRHREFRET DLDICERINETT,

fEzE BERTIY—EADNTTIINA VYT VI T—9EREALTWEELET, DG
A. ServiceBinding X% L)Y —Z (CR) &EHIZ, FRAINZT7—/7O0—RORBEBEIZRYZET, 0D

ServiceBinding CR #3252 & T, 7—270—RiENA Y RT3 —ERDFEMEHICNS VT4
VIBREEELET,

ServiceBinding CR Dl

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
namespace: my-petclinic
spec:
services: ﬂ
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

‘D H—ER)Y—2D—BEEELET.
‘g Deployment ¥ 7z ld PodSpec B AHRAEFNAKD Y YV —RESBT 24V TN T7 T r—> 3

o

LEEDFITRIND L DI, ConfigMap F7zId Secret Bik%, NA VT4V IF—HDY—RELT
FRAINZY—ERA)Y—RELTERFERTZIEETEET,

581L8M&EGANSTTI—

B8 2 M5 7Y —IL, binding.operators.coreos.com APl 7 )L— 7 TCOHFETEE T,

BEARNS TR GoT VT L—hEERALT, Y—ERNA VYTV ITYIIRARNTHARY LN,
VTAVITREERTHDICEILIBLET, AR NTTY—IE, ServiceBinding TR Y LYYV —2R
(CRIDYYEV T ZBTVIRTOBRMICEAINIY,

NYXVTH—ERE, WA UT 4T85 T 74V FERIZBEEHRELTY7—/70—NICRBELZE
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/building_applications/#exposing-binding-data-from-a-service
https://redhat-developer.github.io/service-binding-operator/userguide/using-projected-bindings/using-projected-bindings.html

HEEF SV 5—2a v DY —EZAADESR

T, 70— RDNREDHATRINDINA VT4 Vv JEZEERL, Ny F U ITH—EID LR
INBZNA VT4V TEDNZOHRATHATERAWGE, #BRANSITIY—2FRALTNNM VYTV
ZEXRETEET,

EFHH DERNEEHH

WMEANS TV —AFHTEZ—AH, 7—/70—RDERPEHKICL>TIE., FEOHAEDLETUTOD
EERADEBRUEBREAHEZFAL T, XFNEEBRTEIET,

e upper: XFEAXFICE#RLET,
o lower: XFHE/NLFICEBLET,

o title: HFED—EHDEAEMRWVT., BEBADRIADXENAXLFICRD LD ICXFEINETHLE
£
FHIIKEZEINLEHREBAN ST —
T/)TF—=avTEESINNA VT4V T8IE. LTOERIICERZEINZAEA NS T I —ICHK-
T. 7—70—RANDOKRMENICZBIOZRICT L TUREBEINET,
e none: CNHABERHIND E, NI UTa4 Vv JTRBIIEBRINEHA.

B
vTL—=hDAVRLIE NA VT4 v T {{ .name }} DX ERY £7,

7__
host: hippo-pgbouncer
port: 5432

e upper: namingStrategy ' EHEINTWVWRWBSICHEHAINE T, IhBERINS &, /N A
VTAVITEF—DIRTDOXFIERLFICERLET,

Bl
FTYTL—bOaAVIRAIIE, N VT4 v TE&IE {{ .service.kind | upper}} {{ .name |
upper }} DX ZEY £7,

DATABASE_HOST: hippo-pgbouncer

DATABASE _PORT: 5432

77— 20— KRHROFEREERT Z561E. DAY LGEANS TV —%2EEHL. EHEFE T
NRL—9—%aFRALTNAI VT4 Vv IEZEEETEZT (5.PORT_DATABASE),

pa )

o NAVUTAVIEAN T 7A4ILELTRMINDIGE, 7724 MNTlE, BRIEE
INnznonef B A NS TIV—NEEAIN, N YT VIR EEINZEHE
Ao

o NA VT4 VIENRIEEHE L TRMI N, namingStrategy AEZEINTW
BWEEICIE. T 74 MNTIEEBRIESRI N/ uppercase G A k5 72—
BRHINET,

o NAYLNA VT4V IHREENERFHORDERBOROEHADE &M
LT, ARILBERANSTI—EEHTZIET, BHICEBINAHER b
SFU—%LBETEET,
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582.8ERNA VYT A TFA T ay

BERNA VT 4274 T a ik, binding.operators.coreos.com APl 7 )L— T TOHFIATE X
ER

5821.7—/70— RANOKMFBIDNAM VT 1V TEHDER

ServiceBinding 712 % 41!) ¥ — X (CR) M .spec.namingStrateqy BT, N1 VT 1 VI &EEET
ZI—IVEBETEET, & xIE, PostgreSQL 7 —4 R— R LK $ % Spring PetClinic %> 7L
TFVT—23VIlDWTEATHEL LD, ZDHFAE. PostgreSQL T—F R—RH—ER L, /A
VTAVIIERT AT —IR—ADKRANBLIPR—F 74 =L RERBLZF T, Spring PetClinic
YO TNTTI)r—oavid "MyT4 v J@EFERLTIORRINENA VT4V IT—9ICT7
YERATEET,

fill:ServiceBinding CR @ Spring PetClinic 4>~ V7 ) r—> 3>

application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

fll:ServiceBinding CR M PostgreSQL 7 —4 RXR—AH—E R

services:

- group: postgres-operator.crunchydata.com
version: vibetal
kind: PostgresCluster
name: hippo

namingStrategy "EEZINTHE LT, NI VT4 VIVENRIEEHE LTRMINZBE. NvFV
7 —E X ® host: hippo-pgbouncer EH & VR I N ZRIBEZHIILUTOBD L D ICKRRINZE
ER

Bl
I DATABASE_HOST: hippo-pgbouncer

2T, LFD&LH Iy £,

DATABAS kKind \v 7TV RH—ERZEBELIXT,
E

HOST NAVTA Vv TRERELET,

POSTGRESQL_{{ .service.kind | upper }}_{{ .name | upper }} ENV@EZRA NS TV —%#EHT 3
EH—EZRNAVYTAV TV IV IZANTCERBLEARILNA VT4V TEZD—EBENLUTOHD &L S
IKRIRINET,
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B

POSTGRESQL_DATABASE_HOST_ENV: hippo-pgbouncer
POSTGRESQL_DATABASE_PORT ENV: 5432

LUFDIERIEZ. POSTGRESQL_{{ .service.kind | upper }} _{{ .name | upper }} ENV&H&ZR S F
V—TEHEINGRBICOVWTHBALTWET,

e name: Ny XV IJHY—EXADNRHTEINA VT4 VT REZBSRLET, LROHITIE. N1V
T4 %13 HOST & & U PORT T,

e _servicekind:/N\{ VT4 VIEDBRANST TV —TEEINDIH—ER) Y —ADEEAS
BLZET,

o upper:Go TV L —bMXFANAEIVNAIT BRI FI = RNEBT B/-DIFERT 2XF
HIREEL,

e POSTGRESQL: H R % L/NA VT 1 v JZDIEIEEE,
o ENV:HRY LNA VT4V TRDERE.

BRI & BRI, namingStrategy TXFATF Y FL—bhEEEZEL. N VT4V TEZDETAThOD
F—DBY—ERNRA VT4V TYIIRMIE>TEDLIICEBININEERETEET,

5822 HRAYLIRLA VT4V TTF—4 DR

TV —2aVvREREE. UWTORRTHRILNA VT4 VI T—9 5 ERTEET,
o NyFVUITH—ERDNA VT4V IT—9%REALAW,
o NHEINBZEN., 7—7O0—RICL>TERINSBELTEHFIATETIEA,

fEzE, Ny F YV ITH—ERXCRHIER M, R—b, BLVTF—IR—R2—Y—%RA VT4V
T—HELTRRATEN., 7—00—RENA VT4 VI TF— 95 EREXFHINE L TERTLIEEE
KE2T—REEZTHET, NvF VI —ER%ERKT Kubernetes ) V—RADEMAFAL T, &
AILNAVTA VT ERTEET,

B

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
namespace: my-petclinic
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
id: postgresDB 9
- group: ™"
version: v1
kind: Secret
name: hippo-pguser-hippo
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id: postgresSecret
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments
mappings:
## From the database service
- name: JDBC_URL
value: 'jdbc:postgresql://{{ .postgresDB.metadata.annotations.proxy }}:{{ .postgresDB.spec.port
WA{ .postgresDB.metadata.name }}'
## From both the services!
- name: CREDENTIALS
value: {{ .postgresDB.metadata.name }}{{ translationService.postgresSecret.data.password }}'
## Generate JSON
- name: DB_JSON @)

value: {{ json .postgresDB.status }} ﬂ
Ny XU JH—ER)Y—2DEH],
* 7Y a3 voHIF,

T77AIVDORBELIFRIBEDOEE L TRIRINDEMI NIz JSON &, JSON ZICIF, /Ny F v
TH—EXDARI L)Y —ZADBUENEENZT,

o 009

77AIVDOABFELIBREDEE L TRMINDER I N/ JSON B, JSONEICIE, /Ny F v
TH—ERADARI L)) —ADEHENIEETNET,

5.8.3.PodSpec IC#M L TWARWEAHV YY) —TD—oO—RKD/N{ VR

H—ERNA VT4V TO—ERFVATIE, Ny FUIH—EX, 7—o0—R(FFO4 XY
M. BFLUVHY—ERNA YT 425 Operator 2R ET 2HENHY FF, PodSpec ICEMLTH S
. T4 )—07—0—R(TFTAM AV N EY—ERNA VT 4 >4 Operator DEICH B H
vH)—0—4o0—RK (7Y —2 3V Operator DHEELHY E ) PESTZVFYAITOVWTE
ZATHET,

ZDEOREAVSI)—0—o0O—-—R)Y—RDOFE, AVFTF—RZ2ADOF5—2 a3 VIFEETY,
Y—EZRNA VT4V TDHE. CROEAVS ) —7—2-0— KH PodSpec ICEH L TULWRWEE,
AVTFF—NR2A0O75—>aVERETZIVENMHYET, ChiLY, "MV TFT4VT7—%
MServiceBinding AR Y LYY —R (CRYDEAVHF)—7—- 0O—RTEREINZOAVTF—/IRIC
RMINFET (L&A, PodRIINA VT4 v ITF—95BE LI RWNEE),
H—ERNA VT 1YY Operator IC& Y, AVTHF—DNRRFLIET—I Ly MXDIGZFTDE % 5%
EL., INLORREHRYLOAT—2aVIINA VY RTZIENTEET, COF T avidE, A

VT4 VI T—INREZHE L TRI N ZBEIC. binding.operators.coreos.com APl 7' )L — 7
TOHFATEET,

5831 aYFF—RADARY AOT— 3 Y DF

PodSpec IC##L L TH 5T, spec.containers XA ICENMNTWRAVTF—%2FOEAVSF)—7—
J7O—KCRICDWTERATHET,

Pl.zh>¥)—27—-s0—FKCR
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apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:
name: secondary-workload
spec:
containers:
- name: hello-world
image: quay.io/baijum/secondary-workload:latest
ports:
- containerPort: 8080

FIR

e ServiceBinding CR TE% 57 L T spec.containers /XX %X E L. TD/XA%
spec.application.bindingPath.containersPath h X% o045 —> a3 VIZN/A YV RKLEXT,

fll:ServiceBinding CR & h A% L% —< 3 D spec.containers /8 X

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
id: postgresDB
- group: ™"
version: v1
kind: Secret
name: hippo-pguser-hippo
id: postgresSecret
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments
application:
name: secondary-workload
group: operator.sbo.com
version: v1
resource: secondaryworkloads
bindingPath:
containersPath: spec.containers 6

Deployment F 723 PodSpec Bl AEFN/zBERRD ) YV —R &SRB 25 TILT7 )
7_9 3 yo

PodSpec ICERL L TWARWEA VS —T—2O— R,

AVTF—NRADARY LA —2 3 Y,

o
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AVTF—=RROAT = aVERE LRI, Y—EZNA YT 12T Operator N4 YT 127
T—HEERLET., INhid. ServiceBindingCROtEAY ¥ Y —7—- 0O0—KRTHREINZAVT
T—RATHATEEY,

UTFDfE. envFrom”Z 1« —JL K &secretRef7 1+ —JU Rz Dspec.containers /N X =R L TW X
ER

fl:envFrom & & U secretRef 714 —JIL KDH Bt Hh ¥ —7—4-s0—KCR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:
name: secondary-workload
spec:
containers:
-env: ﬂ
- name: ServiceBindingOperatorChangeTriggerEnvVar
value: "31793"
envFrom:
- secretRef:
name: secret-resource-name g
image: quay.io/baijum/secondary-workload:latest
name: hello-world
ports:
- containerPort: 8080
resources: {}

H—EZRNAL VT 14V Operator CEKINZELZFO2IAVTFTF—D—EDESF, ThoDER
Ny FVJH—EXCRICEITVWTWVET,

9 H—ER/NA VF 1 >4 Operator IZ& > TEKR I NS Secret 1) YV — XD EEI,

5832.Y—JLy MMADARY LAY — a3V D%

PodSpec ICEHLL TH 57, spec.secret Y RICEHNMNTWEY—V Ly NDHEFIODEAVSY Y —
7—270O—RKCRZEZTCHZET,

Pl zh¥)—27—-s0—FKCR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:

name: secondary-workload
spec:

secret: "

FIR

e ServiceBinding CR CiE%EE L T spec.secret /X2 %R E L. D/ %
spec.application.bindingPath.secretPath 1 24 O —> 3 VIZNA VY RLET,

fll:ServiceBinding CR & h A% L4 — 3 D spec.secret /XA
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apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
spec:

application: ﬂ
name: secondary-workload
group: operator.sbo.com
version: v1
resource: secondaryworkloads
bindingPath:
secretPath: spec.secret 9

ﬂ PodSpec ICEHLL TWRWEAV S Y —T—o0O—K,

Qg Secret ) YV —ZADEZFHIEENZL—I Ly MRROARY LOT— 3,

=0 Ly MZ2OAT =Y a v ERELLRIC, Y—EXNA VT4 VT Operator (33 V7 4 >
Jr—8%%mLET, Ihid. ServiceBindingCROtAhY¥)—7—/O0—RKTHREINZY—F

Ly MXXTRIATEET,
LT ofliE. binding-request {BIC & % spec.secret /X2 & RLTWET,

fl:binding-request BN FREINictzhV ¥ —7—-0O—FK CR

apiVersion: "operator.sbo.com/v1"
kind: SecondaryWorkload
metadata:
name: secondary-workload
spec:
secret: binding-request-72ddc0c540ab3a290e138726940591debf14c581 ﬂ

ﬂ H—ERNA VT 4 > Operator IZ& > THEK I NS Secret ) YV —AD—ED KA,

5.84.N\y XV —EZHNSDT—-0O— RKRD/NA >V REERR
ocW—ILEFALT, NvFx U IH—EANST—I0—RD/NNA Y REFBRTEET,

o NyxVJH—EANLT—70—RDONA YV RERBRTDICIE. i)y o3InTwWs
ServiceBinding 71 2% L)Y —2X (CR) ZHIFR L £ ¥,

I $ oc delete ServiceBinding <.metadata.name>
1l

I $ oc delete ServiceBinding spring-petclinic-pgcluster
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2T, LFD LD IChY £,

spring- ServiceBinding CR D &RI%EEL £ 7,
petclinic-
pgcluster

5.8.5. BE B
o 7—/O—RENRYFVIH—ERERIVY TS

® Spring PetClinic %>~ 7). 7 7Y sr—> 3 > % PostgreSQL T —49RXR—AY—ERICHE R L £
ER

S5O HAREBN—ARI T4 THFRH LT T 5—a v —EIANDEE

==
L

TN r—2avATEROIAVR—RV NI —T{T5ZEITMA. Topology Ea—%FEHL
TAVAR—RXV MNEHEBEICERIZIEETEFET, N UyTa AR5 —FLIEEY 27X
D —DVWIT NI EFRLTCIOVR—XY NEEHFTEET,

AVR—Y NEDNA VT 1 v JHEIE. 99— v N/ — RKH Operator " R— b BH—EXT
HEGEICDHEILITEE Y, Thid, KEEZDEOIBY—F Yy N/ —RICRS v T BRICKRRS
1% Create abinding connectory —J)LF v FICL > TRINET, 7V 5—>arvhnN4 54>
JaAxV 9 —%FRALTH—ERICE KR IN S &, ServiceBinding MERINF 9, D%, H—E
ANA VT4 T Operator AV MA—F—RBRBR/NA VT4 VI T7—=8%T7 7Y r—>ar770
AXMITAYIvav LET, EXPERICITOh2E. 77V r—>avaB7 704 3N,
BRINAZIVR—3Y NEOREIEILIINE T,

EYa7axy9—F #EREERZIVEA—RY MNEDOHEENAEROAEZRRLET, JVKR—
FV NEOREEIFEIIINEREA, 9—F v b/ — KD Operator " Y R— M T BH—EXTIERWG

&. Create avisual connectory —JLF v FIZKNEY—4S v N/ —RICRSYITTEERTINE
ERR

591 dYVR—FXY NEDOEY 2 7 ILEHDOVER

EYa7Vaxy9—%FRLT7Z7 ) r—2avaVvR—3x Y MIERTZ2ERERT I ENTEE
ER

ZDFIETIE, PostgreSQL 7—4 R—H—E X & Spring PetClinic DY > FILT7 7)) r—>a v
DRERRTRDIENGIZFHBAL £ T,

AR

e Developer /X—2Z R F 1 7%{EM L T Spring PetClinic DY > FIT7 ) r— 3 v &ERK
L. 7704 LTW3,

e Developer /83—~ %Y F 4 7%fHF L T Crunchy PostgreSQL T—49 R—2 A Y R Y ¥ A %&{E
L. 7704 LTW3%, TDA YR RITIE, hippo-backup. hippo-instance. hippo-
repo-host. & & U hippo-pgbouncer ® 4 DDAV R—X > M HY FT,

FIR
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/building_applications/#connecting-the-spring-petclinic-sample-application-to-the-postgresql-database-service

HEo= 7Yy —2 3 DY —EZRADES

1. Spring PetClinic ¥ ¥ F 7 7 r—vavich—VIileabht, /—RELOXREERRL
-3—0

M52EYa7)aARI 89—

Create a visual connector

@

e hippo-pgbouncer

o
A spring-petclinic
& hippo-..1-xdgh
E& hippo-repo-host

0 hippo-..p-céfs

2. K%Y w4 LT hippo-pgbouncer 7 704 X~ MIEM>TRKRZ v F L., Spring
PetClinic > T T TV r—oavaEm LY,

3. spring-petclinic 7 704 X~ h%& 2 1) v - L, Overview /SXRxJ)LEZKRRL FF, Details ¥ 7
T Annotations £V a v DIFETA IV %V Y vy U LT, Key=
app.openshift.io/connects-to & Value =
[{"apiVersion":"apps/v1","kind":"Deployment"”,"name":"hippo-pgbouncer"}] 77/ 57— 3
BT TOAAY MBI TWS I EE2HBRALET,

D7 TV r—2areavR—32Y MERBRIER L. ThoDBDRENLERARITEI &N
TXZEY,

o1
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B53 88T 7)) r—> 3 AR

Q

o java-s...-basic

A sample-app

Q)

@' spring-petclinic

@ ) hippo-pgbouncer

]
1
1
]
1
1
]
]
1
:
1
@ hippo-..1-xdgh )
: PP q @ hippo-repo-host
1
1
]
]
1
1
]
1
1
]
1

A spring-petclinic

@ hippo-..p-céfs

e hippo

592 . AVR—XY NEDNA VT 4 ¥ THEGEDIERK
Operator " R—KFNFTBAVR—RV NEDNNA VT 14V JHEGABITEET,

ZDFIETIE, PostgreSQL F—4 RXR—H—E R & Spring PetClinic DY > IV 7 7Y 4r—> 3 VE
DINA VT 1 > TEHGOVERSBI %A L £ 9. PostgreSQL Database Operator A% 7/R— M § %% —E
ATNA VT4V THEGEERT %I, £9H7KR— 9 % Red Hat 21D PostgreSQL 7—4 RX—2
Operator % OperatorHub 2B L. Operator 4 Y XA h—ILT Z2HELHY £, RIC,
PostreSQL Database Operator (&> —2 L v h, BREYY . ZT7—F R, BLCHEHRBHED/N1 YV
T4V JER% /NI % Database ')V —RXE{ER L. BELZF T,

AR

® Developer /X—2X %Y 7 1 7% {EF L T Spring PetClinic DY~ FIVT7 ) r—< 3 V& ERK
L. 7704 LTW3,

® OperatorHub MSH—ER/NA V7 1 >4 Operator 24 VA =)L L TW 3,

e v5Update ¥+ RJLZHA L T. OperatorHub 55 Crunchy Postgres for Kubernetes
Operator 24 Y2 h—JLLTW3,

e Developer /83—~ %Y F 4 7% L T Crunchy PostgreSQL T—49 R—2 4 Y R Y ¥ A %&{E

L. 7704 LTW3%, TDA »2RY > RITIE, hippo-backup. hippo-instance. hippo-
repo-host. & & U hippo-pgbouncer ® 4 DDAV R—X > M HY FT,
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FIR

1. Developer /X—ZR7 7 4 FIZHYE X, my-petclinic R EDF YR TOY LI MIWBI &
SR L X T, Topology E2—T. Spring PetClinic > FIVT7 ) r—> 3 vilh—YIiL%E
BhET/ —FOXRHZHELET.

2. REN%Z Y v - LT hippo 7—% X—2X Postgres 7 2 A% —ICAN>TRKZv I L. Spring
PetClinic > TN T IV =23 v eDNA VT 1V TERERILET,
F/old, tAddE2—T, YAMLA 7> a> %27 1) v L. Import YAMLEHE%XR KL %
9. YAML T7 1 % —%{EF L T ServiceBinding )V —X%EIML £7,

apiVersion: binding.operators.coreos.com/vialphaf
kind: ServiceBinding
metadata:
name: spring-petclinic-pgcluster
namespace: my-petclinic
spec:
services:
- group: postgres-operator.crunchydata.com
version: vibetai
kind: PostgresCluster
name: hippo
application:
name: spring-petclinic
group: apps
version: v1
resource: deployments

HY—EANA VT4 VITERIMMERI N, Y—EANRA VU FavFyaryha—5—F, RYa1—L<TY
VENAEFERLTI7Z7A4ILELT, T—IR—AG—EROEHERAT7 TV r—aryr7a4 AV 6

K70y avilEY, BERPEBICTOhZE, 77— avdBTF O 3h, Ead'E

IINFEY,
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M54 /N4 VT4 a9 —

a spring-petclinic

A spring-petclinic

pa 3

KEE RSy LTIV THFRAMNAZa—%FAL, Operator MY R—KT2H—ER
ANDNA VT4 v THEREBIML TERTEET,

55N\, VT4 v TEGEFERT 200V TFRAMAZa2—

€D mariadb

Import from Git
Container Image

Operator Backed

e - O ¢

Upload JAR file

5.9.3. EEEIBE#R
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FEESE 7TV r—a v DY —ERADES

o H—EZRNA VT4V JDFER

e /N1 NATEEELHID Operator
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/building_applications/#getting-started-with-service-binding
https://github.com/redhat-developer/service-binding-operator#known-bindable-operators
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$FE6Z= HELM 7+ — M D{EH

6.1. HELM ICTDWT

Helm i&. 7 7Y 47— 3 %% —EX® OpenShift Container Platform 7 5 249 —A®DF 704 X v
NEB#ETEYINIZ TRy T—IIF—Yv—T9,

Helm (& charts E WS Ny 5 —IHXZMAL XY, Helm F+ — Md. OpenShift Container Platform
)Yy —R%&ERTB774)DAL Va3 VTY,

DSRAY—KHNDF v+ — MDETHRHDA VA VR, V) —R EMEhFT, Fyr— MBI S5RY—IC
AVARM=ILEINTWVWBELIC, FIRDON ) —ANMERINZET,

Fr—bDA VA M=LBE, FEEV) =BTy T L—RFLEO-INy 7INBETIC, BY
VEY a VAMEREINhE T,
6.1.1. Ta%&
Helm ZLA T 24T O #eeZ 1Rt L £ 9,
o Fr—hUYRIMN)—IRFELEFy— MOXBFELRIAL IS 3 VDKREK,
e UHEDFv— MDEHE,

® OpenShift Container Platform F 7z (& Kubernetes ) YV — X DERIC L 2B DF + — b DE
o

o 7)) s—avDFrv—hELTONRYS—IEELVHE,

6.1.2. OpenShift ® Helm ¥+ — b @ Red Hat 3

Red Hat OpenShift Container Platform ICF 704 §2 20V R—% ¥ MIF L T, RedHat & 3
Helm F v+ — NDIRIEEREEZZIFT DI ENTEEY, Fv— M. BENMED Red Hat OpenShift B2E
J—770—%8TC, ¥V T4—AVTIATVRAEEERL. Ty b I7r—LEDHEEEY—E
AEMHAIZBETHDEERAELET, REEF v — FDEEMABEHE L. Helm F+— b A Red Hat
OpenShift 7S AV —TY—ALLRICHEET B L 2HEALE T,

6.1.3. EEIER

® RedHat/S\—KF—& LTD Helm F v — MDEREAZEIE. OpenShift D Helm F+ — b ®D Red
Hat 887 2SR LTI,

® RedHat/{— ~F—MIF D OpenShift & & T Container BREICE Y 2 1E# L. Partner Guide
for OpenShift and Container Certification ZZ28B L T XL,

o Fyv—hD—EICDWTIE, RedHatHelm 41 7T v V2 774 ESRLTLEIW,
® Red Hat Marketplace TFIFARRERF v — N ZHERTEHJ, #FHMIE. Red Hat Marketplace M
FHZSRLTEIN,
6.2.HELM D1 Y XA =)l
DTt >avTliE, CLIZERLTEREDEARSZ S Y N 74 —LICHem&EZ4 VA N—ILT DA
EEFRBALET,
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F 7=. OpenShift Container Platform Web 3>V — LA L &FHD/NA F ) —~D URL ZRED(F 3 (C
&, BLEBO? 742> % %2 1) w2 L, Command Line Tools Z#EiR L £,

AR

o GoN=IavIBUBIIVAKR=ILENRTWS,
6.2.1. Linux DRSS

L. Helm NN+ 1) —& 40— RL, ThEa/RIEMLET,

® Linux (x86_64, amd64)

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-
amd64 -o /usr/local/bin/helm

® Linux on IBM Z and LinuxONE (s390x)

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-
s390x -0 /usr/local/bin/helm

® Linux on IBM Power (ppc64le)

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-linux-
ppc64le -o /usr/local/bin/helm

2. XA F ) =T 74 )V =RITHREICLET,
I # chmod +x /ust/local/bin/helm
BAVAM=EINN=T 3V EHERLET,
I $ helm version

H A B

version.BuildInfo{Version:"v3.0",
GitCommit:"b31719aab7963acf4887a1c1e6d5e53378e34d93", GitTreeState:"clean",
GoVersion:"go1.13.4"}

6.2.2. Windows 7/8 D&

L B0 .exe 774 EFovO0—RL, FEDTALI M) —ICRELFT,
2. Start #4572 ') v L. ControlPanel 27 ') v 7 L%9,
3. System and Security Z:ZR L TH 5 System %z Vv I LET,

4. ERID A =2 —h 5, Advanced systems settings %3&IR L. TEBIC#H % Environment
Variables 27 ') v 7 LE Y,

5. Variable 2> avh 5 Path ##iRL, Editx=2 vy o LZET,
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6. New a2 ) v LT, exe7 7A4IDHBT AT —~D/INR%T 4 —)L RICAADT BhH,
F7/-lEBrowse =27 )y oL, 4LV MN)—%5BIRLTOKEY Y I LZET,

6.2.3. Windows 10 D54
L BHD .exe 774 ZFovA—KRL, FEDT4 LI M) —ICBRELZTT,
2. Search ') v 2 LT, env #7%IJ environment Z AL ZF T,
3. Edit environment variables for your account% &R L £ 9,
4. Variable £V avH5 Path %:E R L, Edit22 v I LET,

5. New 227 ) v L, exe 274N DHZB T4 LI N)—=~DNR%ET 14 —)LRKICAATEH\.
F7/-lEBrowse =27 )y oL, 4LV MN)—%5BIRLTOKEY Y I LZET,

6.2.4. MacOS D&
L. Helm NN+ 1) —&4&FooO0—RL, ThE/REMLET,

# curl -L https://mirror.openshift.com/pub/openshift-v4/clients/helm/latest/helm-darwin-amd64
-0 /usr/local/bin/helm

2. XA F ) =T 74 )V =RITHREICLET,
I # chmod +x /ust/local/bin/helm
3AVAM=NNINEN=Ta Vv EHERLET,
I $ helm version

H A B

version.BuildInfo{Version:"v3.0",
GitCommit:"b31719aab7963acf4887a1c1e6d5e53378e34d93", GitTreeState:"clean",
GoVersion:"go1.13.4"}

6.3. HRAY LHELM Fv— MY RIY N —DEE

UFOAEOWTNA%ZMFEE L T, OpenShift Container Platform 7 5 24 —|C Helm F v — &4 ~
Z I\_)l/tsﬁ i’a—o

o CLI|

e Web J¥Y—JL® Developer /S\—2XRYV F 1 7,
Web 3>~V —JL® Developer /X\— 2R %Y 7 4 7D Developer Catalog ICI&. 7524 —THIAAEEAR
Helm ¥+ — hARTJINET, T 74 FT, ThidRedHatHelm F¥—hFURI ) —D
OpenShiftHelm F ¥ — b D—E%ZXRKFLEJ, Fr—bD—EICDWTIE, RedHat Helm 1 >~ 7 v ¥
AT774NVEBTRLTILEIW,

PSR —BEEE, 774 MDYVRI MY —EFRIEED Helm Fvy—MYRI MY —%EN
L. Developer Catalog TINHDY R M) —H 5 HelmFr— M aRRTEET,
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6.3.1. OpenShift Container Platform 7 2 X% —TCD Helm Fv— b DA Y XA k=)L

AR &M
o E4TH M OpenShift Container Platform 7 S X4 =% Y., OJ4 Y LTW3,
o HelmdPM YA M—=ILTNTW3B,
FIE
LEFR7IOY I MEERLET,
I $ oc new-project vault
2. HelmFv+— b DYVRI N —EO—AILDHelm 7547 MEIMLET,

I $ helm repo add openshift-helm-charts https://charts.openshift.io/

H A B

I "openshift-helm-charts" has been added to your repositories
3URIYMN)—ZEHLIT,

I $ helm repo update
4. %> 7))L ®D HashiCorpVault #4 Y A b—JLL 7,

I $ helm install example-vault openshift-helm-charts/hashicorp-vault

H A B

NAME: example-vault

LAST DEPLOYED: Fri Mar 11 12:02:12 2022
NAMESPACE: vault

STATUS: deployed

REVISION: 1

NOTES:

Thank you for installing HashiCorp Vault!

5. F¥y—MDPEBICA VA M= EINIZEEHERELET,
I $ helm list
H oAl

NAME NAMESPACE REVISION UPDATED STATUS CHART
APP VERSION

example-vault vault 1 2022-03-11 12:02:12.296226673 +0530 IST deployed vault-
0.19.01.9.2
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632 FAREN—ARI T4 T%=EBL/ZHeImFv¥—bDA VA M=)l

Web > Y —JLE 7 CLI 3>V —IJL®D Developer /X—2 Y 5 4 7%{EMA L T, Developer
Catalog IC—BRRINTWVWSE Hem Fr— DS F v —FMEEIRL, 1 VA= TEET, Helm
Fv—bEAVZAM=JLLTHelm ")) —X%Z{EK L. Web 3>V —)LD Developer /N\—ZARJ F 4
TICRRTEFT,

AR &M
e WebIdvV—)LiZAYA4 > LTHY., Developer/N\—2Z2AR_I 74 T ILHYBATWS,

FIF

Developer Catalog TiREIN S Helm Fv— kD5 Helm Y ) —R&ZEMT 2121, LTFE2ETLE
—3_0

1. Developer /X—2ZARYVF 4 7T, +tAdd E2—ICBEL., 7OV bERRLET, K
IC. HelmChart#+ 7> 3> %4 1) v % L. Developer Catalog ICTRT®D Helm F+— M &XK
~LET,

2. Frv—MAZERL, Fvy— MDA, README, Fv¥—MNIDWTOZFDMDEFEMAERESREL X
-3_0

3. InstallHelm Chart %22 ") v 27 L9,

[X6.1 Developer 1% 07 @ Helm F+ — k

¢, NET x
~

Provided by Red Hat

Install Helm Chart

Latest Chart version Description
0.01
AHelm chart to build and deploy NET applications
Product version
N/A README
Source .NET Helm Chart
Community A Helm chart for building and deploying a NET application on GpenShift
Provider Prerequisites
Red Hat Below are prerequisites that may apply to your use case.
Home page Pull Secret
N/A You will need to create a pull secret if you pull an 521 builder from an external registry. Use the following
command as a reference to create your pull secret
Repository
Openshift Helm Charts oc create secret docker-registry my-pull-secret --docker-server=$SERVER URL --
docker-userr --docker o --docker-enail=$EMATL
Maintainers
N/A You can use this secret by passing --set build.pullsecret=my-pull-secret to helm install,or
you can configure this in a values file
Createdat
@ Jan 11,553 AM build:
pullsecret: my-pull-secret
Support
N/A and apply by passing --values $VALUES FILE
Documentation Push Secret

4. InstallHelm Chart R—Y TR AT WE 7,

a. V) —2DEBDERI% Release Name 7 4 —JL RICAA L F T,
b. ChartVersion KOy 740V YA MDD SBEBELRF v —MDON—=U 3V ERBIRLE T,

c. FormView 7% YAML View 2B L CTHelm F+— &2 EL X7,
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pa 3

FIAR e A L. YAML View & Form ViewB THIWEZ 22 &N T X
¥, Ea—DYYEZIRIC. T—YIkEbEINET,

d. Install 22 ') v 7 LTHelm ) YU—X%Z2EHKLET, V) —ZANKRERINS Topology
Ea—Iil)FA4L I bINET, HelmFr— KUY =R/ = BHBHE. Fv— M
FRNSGERI N, BRIDARIVICZED) ) —ZADN ) =R/ — " DBPRFEINET,

A R/XRJLT Actions Ry VA FRATZH. F/ldHelm YUY —2R&HFY v 2 L THelm Y )—2X
DOF7yvTIL—K, A=y I, FLET VA VANV ERTTEET,
6.3.3. Web IR TD Helm OfFE A

Web Y —JL® Developer /X\— 2RV 7 4 7T Web ik % #H{b L T Helm 2 EATE £9, il
& Web iR DER 28R LTI W,

6.3.4. OpenShift Container Platform TD A X4 4 Helm ¥+ — b DYER
FIE
LHFRIOVz ) MEERLET,
I $ oc new-project nodejs-ex-k

2. OpenShift Container Platform # 72z k& EN 2 Nodejs Fvr— hDH Y TINEST IV
a— I\\\ L/ i -a—o

I $ git clone https://github.com/redhat-developer/redhat-helm-charts
B HYTNFy— b EETCTALIMN)—IIBBLET,

I $ cd redhat-helm-charts/alpha/nodejs-ex-k/
4. Chartyaml 7 7 1 L Zig&E L. Fv— bOFBAZEML X,

apiVersion: v2 ﬂ

name: nodejs-ex-k 9

description: A Helm chart for OpenShift 6

icon: https://static.redhat.com/libs/redhat/brand-assets/latest/corp/logo.svg ﬂ
version: 0.2.1 9

Fy—MNAPINN—=Y 3y, ZThid. Heim3UEAMEE TS Helm Fv— MDIHZEIE v2
THZIZRELIHY T,

F v — MNDAR
F v — b DA,

PAAVELTHERTZAM A —IAD URL,

000 O

Semantic Versioning (SemVer) 2.0.0 A#RICER L= F vy — hDN—=U 3 >,
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5, Fv— MBI T+ —T Yy RSN TWBZEEHRALET,
I $ helm lint

H A B

[INFO] Chart.yaml: icon is recommended

1 chart(s) linted, 0 chart(s) failed
6. BRIDT A LI M) —LNILICEELET,
I $cd..
7. Fv—b A VAN =ILLET,
I $ helm install nodejs-chart nodejs-ex-k
8. FY¥—MDEBICA VAN LI EZHRAELET,
I $ helm list

H A B

NAME NAMESPACE REVISION UPDATED STATUS CHART APP VERSION
nodejs-chart nodejs-ex-k 1 2019-12-05 15:06:51.379134163 -0500 EST deployed nodejs-
0.1.0 1.16.0

6.35. A LHelm Fv¥—KYRY M) —DEM

VSR —BEBEE., DRILDHemFr—RYRIN)—%0F25—IEML. Developer
Catalog DN S5DYRI M) =D S5 Helm Fvr—MADT I EZRAEZBMCTEET,

FIR

1. FHRD Helm Chart )R K1) —%3BIN9 % ICI&. Helm Chart Repository IR 4 A1) Y — 2R
(CRYEZ SRS —IBMT 2RENHY £7,

HeimFv¥—RMYRIS MNY—CRDODY VT

apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:
name: <name>
spec:
# optional name that might be used by console
# name: <chart-display-name>
connectionConfig:
url: <helm-chart-repository-url>

mEZE Azure Y TILF v — R YRIY MY —%BINT 2I01E. UTFEEITLET,
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$ cat <<EOF | oc apply -f -
apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:

name: azure-sample-repo
spec:

name: azure-sample-repo

connectionConfig:

url: https://raw.githubusercontent.com/Azure-Samples/helm-charts/master/docs

EOF

2. Web 2>V —JL T Developer Catalog ICBEI L., Fv¥—hJRI M) —D Helm Fv¥— kB
TINDZEEHRLET,
EZE Chart YRV MY — T4 )L —%FERALT. YRI M) —H5 Helm Fv— M%EiR
%bi’a—o

Be2Fv—hKN)RIN)—DT4ILH—

in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.

Project:test w

Developer Cataleg > Helm Charts

Helm Charts
Browse for charts that help manage complex installations and upgrades, Cluster administrators can customize the content made available in the catalog.
| Anttems All ltems
cycn
AZ v
Databases
Middleware
Other
e Helm Charts Helm Charts elm Chs elm Ch
HeCH o o o
N~
Aks Helloworld vO.11 Aqua Enforcer v2.0.0 Aqua Scanner v2.0.0 Aqua Server v2.0.0
- P Az R P bm Helm Repe Provided by Ibm Helm R P Ibm Helm R
(J redhat-helm-repo (6)
AHelm chart for Kubernetes AHelm chart for the Aqua AHelm chart for the aqua AHelm chart for the Aqua
Enforcer scanner cli component Console Componants

5

PSR —BEENTRTOFv— M) RY M) —%HIKRT 2551, +Add
E'1—. Developer Catalog. 8&UVERIDFES—2 3 /R T Helm £ 7
vavERTCTEIHA,

6.3.6.Helm F v — M JRY b —%BINYT 57D DERIEE|RS £ U CAFERRZ DIERK

—EBD Helm Fv¥— M YRY M) — IR 2I1C1E, REEBERE DR Y LFRELRE (CA) SEFAZE N RET
¥, WebAY VY —J)L& CLI ZEA L CERELIFIR EEIBAZ 2 BT B ENTEE T,

FIE
EREEEHREGIAEAREL. CLIZEAL CHem Fv—rURI MY —ZBMLETS,

1. openshift-config namespace ©. PEM TI Y I—RINLHRADHR Y L CAFEAET
ConfigMap #{Ef L. Th%RET Y 7AD ca-bundle.crt ¥ —IREL T,

$ oc create configmap helm-ca-cert \
--from-file=ca-bundle.crt=/path/to/certs/ca.crt \
-n openshift-config

2. openshift-config namespace T, 754 7 M TLSEREAEBINT 57IC Secret £ 72 =
MEERRL 9,
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104

$ oc create secret tls helm-tls-configs \
--cert=/path/to/certs/client.crt \
--key=/path/to/certs/client.key \

-n openshift-config

VATV MIAEEF—IEPEMTIVYI—RIhEELTHY., ThEhntsct 8L
tis.key ¥ —ICREINZHBENHY XY,

3. UTDESICHem VAR M) —%BIMLET,

$ cat <<EOF | oc apply -f -
apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:
name: <helm-repository>
spec:
name: <helm-repository>
connectionConfig:
url: <URL for the Helm repository>
tisConfig:
name: helm-tls-configs
ca:
name: helm-ca-cert
EOF

ConfigMap & & U Secret (&, tlsConfig 5& U ca7 1 —JILREZFERALT
HelmChartRepository CR TERAINFE T, TS5 DRAEIF. Helm JARY K1) —URL AD
BERICERINET,

4. TT7AIITE, RESINEI—F—RBIRTREFADFv—MITIEATEIY, kL

L. SERAES’MERF v — MY RI M) —DIFEIE. LLTFD & S IC openshift-config

namespace T helm-ca-cert X €~ v 7 & & 1" helm-tls-configs > — 2 L v kADFHEHEY 7
VERERBTIDLENHY T,

$ cat <<EOF | kubectl apply -f -
apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:
namespace: openshift-config
name: helm-chartrepos-tls-conf-viewer
rules:
- apiGroups: [™]
resources: ["configmaps"]
resourceNames: ["helm-ca-cert"]
verbs: ["get"]
- apiGroups: [™]
resources: ["secrets"]
resourceNames: ["helm-tls-configs"]
verbs: ["get"]
kind: RoleBinding
apiVersion: rbac.authorization.k8s.io/v1
metadata:
namespace: openshift-config
name: helm-chartrepos-tls-conf-viewer
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subjects:
- kind: Group
apiGroup: rbac.authorization.k8s.io
name: 'system:authenticated'
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: helm-chartrepos-tls-conf-viewer
EOF

6.3.7.;FAZL NI TOHelm Fv—bDT7 4 IVE =)V

Developer Catalog DEREL RIVICETW T HelmFv+r— b 27 1LY —TEXE T,

FIR
1. Developer /S\—2ZARYIF 4 7T, +tAddE21—IlBEFLTTOV TV bERIRLE T,

2. Developer Catalog ¥ 1 /L5, Helm Chart # 7> 3 > %3#3R L T Developer Catalog T9
RTDHelm Fvy—haRTLET,

3 HelmF+—bD—EBDERICHZ 71 VY —%FRALT. RELRFY—F 271 —LF
_a—o

e Chart Repositories 7 1 L9 —7%{#H L T. Red Hat Certification Charts X 7= (&
OpenShift Helm Charts DM L/ZFr— &2 71 ILF—L X T,

® Source 7 4 L% —%fER L T. Partners. Community F7z/& Red Hat B SR I 1 %
Fr—haT7409—LFET, REFv—MIT74> (® )TRREINIT,

pzo-1o)
i TAONA =54 TH1DULHIERWVNESIEX. Source 74 LY —IERRINF A,
MEBERFv— R NEBRLTA VAN —ILTEBLDICRY E L,

6.3.8.Helm F¥— MR M) —DEML

HelmChartRepository @ disabled 7O0/37 1 —% true ICEREL T, A9 O 7IZH B4EED Helm
Fr—hM)RI M) —=DS5D Helm Fv— M EJEMICTETET,

FIR

o CLIZERALTHemFv—hMYRY M) —%EIHPICT BIC1E. disabled:true 75 7% HhR %
LYY —RIEBMLFET, &2, Azure Y FTIFv—KNYRI N —BBIBRT B ITIE,
UTFEEIFTLET,

$ cat <<EOF | oc apply -f -
apiVersion: helm.openshift.io/vibetat
kind: HelmChartRepository
metadata:

name: azure-sample-repo
spec:

connectionConfig:
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url:https://raw.githubusercontent.com/Azure-Samples/helm-charts/master/docs
disabled: true
EOF

e Web VY —IILEMALT, REBMIN/IzHem Fr—RYKRI N —HEWNITT BITIE
UTF&EEIFTLEY,

1. Custom Resource Definitions|Z#&) L. HelmChartRepository 1 24 A1) Y — X % 1R5R
LE9.

2. Instances ICHEIL. EWICTBYRIN)—%BDIF, ZO&EA 7V vy I LET,

3. YAML ¥ 7IZ#E L. spec 4 3 Il disabled: true 7 5 7 % BiNL. Save =7 1) v
ILET,

B

spec:
connectionConfig:
url: <url-of-the-repositoru-to-be-disabled>
disabled: true

DRI M) —RFEMCIN, AYOTICERTIINBRLSABYFET,

6.4.HELM ) ) — 2 D&EHA
Web 3> Y —JL D Developer /X—ZRYVF 4 T%=MEAL, Helm J Y —XDEH., O—IL v o, Tk
E7 A VA M=V ERTTEEY,

6.4.1. BiiR &4

e Webdvv—icOs4 > LTsHY., Developer/\—2ARI 714 T ILHYEZTWS,

6.42.Helm ) —2XD7 v T L—R

Helm Y ) —2%7vy 7L —RLT. FiIBFv— b= a7y TFIL—FLEY, VI)—RE&
EZzEIHLLYTEIY,

FIg
1. Topology Ea—THelm ) ) —X%ZEIRL., Y4 RRXRXILERRLET,
2. Actions —» Upgrade Helm Release 27 Y v 7 L £ 9,
3. Upgrade Helm Release R—Y T, 7v 74U L — K% & 94 % Chart Version Z:#R L TH 5

Upgrade Z7 ') v 7 L. BID Helm V) ') —X%Z{EK L ¥#9 ., Helm Releases R—(Z1d 2 DD
JEY 3 UAKRRINE T,

6.43.Helm ) ) —X@®O—J)L/Ny J

1) —RICKET %3BE. Helm U ) —RAZERIO/NN—2a vICA—=ILN\y V) TEET,

FI7
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Heim Ea—AFEARALTY Y —RE50—ILNy 9T 2IC1E. ULTAEEFTLET,

1.

6.4.4.

FIE

Developer /N—2 R Y 7 4 7T Helm Ea2—IC#E& L. namespace ® Helm Releases % &X7R
LEd.

[ ]
[ ]
. —ERTRIINTWSY Y —XRICBEEY % Options X Z 21— * %41y L. Rollback %;&
RLET,
Rollback Helm Release *R—Y T, O—JL/\v 29 % Revision #3#R L. Rollback %% ') v

9 L/i-a—o

Helm Releases R—Y T, F¥y—h &2y o L, VY—RADFEMB L)YV —R%=RRLE
-a—o

Revision History ¥ 7ICBEIL. Fy—hDIRTOYETavERRLET,

M6.3Helm Y EY 3 VERE

Helm Releases > Helm Release Details

i Deployed Actions
GD elasticsearch

Details  Resources  Revision History = Release Notes

Revision T Updated Status Chart Name Chart Version App Version Description

1 @ 4 minutes ago Superseded elasticsearch 760 760 Install complete

2 @ 3 minutes ago Superseded elasticsearch 762 762 Upgrade complete

3 @ less than a minute ago Deployed elasticsearch 762 762 Rollback to 2
]
L]

Ny 7’-\ iE AN .)s S =/ 1 SaY ~ - . —_— L
; _ _
MEIIGEIF, SHICRKED) EY a VICkET % Options X =2 AEALT. O

Wy 9$2)EY 3V EERLET,

Helm ) ') —XO7 A4 VA =)L

Topology E2—7T, Helm 'J)—X%%H% 'Y v %Y L. Uninstall Helm Release % :#IiR L £ 7,

ROV 7N TCFvy—bMDELEIZAAL, Uninstall 2 )v 2 LE T,
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oy i — — 0
B7E 7704 XA b

7.1. DEPLOYMENT & & ' DEPLOYMENTCONFIG A 7> ¥ MIDWT

OpenShift Container Platform @ Deployment & & U' DeploymentConfig APl 4 7 = 7 M&, — &
BRA—Y—TT)r—2aVIlHT 2FHMREEEZITILDODDLPUTVEEDD, 422 DDHE
ERHELET, Thoid, WTFOERDAPI ATV FTREINTWET,

o PN —avOREDIVR—FY NORERREEERT S, PodT T L—hELT
® DeploymentConfig Z 7= (& Deployment,

e DeploymentConfig # 7> =¥ MIIF1DFIFEHDO L) r—>avyay bOo—5— &
AXIh, CHIZEPdTYFL—hELTOTF7OM XY NOBFEDOEROREDL O— KA
SEFENhFEd. ERRIC. Deployment# 7o o MKk, LY —TavaryhO—5—%i
AT 251D EDreplicasets MFRAINE T,

o 1DFIFEHDPod, BHEN—JavDT7T)V5r—avDAVARY VA ERLET,

7. 7704 XY NOENTa 7Oy Y

TTOAAAYNELCT IO XV RNEEIZ. ThThELT 7 70v2ELT RMT147
Kubernetes APl & 7Y = 7 @ ReplicaSet & & U' ReplicationController DR ICL > THEMICI N
7,

a—4—I(&. DeploymentConfig # 7Y x/ bFAIEF 7O XY MIL>TRHRAEINZL ) Ir—

Yavarvbho—3>— LV Aty NELIF Pod 2 FT2MEIEHY FHA, TTAAAY Y
AT LREREZBICGELIT,

Ev b
BEOTFT7OAMA Y MNANSTFI—DPEEODI—RATF—RICEIRWEE T, 704X D547

B4V IVHBERICEROFIEZFHTRITIIVENHBIHEIE. ARILTTOAA VMRS T
V% FRY B E R LTSI,

UFotEs2avTlR, IhodFA 79y hOFMIEREZRHELET,

7L LV yr—ravaryho—5—
L7 r—yavayhO—5—3, IEELLEPod DL 7)) AEHAEBICEITINTWS I EAERL
T3, Pod DT X-IFHIBRNTONABEEIC, LY r—Yayvay bO—5—0 L, ExLE
BICRDETAVRY VAT 2B LET, ARIC, BREULEOHED Pod EITINTWBIG
BIClE. EREINLBU—BIEZLDICHELRED Pod #HIBLET,
L7 r—yaryay ba—5—RERUTTREINhTWET,

o MERLSYAB(INIEZS VY A LBFICHETRE).,

o LY — KNI’ Pod DEREFICERYT % Pod EF.

o BWIN/ Pod#H/BTB-DDEL VI —,
LA —E, LT T—2avaybhO—5—0EET S PodIlEYHETONESINILEY NT

T, INHDSNILIE. Pod EHFICHAAFN, LY yr—avaybho—S5—0»1 2RIV R{EL
Fd, LV yr—yavarybho—5—F. BEICHRUCTHRASTSEHIC. ELIVY—AFHALT. T
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TICRTHD Pod HZHIMTL T T,

L7V o—yavaryho—5—F EBHELIEEAD, BFFLENZ 74 v VICEDVWTHEIR
TV IERTTBIEEHY EFRHA, TOHFERF. LT ABENAROBEHRT—F—THET 2
REHY FT,

T, LY r—raryay hO—5—E&DHITT,

apiVersion: vi
kind: ReplicationController
metadata:

name: frontend-1
spec:

replicas: 1 0

selector:

name: frontend

template: 6

metadata:

labels: ﬂ

name: frontend 6
spec:

containers:

- image: openshift/hello-openshift
name: helloworld
ports:
- containerPort: 8080

protocol: TCP
restartPolicy: Always

£479 3 Pod DIAE—#TT,
1792 PodDSNILEL I HY—TT,
v bhO—5—b2EHT B Pod DT>V L — KT,

Pod DZNILICIEZNILEL VI —DEDEDHEENTVWEIRELNHY X,

0009

NI A =5 —HERBR DA DEARI L 63 XFTT,

7012. LY Aty b

L7 r—o3vay hO—>—&@#IC. ReplicaSet (£, I8E I NAED Pod L 7)) h DS E DB
MTCEITINDLIICTERAT 1 TDKubernetesAPI A7V 9 hTY, LTYAHEY NELTY
Jg—yavav ha—>—0WEESRIF,. LY AhtEy bTlEtEY MR—ADEL VY —BHEHR—K
L. LU —>ararybO—5—R@EMR—ADEL VY —BEHOIH%EHR—NTERTT,

R

ARG LBHDA—TZAML—2 a3 VHRERIZEL., BFINECBLEDRWVGEICOD
HLTV ALY VEFERALEYS, ThUNART IO AV baERLET, L) A
ty MIMERICERTEF T, Pod ER/HI/EHFOF—7ZA ML —2a VICETT
A4 XY hTLTY ALY FE2ERALET. 7704 XA M BENICLTY Aty
NE2EEL. Pod CEEMNEFHEZMAZDT, FRTZL T Ahty NaFETERT
DREIIHY T A

109



OpenShift Container Platform 4.9 7 Y s —>a v ®EI K

LAFId. ReplicaSet E&ZDHIICAY £9,

apiVersion: apps/v1
kind: ReplicaSet
metadata:
name: frontend-1
labels:
tier: frontend
spec:
replicas: 3
selector:
matchLabels: 9
tier: frontend
matchExpressions: 6
- {key: tier, operator: In, values: [frontend]}
template:
metadata:

labels:
tier: frontend

spec:

containers:

- image: openshift/hello-openshift
name: helloworld
ports:

- containerPort: 8080
protocol: TCP
restartPolicy: Always

—ED)Y—RII/TZIRILDY ) —, matchLabels & matchExpressions D#ER 1 FRIEH
IEEINET,

LIS —II—HTBEINILTYY Y —REZEBET 2FMRN—ADEL V5 —

o

F—%T4II—TFTDEYy MR=2ADEL IV H—, ThiL tier EEAFEDF—, frontend & FE
DEDY Y —RAETRTRERLET,

7.1.2. DeploymentConfig # 7> = 7 b
LY 4s—2 3>y hO—5—TEJL K§ % OpenShift Container Platform (& DeploymentConfig
AT NOBZEFERLAY 7 MV 7ORES LT IO A Y NS4 754 JIVOHRRY R—
MEEBMMLET., &t EMAIZEIC. DeploymentConfig 7 72 Y MIFHET7 S r—>a>vav b
A—5—0D&%ER L. TNICPod ZEEIIE X T,
7272 L. DeploymentConfig + 7' = ¥ kM OpenShift Container Platform & 704 X ¥ ME, 1 X —
COBETTOAAY MOSHRT IO XY MIBITTRHEELRHEL. LTYy—ravav ks
A—5—DERFIRICEITINZ 7V 73 EHELE T,
DeploymentConfig & 704 X ¥ N AT LIS T OMEEZIRELE T,

o 7Y —aVvERITETELHDT Y T L— NTH2 DeploymentConfig # 7> ¥ K,

o ARYIADHKE LTEIMEINAEZT IO AV NEERBITS M) H—,
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o BRION—=23YPLHFHHMN—2aVICBITTREHODI—F—ICLDARY YA AN AIHER
TTOAAVNRNSTY—, ANSTFY—R, F7OA XY N TOERE—RMICEETN S
Pod ATRITINZE T,

o FTTOAAY MDA THAVINHFDERDIERATHRY LEMEERITITZLODTYID
Y N(GATHAIINT VD),

o FAOAAY NDKMBFICEFHFAIXEAFHTO—INY 2 EYR—NTBEHOT7 T r—
vavpnN—T 3 UEE,

o LN —2avpFEHELICEHRT—Y VY,

DeploymentConfig 7 7> = 7 M aEX$ 2 &, LY r—>avaybo—5—

#%. DeploymentConfig 7 7YtV hDPod TV FL—hMELTERINE T, T 7004 AV MHE
BIXNdE, BREFDOPodT Y FL—hTHLWL Y=Y avay bao—S—»aEHRIh, 70
AAY N TORAPEGTINTLUFOL T r—2 32y bO—5—ORT =¥V, LUHR
L) r—>3vay b=5—ORT5—LT vy THiThhzf7d,

TTIN)Vr—2avdDA VRV RE, FREICH—ERAY—NRSUH—%)L—4% — I L TEEMIC
BI/EBRINEST, 7V T5—Ya VDA EERY Yy MY D UMBEEYR—NLTWBRY, 77
T—YavhHATERM Y 7 F IV AZITRS &, ETHRO1I—HF—EGIBERYT T TESLDICT S
ZENTEET,

OpenShift Container Platform DeploymentConfig 7 7> = 7 MILUTOFMEERZL T,
1. ReplicationController E&DE3&,
2. T 7O XY NOBEMERD M) H—,
37704 XY NEDBITA NS TV —,
4. ZA7HA4 IV T v,

7704 —Podld, T7OA AV MR N)A—IN BN, FEFLIZIEHTHINEBDT,
(FWL 7V s—ravaryho—>—ofEh. FRLFTVr—23y30 M- —DHAB LV
TV IDRTA/RED) T TOAM AV MNEBEBLEY, TTOM AV MNPodid, 7704 XY boOd%
R 20T 7O/ XY FPORTRIZBHERTREINE T, 7704 XY MO BIDOEDICE S
AbNndEE, LREIOL ) r—ravay bO——EREBICGCTHERO—IL/N\Y JZBMICT
TERLDICREINET,

DeploymentConfig ‘£ Dl

apiVersion: apps.openshift.io/v1
kind: DeploymentConfig
metadata:
name: frontend
spec:
replicas: 5
selector:
name: frontend
template: { ... }
triggers:
- type: ConfigChange ﬂ
- imageChangeParams:
automatic: true
containerNames:
- helloworld

m
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from:
kind: ImageStreamTag
name: hello-openshift:latest
type: ImageChange 9
strategy:

type: Rolling 6

(@ BETEN)A—ICLY, FTTAOAMXY MBEEDPod FY FL— MNIEBELH D EREIND -
Yz, FEEoL )y —vavay hao—S—NERINE T,

Qg AX—JBEBARNYAH—ICLY., FHFTOAA VMDY, R XU T4 A=V DHFEN—T 3 v HhE
Bt E A X—Y 2 N — ATHEARREICARZEEICIIEICERINE T,

©® 774N ILORoling 2 hSFY—LLY, FTOAAY MEADT Y Y51 LR LOBITNTHN
i’a—o

713. 7704 XAV b

Kubernetes I&. Deployment &L\ OpenShift Container Platform D7 7 —ZXA NIV S 2D XA T4 7
APl A7V x4 MERHLZF T, Deployment 7 7 4 bk, OpenShift Container Platform E#& ®
DeploymentConfig 7 7>t/ & L THBEL T,

DeploymentConfig = 7' = - b D#kIC, Deployment 4+ 72 Y MMEPod 7> FL—hELT, 7
TVr—2aVvOREIVR—RXY NOBBLRREEZRBBRLET, 7704 XY ME, Pod DS54 74
AO9NVEA—TZAMNL—>a3 T2 T Aty MEERLET,

fEzE UTFOTF704 AV MEZEIEL Y HtEy MEERL. 1D hello-openshift Pod % #2&) L
i’a—o

F7OQ4 XAV FDES

apiVersion: apps/v1
kind: Deployment
metadata:

name: hello-openshift
spec:

replicas: 1

selector:

matchLabels:
app: hello-openshift
template:
metadata:

labels:
app: hello-openshift

spec:

containers:

- name: hello-openshift
image: openshift/nello-openshift:latest
ports:

- containerPort: 80

7.1.4. Deployment & & U DeploymentConfig # 7Y = 7 h DLLE

Kubernetes Deployment & & ' OpenShift Container Platform T7OEY aZ=> 5 Xh3
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DeploymentConfig # 7> = 7 k DA A* OpenShift Container Platform THR— M I TWE T
. DeploymentConfig 7 72 = ¥ M TR I N D RFEDEEE X FEMEN B E TR WG
&. Deployment Z{FfAT 5 &ENHEIN I T,

LTI avTlR, ERTZ94 TOREICKID2DODF TV Y MNEDEWEFRLF T,

7.1.4.1. 585t

Deployment & DeploymentConfig # 7Y =7 NOEEREVD1DELT, O—I 7Y N FOERT
BERETTRBIRI NS CAP theorem (JRA) O FO/NRF 4 —H'H Y £9, DeploymentConfig # 7> =4
MIEESMEZEBELETH. Deployments # 7V ¥ MIBEM LY ETHELEABELE T,

DeploymentConfig = 7> =V bDIFE, T 7OVY—Pod L1795/ — KDY U VT BBE. /—
ROBEMAIIIThhELA, 7OERIE. /—RPBUL VY SA VICRDZETHET 2D, FLEF
ECHIRRINEF Y, /—FEFETHIKRTZ2&. WT 5 Pod BHEIBRINE T, DFY., kubelet (&
ET I 57z Pod BHIFRT 572, Pod ZHIBRLTO—ILT7 Y NOBEEMKRETI CEIETEEE

Ao

—7A. Deployment O—J)L7 Y MIAY POA—F—IR—TV ¥ —HDLRTINFY, I bO—5—%
F—V vy —EYRY—LTHAAKE—RFTEGTIN, V49 —FBR7ILIVIL%EZFHRAL TITRAME
BEEMIVEBETILIDICKELET, BEORLERICIE. HOBEHOTRY—HPAEAKICALT 7O
AAYMIHULTERTZA8EELGHY FTH. COMBEITESOREERICGARINET,

7.1.4.2. DeploymentConfig 4 7 = 7 FEH OH##E

BEO—I)L/\v Y
WEST, 7704 XY MTlE, BEOERERORRICEEILT O IhiL T Aty hADBEH
O—J)LNNy %G R—MLTWEHA,

MU H—

Deployment DIBE., T7OA4 XY MDD Pod TV FL— MIZEAHZZTIFHFLLWO—ILT D MHEH
EHICN) H—3IN2DT, BRMNAKRELEEN)H—DPEENET, Pod 7Y FL— NDEBRFICH
O—LT7 I MBRBRIBEICIE., T7O4 XY MEUTOLIIELELEFT,

I $ oc rollout pause deployments/<name>

ZATHA IV T VD
Deployment TldZ 4 7Y A4 VL7 v I HR—KLTWEHA,

HAILAKNSTI—
FTOAAYMNTI, I—HF—PEETEIHRYLTTAMA VY RNANSTFY —A2HR—MNLTWVWEE
/\JO

71.43. 7704 XY NEA OERE

O—b#4—/N—

Deployment 7 72 =7 bOF 704 XY N FOERIE, IRTOFIHRO—ILTO MITFTOA ¥ —
Pod % /39 % DeploymentConfig 7 7> = 7 b & IEHERMIC, I hO—5—IL—TTERITINZE
¥, D2F Y, Deployment # 72 9V MIWETEZRLFSELDT7IT17RLT)V Aty NE2BET S
ZENTE, REWICTTOAM A MY NA—F—DLBIOTRTDOL T htEy NERT—ILE D
Y. BFOEDERT—ILTYyTLET,

DeploymentConfig # 7> =/ N Tld, RTTE3 T 7O1 Y —PodldmKI1DER>TWET, &

BOT7OM4 Y —DHZBEEHEENEL. ThEAEFOL )V y—> 3y hO0—5—ThH5
EEZZA M O—5—5RAT—ILT7yv T LEHELFET, ThickY, 220 7Y r—vavay

13
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NO—Z5—DHE—EICT VT4 TICTEET, &MENICIE Deployment 7 7/ hoO—J)L7 7 b
NIELEY,

R r—1) >

F7OA4 A baAY hO—5—D &M Deployment 7 72 =7 MNAFRETZHIBOL T Aty bDY
AZXICDVWTDERTEZREHRETH D7D, BImHFOO—ILT I NORT =)V IHERETT, BN
DOLFT)AEFELTY Aty hOYA XICHFIL THOERINET,

DeploymentConfig 7 7> =/ M, Y hO—F—DFHRL TV r—ravyary ho—3—0H4(4 X

WKEALTT a4 vY—TO0BREEETR0ICO0—ILT I M EITINTWBREBERICRATY—Y VI T
XXt A

O—J)L7 Y hRO—FHZLE
Deployment WD TH—BHEILLETE X9, DF Y, MEhoO0—IL 7V bME—B=FIETEET, —

B, T7O4 Y — Pod FIRESAT—HELTEAVOT, O—IIL7Y MNFICTTO4 XY Ne—BE
ELEDELTH, T7OMv—7O0EREIOEEEASITYS, RTT2FETHEITINET,

72. 7704 XA N O ADEE

7.2.1. DeploymentConfig # 72 =V hDEE

DeploymentConfig = 7'~ = & b i&, OpenShift Container Platform Web 3>~ ¥ —JL M Workloads
R=IPHH, FhldocCLIZFEALTEERTEET, UTOFIRIE. FICEEDLWEED CLID
FEREEZRLTVWETY,

72107704 X O

TN r—2avdTF7a4 XAy N ORI T 5720, O—IILT7 U MNARKBTIET,

FIR

1. BX¥%Z® DeploymentConfig N S5## 7 704 A > N 7O X &K T 2 &, UTFoax v R
EERITLET,

I $ oc rollout latest dc/<name>

Pz -
FTOAAY N 7O ZADNETHOBEICIE., COAVY RERTTEZE, Ay
T—INRERIIN, FRL IV yr—ravarybho—S— @57 a/43hixEtd
/\JO

7.212. 7704 XV FDERR

T r—2avORBEATEARTRTOYES I VICDWTOERRBRAIETEEHICTIOAM XY

N=RIRTEZET,

Fig

1L BARTHFOT 04 XY M TOER%EEL. $8E L7 DeploymentConfig # 72 = ¥ MID

WTOBEERINEZTRTOL Y yr—2 3y O—5—ICDWTOFHMARTT 21
&, UTFEEITLET,

14
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I $ oc rollout history dc/<name>
2. VEYaVICABOFHMIBEREZRERT 2ICIE. —-revision 75 7 %ZEBML XY,
I $ oc rollout history dc/<name> --revision=1

3. DeploymentConfig # 7> =V hB LV ZDHEH/NA—2 3 VOFMICDWTIE. oc describe
vy RzERALET,

I $ oc describe dc <name>

7213. 7704 X FOBRT
IT1TY EY 3 ~®D DeploymentConfig A7 7O4 ICKB L BE. 7704 XY MO 252BEH
TBHIENTEZET,
FIE
LRKBLET a4 XY N O R BRET5I1ICE. UTFTEERITLET,

I $ oc rollout retry dc/<name>
M) EYavOF7TO4 XY MR LABEICE, 20TV RICELY Xy E—IDRR
Ih, 77044V N TOEREETINEE A,

ya 13!

FTOA XAV NEBRITT2E, T7O04 XY N TOZAPBREEIN, FHLWL
FTOAXY MN)EYaVIFERIhFHA, BEBINWZLTYUS—>a3 >0
vhO—5—F, KBLAEEZCRICEREAFERALET,

7.214. 704 X hoa—Ib/Ny 4
O—INRwod3E, 7TV r—2avaHaioYEYavIicRELEYT, JDEEIE. RESTAPI, CL
FlEWeb AV Y —ILTEITTEET,

FIig
L BBICT7a4 LT LAEREDYEY 3 icO—IbN\y 73311k, LTFTEETLET,

I $ oc rollout undo dc/<name>

DeploymentConfig # 7> 7 kDT> FL—hM&E, undo XYY RTIREINAT IO X
YhOVEYIVE—BTRBLIICTICEIN, FHRLFYr—rarvay hOo—>—1Es
LET, ~to-revision T EY 3 U EEEINLWEAICIE, BRICEILAZT IO XAV
DYEVarvirERINET,

2. O—IRNY VDETERICHRT 704 A N FOCIAMEB > THIBINAWVWE D
IC. DeploymentConfig # 7> xV hDA XA —VZBERN) A—DO0—IL/N\y V7 D—E8E L THE
MICINET,
AA—VEBN)H—2BEBMNCTRICIE. UTERITLET,

115
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I $ oc set triggers dc/<name> --auto

pa )

F7OA4 XY RNEEIZ. BHFOTF7O4 XY N 7OEANKKLEBEESD,
ICRIHL7z) EVavADBEIO—IILA\yEHR—KNLFT, TOHBE. T704IC
KBMLEBHFOT Y TL—MIVAFTFALATEEINAZVWDT, 1—H—H1ZF0D

EZT2REN DY ET,

7.215. AV FF—RTOIAYY KOET

RIE D%

AT Y RAEDVTF—ICEBIMLT. 41 X—Y O ENTRYPOINT 251 FLCaAVY T —ORHIFELALT R
TEHIENTEET, ThiE. BELLEYAMIVITTTOAMA Y N EIWIKIRIERTTEDESA 794

TIVT Y I ERRERYFT,

FIR

1. command /X3 X —% —%, DeploymentConfig # 7> =¥ h® spec 7 1 —JL R &EML &
¥, command XY RAZET % args 7 1 —J)L REBIMTEX T (X7 command 1 7E7E

L7ZaWigEIZIE&. ENTRYPOINT),

spec:
containers:
- name: <container_name>
image: 'image’
command:
- '<command>"'
args:
- '<argument_1>'
- '<argument_2>'
- '<argument_3>'

&z £, -jar & U /opt/app-root/springboots2idemo.jar 518 % #EE L T, javaa~< > K

EERITTBICIE. UTZEERTLEY,

spec:
containers:
- name: example-spring-boot
image: 'image’
command:
- java
args:
- -jar'
- /opt/app-root/springboots2idemo.jar

7.216. 7 7Aa4 XY O DERSR

FIR

1. 8 ® DeploymentConfig # 7> =/ MIETIHEMIVETa OOV %X N)—LT BIC

& UWFZRITLET,

I $ oc logs -f dc/<name>
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BHFOYEY 3 UARITHRILIFKBLALBEICIK, ATV KD, PoddF 704 %475 70
L2007 %BLET, KB LAEBEICIEK., 7X)5—YavOPodh50OraERLET,

2. LRNICKRB LT 704 Ay N 7O A 6007 2R RT5ZEHEARETY, L. Th
5070 (MEIOL F)r—yaryay bO—>—L07 7094 ¥—0D Pod) BFFE L.
FETTIN—=V T FITHBRINTUVWARWESICRY £9,

I $ oc logs --version=1 dc/<name>

7217. 7704 X M) H—

DeploymentConfig # 7Y =7 MliE, 75 RAF—HADA Ry MIRIGT 2FHRT 704 4v MOk
ADERMZFET D N H—%2EDHBIENTEET,

DIk

H
[=]

N 1) #—7° DeploymentConfig 7 7Y £/ MICEZEINTWVWARWEEIE, REZL

BrN)A-—DTI72INMTEMEINEY, NIA-DEDT 4 —ILFELTEES
NTWBRHBEICEK., T7OMXY NIFHTEHT I2HVENHY T,

BREZETFOAAYMRNY H—
BRELEN) H—ICL Y, DeploymentConfig 7 72 x4 hD Pod 7V 7L — M TREDEEHIRE
INZEWIC, FROL T r—yaryay bo—S—mMERIh 7,

pa

BREZE N HH—21' DeploymentConfig # 7Y 7 MIEZINTWEIGE
i&. DeploymentConfig 7 7Y =¥ MBEEIMER I NLBERIC. RIDL TV — 3

\ YaY hO—5—PEBRICERS N, —BEESNELEA,
RELHES IO AV M NY H—

triggers:
- type: "ConfigChange"

AXA—VEBETTOAAYMNRNY H—
AX=VEBERN)T—ICEY, AA=DRAMN) LI TORBDERINSD WIS, (1 XA =2 DFHHR
N=2 3R Ty aINBI94IVIT)FRL TV r—ravyary ha—>—MERIhET,

AXA—IJEBTFTTOA AV MM) H—

triggers:
- type: "ImageChange”
imageChangeParams:
automatic: true
from:
kind: "ImageStreamTag"
name: "origin-ruby-sample:latest"

17
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namespace: "myproject”
containerNames:
- "helloworld"

Q imageChangeParams.automatic 7 1 —JL K" false ICEREIN D &, MY H—AEMITAY £

o

LS DHITIE, origin-ruby-sample 1 X =YX MY —L®D latest ¥ T DENEEI N, FHLWLWA X —
¥ D&H* DeploymentConfig # 7> =2 h® helloworld O 7+ —ICHEINTWRIREDA X —
ERRBZIHBEIT, helloworld IV 7 F—DHFRA X —V&FERLT, LWL FYr—>a3 vV b
A—Z—MMERINhET,

R

A4 X—IZ®E M) H—1" DeploymentConfig TEZIN GREZE M) A—H L
automatic=false "'¥{§E XN %A, F 7L automatic=true HNIEEIND), 41 X—VF
BRYA-—TBSRINTWVWEAN A=V RN —LI ITHRELEFELTVWARVES, EL
RICEWAA=IDA A=V ZAN)—LITITAVIR— M NERIE Ty a3 hiBRIC
MEOF7O4 XY N TOEANEENICHKBINE T,

721717704 AV NN H—DHRE

FIR

1. oc set triggers I~ > K% {EM L CT. DeploymentConfig 4 7> ¥/ MIF7OA1 XV KK
H—%BETDIENTEEY, LExIE, A A—CEREN)H—%EBET SITIE. LTFDO
v REFERLET,

$ oc set triggers dc/<dc_name> \
--from-image=<project>/<image>:<tag> -¢ <container_name>

7.218. F 704 AV MY Y —2DE

TTOAAAYME /—RTYDY =R ATV —BLV—BEIAMNL—)%5HEET S Pod 2FH L Tk
TLET, T74IKT, Podld/Nf Y RIhTWAEW/ — KDY Y —&HE&ELZFT, 7=7ZL. 7O
IV MITIANLMNOOYTFF—HIRMEEINTWVWBIESICIE. PodIZZDERFTYY —REH
%bi’g—o

pa

FT70O4 XY MORNAEY —HIRIZ12MB TY, Cannot allocate memory Pod 1 X
YhDEDICAVTF—DEEICKRTDE, XEY—FHIRIFESRYET, XEY—
FIRZFI X EIF2H. FEFINZHIBRLE T, FIRZHIFRT 5 &, Pod IZHIRD ALY
J—RD)YV—-R&EFETEDLIICRYIET,

TTOAMAVRMRNSTIO—D—8E LTY Y —RFIREE/EL T, YY—RDFER%EHIRTZIEE
AEETY ., T /04 X M)V —2RI&E, Recreate (BERX). Rolling (B—") > %) £7=I& Custom (A R
FLYDTTOAA AV NANSTY—CHERATEEY,

FIR
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1. LFOHITIE. resources. cpu. memory. & & U ephemeral-storage TN ZTh4 7 3
vTY,

type: "Recreate”
resources:
limits:
cpu: "100m"
memory: "256Mi" g
ephemeral-storage: "1Gi" 6

@ crulCPUDI=Y T, 100mid01CPUL=Y h (100*1e-3) ERL X T,

@ memory i3/34 NERITY, 256Mi & 268435456 /31 hERLET (256 * 27 20),
9 ephemeral-storage (/31 MBI TY, 1Gi (£ 1073741824 /814 K 2730) =R L ¥ 7.
L, 24=49270YV 27 MIEEINTWSHBEICIK. UWTD 2 DOBEEOWT A
WETT,

e BA/RAYZR requests TEXZE L 7= resources 2 < 3 >

type: "Recreate”
resources:

requests: @)

cpu: "100m"
memory: "256Mi"
ephemeral-storage: "1Gi"

Q requests 7 7Y TV ME, U 4—FAD) Y —RA—BILHBTEI YV —R—BEEH
9,

e JOYVIY MNTEBREINDFIRDEH, LimitRange # 7> ¥ bDF 7 # )L MEHN T O
A AV NTOERBEICERINS Pod ICEREIN Z T,

FTAAA Y RNYY—REHRET BICIE,. EBOVWTIHIDF T a vAERBIRLTLEITL,

ZThUADIFZEIX. T 704 Pod DIERKIE. 74— E#EEB L TVWERWI EERT XY

t_y%ll:l:ll L—C%ﬂ&bij—o

R 5
o )Y —HIRS L VPERDEEMIL. Understanding managing application memory &8 L T <

7230,

7.219. FHDODRy—) T
O—JL/Xy 2SS, FEIRT—YVFICEY., LT hOMAEFHMICEETEXET,

= o-1o)
Pod I oc autoscale A~Y > REFHALTEFRY—) VI TBEEHFETT,

FIR
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1. DeploymentConfig 7 72 =9 N&FEB TR —) 79 3%IC1E. ocscale a7 R&fEAL
£9, &z, LFDO~ Y RiE, frontend DeploymentConfig 7 7> 7 b % 3IZERE L
F9,

I $ oc scale dc frontend --replicas=3

L 7)) hDBULREHIZ, DeploymentConfig 7 7~ =7 h® frontend TRE L/ZHFEDT

TOA XY NOREEREDT O XY NOREBITIEEINE T,
7.2.1.10. DeploymentConfig # 7V x J kOB SD T ZAR—FMYRI M) —ADT7 V£ R
v—2 L v k% DeploymentConfig # 7> =7 MIEML, T7SAR—RNYRIRNY—DEA4 X—=
K79 EATEDLDIICLET, ZTDOFIETIX. OpenShift Container Platform Web 3> Y — L% {#FH
$5HEERLET,
FIE

LFR7OVz ) MEERLETS,

2. Workloads R—I 5, TIAR—R(M A=V YRIN)—IZT IV ERT 27DDRIER%E
BUY—U Ly befFLZET,

3. DeploymentConfig # 7> ¥ M &ER L £,

4. DeploymentConfig T7 1 ¥ —_X— T, PullSecret%#:XE L. EHEEXRELZXT.

721N BEED /) — KAD Pod DEIY KT

INWNED /) —REEDLET/—FEL V79 —%FERAL, Pod DEIYHTZHEITHIEATEZE
-3—0

VSRS —EBEEF, OV I MIRLTTIAN MDD/ —RELIY—EBRELTHED/ —K
ICPod DECEZFIRTEE Y, AREEIL. PodREIC/ —FELIIY—ZRELT. /—RZIHIC
HIPRIT B> ENTEXT,

FIR

1. Pod DERBFICEL V49 —%BINT 5ICIE. Pod 33 E%#mE L. nodeSelector D&% BN L
F9., Thid, BE—D PodZREY. Pod T L —MNIEBIMTEET,

apiVersion: vi
kind: Pod
spec:
nodeSelector:
disktype: ssd

J—=REL I —DEWNRIGEITERIND Pod FEEEINLINILZEZR D/ —RICEIYHET
LbhFEY, ZITHEINDINNIE, 7R —BEEICL>TEMINDE SNV EHFAS
ni-a_o

& zIE, 702 =7 MIC type=user-node & region=east DT RILH T T R Y —BEEHEICL

YiEMI N, LD disktype: ssd T NI % Pod ICBIIL7Z35EIC, Pod I3 DD I NIV AR
THEENSE/ —RICDARTY1—ILINET,
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pa

SRVITIFEE 1D ULDERETEARWVDT, regionzeast AMEBEICLY T T +
U MEREINT WS Pod 52 EIC region=west D/ — KL V9 —%%ET S
E. Pod DK ATV a—)ILINBRLRYFET,

72112. R 3YY—ERXR7HT Y D Pod DET

TI7FIWNUARADY—ERXTHD Y N TPod &ERITTEET,

FIR
1. DeploymentConfig 7 7> =/ b aiREL T,

I $ oc edit dc/<deployment_config>

2. serviceAccount & serviceAccountName /X5 X —% —7% spec 7 4« —J)L RIZEML., EAT
2H—EXRTAUVMEERELET,

spec:
securityContext: {}
serviceAccount: <service_account>
serviceAccountName: <service_account>

73. 7 7O4 AV NA NS T —DFEH

FTOAAA VY RNZANSTY—E, PIVr—2a v aZTRiEzEd7y 79 L—RT231D0H%ETT,
ZOBEMIZ. I —HF—ICERENMMAONTWVWBIERDHLLERVEIIC, IV IA LR LICEERES
masdz&ildhy £29,

IV RA—HYF—IFBEILN—F—ICL>TUEBINZI—MEATT SV 5r—>aVIlT7 o9 €RT 5k

O, 7704 AV MR MNZFTY—IE, DeploymentConfig = 7> = U MEREFE 2 1ZIV—T 1 > T HEE
ICEREBEZET, TTOMAVIMIEREBLKAN ST, 7V r—vavaERTZIART
DIV—MIHEEEZFET, V-9 —HEEZFEATZIAN STV —RJERDOIL—NMNIY—T Yy N ERE
LET,

T7O4AAY MR NS TV—D% L L. DeploymentConfig # 7> =V hTHR—MIh, BIMDXR b
STU—EII—Y—HEETHR— R NINET, 2OEIPa VTR, TTOAMAXAYMNRNSTFI—IZD
WTEBAL F 9,

FTOAAY MR NS TFI—DREIR

D
FTAAA Y RNRANSTV—5RBIRT ZIHBEIC. UTEEELTLEIL,
o RHEMEMTINZIEHRIELLNEBINZVLEL,HY T,

o T—HINR—ZDEHIEMICRDARMEDNHY., TV r—va v EHIIEHBL, O—LN\Y
VT2RENDHYEY,

o 7N = a3uNTA O —ERERFEOOIVR—X VY NEFRTZNA Ty RDBE
ISk, BITORTEICYD VA LDREBICRBFEENHY T,

o ThAEERITIDLEODAVITANSIVFv¥—DRETT,
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o FARAMREMNMPBMINTULRWGRIK, FIMAN-—Ta v EFIONR-a VlmAMRELTL
EOHERMENDHY T,

TTOAAY MR NS TYU—I&, readiness Fx v V% FHAL T, #L L Pod DERAEHBNTET TS
MNEHIETL 9, readiness Fx v ZICKK T 5 &. DeploymentConfig 7 7> =V MM, 94 LT Y
FNIBETPod DETEBHAITLET, 774 MDY A LTI ME 10m T, Bl
dc.spec.strategy.*params @ TimeoutSeconds T:&EL £7,

731.0—Y) VIR NSTI—

A=)y 7F704 Ay M, LEION=2 3 VD7 ) r—2avA V2RIV A%, FiLWwi—T 3
VDT TN =2 avA VR VRILKRRICBEERAZZFS, O—) VIR NSTFI—

I&. DeploymentConfig # 72 =V MIA NS TV —DEEINTVWARWGEIERINE T 74U b
DTFTOAA AV NANSTY—TT,

A=Y V77704 XY MEBE. #38 Pod b readiness F = v 7Lk > Tready IC 2 DAL T
DS, HWIAVR—XY NERT—LI IV LET, EARBEIELZEHR. O—) v J7704 X
Y MEIREINBIZEDNHY £,

O—Yyo7F704 x>y NOFERDODYAIVY
o Y UHALEREIETIC, P7I)Vr—YavoBRHATIBE
o LEIDO—REHLWI—RORABEETNIAT IV Ir—>a vy THR—MNIhTWBIGE

A=Y v IF7aq4 XAy heid, QRION=2a v EHRLWA=Ua vy — RA2RBICETTSEW
FBEKRTY, ThIE@E. 77U r—>a v TN-1EREMICHIGT 2HRELNHY T,

O—Y>YTZAS3T7I—EEDH

strategy:

type: Rolling

rollingParams:
updatePeriodSeconds: 1 ﬂ
intervalSeconds: 1
timeoutSeconds: 120 6
maxSurge: "20%" ﬂ
maxUnavailable: "10%" 9
pre: (1 @

post: {}

ZPod BRICEFIND ETTHET IRME, BEINTVLWARAWGE, T74IILMEK1ERYFE
-a—o

BFHLTHASTTAMAXA VY MNRAT—HRER—) VT HFETOREBET 2B, IEEINTLA
WiZa., 774 MEIF1ERYET,

ARV NDRAY =) VT % RT3 X TOFMEER, COERAT>arTd, 77 4J)0 Md 600
TY, TZTO FlF &k, BEWNICUAIORERT A/ A Y MIO—INNYy I INBEVNIE
KTd,

maxSurge (34 7 a VT, EEINTULWAWEEICIE. T74 MEIE 25% &Y FET, UTF
DFIEDRICHBDBEHRESR LTIV,

maxUnavailable [d4 72 3 VT, EINTUVWAWESICIE. T 740 MBEIX 25% &Y F
T, LTFOFIEDRICHDIERESBLTLIEIN,

® 6 o o 9
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Q; pre 5LV postiEEELESA THA VLTV ITT,

O—YYIJRARNSTI—:
LpreA 7Y 1L T7 v %RITLET,
2. H=—CHUCESWTH LWL Y y—vayay hO—5—%2R 75—V T7v T LET,
3 XAMARAHICEDSWTCLEIOL ) r—yavary hO—5—%2A75—IW¥ oV LET,

4. LWL T =y avary ba—S—»0"FEZ0L Y AICEEL T, BEIOL ) 75—
avIayhO—S—0HEPEOICRKRZET, TORT—YVTEBEYRLET,

5 post 24 7 ATy 0 EETLET,

8%

A= F I VEEICE, O—Y) Y TR NS TV—(E Pod DEBHITEZEETHHEL, R
=)V 05T ETTRMICHENEEZNE I DAL LE T, Pod EXT—)L
Ty T LEICENMDDLST, EEABEOLAWEEICIFK., T7O04 XY N TOERITER
BIICAYMLT7OMLT, 7O XY MIKBRLET,

maxUnavailable /X5 X —4% —(%, BEHEFICFIATET 2L Pod DERKAETY, maxSurge /XT X —4 —
&, TTDO PodBABA TR 2—I)LTESPod DRABTY, EELDINFTA—=49—%F, —t>
N (B:10%) F 7= (FHEXHHE (Bl: 2) DWTHDMERETETET, mMADT 7 #J)L MBEIX 25% TT,

UTFONRSA—=9—%FALT. 7704 AV NOTAMPRAE—NEFETEET, UTICFAlERL
i’a—o

e maxUnavailable*=0 & &£ U* maxSurge*=20% M*IEEINTWVWE &, BFHRFSLUVRERR
T=ILT Y TRILRRBRF v AT 4 — DR IND LD ICRY FT,

e maxUnavailable*=10% & & U' maxSurge*=0 i"iEEINTWE &, BMDF+ /NPT 1 —%
FEREFICEHRERITLET (1 v TL—2EH),

e maxUnavailable*=10% & & U' maxSurge*=10% DH&E. F v/ T 1 —hKkbh 3 A 8EH
RHY FITHN, RBICAT =Ty TELVCRT—ILI OV LET,

— B9, RFEICO—ILT Y b Z5EIE maxSurge A FRALET., VY —RDI+—9%5EZREL
T, —SICHAFRTDORENEE L TEHI T HAWESICIE. maxUnavailable #FH L 7,

731 AFVTFTFTIOAAM AT b

OpenShift Container Platform ICE 32 I RXRTOO—Y Y IF A4 AV M AFYT7F a4 XAV b
TY, FRN—=—2ay (AFTVT7)EITRTOHFVWA VRAIVADNBEBRAONZRIICTAMNINE T,
readiness F = v VDB I L7AAWGEE, AT )74V R49 Y ZIFHIERE 1, DeploymentConfig # 7
) MIEEMICO—INY IINET,

readiness F T v 7 I 7 ) r—2avyaA—RKRO—ETHY., FIRA VRAY VAINFERTI ZREICT
2DIBHEBILISCTCEERREETEIENTEET, (EROI—H—7—/0O0—RKEFIRI VR

IUREETRIRED) T I) r—2a VDL VEMAF v VARETIVENHZHE. HRY
LFTOA XY M blue-green T 7AA A Y RA NS TFI—DREERF LTI,

7.312.0=9Y>7F7704 XA bDYERK
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O—Y Y757 704 X K& OpenShift Container Platform D727 #JL b9 1 T3, CLIZFERL T
A=Yy 77704 XY NEERTEE T,

FIE
L Quayio BT TAMA Y M A=V DY Y TIICEDWTT U r—2a v aERLET,

I $ oc new-app quay.io/openshifttest/deployment-example:latest

2. W= —%A VAR =ILLTWBEEK. II— b NEFRALTT7 IV y—>a Vv aFATES L
LT B, FhiF, Y—ERIPEEEFALTLEIL,

I $ oc expose svc/deployment-example

3. deployment-example.<project>.<router_domain> T7 ) —> 3V ESRBL, vi A X —
UNRRINDBIEEZHWRLET,

4. LY ANRZRKI DICA B F T, DeploymentConfig # 7oV N2 —Y VI LET,

I $ oc scale dc/deployment-example --replicas=3

5 3iLWAA=Ua vflE latest &9 JF 13 LT, FilET 7O/ XY M EBEMICMN Y A—L F
-3—0

I $ oc tag deployment-example:v2 deployment-example:latest

6. 779 H—T, 24 XA—IHPRRINDETR—IVEBHLET,
7. CLIAFERALTWAIFAIE., MTOOTYY KT, N=2 3V 1T Pod WL DH B D, /N—

Tav2iEWK DHBEDERRFLET, Web AV Y —ILTIE, Pod BMR%&IC v2 IBINS
n. VIDSHIBRINET,

I $ oc describe dc deployment-example

FOAM AN TOERT, FHILWL Y Sy—2aray hO—5—0EEMICA T —ILT7y TLE
¥, (rediness F v 7 &/NRL71EI0) ##R Pod IC ready DY — U 8t 5N d &, T7O4 XV b
7O IFHHTEINET,

Pod N EMREEICA SR WEE, 7OtRIEFIEL. 7004 A Y MIERID/N—Y a vicA—IL/\y
JLFd,

7313 . AREBEN—ARI T4 TaFERALZO—Y 7704 X2 bDRRK

AR R
e Web JY Y —JLD Developer /N—ZARJF 4 TICWB I & &2HRLET,

o AddEa—%FEALT7 YT —>avaERL., Ihd Topology Ea—IZ7 704 INT
Wb EaERLET,

FI7

A=Yy 77704 X hafaL, 77V 5—2av a7y 7L —RKRT2I0E. UTFERITLE
-3—0
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1. Developer /S—2 Y F 4 7J® Topology E2a—T, 7V r—>av/—K&a9Yv s
L. Overview ¥ 72/ \RJLAICKRTL E T, Update Strategy BT 7 4 JL kD Rolling A b 5
TU—IRREINTVWAZEITERE LTI,

2. Actions ROy F4¥ > X =2 —7T, StartRollout #:®#R L., O—Y VY /BHRERFHEKBLET,
A=Y Y7704 XY M FILWA=Y 3 VD7 FYr—oa v EREELTHAL, BV
N=23vaEBRTLET,

H71O0-—") v JEH

nodejs-ex1 Actions

Qverview Resources

Name Latest Version
" ; nodejs-ex] 2
€D nodeis-ox Namespace Message
@ test-project manual change
Labels Update Strategy

app=nodejs-ex]

Rolling

app.kubernetes.iofcom... =nodejs...

app.kubernetes.ic/inst... =nodejs-... Min Ready Seconds

app.kubernetes.io/name=nodejs Not Configured

app.openshiftiofruntime=nodejs

app.openshiftio/runtime-.. =10-5.. Triggers

ImageChange, ConfigChange

Pod Selector

Q, app=nodejs-ex],

deploymentconfig=nodejs-ex]

ESPERoE

® Developer /X\—2 R %Y 5 4 7 %{FHA L T OpenShift Container Platform T7 ) sr—>a v %
R L. 7701493

® Topology Ea—%FEALTFOY Y MIT7F)r—>avaRnl, 7704 XV DR
T—YR%EHEB L., TNHENET S

732.BIFRA NS TV —

BERANSTY—d, EXMNAO—IILTINEMET, T7TAAMAY N OVRAICOI—REEAT B
HDDOSAITHA I Ty EHR—MNLET,

B ST —FEHEDH

strategy:
type: Recreate
recreateParams: ﬂ
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pre: {} 9
mid: {}
post: {}

Q recreateParams (&4 7> 3 v T,

9 pre. mid. LU postiES1 IH A LTy I TY,

BERA NS TV —:
LpreZA 7Y 14OV T7 v %RITLET,
2. LEIOF7OA AV MEERIKRT—LI IV LET,
3AEBEDOmMd ATV ATy I EERFTLETS,
4. FRTTOAA VN ERT—IVT v TLET,

5 post 24 7AWV Ty 0 EERTLET,

BF

A= Ty THIC, TTAAAYNDOL T ABIERD 258, T7O14 XAV K
DENDL T ADEBTETVWBDEINDPRIEINTH S, TTAA ALY MHES
ICRAT—=ILT7y PINET, RIDOL T AORIEICKBLABEICIE, 704 XY
MIEKBEARINET,

BERT 704 A NOFERODY A IV
o I —REEET DRIIC. BITELIIMBOT—9DEHRATINENH DIBE

o DHIDN—=I 3V EHLWA—Vavo7 ) yr—yayd— RoEBFERAEYR—KMNLTW
RWNIEE

o BHOLTYYABTORENYR—FIhTVWARWL, RWORY 2—L%ERAT 356

BEMT7O/4 XY MTIlE, BOWHIRRICTZ 7V 5—2a v DA VYV RI VADNEFTINKRLLBBEZDT, ¥
DUIALDREELET, 7L, LEIOOI—REHFLVWI—RNEERICIEFETINEE A,

733.FAREN—ARI T4 THFERLEBERT 704 AV NOR%

Web I~V —JL D Developer \—ZXY 74 T&FERAL T, TTAAAVYRNZANSTI—%TFTT £
hoO—Y) Y TEFHOBERERICNUVEZISIENTEXT,

AR SR
e Web J¥Y—JL® Developer /X\—RRVF 4 TIZWB I & &WRLET,

o AddEa—%FEALTT7 Y —>avaERL., Ihd Topology Ea—IZ7 704 INT
Wb EaERLET,

FI7

BERBEHRHANSTO—ICHPYEBZ., 77V 5—>ava7y 7L —RT2ICE. UTFE2ERTLE
-a—o
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1. Actions KO v 74>~ A =a21—T, EditDeployment Config#®#iRL., 77U —>a>rn
T7OM XY MREDHMERREL T,

2. YAML T7 1 4 —T spec.strategy.type % Recreate ICZ&E L., Save 27 ) v I LE T,

3. Topology Ea—T/ —K%ERL, 41 K/XRIJLD Overview ¥ 72RRLET, h

T. Update Strategy |& Recreate ICEREINZX T,

4. Actions KOy ¥ A =—a1—%FAL., StartRollout #: &R L. BERA NS T —%(&E
RALTEHREZMABLET.,. BERA NS TYV—RZES, 77V 5—Yavyoiiuw—=yavo
Pod Z#& T LTH L, FIMN—2a3 2D Pod ZEIL £,

7.2 BYEREHT

| [

@ Ay
nodejs-ex]

BEFR

nodejs-ex]1

Overview Resources

nodejs-ex]

Mamespace

@ test-project

Labels

app=nodejs-ex]

app.kubernetes.io/com... =nodejs...

app.kubernetes.ic/inst... =nodejs-...

app.kubernetes.ic/name=nodejs

app.openshiftio/runtime=nodejs

app.openshiftio/runtime-... =10-5...

Pod Selector

Q, app=nodejs-ex],

deploymentconfig=nodejs-ex]

Actions

Latest Version

Message

manual change

Update Strategy

Recreate

Min Ready Seconds

Mot Configured

Triggers

ImageChange, ConfigChange

-

® Developer /X\—2 R %Y F 4 7 %{FMA L T OpenShift Container Platform T7 ) s —>a v %

B L. T70149%

e Topology Ea—%AfFRALTCFOY I MIT7 TV r—ravaRRL, 77AO14XA VMDA
T—YREHRL., TNHENET S
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734 ARSI LANZTI—

ARILANSTY—TIE, MEBOT 7O/ XY NOEEEIRETE LD ICRY FT,

ARAY LA NSTI—FEEZDOH

strategy:

type: Custom

customParams:
image: organization/strategy
command: [ "command"”, "arg1" ]
environment:

- name: ENV_1
value: VALUE_1

LS DHITIE. organization/strategy I T F—4A X—TIl& Y., T7OA4 XY NOEMENIRHE I 1
F9., 7> 3>dD command BEFliE. 1 X— D Dockerfile T EEL/=CMD T« L V54 T5E
ExXLFET, BELAA T a voBELZHIZI. ANSTY—TOCRAOERTEEICEBMINET,

X 5(Z, OpenShift Container Platform IEA T DIRIBEZEH AT 704 AV N 7O RITRHBLET,

REZH B4

OPENSHIFT_DEPLOYMENT_ ##E77 04 A & (LY r—>avarybo—3—)
NAME

OPENSHIFT_DEPLOYMENT_ #1387 7’04 X~ k@ namespace
NAMESPACE

HET 7O XY MOL T ARRBEMEEDTT, ANSTIY—DENIE, 11— -—D=—XILRE
BEATHIET 20V Yy I 2FERLTHRT TOAX VY NETIT4TICT B2 EICHY FT,

F7zld customParams 7 72z V N EFERAL T, ARYLDTF IO A v OV Y V%, BEDT S
A4 AV RANSTFI—ICHALET., ARYLDOY IRV ) OV y 2 %$EEL T, openshift-
deploy N4 F Y —2MUOHELEFT, hRSLDFFOAVY—AVTF—AA—C2RETI2HERH

YEHA, TITIE, RDYITT 7 2L bD OpenShift Container Platform & 704 ¥ —4A X —I B E
AInZd,

strategy:
type: Rolling
customParams:
command:
- /bin/sh
--C
-
set -e
openshift-deploy --until=50%
echo Halfway there
openshift-deploy
echo Complete

r
S
Xa

FEICELY, UTFOLSA4FT7O4 XY MIRYET,
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Started deployment #2
--> Scaling up custom-deployment-2 from 0 to 2, scaling down custom-deployment-1 from 2 to 0
(keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-2 up to 1
--> Reached 50% (currently 50%)
Halfway there
--> Scaling up custom-deployment-2 from 1 to 2, scaling down custom-deployment-1 from 2 to 0
(keep 2 pods available, don't exceed 3 pods)
Scaling custom-deployment-1 down to 1
Scaling custom-deployment-2 up to 2
Scaling custom-deployment-1 down to 0
--> Success
Complete

ARG LTFTOA XY RA RS TY—DO T O A TIE, OpenShift Container Platform APl % 7z (&
Kubernetes API AND 7 J 2 ANMEBERIGEICIE. AN TYV—%2EIFTT2aVTH—& REHADPI Y
TFH—TCHRAAERY—EXT7AI VMDD N—V VEFRATEET,

735. 24714V Tv Y
A=Y Y IBLVBERRANSTI—E ANSTI—THRKERLAERA Y FTTTOM XY NS

OFRICEMEABATEREDICTE SATHA O Ty FEFTFTTOA4AX Y NIy o EHR—K
L/i_a—o

pre 74 7Y 14717y I DH

pre:
failurePolicy: Abort
execNewPod: {} ﬂ

Q execNewPod (& Pod R—Z2DS5 4 7H A4 2T v I TT,

TYICETART, ZvIICHEEI’RELLEBRICAN STV —DNRNBERETV2aVEERT S KK
R)—DEEFNET,

Abort Ty Ik TRE, TTOAMAY N TTOEREKBEABRINET,
Retry 7y IDETIE. RPHTBITHAITINET,
Ignore 7y DRBIFERIN, 7704 XY MEIWITINET,

Ty OIiE. TV IDERTHEELERTEY91 TEAED 74 —ILRHPHYET, IBIE. 7v o947
LTHR=PFINRTWVWBDIEPodR—ZADTYIDHT, TD7T v 7Yl execNewPod 7 1+ —JL KI5
EINFT,

Pod R—ZADZAI7HYA4INVTv Y
Pod R—ZDZ4 7%4 V)L 7 v Y. DeploymentConfig 7 7o/ DTV TL—hER—2ET
5HLWPod T7vy /01— RERITLETY,

LTFoF704 4> hoflizEREIhTsY, Zoflitciro—Y YIRS T7V—%FRLET. &
BRICEEDONDE LI, NI A-BLTZDOMDOFMIIEBLTVET,
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kind: DeploymentConfig
apiVersion: apps.openshift.io/v1
metadata:
name: frontend
spec:
template:
metadata:
labels:
name: frontend
spec:
containers:
- name: helloworld
image: openshift/origin-ruby-sample
replicas: 5
selector:
name: frontend
strategy:
type: Rolling
rollingParams:
pre:
failurePolicy: Abort
execNewPod:
containerName: helloworld ﬂ

command: [ "/usr/bin/command”, "arg1", "arg2" ] g

env: e

- name: CUSTOM_VARH1
value: custom_value1
volumes:

- data ﬂ

helloworld D& #ijld spec.template.spec.containers[0].name ZZHB L £ 7,

Z M command (&. openshift/origin-ruby-sample 1 X — TEZI N % ENTRYPOINT %= L&
TLET,

envi, 7y aAVF+—0BRELHTYT (EX).

o0 09

volumes (&, 7v 23V F+—0OR) 2a—LBRBTYT (EX).

ZDOFITIE, pre 7 v I, helloworld O 7 F—" 5 ®d openshift/origin-ruby-sample 1 X — %
FERALTHH Pod THRITINE T, 7Y 7 Pod ITIEUATOTONRT 4 —DEEINET,

e 7 v % <Y N /lusr/bin/command arg1 arg2 T3,

e T7v/IaVFF—IllE. CUSTOM VAR1=custom valuel BEZLH IS I N E T,

o 7y IDKMAR)—IE Abort T, 7y UMK ITZETTOM XY N TOEBRERBLE
-a—o

e 7 v 7% Podl&. DeploymentConfig = 7> x4 h Pod 5 dataR! 2 —L%Z#HEALET,

735154 749N T v I D

CLIZERHALTTZOAM XY MBI, SATHA OV Iy 0 F LT TOMA VNIV I ARETEE
-a—o
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FIR

1. oc set deployment-hook ¥ > R&AFRAL T, BRIV IDYA THFZELET (—-pre. -
mid. F72lk —-post), L& XIE, TTAAMX VMDD T v I EBRETBICIE. UTERTLE
ER

$ oc set deployment-hook dc/frontend \
--pre -c helloworld -e CUSTOM_VAR1=custom_value1 \
--volumes data --failure-policy=abort -- /usr/bin/command arg1 arg2

7.4. )— MR—ZADFTOAAAXA Y NA NS TFI—DFEH

FTAAAVINARNSTI—E, PV 5= a3 vaELEIE2FRELTERLET, —HDRS
7Y —I|d Deployment # 7> = MAFERAL T, 77V r—>avIl@BRINZTRTOIL—bDI—
Y—DHRTEZEELETLET, 2O/ aVTHAINZMOBERIA NS TI—TlE. IL—
4 —7% Deployment # 72z hEHAL THEDIL— MIEEESZET,

BE BRI —IMR—ZADRAFNFFTY—ELTblue-green 7704 AV N AFEALE T, FHF/N—
vav(green/N\—UaV) &, TAMEFHERICEEL DD, REM (blue N—Y 3 V) 21— —7»
WL TERALET., EEIPEo/DS, green/ N=VU 3 VICHIYEZONE T, BENRELLBEIC
X, blue A=Y aVICRT I ENTEET,

—BHRBDRANSTFI—E LT, A/BN=Yay PWTht, BEICTIT 1 TRIRET, AN—

VavaEFRITEZA—H—F, BA=—YaVEFRATZII—H—tWBREVWIHEELXHYET,

i, A=Y —A V=T APHBOEEDEEATAMN LT, 21— —DT7414—RKNRNv I 2REBT3
THDICERTEEYT, Fh, —F—ICHT2BEDOEENELNTWVWSRIGEIC. EFEOIVTFR
NTERENPELLITONTWB I EARIET DDIFERITZIEETEET,

AFUTFIAA XY FTE, FIRA—YaVET AN LETH, BEMREINBE, T CITED
R=Yavi7s =y 23NET, Thid, LRORNSTY—EELTERFTEET,

W= "R=2ZADFTFTAA AV MNARNSTFI—TlE, Y—ERXARD Pod BIIRAT—) v T3 hFtH A,
HFEETDIN T ATV ADEHBAMBETZICNE. TTAOMAVYINEREERT—) VT E2RELNDH D
BENHY XY,

741 70F%F>—Yvy—RBLVNS T4 v I HE

ERERRT, FEDOY vy —FICEETSE I 74 v VDR ZERICFETETY, Z<DMVRY
VAEROIBEIE, EY v — FITESHNAI T —IL AL T, BEX—ZADMZ T4 v I ZRKETE
F9, N, ROBATETHROBOY—ERPTTY r—y a VICEEFLRIPETS TOoxy—
Yy — R EEBIICHREINIT,

RUBMARETIE., 70X —3ERATEETICEELFTT, JYEMARETIZ. ZEEXRKEE
BLT, IOYSARY—FIFTRL, PV 5r—2aryoO—AlA VY RAIVRICEEEL T, #RAE
BT ENTEET, DRI —2ELTE, DROAI VAR =ILDFry T a%mRZREFELEZY., &
WMENTRENS 74y 05TV TTBENTEET,

TCP (F7EUDP) D7 OF > —EMEARY v— NTERITTEEJ, ocscale AVY REFEALT. 7
AFY—Yv—RTERICHIGET 24 VRAIVAOEMHEEELTLEIN, JYEMLNS T4y

9 EEEY BIFAICIE. OpenShift Container Platform JL—4 — & LB D BUSERE T H R I A XT3
EHEMETLTLREIL,

7.4.2. N-1 B a4
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HIRO—RELUFIOO— RPEBICETINZ 7TV r—2avoigsaid. ilRa— RKTcEdhIhnik
T—AD, LRID/NN—23 VDI — R THRAAAPUE (FLIFEEICESR) TEXEHLOICEETIHVE
rhHYFEd, Thid,. AF—vDELETIEN2EHLREETT,

InE, TARVIRELET =49, T—9XR=, —FWRFrvvYa, 1—HF—DT>50H%—tv
vavO—8RE, ZHOMAEMBIENTEET, E<OWeb 7 Vs —2avign—) v J7
TOAAY NEYR—ITEEITH, 7TV —23 V7ML, FELTIHICHIEIED Z &N
BETY,

TTYr—2avilioTE, FHEHDO— RAWTHICRITINTULWSIEBAEW LD, NTPv1—
F—DRMNSUH I aVICKB L THHBREERTHZ A HY T, BIOT ) r— a3 v TldkK
LERY—VAERT, Z7)5—2a v L 28t HY 9,

N-1E#MERIET 21 20AEE LT ABT7AAM AV MNEFEATEEY, fEIhATR MNRIE
T, LRIOI—REHRLWI—RZRFICEITLT, FRTTOM XY MIRND 574 v 2 HLLED
DTF7OA AV N TREEZREIERVAEZERLFT,

7.43. EBR#T

OpenShift Container Platform & & Uf Kubernetes I&, BRE28OO—7— 3 YD SHIRYT 281ICT7
TVr—2avAVRIVAD Y vy NI O VT BREERELE Y, £EZL. 7V 5—2avT
. BTENC - —EHRAERICHIINTVWS I E 2RI I2LENHY £,

vy N UBEIC, OpenShift Container Platform (3 Y57+ —0 7O XICTERM & ¥+ IL &%
LEF. SIGTERM2%{ET 3¢, 77U r—Yavd—RiE, FREGEOZUHANAELELET., &
nIZEY, O—RRNRSUH—ILE>THRDT I T A TRAVRAIVRICN T T4 v IBI—FT 1 VT
n3EHICRYEST, 77— 30— R, ARIN TV RERHIATRTIRT 50, Fid,
ROBKITEBERIESEICRTINDETHELTHLKRTLET,

EEBICRTIBHBENMRDZE, BRTINTWAWTORRICKILL Y 7 FHILNEEIL, 7O
BIEEICHR T XN FE T, Pod D terminationGracePeriodSeconds B £ 7-l& Pod 7~ 7L — NI IEH
IIRTI28B (T 74/ D308 2HEIL., BBIHLTINSEZT Y Tr—23 v TEILARY
RAXTBIENTEET,

7.4.4.Blue-Green 7704 X > b

Blue-green 7 7OA4 AV N TlE, ABICT IV r—> 3> 220N\ —Y 3 v ERTL, ERER
(blue X\=T a3 NS LUFLWAA=T 3V (green N—=U3aNILMNS T v I EBELET, IL—
NTlE, O—YV YIRS TV—FLEPYEBIA Y —ERZFRATEET,

ZELDT TV =2 aV3kET— 9 ICERET DT, N-1EME A R— 27 ) r—avp
WETY, DFY, =9 %=HBELT, T—9B%Z 2 D2FKL. T—9R—R, RAMNTFLIEFT1RY
DS T4 7L —>avaRELET,

FRN=—Y a3 VDT AMERATET—YICOVWTEATHTLEIV, ERET -9 DIHEICIE. #
BN=3vONTICEY,. EHREREBIBELTLE D AREESHY £,

7.4.4.1. Blue-Green 77014 X > b D%

Blue-green 7 704 A~ hTIE 2 DD Deployment #FH L E¥, EE55EFRTIN,. EHFREOT S
A4 XY MIIL—IMEET B —ERICL>TEDY LY., O, & Deployment 7 7Yz 7 ha
ERDZY—ERICAEINZET,
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pa 3]
IW— K&, Web (HTTP 8L U HTTPS) hZ 74 v 7 &R{HRELTVWEDT, TOFEF
Web 77V —>avIlRETY,

FIN—Ia VICFHRIL— M EERL. ChETRANTRIENTEET, EFENTELL, ZHE
W= MDY —EXDFRY —ERZSRITDLIICER LT T, #HR (green) X—Y 3 VIFEMICAY
i_a—o

WEICIHCTURION—=2 a3 VIl —ERXZPYEZ T, LFEID (blue) N—=Y 3 iA=Ly 7F 3
ZENTEZET,

FIig
L2DOWIILAET7 TV r—yayaviR—3x Y MaERRLE T,

a. v1 4 X —T% example-blue Y —ERTRITTBH Y TNT ) r—>avpIE—%1{E
BLZET,

I $ oc new-app openshift/deployment-example:v1 --name=example-blue

b. example-green Ht —EXTVv2 4 X —V % FRHT 22 2BOIE—%/FHRLET,
I $ oc new-app openshift/deployment-example:v2 --name=example-green
2. DRIDY —ER %SRBI — b 2FERLE T,
I $ oc expose svc/example-blue --name=bluegreen-example

3. bluegreen-example-<project>.<router_domain> T7 7)) 5—>a v ASRBL, viA A=Y
NRRIINDIEZMHRLET,

4. )b—bMEREL T, Y—E X% % example-green ICEEL X7,

I $ oc patch route/bluegreen-example -p '{"spec":{"to":{"name":"example-green"}}}'

5. IIL—IDEBEINLIEEZERTZICIE. V2AA—IDPRRINDET, 773U —%FHL
i’a—o

7.45.A/BF 704 X b

ABTTOAAAYVMNANSTI—TI, ILWA=U 3007 7)) r—y 3 v aERERETOHRIRES
NEAETRTIENTEFTT, EREN—Va vk, I—F—DEROKREICHE L. BERO—EH
FLWA=U 3 VIIBHINDLIIBETEET,

BEN=U a3 UANDERDEIGAFFETEZDT, TAMNEDIIDN, FILLWA=Y 3 VADEKREIE
YL, BROICLUFEION—Va VOERAFELETZIEATEET, EN—VaVvERAREFEET S
BRIC, HIFEBYDNR 74—V REHEE LIS, EY—ERXRDPodBERT—) VI T BHEN
£ L2 HYET,

YINDTTOT7y T —RIZMA., COMEEFERLTCA—H—A VI —T 1 RADN—=Yavk
MG B ENTEEYT, UFION—YavaFERIT 21— —&, HILWAA—TYa Vv aERTS1—
H—DAHETLBDT, ERZN—VavIlndd21—H—0ORGETML T, R LOERREENS
HBZENTEFT,
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CDTTAAAY NEBRICT BICIE. LBETON—Va v EHFLWA=U 3 VIZEBICETTESIFE
FULTVWBRREIHYET, Thid. NTEIEY ) —RCHEENLIBIOBEE TS LAWVWLDIZT
BDIBED—BHRRA Y MIRYET, 2hoDN—U3 UAELLEET BICIEN-1EREANET
£

OpenShift Container Platform I&, Web > Y —J)L& CLITN-1E#fEAHR—MLZ T,

7.451.A/BT A NAOARFHE

A—F—BFEBOY—ERATIL—bERELET, EF—ERE 7TV IT—2a>vD120/1R=Y 3
VERELIET,

B —ERITIE weight B'E|Y HTHH, EF—EX~NDERDESDICDWTIE service_weight %
sum_of_weights TRELF 9, T KR41 >~ ~D weights DEETAH—E XD weight IZ725 &£ 5
IZ. Y—ERZED weight " —EZDIT Y KRS ¥ MIOBINET,

=M —ERERKTA4DEHBIENTEET, Y—ERD weight (Z. 015 256 DETHE
ELTLREIW, weight 2 0 DIFEIE. Y—ERIEZO—RKNSUO U JIZ8NMEd. BEOHERYT
BEina BimpIciRE L E T, —ERD weight ' 0 TAWHZEIKX, TV KRSV KD/ weight (&
1E&RYFET, ThICEY, TVRRSAVIDBHETN DY —EXTI, HEBIC weight FER X
NBELYERZCADAREMELHY ET, COLIRBERF. FRINZ2EHIEOD weight 2155
eHIC Pod DEEBS LET,

Fa
A/BEEABZETBICIF. UTEEITLET,
L2207 ) r—>avaERLT. BAZ2AF1%2BELE Y. ThEh) Deployment &7
VO MEFERLET. SNSOT7 TV r—2aviEALTOVSLON=23 0 THY., B
BEIDRIBEOEBEN—Ya VT, £ 1D BREINZFRNN—VaveRYET,

a. RAMDOT7 TV r—2avaEERLET. UTOFITIE, ab-example-a &\ D HEIOT 7Y
F—avaEERLET,

I $ oc new-app openshift/deployment-example --name=ab-example-a

b. 2B&BDO7 S ) r—vavaERLEY,
I $ oc new-app openshift/deployment-example:v2 --name=ab-example-b
EBLQT7 ) r—vavEF7OoM43In, —EANMERINET,
2. W= MERTT IV r—2a v NI LRATESLIICLET, CORRTY—ERZR

BTE Y. REOREE -V 3 ERHLTAL, BTL— M EEEL THRNA—VaY
EEMT B EEHTT.

I $ oc expose svc/ab-example-a

ab-example-a.<project>.<router_domain> T7 ) r—> 3 v ESRBL T, FEINZ/N—
VAaVHARRINTWR I E&HRELET,

3IN—hETFTTO4FIHFEICIE. L—F—FH—ERITIBE L7 weights ICE>T RS 71 v
VEDBLET, CORBRTIE. 774/ b0 weight=1 EIEEINLY—EIDN1DEET S
DT, IRTODERNZOY—ERIZELNE T, DY —E X% alternateBackends & L T
EMML. weights 2892 &. A/BERENHEET 2L DICAY £Fd, Thik. oc set route-
backends <Y~ RA2ZETT %M I— M EREELTEITTEET,
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oc set route-backend % 0 ICERET B 2 &, Y—EXHNO—RKRNZ UV FIZ&mMLAEWV
N, BEOERT2EREZIEBELKETSR2IEE=EKLET,

pa )

W—NMIEEEZMADE, IFEIFR/Y—EXANDINS T4 v I DERLEITHE
BINEY, T7OMAVNERT—) VT LT, BELRARENETES LD
ICPod Bz HET DRENHDIGEDHY XT,

I—RERETBICE. UTFEEITLET,

I $ oc edit route <route_name>

H A B

metadata:
name: route-alternate-service
annotations:
haproxy.router.openshift.io/balance: roundrobin
spec:
host: ab-example.my-project.my-domain
to:
kind: Service
name: ab-example-a
weight: 10
alternateBackends:
- kind: Service
name: ab-example-b
weight: 15

745110 Web OV YV —)LAFRALEBEE/IL—NODEADERE

FIR

1. Networking » Routes R—JICBEIL 7,

2. RETZIL—MDOEILH D Actions X=a21—% % 1) v - L. EditRoute Z:#IRL £7,

3. YAML 7 7M1V &#RE L F 9, weight = 0 05 256 DREIDBIUCARD L DICEHLET., &
niz, oS =45y hBRATV I MIHT 29—y NOERHLREAEZEELE T, B
0IFZDNY VTV RADEREMHLET., T74IMI100TT, 723 VIiIl20TD
F£#llZ. oc explain routes.spec.alternateBackends = =17 L £,

4. Save &=V Yw o LET,

7.4512. Web VYV —)IVEFERALEFBRIL—NDEADEE

1. Networking » Routes R— I ICBEIL £ 7,

2. CreateRoute %27 !) v oI LEd,
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. Ib—FrD Name A AN LET,
. Service #EIRLZFY,
. Add Alternate Servicex= %7 ') v o7 LE 9,

. Weight & & U Alternate Service Weight DIEZ AN L FT, DY —4 v b & DETHRE

HERT 005 255 DEDHFZANLEY, 774/ ~E 100 T,

. TargetPort &R L £7,

. Create =27 )y I LEd,

7.4513.CLI Z A LLEHDEE

FIR
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L. Y—EXBLUVCHIETIEAFADIL—MILE2BREDH=EIEY %ICI1E. oc set route-backends

vV REEFERLEY,

$ oc set route-backends ROUTENAME \
[--zero|--equal] [--adjust] SERVICE=WEIGHT[%] [...] [options]

feEzIE, LF@a <~ Ri ab-example-a IC weight=198 215 L CEELRY—ER &
L. ab-example-b IC weight=2 2§ L C1 HEEHORAYV—ERXE LTEELZE T,

I $ oc set route-backends ab-example ab-example-a=198 ab-example-b=2

DEY, 99% D Z 74w UIEH—EX ab-example-a IZ. 1% (& —E X ab-example-b 2%
BEInzxd,

ZOARVRTI, TTOAAYNEIRT—) VT3 NFERA,. BROABFENIET ZDICT+
DR Pod BHBIRETINERITTEINELNHY T,

L 727RLOARY RERTLT, REORELZERALIT,

I $ oc set route-backends ab-example

H A B

NAME KIND TO WEIGHT
routes/ab-example Service ab-example-a 198 (99%)
routes/ab-example Service ab-example-b2 (1%)

. —adjust 75 7%= FHETE L. BROY—EROEAR%E, ThEKICHLT, FLEEER

H—EXICH L THEEMNICERETEIET, Bl62EET 2L, FET—ERFLIFT1HEBOR
A —EX (FEY—EREZHRELTVWEHE) ICH L THERNICH —EXEZFETEET, i
WKNY DIV REHBIGEICIE. EAFERICLLHILZREICARY £,

LR DB TIE. ab-example-a & & U ab-example-b H—EXDEAEZLEL XY,

I $ oc set route-backends ab-example --adjust ab-example-a=200 ab-example-b=10

Fld, "—tV7F—V%HBELTY—EXDEHAZZEELET,
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I $ oc set route-backends ab-example --adjust ab-example-b=5%

N—tVT7—VESORIIC+ZHEET L. REDREICH L TEAM T ZHETEET, U
TEHZERLET,

I $ oc set route-backends ab-example --adjust ab-example-b=+15%
—equal 7 5/ Tld, £ —E XD weight #* 100 1722 LD ICRELE T,
I $ oc set route-backends ab-example --equal

-zero 7 7 J7E, £Y—EXD weight Z 0 ICERELF T, IRTOEKRICHLTS503 T5—
PRINET,

pa )
W—HMIE>TIE, BEONY VTV RFELRBEADEREINLNY I TV N
BR—MLBVWEDHHY T,

7.451.4.1% —EX, EHDDeployment # 7> /b

FIR

1L §RTDY v— NITHBED ab-example=true SRV EEMLTHFRT7 TV r—>a v &EMRL
i’a—o

$ oc new-app openshift/deployment-example --name=ab-example-a --as-deployment-
config=true --labels=ab-example=true --env=SUBTITLE\=shardA
$ oc delete svc/ab-example-a

7TV r—=yarvhrra4Ih, Y—ERPMERINET, ThIERFDOY v—KTT,
2. W—hEFERALTT7 V5= a Vv aMATESRLDICLTLLEIW(FLE, Y—ERIP %
BEMFALTEIW),

$ oc expose deployment ab-example-a --name=ab-example --selector=ab-example\=true
$ oc expose service ab-example

3. ab-example-<project_names.<router_domain> C7 ) sr—> 3 Vv ESRBL, vi4 X—=I N
RAINBIEEMRBLET,

4 1D2BDYY—RERBLY—RAAXA=IUBELIVTRIVICEDLLD, BION=U 3 R Y JFIFE
NIEN=Y a3V E—B0REEHZBELTC2D2BDOY vy —RAEMLZET,

$ oc new-app openshift/deployment-example:v2 \
--name=ab-example-b --labels=ab-example=true \
SUBTITLE="shard B" COLOR="red" --as-deployment-config=true
$ oc delete svc/ab-example-b

5 ZORFERT. WFNDPod Dty bEIL—MTREINET, LHAL. BTS9F— EHKsx
FR) &I—%— (T 7 #J)L b Tld cookie ZfEA) T, Ny I TV RH—N—~DEREHRFL
£DETBHDT, Yv— KA EARINALVWAREELHY £T,
1DDFIFMBDOY v —RIHLTT SO —2RHEIMICETT BIC1E. UTFTEETLET,
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a. ocscale ¥ K& L T, ab-example-a®dL 7)) h% 0ICES LET,
I $ oc scale dc/ab-example-a --replicas=0

TS50 —%FH LT, v28 LU shard B () aR~IEE T,

b. ab-example-a %= 1 L 7'1) #iC, ab-example-b % 0 ICX 4 —) VT LE T,
I $ oc scale dc/ab-example-a --replicas=1; oc scale dc/ab-example-b --replicas=0

T2 —%8H LT visLUshard A (B) Xk~ LFT,

6. WENHADY+—RTTFTOM AV NEN) H—F2FE. TOY v+ — KD Pod DHHNEEE
FIFET, E55HD Deployment + 72 7 T SUBTITLE REZHAZZELTCF70O4
XV NEN)H—-TEET,

I $ oc edit dc/ab-example-a
T

I $ oc edit dc/ab-example-b
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FE8E V4 —4

BEE V4 —%

81. 7OV NITEDYY—RY F+—4

ResourceQuota # 7V ¥ N CEZEIND VY —RIU+x—H% 3, AP/ NTEIL) Y —HEES
DT EFIRT 2HWERELE T, Chid. 94 77OV TV MTHERTES24 7927 hO#
B55IRTZEHIC. 20OV MDY —ADEETIARRMEOHZ IV E2I—N)Y—E L
VRANL—YDEREEEFIRTDIENTEET,

AETIH, VYRV +—YDEHEAY., VSRAY—BEENYY—RI+—4137OV I hTEIC
EDLIICEEL, BETEIZN, BLUVHREYP VIV SR —BEENTNLEZEDLIICKRRITES
MMIDOWTERBAL £ 9,

8117 4#—49TEEINBYV—X

LUFRTIE, V94— 9 TEETEXZ—EDAVE1— NI Y—REFTIV I MIATICOWTEHBALZE
—g_o

yz =)
: status.phase in (Failed. Succeeded) 7* true M54, Pod X TREICHY 7,

K81V +—4F TEEINZIVE2—K)VY—2R
VY—2%4 B4

cpu R TIREDTRTD Pod TO CPUEBRDAFHEZDEEBAL D ENTE
Ft A, cpu B LU requests.cpu (ERILETHY. HEICE X AIRER
HEDELTHEATEIY,

memory FRTHREDITRTDPod TOXE) —BBKRKODEFHIZDEZBAD I ENT
Xt A, memory & & Urequests.memory IFECETHY., HEICEX
Bz AR EDE LTHERATEEY,

requests.cpu R TIREDITRTD Pod TO CPUERDAEHIZDEZBAZ I EHNTE
Tt A, cpu B LU requests.cpu (ERILETHY. HEICE XX AIREMA
HEDELTHEATEIY,

requests.memory R TIREED T RTD Pod TOAEY —ERDEEHLICDEAEBAILDZENT
Xt A, memory & & U'requests.memory IEECETHY., HEICEX
Bz AR EDE LTHERATEEY,

limits.cpu R TIREDT N TD Pod TD CPUSIRRDEEIZIDEEBLX B EHNTE
FtH A

limits.memory R THKEDTRTD Pod TOAE) —HIRDOEEHEZDEZEX 2 I AT
XEH A

K82V #—HTBEINBAINL—VYY—2R
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requests.storage

persistentvolumeclaim
s

<storage-class-
name>.storageclass.st
orage.k8s.io/requests.
storage

<storage-class-
name>.storageclass.st
orage.k8s.io/persistent
volumeclaims

ephemeral-storage

requests.ephemeral-
storage

limits.ephemeral-
storage
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568

EEDOREDTRTOXKEERY) 2 —LER (PVC) TOR ML —IVERDEET
. COEEBAZIENTEEEA,

TAY ) MIBERETESKRERY 2 —LEK (PVC) DEEHTT,

—BEBRANL—UIS52%ED, FEOREDTNTOXERY 2 —LEK
(PVC) TOR ML —VERDABHIEIDEEBAD I ENTEXE A,

7OV MIGEHETES, —HTBAML—Y 95 A%HFHD Persistent
Volume Claim (k&K Y 1 —AER. PVC) DASETT.

FRTREDITRTDPod ILHIFZO—HILD—FR kL —IVERDAEETE.
ZDEZBZSIENTETFEEA, ephemeral-storage & & U
requests.ephemeral-storage (IR LETH Y., HEICEI LA FAERED
ELTHATEZEY,

FRTHREDIRTDPodILHEIFE—BFRX ML —YEBEKROEEIE, ZDEEZE
ABZENTEZEHA, ephemeral-storage & & U requests.ephemeral-
storage IEECETHY ., HEICEZIBAATEREDE LTHERATEEY,

R TREDTRTD Pod K51 52— 2 h L —VHIROBE .
ABTENTEE A,

ZDfE%iE

R8IV —ITEEINDATIVTV M

)y—24

B4

pods

replicationcontrollers

resourcequotas

services

services.loadbalancers

services.nodeports

secrets

140

7OV MIFETE SR TIRED Pod DEFHETY.

70O x4 MITFETET X % ReplicationController D&EEHITY,

TOYI Y MIGFETEDR Y Y —RI+—9DEFETT,

IOV MIBEETESZ Y —ERDEFETY.

FOY Y MIFEHETE %41 7 LoadBalancer O —EZX DA T,
FOY Y MIBFEHETES 491 7 NodePort DH—EXDEEHTY,

TRV MIBEETES Y=V Ly NOBEHTY,



Ny —24 tEA
configmaps 7OY Y MIEHETE S ConfigMap + 7Y =7 hDAEHTY,

persistentvolumeclaim 7OY ¥V MIBETEZKERY 2 —LEXK (PVC) DAFHETY,
s

openshift.io/imagestre TOVIY MIBEETEZM A=Y RN —LDEFETT,
ams

812. VA#—4 MR-

BEVA—8IF ZAD—T Oty MEEMITONET., V4 —FF NEINEIDI-TOREERS
IK—HT2HBAICDA )Y —ZADFERRRZREL XTI,

AA=T% 9 3—9ICBMT B E. V+—9DBRIND )Y —ADEY MEFIRTEXET, FTIh
2y NUADY Y —R%ZEBRETDE RAETST—HIRELIT,

23— SRR

BestEffort cpu F/zidmemory DW\WIFhMIDWTOH—E
A M QoS (Quality of Service) #' Best Effort D Pod
‘: _ﬁ lJ i 3‘0

NotBestEffort cpu BLUmemory ICDWTOH—EZRD QoS
(Quality of Service) A° Best Effort Tl&72 LN Pod IZ—
BLZEY,
BestEffort 21— &, LAFD) YV —RICHIRT 2L DI+ —9 &HIRLET,
® pods
NotBestEffort R 1— 71, ATFDV YV —R%BHTEDELIICI+A—9%FHIRLET,
® pods
® memory
® requests.memory
® [imits.memory
e cpu
® requests.cpu

e [imits.cpu

813. 7 #—9 DEfk
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AV MDY =R A=IDEMIHERIND &, T7AT T ME, BRINIERRRDME
HNEtEINZETIA—IFINDERZSISEITARBEDH ) Y —ADIFRMHEZHIR L X
-g—o

A= PMERI N, ERKROMEAEFINZ L, 7OV NIFKRIV T VY OERETFA L
FY, VY—RZERIIIEET 50, 74— 9DFEAER) Y —ADERTLEIEEERLH S
EFCIBALET,

)Y —Z2%HBIRYT 2358, 74— 9 DFERZEE. 7OV I DY+ — YR OREDTL LB ER
WA INFE Y, REATRLKEZEEL T, 74— Y EREORFHEZRERBAIND VAT LERX
TR DICRELRERZERELIT.

7OV ) NEENY # —SFERBIREBAZHE. —N—RBEDTI/avEERL. 74 —5H
HeERLTWEIE, BLIUVYRATATHRARRAINSEAEOMEHELZ RT BRI —X v E—
IUNI—HF—IRINZET,

8.1.4. Z3K vs HlR

AVEa—bMYY—RDEYHTEIC, FIVTFT—IECPU, XEY—. —BHRAML—YDZTITH
ICEREECHREZEETEET, 74— FIEINODEOVWTREFIRTEIT,

7 #—% IC requests.cpu % 7213 requests.memory DENEEINTWBHE, IXTOERFIVT
F=BETNEDY Y —REBATRHICERTZZENROLNET, 7 4—4IC limits.cpu /1
limits.memory DENMEEINTWBRHE, IRXNTOEFEEIVTF—DNENLDY) VY —XDEARIZH
REEBET DI ENKOLNET,

815. )Y —R U #— 9 EHZDH

core-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: core-object-counts
spec:
hard:
configmaps: "10" 0
persistentvolumeclaims: "4" 9
replicationcontrollers: "20" 6
secrets: "10"
services: "10" 9
services.loadbalancers: "2" G

7OV Y MIFEIETE S ConfigMap 7Y =7 hDAEHTY,
7YY MIBETE kiR Y 2 —LEK (PVC) DEEHTT,
TOYVII MIBEETESL )y —yavyay hO—5—0OAEHTY,
TOVIY MIBEETER Y=Ly hOEEETT,

7OVIY MIBEETEZHY—ERDEEHTT,

QD000

7OV MIEETE %41 7 LoadBalancer D —EXDEEHTT,
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openshift-object-counts.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: openshift-object-counts
spec:
hard:
openshift.io/imagestreams: "10" ﬂ

Q TOVTY MIBHETEZAA—C AN —LDEEHETT,

compute-resources.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: compute-resources

spec:
hard:

pods: "4" ﬂ
requests.cpu: "1" g
requests.memory: 1Gi 6
limits.cpu: "2"
limits.memory: 2Gi 6

7OV Y MIBFEETE IR TIRED Pod DEEHTY,

HMRTIREDTRTDPod ICBEWVWT, CPUEKRDEEIIZTATZBADIENTETEEA,
FRTREDITRTDPod IZEVT, XEY —ERODAFZ1GI2BAD I ENTEE A,
HRTREDOITRTDOPod ILHWT, CPUKIBRDEEIF2 AT EBAZ I ENTEEH A,

HMRTIREDTRTDPod ICBEWVWT, X E—HIRDEEIZ2CI Z2BX2 I ENTEH A

0009

besteffort.yaml

apiVersion: vi
kind: ResourceQuota
metadata:

name: besteffort
spec:

hard:

pods: "1" ﬂ
scopes:
- BestEffort 9

ﬂ 7OV Y MIBEETESH—EZD QoS (Quality of Service) A° BestEffort DIEIR T IRRED Pod
DEFTHTY,
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Dr—H%, AEY—FIE CPUDWVWTIHADY—EZ®D QoS (Quality of Service) A
BestEffort D—3 9 % Pod DAICHIR L ¥,

compute-resources-long-running.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-long-running
spec:
hard:

pods: "4" ﬂ
limits.cpu: "4" g
limits.memory: "2Gi" e
scopes:
- NotTerminating ﬂ
R TIKRED Pod DEEHHTY,
MR TREDITRTD Pod ICBEWVWT, CPURIRDEEHIZDEZBAZ I ENTETIEA,
HBRTREDIANTDPod ICBEWVWT, XEY —HIROEFHIZDEZBAD I ENTITEEA,

Y # —% % spec.activeDeadlineSeconds 7" nil ICEREINTWSE—HT % Pod DAICHIRE L %
9., EJ KR Pod &, RestartNever R') < —A#EA I N7 WRY NotTerminating (72 Y £7,

0009

compute-resources-time-bound.yaml

apiVersion: vi
kind: ResourceQuota
metadata:
name: compute-resources-time-bound
spec:
hard:

pods: "2" ﬂ
limits.cpu: "1" 9
limits.memory: "1Gi" e
scopes:
- Terminating

R TIREED Pod DA T,
RTIREOITRTDPod IZHEWT, CPURIRRDEEHZCDEEBAZZENTETEHA,

RTIREBOITRTDPodIZEWT, X EY —HIROEEHEIZDEEBAD I ENTIEHA,

0009

7 # —4% % spec.activeDeadlineSeconds >=0 I[CFXREINTWE—HT % Pod DAICHIFR L £
T, FLEAIE, DV +—FIFEIKPod £/41E7 704 ¥ —Pod ICEEAE5 X FTH. web
HP—N—FR@BT—IR—RABREDRRKEEITINARV Pod ICIFHEEZS L FH A

storage-consumption.yaml
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apiVersion: vi
kind: ResourceQuota
metadata:
name: storage-consumption
spec:
hard:
persistentvolumeclaims: "10" ﬂ
requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" 6
silver.storageclass.storage.k8s.io/requests.storage: "20Gi"
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 9
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ
requests.ephemeral-storage: 2Gi G
limits.ephemeral-storage: 4Gi

7OV PADKKERY 2 —LEKR (PVC) DEEHETTY,

7OV PDIRTOKERY 2 —LE R (PVO) IZEWVWT, BRINBZA ML —YDEEHIC
DEEBABDIENTETEHA,

TOV Y hDFRTOKEERY 1 —LER (PVC) ICHBWVT. gold A NL—Y U SRTERI N
5AMNL—VDEEEIDEEZBADIENTETEEA,

TOV Y hDFRTOKEERY 12— LER (PVC) ICBWT, siver A NL—Y 4S5 2TERI N
B5AMNL—YDEEFIDEEZBADIENTETE A,

7OV PDITRTOKERY) 2 —LER(PVC) IZBEWT, siver ANL—U VS ADERDE
AL DEEZBADIENTEEHEA,

7OV hOETRTDKGERY) 2 —LEK (PVC) ICEWT, bronze AL —Y U S5 ATEKRI
NB2AML—VDEFIBIDEZBAZIENTETIEA, IND0ICREINDIHE. bronze
AML=—YISREAM -V ZERTERWVWIEZERLET,

TOYIY FOTRTOKEERY 12— LER (PVC) ICBWT. bronze 2 hL—Y 4 5 A TERS
NBEZAMNL—VDEEHIZDEABZIZIEDNTIFEFTA. INDOICEEINDIFEIL.
bronze AL =YV S ATEHEREZFERTERWIEAEKLET,

FRTHREOITRTDPod ICEVWT, —RANL—YVEKRDEEIE2CGI ZBADIENTEEE
Ao

FRTHREOITRTDPod ICEVWT, —FRANL—VHIROGEIE 4G 2BX 2 ENTEEE
Ao

O @ 9O O o 6 o 00

8.1.6. U & — % DIERK
BEOTAVY bTYY—RADEREHIRT 27DICI +—FEFRTBIEHNTIET,

FIig
L 274WMICO9A—9%FEHELET,

2. V3—9%FERL., Thea7OVzy MOBERTSOICT7 74 AFRALET,
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I $ oc create -f <file> [-n <project_name>]
UFICHZERLEYS,

I $ oc create -f core-object-counts.yaml -n demoproject

8161.ATx I MAI Y NI +—4 DYEBR

BuildConfig & & U DeploymentConfig & 7> = 7 M2 & D, OpenShift Container Platform DIR#ERY
7 namespace ZEALTWR N Y —RI9AL TDITRTCUATI LI NAT Y NI+ — 9 HERTEZE
T ATVTIMNIA—FHATY MNE BEINLI A —F 5 TR TDIZEML namespace ZFA L
TW3 )Y =94 FITERELES,

)Y =9 =9 5FRTEBIC, 77V MIERBRFI 2 —9ICEDVWTFvyr—I3InEzd, UF
DY A—IDIA TIFVY—ZADNFENMISNBIENSRETBIDICHEILIGET, 74—4%IE. 70O
T MRICRDR)Y —ZADP+RICHBIGEICDOHMEKTETET,

FIF
VY —2DFTITIMNAVY NI =9 %RET BICIE. UTERTLET,

L UTFOOTY RZ2ERTLET,

$ oc create quota <name> \
--hard=count/<resource>.<group>=<quota>,count/<resource>.<group>=<quota> ﬂ

Q <resource> LY YV —ZADERITH Y. <group> |& API FIL—T T (%47 %5

B YUY —RABLVETNSDEEMIT SN API 7 IL— T D—EIC oc api-resources
YU REFERALET,

UFICHZERLET,

$ oc create quota test \

hard=count/deployments.extensions=2,count/replicasets.extensions=4,count/pods=3,count/secr

ets=4
H oAl

I resourcequota "test" created

ZOBITIE, —ERRINEI)Y—REIVFR9—ROETOT LI hD/N— REIBRICHIR L
i’a—o

2. VA= DMMERINTWB I %A LET,

I $ oc describe quota test

6
Name: test
Namespace: quota
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Resource Used Hard

count/deployments.extensions 0 2

count/pods 0 3
count/replicasets.extensions 0 4
count/secrets 0 4

8.1.6.2. MRV Y —ADY Y —R I #—H9 D%

)Y —ZADFA ==y MIEERY) V—RICEEFRAIINFEA, TDEH, 7+—4% THEULHLERY
Y —ZIZDWT requests & & U limits Z18E T 2MENHY £, RIFS T, HEIEFF requests. DdH
20 #—9HEDODHMLRY) VY —RICHFRAINE T, LLFIE. GPU Y Y —X nvidia.com/gpu @ ')
V=R =9 R ETDHEICODVTOY T ) AHITY,

FIR
L V5R9—RAD/—RKTHATEAD GPUDEZHRILET., UTICHZRLET,

# oc describe node ip-172-31-27-209.us-west-2.compute.internal | egrep
'Capacity|Allocatable|gpu!’

H A B

openshift.com/gpu-accelerator=true
Capacity:
nvidia.com/gpu: 2
Allocatable:
nvidia.com/gpu: 2
nvidia.com/gpu 0 0

ZOFEITIE, 220D GPUAPFBABETTY,

2. namespace nvidia IC7 # —%9 ZRELEX T, ZDHITIE. 74—%E1TY,

I # cat gpu-quota.yaml

H A B

apiVersion: v1
kind: ResourceQuota
metadata:
name: gpu-quota
namespace: nvidia
spec:
hard:
requests.nvidia.com/gpu: 1

3. V=9 %5FEHRLET,

I # oc create -f gpu-quota.yaml

H A B
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I resourcequota/gpu-quota created
4. namespace ICIEL WY # — 9 DBEINTWR I MR LE T,

I # oc describe quota gpu-quota -n nvidia

Hh 6
Name: gpu-quota
Namespace: nvidia
Resource Used Hard

requests.nvidia.com/gpu 0 1

5. 85— GPUAERT 3 Pod EEHELFT, UTFOEET 7 1 ILDOY Y FILDEHIIE gpu-
pod.yaml TY,

apiVersion: vi
kind: Pod
metadata:
generateName: gpu-pod-
namespace: nvidia
spec:
restartPolicy: OnFailure
containers:
- name: rhel7-gpu-pod
image: rhel7
env:
- name: NVIDIA_VISIBLE_DEVICES
value: all
- name: NVIDIA_DRIVER_CAPABILITIES
value: "compute,utility"
- name: NVIDIA_REQUIRE_CUDA
value: "cuda>=5.0"
command: ["sleep”]
args: ["infinity"]
resources:
limits:
nvidia.com/gpu: 1

6. Pod 2R L&Y,

I # oc create -f gpu-pod.yam|
7. Pod BRITINTWB I & &MHRLEFT,

I # oc get pods

Al
NAME READY STATUS RESTARTS AGE
gpu-pod-s46h7  1/1 Running 0 im
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8. V#—% Used DAV VI —HNELWI EEZHERLET,

I # oc describe quota gpu-quota -n nvidia

6
Name: gpu-quota
Namespace: nvidia
Resource Used Hard

requests.nvidia.com/gpu 1 1

9. nvidia namespace T2 &FB® GPU Pod D AT LET., 2 DD GPUDHBDT, Th
"/ —RETERITIBIEWEHRETT,

I # oc create -f gpu-pod.yam|

H A B

Error from server (Forbidden): error when creating "gpu-pod.yaml": pods "gpu-pod-f7z2w" is
forbidden: exceeded quota: gpu-quota, requested: requests.nvidia.com/gpu=1, used:
requests.nvidia.com/gpu=1, limited: requests.nvidia.com/gpu=1

DA—I9MNIGPUTHY, TOPodHIPZDU +—4%H2522DHDGPUDEIY HTAEHRIT
L7z7=8®. Forbidden TS —X v E—IHNRRINBZIENFRINET,

8.1.7. 7 # — 49 DXRR

Web OV —ILTFOYTY FD QuotaR—JICEEL, 7OVII MDY +—9 TEHZINS/\—
REIRRICEAE S 2 EEARROMEARRTIZET,

CLIZERLTI+— 9 DEFMlZERTIEHIEETEEY,

FIR

L 7OV FTEBEINDVA—YD—EBEEZMELET, /=& 2IE. demoproject &L\ 70O
Iy hDGE. UTEETLET,

I $ oc get quota -n demoproject

H oAl
NAME AGE
besteffort 11m

compute-resources 2m
core-object-counts 29m

2. BT +—4ICOVWTER L FT., & ZIE. core-object-counts 7 + —% DiFE. LT
EERITLET,

I $ oc describe guota core-object-counts -n demoproject
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H A B

Name: core-object-counts
Namespace: demoproject
Resource Used Hard

configmaps 3 10
persistentvolumeclaims 0 4
replicationcontrollers 3 20
secrets 910

services 2 10

8.1.8. B RMIR ) Y —R U +# —H DERTE

TRV NBRTYTLU—MNTHARHRY Y —RI+—9%BEL. FIRTOT I MIREDY)
y_zaj_&%ﬁﬁﬁbij—o

AR &
e cluster-admin =)L A&FHE D21 —H—ELTDISRY—~DT7 IV LA H B &,

® OpenShiftCLI(oc) Z4 Y A h—JLLTW3,

Fig
L 7AYz I b NEBERFVYTIL—MIYVY—RIV+—YEHFEEBMLET,
o JOVIVRNERFTVIL—IDBYISRY—ICFEIELRWVEES:

a. 7= NZANSyFTOVII M TFUTL—REER L. Th%E template.yaml &LV
Z7AIICHALET,

I $ oc adm create-bootstrap-project-template -o yaml > template.yami

b. VY —2R7U #—4%DEH% template.yaml [TEML £9, LLFDAITIE. storage-
consumption EWD ZRIDY Y —R U+ —95E&HLEFT., TVTL—bD
parameters: TV > 3 VORIICERZEBINT 2HENHY £,

- apiVersion: v1
kind: ResourceQuota
metadata:
name: storage-consumption
namespace: ${PROJECT_NAME}
spec:
hard:
persistentvolumeclaims: "10" ﬂ
requests.storage: "50Gi" 9
gold.storageclass.storage.k8s.io/requests.storage: "10Gi" 6
silver.storageclass.storage.k8s.io/requests.storage: "20Gi"
silver.storageclass.storage.k8s.io/persistentvolumeclaims: "5" 6
bronze.storageclass.storage.k8s.io/requests.storage: "0" G
bronze.storageclass.storage.k8s.io/persistentvolumeclaims: "0" ﬂ
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FOY T NADKBERY 2 —LBR (PVC) DAHETT.

TOVIY hDFRTOKEERY 1 —LER (PVC) BV T, BRINB Rk
L—YDEFIEIDEEZBADIENTETEEA,

7OV PDIRTOKERY 2—LE KR (PVC) ICEWVWT, gold A hL—T %
FATERINDZAMNL—VDEFHICDIEEBAD I ENTETEHA,

TOV Y hDFRTOKEERY 12— LER (PVC) ICBWT, silver A NL—
PZATERINBAMNL—VDEEHEIDEZBABZ I ENTETEEA,

TOV Y hDFTRTOKEERY 12— LER (PVC) ICBWT, silver A L —
V7 ADEBERDEFHIEIZDEZBA DI ENTETEHA,

7OV POIRTOKGERY 2 —LEK (PVC) IZEWT, bronze A hL—Y
JSATERINDZRAMNL—VDEEIECDEEBAIDIEDNTEEFEA, TD
ENOICEEINDES. bronze ANL—YOSRAERANL—VAERTEZHE
Ao

@ ® 0 9

@ 7YV LOIRTOKERY 23— LER(PVC) LBV T, bronze Z hL—
JSATERINDZRAMNL—VDEEIECDEEBIDIEDNTEFEFEA, TD
ENROICEEINDIZEE. bronze ANL—Y IS REEREERTIFHA,

c. openshift-config namespace DZE X1 /- template.yaml 7 7 ()L Tc7OY T ) N E
X7y FL—bMEERLET,

I $ oc create -f template.yaml -n openshift-config

-

pa 3]
i%%E % kubectl.kubernetes.io/last-applied-configuration 7 / 57— 3

V& LTEINYT %ICIE. --save-config 4 7'~ 3 >~ % oc create I<
MISEEIL 29,

T 74 Tl T 7L — biE project-request &\ ZRIICAY £T,

o JOVIVRNERTVYTL—INISRY—RICTTILHEET SHEIF. UTEETLE
-a—o

-

P
BREZ7ANVEERLTISRY—ADF TV I N ESNELIIHHHN

ICBIBT2BAE. oD 774 aERLTCEFEO OV Y NERT
\/7"'/_ h%ﬁ‘ﬁ%bi’a—o

a. openshift-config namespace D7~ 7L — b2 —EBRRL £,

I $ oc get templates -n openshift-config

b. B0 7OV I NERFV L —rE2RELZET,

I $ oc edit template <project_request_template> -n openshift-config
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c. EIR®D storage-consumption DR ED) YV —R I + —YEHEEZBREDT > TL—b
ICEBMLEYT, 77— bD parameters: 7> 3 VDRIICERZBINT 2 HEH
HYET,

2. 7RV NERT VT — bR LEBEIR. V5R9—07OY Y MRE) Y —RT
hzsRLET,

a. METZH/OVIIIREIV—RILTIEZALET,
e WebIJvV—JLDEMA
i. Administration - Cluster Settings R—JICBEIL £ 7,
i. ConfigurationZz7 v 7 L. $XRTDEE)Y—RAZ2RTLET,
ii. Project DZ> N —%RDIF, EditYAML%Z2 Y YV LZET,
e CLIDfEM

i. project.config.openshift.io/cluster ')V —X#iREL X7,

I $ oc edit project.config.openshift.io/cluster

b. 7OV FEEV Y —AD spec 22> 3 v %=FE#H L. projectRequestTemplate & &£ U
name NS X —4—%BML£T, LLTDHIIE. project-request &> F 7 4L hDT O
VI NERTVIL—bEBRBLET,

apiVersion: config.openshift.io/v1
kind: Project
metadata:
spec:
projectRequestTemplate:
name: project-request

3. 790 FOERBEEICY Y —R I A —9 DN EHINTWSZ EA2BEELET,
a. 7Oy b EFERLET,

I $ oc new-project <project_name>

b. 7OV DY Y —RV+—9%—BRRLET,
I $ oc get resourcequotas

c. V=RV A—FFMIERRLET,

I $ oc describe resourcequotas <resource_quota_name>

s2.EHO 7O Y NEID) Y —R D +—%

ClusterResourceQuota # 7 =V N TEEZINZER IO/ DI =41, B TOV /7
BT 4A—9AaHETEZLIICLET, TRFROBIRINWATOS Y NTHEAIWS Y Y —RIUE
EHXIN, ZOEFHIHBIRLAZTARTOTAV IV MNTY Y —R&&IRTHLEHDICERINET,

152



FE8E V4 —4

LUFRTIE, V725 —EBENMEROTOVIIMNTYY RV —9%RESSLVEETHHEICD
WTEHREAL Y,

8.21 U # — S {EHFFDEHTOT TV b DEFER

D= DEREFIC, 7/ T7—2avDBR, SNIVOER, FLEZOEAICESVWTEHROTO
VIV BRI ZIENTEEY,

FIig
L 7/75—Yavit&EonwT7avyz ) baRBIRTZICIE. UToav Yy REERITLET,

$ oc create clusterquota for-user \
--project-annotation-selector openshift.io/requester=<user_name> \
--hard pods=10\
--hard secrets=20

ZhiZ& Y., LUF® ClusterResourceQuota £ 7o =7 M BMERRINZE T,

apiVersion: quota.openshift.io/v1
kind: ClusterResourceQuota
metadata:
name: for-user
spec:
quota:
hard:
pods: "10"
secrets: "20"
selector:
annotations: 9
openshift.io/requester: <user_name>

labels: null e

status:
namespaces: ﬂ
- hamespace: ns-one
status:
hard:
pods: "10"
secrets: "20"
used:
pods: "1"
secrets: "9"
total: 6
hard:
pods: "10"
secrets: "20"
used:
pods: "1"
secrets: "9"

ﬂ BIRINALTOV Y MR L TEREI NS ResourceQuotaSpec + 7 =¥ M TY,
®

TV avOBEMLX—/EDELII—-TT,
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© 7oV /rEBRBRIZEOICEATESSNLELYS—TT,

Q BIRINAZETOT Y MOBRED Y + — 9 DFERRKRZELIRT % namespace TED
<y JTY,

© EBERINEITRTOTAYIYI MBS HEREORETY.

OBEHIOV I MDD r—HDERIE, T TAOTY I RERTIVRERSIV M E
A LT <user_name> (L& > TERINZITRTCOTOVz/ bEFIBEILET, I Tl
MOPod BLTV 20— Ly MIHIRINZE T,

2. ARRICSNIVICEDWTIAY 2V b AERBIRT ZICIE. UToav Yy REEITLET,

$ oc create clusterresourcequota for-name \ﬂ
--project-label-selector=name=frontend \9
--hard=pods=10 --hard=secrets=20

Q clusterresourcequota # & U* clusterquota (FWIFNER LAYV KOITA ) 7AT
¥, for-name (& ClusterResourceQuota 7> =7 NDARITY,

Q SRS TOY = U M &FEIRT BITIE,. --project-label-selector=key=value = % {&
ALTF—SEORTEEBELET,

ZhiZ& Y., LUFO ClusterResourceQuota £ 7 =7 MEEMER I N F T,

apiVersion: quota.openshift.io/v1
kind: ClusterResourceQuota
metadata:
creationTimestamp: null
name: for-name
spec:
quota:
hard:
pods: "10"
secrets: "20"
selector:
annotations: null
labels:
matchLabels:
name: frontend

822.FHT BV IRI—)Y—RI =5 DR

7ovzy NEBER, EEBOTOYV IV MNEFIRT 2B IOV MDY+ — S EFER LY., B
BLAYTRZIERTEZIEAD, ThZhos/OV ) MOERIWZER OV DI +—%
HFRARTDHIEETEZEY, 7OV Y NEEEIL. AppliedClusterResourceQuota ') vV — R & fF >
TINZERITTEEY,

FIig
L 7Yz MIBERAINTWE I+ —95KRRTBICIE. UWTEERITLET,

I $ oc describe AppliedClusterResourceQuota
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H A B

Name: for-user

Namespace: <none>

Created: 19 hours ago

Labels: <none>

Annotations: <none>

Label Selector: <null>

AnnotationSelector: map[openshift.io/requester:<user-name>]
Resource Used Hard

pods 1 10

secrets 9 20

8.23. FERICH 1T DNE

JF—HDENY LB TEERTZEICOYVICEALTEETZ2RENH DO, BH IOV bD
PJA—HTRIRINZTIVT147R27TOV ) PORBEELAZEERICAVE T, BE—0BH OV
IR F—4HTI1I00%#BA27OV Y M eBIRT D&, ThonOV I D API H—N—DHE
ICEDHENRAIATEENHY £T,
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FOEFSYHr— 3V TTOEREYY TOFHE

REXY TICLY, BET—TA4 77 N4 X—=U0FoYhoUEEL, OV FF—bIniz7
TV —2a Vv eRBEARBSREICRDIENTEET,

LUFRDtEI>avTiR, BEYY 7L ETNOEERL. FRIZAEE2ERELE T,

BRES Y TOERICET 25EMIE. Creating and using config maps #8 8B L T XL,

91BETY TICDWT

HELL DT TV r—ravicid, BEZ7 740, AV RS VB, $LUBREZHOBEAEDLES
FELAERENNHETT, OpenShift Container Platform Tl&, TNHDERET7—T 4 777 bE, O

VTFT—EINET T = a VEBERRERREBICRDADICA A=YV Ty YN LEIYEIh
£7,

ConfigMap # 7~ = 7 ME., 3> 7+ —% OpenShift Container Platform IZIKEIHRWEL S IZT S
—AT, AVTFT—IIBRET Y EBATEIA AL EZRBLET, FETY F&E Bcxo7ONR
T AR EDHEDHAOWERY., RET 71 IL2EFF7/21E JSON Blob 72 & DRE DT WER % R IF
THEOICHERTEIXT,

ConfigMap API 7+ 72 =/ M&, Pod TEALALY., A MO—F—QEDYRATFTLIAVR—FV b
DRET— I EREFETDOIFEATIIRET —IDF—LEORTEFEFLET, UTICHIZRL
i’a—o

ConfigMap # 7> =V M E&

kind: ConfigMap
apiVersion: vi
metadata:
creationTimestamp: 2016-02-18T19:14:38Z
name: example-config
namespace: default
data: ﬂ
example.property.1: hello
example.property.2: world
example.property.file: |-
property.1=value-1
property.2=value-2
property.3=value-3
binaryData:
bar: L3Jvb3QuvMTAwW @)

BRET—INEENET,

NAF)—=JavaF—RA M7 774N RBREDUTFSLUADT—95EL 7714 2SBLET,
Base64 D7 7 A IT—9HAALET,

1]
2]

R

ARX=TIREDNRAF Y =T 74 IIDBEREY Y TEEKT 5155 (X, binaryData
74—V REFERATEEY,
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OB F SV r—2avTCOXREYY TOEA

BET—HRIFIFEAFETPodATHEATEEY, REVY TRUTEETIBLDICHERTE
i’a—o

o AVFFT—ADBELTHEDHRTE

o OVFF+—DIATY RS VEIHDEE
o R1—LDERET71ILDKRE
A—HY—EeVRTFLAVR—FX YV NOEANRET —F ABRETY TILRETEET,

BRETY L= Ly MIHUTWETH, BBRBERESFTLVEINOFERE L YHRMITHR—
FTHLDICHETINTWVWET,

FEY v TOHIR
BREYY 7E. AV TV % Pod THEAINBRICERT 2REN’HY FT,

v bhO—5—F, RET—IDPFRBLTVWTE, TORRZHFBELTERTEET, ¥T—RT &I
EXY TAFEALTEEINSBEAOIVR—F Y MASEBLTLEIL,

ConfigMap # 7> x4/ MOV PRICHY 7,

ThSIEAL7OY T PO Pod il > TOHBRINE T,

Kubelet I&, APl H—/—H5E5T % Pod DRET Y TOFERADHEHR—KNLET,

IhITIE, CLIZERALTHERINZ Pod, L F)r—yayay hOa—5—»n 5 BERICER
INPodHEEFNET., THITIE. OpenShift Container Platform / — K ® --manifest-url 7 5 7,

ZD --config 757, F/IFEDRESTAPI ZFERA L TEKRIN/Z Pod IFEFNFEA (TN 5IE Pod
EERRT 52— MR AETREDHY FHA).

92. 1—AS—R:PODTHE~XY THFERT S

UTFDtE- >3 >vTlE. Pod TConfigMap # 72 ¥ NaERT 2OV DHADI—R T —XITD
WTERBAL E Y,

921 % E~Y Y 7OERICLZ AV T F—TCODBRIETHDEE

BREYY TRAVTF—CENOREEREZRET HHOIFERLELY., BHLREEREZEERT S
ITARTCDF—%2EALTAV T I —CTREZERZRET DDICHERALILYTEIENTEET,

Bl LT, UMFOBESY FICDWTRTHFL LD,

2 DDREBEZH % S ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config ﬂ
namespace: default 9
data:
special.how: very 6
special.type: charm

" REY Y TDERL
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BRERY TIHEFEETZ IOV Vb, REYY TREELTAOY T PDPod ICE>TOABRE
nEY,

OO\ v s EHEH,

1D DREZH %S ConfigMap

apiVersion: vi
kind: ConfigMap
metadata:
name: env-config 0
namespace: default
data:
log_level: INFO @)

© Ev v Tou.
© FATIEHEM,

FIE
e configMapKeyRef 27> 3 > %{FER L T, Pod ®Z® ConfigMap DX —%FHATE£Y,

RHEDREZEHABATELIDICEKEINT WS Pod HEkDY > TIL

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "-c", "env" ]

env: ﬂ
- name: SPECIAL_LEVEL_KEY 9
valueFrom:
configMapKeyRef:
name: special-config 6
key: special.how ﬂ
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.type G
optional: true
envFrom:
- configMapRef:
name: env-config
restartPolicy: Never
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ﬂ ConfigMap " SIEEINRIEZEHRE TIVT BdODRY VHTT,
@ = DEEEAT 2 Pod BEEBOLHTY,

OO EOEHEEHD TIVILERT 2 ConfigMap DEFI T,
%ConfigMap BOTINT BBELTHTY.

@ BEBZEBAEATVavICLES, #T¥a v LT, Pod HIEES Nt ConfigMap & &
UF—DNEFEELRVWGETEREILET,

@ ConfigMap 75 TR TOBREEHE SILT B7HODRY VHFTT,
© TRTOREEBOTIVICHEMT B ConfigMap DEFI T,
ZDPod REFINZE, Pod DOV ICIEUTOHEANEENET,

I SPECIAL_LEVEL_KEY=very

log_level=INFO
pa 3]
SPECIAL_TYPE_KEY=charm [ AfIC—BRRI NI A, optional: true H'5&E X
NTWa7HTT,

922. %Ny TAMFEALLIYTF—aAT Y ROOATY RSA VEIHDEE

BRETY EFEALT, AVFF—AOATY RFLEBIHBDEERETZIEETETET, Thidk,
Kubernetes B3 $(VAR_NAME) % FR L TERITTEE 9, ROBRET Y THMRETL T EI L,

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

FIR

e [EZAVTF—DITY RICHEATSICIE. RIREHT ConfigMap Z2FAT 2HZED &L D ILIR
BEHE L THERTZ2REDHZDF—%2FHTILELNHY T, RIC. $(VAR_NAME) #X
ZEALTCIAYVTF—OOAR Y RTENLAESRBRIZIENTEET,

RHEDREZHABATEILIDICEKEINT WS Pod HEkDY > TIL

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
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- name: test-container
image: gcr.io/google_containers/busybox
G command: [ "/bin/sh", "-c", "echo $(SPECIAL_LEVEL_KEY) $(SPECIAL_TYPE_KEY)" ]
env:
- name: SPECIAL_LEVEL_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.how
- name: SPECIAL_TYPE_KEY
valueFrom:
configMapKeyRef:
name: special-config
key: special.type
restartPolicy: Never

@ FEZBELTERTRF—2FALT. AYFF -0V FILEERALET,

Z D Pod "EFTINB &, test-container AV T FH—TEITINS echoI~Y Y ROHEAIFEL
TOLHITHRY FT,

I very charm

923. B ETY JTOFEAICLZ R 2a—LADIAVFVYDEA
BREXYTAEFERLT, AVFTFUVYERY) 2 —LICEATEIENTETET,

ConfigMap hH X4 LY Y — 2R (CR) DHl

apiVersion: vi
kind: ConfigMap
metadata:
name: special-config
namespace: default
data:
special.how: very
special.type: charm

FI7

BRETY TEFALTCIVTYYAERY 2a—LIEATZICIE, 2 DODELZ ATV a VA FHRATEE
-g_o

o REXYITAEMEALTCIAVFUYYERY 2 —AILEBATZEOOREEAMAAEIE. F—2°
T774INETHY., Z7714ILDODRBINF—DEICE>TWE T 7AI TR 2—LERET S
HETT,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
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- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "cat", "/etc/config/special.how" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config ﬂ
restartPolicy: Never

Q F—BEBUT A,
CDPod HNEFTINDE, cat ATV ROHEAIFUTDOL D ITHRY £9,

I very
BREYY TXF—DBREINDIAR) 2 —LADNREZFIETEZIEETEET,

apiVersion: vi
kind: Pod
metadata:
name: dapi-test-pod
spec:
containers:
- name: test-container
image: gcr.io/google_containers/busybox
command: [ "/bin/sh", "cat", "/etc/config/path/to/special-key" ]
volumeMounts:
- name: config-volume
mountPath: /etc/config
volumes:
- name: config-volume
configMap:
name: special-config
items:
- key: special.how
path: path/to/special-key ﬂ
restartPolicy: Never

ﬂ BETY TE—AD/IRZ,
CDPod NEFTINDE, cat AT Y ROHEAIEUTDOL I ITHRY £9,

I very
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BIOERREN—ARI T4 T2 FERALLTOD I bBLVT
TNVg—=23 AN ORDEZS) VYT
Developer /X—2 RV 7 14 7® Observe £ 21—k, CPU, XEY—, BEHEBEOFHEAKR. *v b7 —
VEEDBERAED IOV I NELE T TV r—>a VDA N VR EERT AT a3 v EREL

i-a—o
10.1. AR SR 4
® OpenShift Container Platform IC7 Y s —>a v KL, 7704 LTW3,

e WebIdvv—jhicOZ4 > LTHY., Developer/ X\—2ZRIT 714 T IZHYEZTWS,

102. 70 9 A NIV RADEZS =) VT

AV MNTT IV —avEERL. TRHETTOA LRI, Web IV Y —ILT
Developer X—2RV 71 7AFEAL., 7OV MDA NY IV RAERRITEZET,

FIR

1. Developer /X—2ZRVF 4 TDE[MDFES—> 32 /XX)LT Observe 22 v 7 L, 70O
T £ 4 b® Dashboard. Metrics. Alerts, &X' Events #&XRL 7,

2. 77> av:Dashboard ¥ 7&5HHAL T, ROT7 TNV —3 X NI RERT TS 75K
~LET:

e CPU usage (CPU D X)
o XE—(FHAHZE
o THiGMEMD{FEA

o EZENRTyrDL—IPROYTFINENTYy hOL—MRE, Xy NT—VFEEDIE
$EO

Dashboard ¥ 7 C. Kubernetes AV Ea2a— )Y =YY a2 R—RICT7TIVEATETET,
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FBOERAREN—ARIT1 TEFALETIOS I VBITT7 TV r—2a v ANV I RDE=ZS Y VYT

B1014% v ¥ 2 Rh— RDER

a0 © © kube:admin v
You are loggedin as a temporary administrative user. Update the cluster OAuth configuration to allow others ta log in.
Project: openshift-monitoring ¥
Observe
Dashboard ~ Metrics ~ Alerts  Events
Dashboard Time Range Refresh Interval
Kubernetes / Compute Resources / Namespace (Pods) ¥ Last 30 minutes ¥ 30seconds ¥
Q Filter options
ts) Inspect Memory Utilisation (from epect Memory Utilisation (from limits) ~ Inspect
7 c
Kubernetes / Compute Resources / (Pods) kub i requests) P
(Workloads) (i
12577%
CPU Usag Inspect

Sy R
cﬁ“ v Dashboard ') 2 k Tl&., 77 #JL b T Kubernetes / Compute Resources /
Q d Namespace (Pods) ¥ v ¥ 27 R— RABRINTWVWET,

HME, UWToAFvavaERLET,

® Dashboard VXA hHH4H Y Y a2 R—REZFERL, 7409 —) I3 XMN) UV R%ER
SLET, IRTDY v aKR— K&, Kubernetes/ Compute Resources /
Namespace(Pod) % <. ZBIREFICEBMOY T XA Za—%%MLET,

e TimeRange —ENLA Y avaBERL, ¥+ FFv—Ihd7— 9 OHBEZHBIL &
-3_0

e Time Range —& T Custom time range %:&R L T, H R Y LADKHEEE%ZZEL &
T, FromB LV To DERMEBBEEANFTAITRIRLET, SaveE2 )y LT, AR
Y LORFESEEEZRELEX T,

e Refreshinterval =B SA T2 a v BIRL, T—YDEHEOHBEHRLE T,

o H—VYIN%EJTZTDLEICEE, Pod DFEDFHMERTLET,

o BIUSTDAHALIBIZHS Inspect =7y LT, BEDVZ7DFMAERTILES., 7
> 7 DFMIE Metrics ¥ 7TICRRINZE T,

3. 7Y av:Metrics ¥ TEFEELT, ELIOVIIMAN)VRICODVWTY Y —LE
-3_0
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Blo2 X M)V XADE=ZS—1) VT

Monitoring

Dashboard ~ Metrics Alerts  Events

Memory Usage

17:50 17:55 18:00 18:05 1810 1815

nnnnn pace pod Value

. test-monitoring mongodb-1-frmx6 1138143232
. test-monitoring ruby-ex-git-5674b9dc5b-52d18 39239680

B test-monitoring nodejs-ex-6d89c77bBe-g75rt 29904896

a. SelectQuery —ET, 7O ) MIMNERFME T A NIY—F 24T aVvAERRLE
T, TOVII MADTRTDT7 TN r—23 Y Pod DT 1LY —INFeX N2 ADY
STIKRFIINET, 7OV D Pod HEUATFICERHE I TWET,

b. Pod D—EBHMLEDMWEBDRY JX%Z7) 7L, HEDPod DX K I X%ZHIFRL
T/ —DHEREILICRYIAHZFTT,

c. ShowPromQL %% ') v % L. Prometheus 7T —%XxLZFT, 2O/ T —%70O
VIRDANTEFERLTCISICERL, V7T —%5AHRAITAALT, &HETS
namespace ICRRIT DA NV RETANI—FTBIENTEET,

d KAy TV )AMNEFRALT, RRINEZT—YDOEBEOHEERZEL FT, Reset
Zoom#%EJ Yy O LT, ThEaTI74IL NOBBOSEREICYEY hTEET,

e. 77> 3T, Select Query —& T Custom Query %#3&IR L. 51 X% L Prometheus ¥ T
)—%FR L. BETDBARMN) VR %ETA NI —LET,

4. T aviAlerts ¥ TEFERLT. ROYRVERITLET:
e JOVIVMNADT TN r—avDT7S—ba ) H—F2I—ILEERLET,
e JOVIJRNTRELTVWETS—MERELET,
o BEILIGLT, ZDLIRTI—MEBRLET,

103 75— hDE=ZS—) VT

Monitoring

Dashboard ~ Metrics ~ Alerts  Events

Y Fiter - Search by name.
Name Severity AlertState Notifications
~ HighErrors © Critical A 1Firing o
HighE & Firing
v Ve Alert Warning A IFiring c
Ve Alert A Firing
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FBOERAREN—ARIT1 TEFALETIOS I VBITT7 TV r—2a v ANV I RDE=ZS Y VYT

FHME. UTFoA FvavaERALEY,
® Filter —E% M L T Alert State 5 & Uf Severity T7 5 —h& 74 LY —LFT,

o 7o5—hrED)YILT, ZDT7 57— MDFEHAR—2ICEEIL £, Alerts Details R—
T. ViewMetrics #27 ) v L, 72— DAKNY IV RAERRTEET,

o 75— KNIL—ILICB#EET B Notifications M 7L AFRHL T, ZDIL—ILDTRTDT T —
NaEHALYRITL, Silencefor—BNST75— MU ALV RICTHHEBAEIRLE
9, Notifications N IV AKRRTBICIE. 75— NERETDINN—Iv P aVHRET
-a—c

o 7S—HMIL—ILICHEET % Options X —Z 21— ZHEALT. 77— ML—ILOF#%
‘JEEZT—\L/i_a—Q

5. 77 av:Events ¥ 7AFHLTIOY T hDARY NERRLEFT,

1044 RV NDEZS—Y VT

Monitoring

Dashboard Metrics  Alerts  Events

Resources Al Al Types = Filter Events by name or message

Resource | @ w1 © | x

@D ruby-ex-git-57466¢h9f @ testproj @ 6 minutes ago
Generated from replicaset-controller

Deleted pod: ruby-ex-git-57466chSf-jsd6f

@ ruby-ex-git-57559b66 dc-1x29b @ testproj D 6 minutes ago
Generated from kubelet on ip-10-0-149-154.ec2.internal

fully pulled image "im: tryopenshift 5000/testproj/ruby-ex-git@sha256:6afl50a40caedfaec69573c08eeb08604e2705362b85cef92561d3b2c478a041"
@ ruby-ex-git-57559b66de-1xz29b @ testproj @ 6 minutes ago
Generated from kubelet on ip-10-0-149-154.ec2.internal

Created container ruby-ex-git

@ ruby-ex-git-57559b66dc-1xz29b @ testproj @ 6 minutes ago
Generated from kubelet on ip-10-0-149-154.ec2 internal

Started container ruby-ex-git

LFOF T avaFERLT, RRINZARYNET ALY —TEET,
® Resources —&ET, VV—R%EERL, TDYY—ADA RV NERRLET,

o AllTypes—ET, 1RV NDYA T%HERL., ZTOIA FICEETZ2A RV MERRLE
-a—o

e Filter events by names ormessages 7 1 —JL RZFRA L THEDIRY N ERELE T,

103. 77V 5—2a v ANV RODEZS =) VT
7Oz MNTCT ) r—2avaEERL. Thoa 7704 LcRIC. Developer R—RRI 54 7
T Topology Ea—%@FHAL, 77U T—>3avDT75—bBLUVANY IV RERRTEES, 77V

=2 avVDERRBES L VPEEDT7Z5— ME, Topology E2—T7—20—K/—RIZDWTTR
IhFEd,

FIF
7—/0—RDT7Z—heRTTBICE UTFERTLET,
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. Topology E2—T, 7—20—K%2)v /L, 7—70—ROFMEERD/XRIVICKRT
L/i-g_c

2. Observe ¥ 7520 )y LT, 77V Hr—avOERBBEBES LUEEDT7S5— M. CPU,

AEY—, BLUOBEBOFERARRLEDA NI IRADTS T, L7 TV r—>3 007
RTDARY NERTLET,

R

Firing REBDEXQBES L UVEEDT7 77— MDHH Topology £ 1 —ICKRRS
. n ¥ 3. Silenced. Pending & U NotFiring REED 75— MIRRINFH
A Ao

BIO5 77N o—>av AN IRDE=ZS—) VT

@ prometheus-example-app Actions =

g Health Checks b4

Container prometheus-example-app does not have health checks to ensure
your application is running correctly. Add Health Checks

Details Resources Monitoring

Alerts ® -
0
0 HighErrors
an nour ago
© promet.le-app VersionAlert
2 hours ago
Metrics v
View monitoring dashboard
CPU Usage

5.0e-5 F\/\/_\ AM/\/V\ I

a. HRIDNRRIIC—ERRIINDZTS—b227 v oL, 75— MDiEM% Alert Details
&_y‘:i.%ﬂ__\bi?o

b. Fyr—hrDODWTNhHEVY Y Y LT Metrics ¥ TICHBEIL. 7TV r— 3 O X
M) O RERRLET,

c. View monitoringdashboard 27 1) v o L, TOF7 7TV 5r—2avDE=S—) >V J5y
YaR—KRERRLET,

10.4. BEEF ¥R
o E-HNVITOHE
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FBNEAIRF Y IDOFERAICEDZ T TV r—>a v OEEHDELE

ENEANINRF Vv IDFERICLEDZ 7TV r—a VOEREMHDES
8

YIRNDITOYRATALATIE, AVER—RY MI—BHNARE (—RNICERIARADONhZARE), |RET
S—, FRIEIABOKEERZRICETIREREICLIYEETRSAZIENHY FF, OpenShift
Container Platform 7 ) 4 —>a vilid, EETHAWVWIYTF—2REL. ThICHIET 27-6HDE
L DA T avhrby Fd,

NIANIVAFTYIICDOWVWT

ANILAF v JIE, readiness. liveness, & Wstartup NLAF v IV OAEDLEAEFERAL T, £
THROAVTF— Tl EaEHNICETLET,

ANRAF vV AEEFTTZAVTFHF—DEFNS Pod DERRIC, 12U EOTO—TA5EHBZTENT
xFd,

pa

BIFED Pod TNIVRF v 7V BMELISRET 2HENH BHE. Pod D
DeploymentConfig = 7> =V M & iR&ET 2 H. F7/<ld Web I~V —JL T Developer
IR=2ZARY T4 TaFEATEIVLEN HY FT, CLIAZFERL TBEED Pod DAL R
FzvV%ZEMLEY., ELEYTEZIEETEZHA,

readiness 7O0—7
readiness 7O—7 XV TF+—HD Y —ERXRBREZZIFANDIIENTEZHEINEZHFIL F
T, AV TF—Dreadiness 7O—THKRKT % &, kubelet IFFIAARERY—ERXTY RRA Vb
D—EMNS Pod ZHIRLE T,
K%, 7O0—T1E Pod DMREEA#MIEL £, Pod BFIETEEICA D &, kubelet (3 Pod ZFIAHA
BERT—ERXRIV KR4 bO—EBITEMLETY,

liveness NVAF T v Y
liveness 7O—7 (&, AV T F—HDRITHHLEIHMIEZHBLET, Ty ROV I REDREDD
IC liveness 7O—7HKK T 21545, kubelet (VT F—%@HKRT LET, TDH%. Pod lXHE
FRYS—ICEOVWTHBLET,
7o & z2 &, restartPolicy & L T Always Z 72 (& OnFailure 258 € S 11T\ % Pod T liveness 7
O—7 IvTFF—z@iRTLTHroBEELIT,

A= 7w TF7O—7
29— N7y F7O-T & AVFF—HOT7 ) 5= arvhiEBLTuWEhEINERLE
T, TOMDTO—TIETRT, BENCKINT Z2ETEMIINETT, RY— Ty 77O-TH
BEDHEMICAKII LR WSS, kubelet (Za Y FF—%8HIKRT L, IVTF—IEPod ®
restartPolicy DR &Y £7,
—BOT T)r—a v TlE. ROODEEEICEMOEBSEEAREICRZBENHY T,
liveness & 7= |3 readiness 7’0 — 7 T startup 7O—7 %{#MA L T. failureThreshold & &£ U
periodSeconds /X5 X —4 —%FA L. RVEBERBICTICHBTESLDICTO—THEES
H3ZENTEET,

7= & 2. failureThreshold A% 30 [@ (30 failure) T. periodSeconds %' 10 # D& K 54 (30 *10s

=300s) #18%E L T startup 7O — 7 % liveness 7A—JIZEBIMTXF 9, startup 7O— T H%)E
ICEINS B &, liveness 7A— TR AEB| I,
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UFDTFAMDY A TOWThh%EFEHRL T, liveness. readiness, & &£ U startup 7A—T %R ET
XE9,

e HTTPGET:-HTTP GET T X MR T %1H&. T X MME Webhook ZERLTCaAYTF+—DIE
EHEAHRLEFT, TOTRAKME HTTPDBREZEI— RKA200 55 399 £ TOEDIGEICIEE
ERRINET,
TRIMEIEINTWBIHEIC, HTTPRT—49XOD—RK&EIRT 7Y —> 3 Y THTTP
GET AN ZHEHTEXT,

o OVFF—aAx VK AVFF—aAT UV RFRAMNEFEATSE, YO—JI¥3v5F+—RTIAY
VREEFTLET, TAMDPODRTFT—HRTRTITRE, 7O0—TJIEKHILFT,

e TCPY/4 v MNTCPY Sy NTFRAMNEFERT ZHBAE,. 7O0—7FaVyFFH—Il@LTY Ty b
EFRCHOELET, VT FT— @R 7TO—TJ CERGEMITIZHAICOAEETHD IR
NEFT, TCPYT Y hTRAME, WEENRTIZETY RV T EBIBLAVWT T r—
YavTHEATEEY,

BED74—ILRERELT., 7O—JO0EAHIBETIZT,

e initialDelaySeconds: I~ 7+ —MEEL TH S TO—THRT T 21— I N2 £ TORME (7
BfI), 774 KNEOTT,

e periodSeconds: 70— 7 DETREIDEIE (REA), 774 ME10TT., ZDEIF
timeoutSeconds & Y Ht KX K RIFNIERY FH A,

e timeoutSeconds: 7O—T7 M"Y A L7 ML, AVFF—DERBLAEBEINTHSIET S
T4 TICRZETORE (), 774 ME1 T, ZDIEIE periodSeconds KiETH %
WEINHYET,

e successThreshold: OV FF—MDRAF—4 X% successful IC) £y NFTB7HIC, 7O—TH
KMBICHRINARE T I2HNEDH DO, liveness TO—TDIFHIE. EIX1 THHIUELD
YFd, 774 ME1TT,

o failureThreshold: 7O— 7 AR TEZMOH, T 74 ME3TT, IBEINDHTDREIC,
UTFEEIFTLET,

o liveness 7O—7DFZE. AV FH—HrBREEILFT,
o readiness 7O—7DiHE. Pod lidUnready & WH Y — I WFIF5NET,

o startup 7A—T7DIFE. IV T F—IFEEHF T I, Pod D restartPolicy DxFR &7
7,

O—7 oM
LTI, #7910 MERICRRINZIFIEZRTO—-TOFITY,

Pod t#dD 2> 57+ —a<7 Y K readiness 7AO— 7% 5 & readiness 70— 7 Dl

apiVersion: vi
kind: Pod
metadata:
labels:
test: health-check
name: my-application

spec:
containers:
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- name: goproxy-app ﬂ
args:
image: k8s.gcr.io/goproxy:0.1 9
readinessProbe:

exec: °

command: 6
- cat
- /tmp/healthy

avrr—4%4,
FTOAT2AVTF—4 4=,
readiness 70— 7

A7 =AY RDT R,

0009

\

AVF+F—TEITdsav VK,

PodftD A5+ —av Y KFAME2EL Y FTFH—aA9 Y KD startup 7O—TH LT
liveness 7O — 7 D fl

apiVersion: vi
kind: Pod
metadata:
labels:
test: health-check
name: my-application

spec:
containers:
- name: goproxy-app ﬂ
args:
image: k8s.gcr.io/goproxy:0.1 9
livenessProbe:
httpGet: @)
scheme: HTTPS @
path: /healthz
port: 8080 @)
httpHeaders:
- name: X-Custom-Header
value: Awesome
startupProbe: ﬂ

httpGet: @

path: /healthz

port: 8080 €)
failureThreshold: 30 {[)

periodSeconds: 10 m
@Q i
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TTAATBAVTF—AX—VER/ELIET,

liveness 7O —7

HTTPGET =X bk,

A VH =%y NAF—L:HTTP £7(3 HTTPST 7 # JL MEIL HTTP T,
AVFF—DNY YRV LTWBER—K,

A= NT7vTTO—7,

HTTPGET =X b,

AVFF—DNY YRV LTWBR—K,

KRBICTO—TH5RTT2EEH,

0009099020000

TO—TERITT R

Pod ¥k CH M1 L7 M@l dT 3T F—aAY Y KFRAMA@EHAL K liveness 7O0—7T D
il

apiVersion: v1i
kind: Pod
metadata:
labels:
test: health-check
name: my-application
spec:
containers:
- name: goproxy-app ﬂ
args:
image: k8s.gcr.io/goproxy:0.1 g
livenessProbe:
exec: ﬂ

command: 6

- /bin/bash

- _C'

- timeout 60 /opt/eap/bin/livenessProbe.sh
periodSeconds: 10 G
successThreshold: 1 ﬂ
failureThreshold: 3 6

aAvF+r—%4,
FIAA4$2AVTFF—A A=V &BELET,

liveness 70— 7,

0009

TO—70%4 7, ZOBFFaAVFF—ax >y R7O0—71,
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AVFF—ATRETTHIATY RS,
TO—TJ%RITT HEE REM).
KMEORINERT DICUNBERERT 2RO,
KRFRICTO—T%EHITT 2@

Q909

FTTOA AV NTCDTCP Y Y T A MEEE readiness 7O—TE L U liveness 7O—7T
DH

kind: Deployment
apiVersion: apps/v1

spec:

template:
spec:
containers:
- resources: {}
readinessProbe:
tcpSocket:
port: 8080
timeoutSeconds: 1
periodSeconds: 10
successThreshold: 1
failureThreshold: 3
terminationMessagePath: /dev/termination-log
name: ruby-ex
livenessProbe: 9
tcpSocket:
port: 8080
initialDelaySeconds: 15
timeoutSeconds: 1
periodSeconds: 10
successThreshold: 1
failureThreshold: 3

ﬂ readiness 70— 7,

9 liveness 70— 7,

N2.CLIZER LEANIAF TV IDERTE

readiness. liveness, B & W startup 7O—T%ZET B ICIE. 12U EDOTO—TEALRF TV I %
RIFT2AVTF—HIEFN S Pod DERRIEML £,
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pa 3

BIFED Pod TNIVRF v 7V BMELISRET 2HENH BHE. Pod D
DeploymentConfig = 7> =V M & iR&ET 5 H. F7/<ld Web I~V —JL T Developer
IR=2ZARY T4 TaFEATEIVLEN HY FT, CLIAZFERL TBEED Pod DANJLR
Fryvl%EMLEY., ELLYTEZIELIITEIEEA,

FIE
AVF+F—07O0—T7%EBMT 3IC1E. UTFEERITLET,

L. PodA 7Yy hNEERLT, 12U EOTO—T5EBMLET,

apiVersion: vi
kind: Pod
metadata:
labels:
test: health-check
name: my-application
spec:
containers:
- name: my-container 0
args:
image: k8s.gcr.io/goproxy:0.1 g
livenessProbe:
tcpSocket:
port: 8080
initialDelaySeconds: 15 ()
periodSeconds: 20 ﬂ
timeoutSeconds: 10 6
readinessProbe: Q
httpGet: )
host: my-host
scheme: HTTPS (B
path: /healthz
port: 8080 (B)
startupProbe: @
exec:
command: @
- cat
- /tmp/healthy
failureThreshold: 30 )
periodSeconds: 20 @
timeoutSeconds: 10 @

AVFF—&%BELET,
FFOAT2AVTFHF—AX—VEBELET,

7> aviliveness 7O—TAERLE T,

- -

ETFTE23TFRAMNEEELET, TOBAIFTCPY Y Y hFRMNTT,
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AVFF—HMNN v RVTBR—MEEELET,

AVFF—HARBEBLTHALTO—THRT Va1 —ILINDETORHE FEAM) 2I8EL F
-a—o

TO—TJ%5ERTTEIMHERELET., 774 MI10TT, TDE
timeoutSeconds & Y £t XX < AT h LAY FH A,

TO—THRRBRULIEEREINTHOSIIT VT 1 TICRZEEE @), 774 ME1T
¥, ZDfEIF periodSeconds K THBI2MENHY X7,

7+ 7> 3 ireadiness 70— 7 & ERR L T,
EITE2TANDIYATEIEBELET, COBEIXHTTPTRARNTY,

RARDIP7RLRAEZIBELE Y., host " EEINTULAWEEIL. PodIlP AMERIN
F9,

HTTP 72l HTTPS #3EE L £ 9, scheme A"EHZRINTWARWIEEIZ, HTTP X ¥ —
LNMERAINET,

AVTHF—NY v RAVTER— M EEELET,

A7 av: 29— Ty FTO-THEKRLET,
ETITE2TRAMNDIATEHIBELEYS, COBARIFIVTF—ETTO0—-TTY,
AVFF—TERITI2IY VY REEBELE T,

RBBICTO—T5H T I 2EHEEELE T,

TO—T%5ERTTEIMHERELET., 774 MI10TT, TDE
timeoutSeconds & Y £t XX K AT h LAY FH A,

® 9900900 O 900 9 & 00

TO—THRKRBRULIEEBEINTHOSIT VT 14 TICARZEE @), 774/ ME1T
¥, ZDfEIF periodSeconds K THBMENHY X7,
Pz

initialDelaySeconds fE7" periodSeconds & & V) £ &KW\ 5E. &HD readiness
TO—TH AT —DREBEICLY 2 DDHBDORDH BERTELET,

timeoutSeconds f& (% periodSeconds D{EL Y HLEWMETHEHEHIHY F
ER

2. Pod A7V xU MaERLZET,
I $ oc create -f <file-name>.yaml
3. NVRF YY) Pod DIREEEFEFRL X T,

I $ oc describe pod health-check

H A B

173



OpenShift Container Platform 4.9 7 Y s —>a v ®EI K

Events:
Type Reason Age From Message
Normal Scheduled 9s default-scheduler Successfully assigned openshift-

logging/liveness-exec to ip-10-0-143-40.ec2.internal

Normal Pulling 2s kubelet, ip-10-0-143-40.ec2.internal pulling image
"k8s.gcr.io/liveness"

Normal Pulled 1s kubelet, ip-10-0-143-40.ec2.internal Successfully pulled image
"k8s.gcr.io/liveness"

Normal Created 1s kubelet, ip-10-0-143-40.ec2.internal Created container

Normal Started 1s kubelet, ip-10-0-143-40.ec2.internal Started container

LT, av7r—%2BEELEZE0HZ TO—TDOHEANTY,

EETIKAWIAYTF—ICDOWTO liveness Fx v 7 HHDH

I $ oc describe pod pod1

DBl
Events:
Type Reason Age From Message
Normal Scheduled <unknown> Successfully
assigned aaa/liveness-http to ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Normal Addedinterface 47s multus Add eth0
[10.129.2.11/23]
Normal Pulled 46s kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Successfully pulled image "k8s.gcr.io/liveness" in 773.406244ms
Normal Pulled 28s kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj

Successfully pulled image "k8s.gcr.io/liveness" in 233.328564ms

Normal Created 10s (x3 over 46s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzr;
Created container liveness

Normal Started 10s (x3 over 46s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Started container liveness

Warning Unhealthy 10s (x6 over 34s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-
snzrj Liveness probe failed: HTTP probe failed with statuscode: 500

Normal Killing 10s (x2 over 28s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Container liveness failed liveness probe, will be restarted

Normal Pulling 10s (x3 over 47s) kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Pulling image "k8s.gcr.io/liveness”

Normal Pulled 10s kubelet, ci-In-37hz77b-f76d1-wdpjv-worker-b-snzrj
Successfully pulled image "k8s.gcr.io/liveness" in 244.116568ms

NI.FAREBN—ARI) T4 THFRHLEZT7 T 5r—2a VOEEHEDOER

Developer X\—2RV 71 7AFEAL T, 3BEDOAINLRTO—T %22V F+H—IEML. 7Y 5r—
VaAVHAEETHDIEERRTDHIENTEET,

® Readiness 7AO—7A#FERAL T, VT T —IEREULEBTIHEBEB N TETVWENEIDERE
BELET,

174



FBNEAIRF Y IDOFERAICEDZ T TV r—>a v OEEHDELE

e Liveness 7O—7JA@FAHALT, AVFTF+—DETHTHEIEEHALET,

e Startup 7O—7AFARAL T, IVFTF+F—ADT7 TN r—2a VL TWEHE D H &R
Lji-g—c

TV r—yavoEmsLF a4, FE 7TV r—2avEF7O4 LIZBICANLRAF oY
VEBMTEXET,
N4 BARB/NN—ARI T4 THFHLEANILVLAF v I OB

Topology Ea—%FERAL T, T7AMINAET TV 5= aVIIANVRAF v V5 BMTEET,

AR SR
® Web J¥ Y —JLT Developer /X=X 74 FTIHPYEZTWB I &,

e Developer /83—~ %Y F 1 7 %{FM L T OpenShift Container Platform T7 7Y 4 —> 3 v %
EER L. T7O4LTWBZ &,

FIR

1. Topology Ea—T, 7 U4sr—>av/—R&a7)v oL, ¥4 KRRV ERRLET, 7
TN r—2avhRLA—XICTRITINTWR I EABRT DDAV RF oy I/NAVT
FT—ITEMINTWAWES., Health Checks BEINNIVAF v YV %2BINT 576D VD
EHICRRINZET,

2. RARIN/-BAT. AddHealthChecks ) > 2% 1) v o LET,

3. F7zlE. Actions ROy 74OV )R M%&) v % L., AddHealth Checks ZEiRL 3, 3
VTF—IINIVRAF Ty IDNTTICH ZI5EIE. add A+ T 3 VDK b Y IC Edit Health
Checks # 7Y a v HREINZE T,

4. Add Health Checks 7 # —ATHEHD IV T F+H—%257 704 L TW3BIHAIX. Container K
Ay 79O VYA MNAFALTEYAI YT F—NBIRINWTWB I EAERALET,

5, MERALRTO—TOY V%) y I LT, TAoHAEIVTF—ICBMLET, ~NILR
FIvIDTIAILMT—YEERICEREINTWES, T74IMT—49TTO—-T%EM
TN FEIFMEEZISICARITA XL THLENTEZEY, £EXIE IVTFFHF—DEXK
BT ZE[ATETVWENE DD %MERT % Readiness 7O—TA#BMT B ITI1E. UTF%
ETLET,

a. Add ReadinessProbe%x 7)) v - L, 7O—TDINS XA =4 —DEFNhTVWDT+—L%
=rLET,

b. Type KOY ¥ ) ANV ) v L, BMTZERYAS TEBRLET, &2,
Z DIFE L Container Command 38R L. AVFF—HWTEFTINDIOITY RAERL
i-a—o

c. Command 7 41 —JVURT, Bl cat ZEMTHIEHTEET, AKIC, Fxv 7RHICE
OB EEMLAZY., BIDBIEK tmp/healthy ZBIML7EY TEHIENTEET,

d BEICHLT, ONRSA—9—DTF 74 MEZRFT 2D, FLEFEELET,

175



OpenShift Container Platform 4.9 7 Y s —>a v ®EI K

4 s 0

Timeout D{E(Z Period DEL Y H/NI L TN iERY FH A, Timeout @
F7#4I)VMEIX1TY, Period D57 7 # )L ML 10 T,

e. 74A—LDTFHICHBDFzvI~v—0%2"1) v %Y LZEJ, Readiness Probe Added X v
T—INRRIINZET,

6. AddZ 2wy I LTANILRFzy I %EEMLET, Topology Ea—IC) ALY hEh, O
vTT—hBEHLEY,

7. Y4 RNRXRIT, Pods B> a VD TFICHBT A1 IN/zPodEV Yy LT, 7A—7
NEMINAEZEA2ERLET,

8. Pod Details *—<T. Containers /Y avic—BRRINhTWRaAVTF—4%2Uv oL
F9,

9. Container Details *—< T, Readiness probe - Exec Command cat /tmp/healthy 7' 3> 7
FT—ICEBMINTWB I & 2R LET,
N5 FAREN-ARI T4 TEERALIANILZATF v 7 DiF%E

Topology Ea—%fAL T, 77UV —yavIlBMINEANAF v I 5RELEY., 7Y
F—ravaEZBRLEY, AVAFI v I EBIMLEZYTRIENTEET,

AR
e Web J> Y —JLT Developer /X\—ZRYJ 74 TICHPYYEZTWB I &,

e Developer /X—2Z R 7 1 7 %{FMH L T OpenShift Container Platform T7 7Y 4 —> 3 v %
fEl L. 7704 LTW3dZ &,

o 7T —aVIINILARF v I AEBMLTWSZ E,

Fig
1. Topology Ea—T7F)r—>av%H2 Y v L. EditHealthChecks #3ZIRL £9, £
T=ld. ¥4 RK/XRJILT Actions KBy F¥ TV 1JR A2 1) v 4 L. EditHealth Checks %%
2. Edit Health Checks R—Y CULTFATWE T,

o LIREIICEMULAEANILVRATO—T2HIBRT5ICIE. ZNICHIETEIZIYATRESE VYY)
L/i_a—o

o REDTO—TDNRIA—Y—%FEET I, UTFERTLIET,

a. LRIICEBMLA27O0— 7 0OREICH B EditProbe ) V0% )y o L, 7O—TD/IRS
x_&_%ﬂ%a__\bi_a—o

b. RBICIGLCTNIAXA—F—%ZZEBL, FzvIX—0%20 )y I LTEREZRELZE
-a—o

o BIEDANILRF Y IICMA. FROANILVRATO—T %8BT %ICIE. add probe 1) > ¥

EOVw O LEY, LEZIE AVFFHF—>DERTHIE I N EHEET 5 Liveness TA—T
EEMTBICIEK. UTEETLET,
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a. Add LivenessProbex 27w/ L. 7O—TDNSA -9 —HDEFNTVWB T+ —LA
ERRLET,

b. REICIHLTTA—TDONRSA—49—5RELFT,

Pz -
Timeout D{E(Z Period DEL Y H/NI L RFhiERY FH

Ao Timeout D7 7 # )L MEIX 1 TY, Period DT 7 #JL MEIX 10 T
£

c. 74A—LDTFHICHBDFzvI~X—0%2") vy %Y LZEYJ, Liveness Probe Added & \»
IXYyE—IHNRRINZET,

3. Save 57 v I LTEE.RFEL, BiOo7O0—7%3> 57 F—ITEBMLET, Topology
Ea—IiCV¥14L 7 bINhZET,

4. 4 RIXRJILT, Pods TV avDFICHBTFIO4INiPod xSy LT, TO—7
NEMINEZEAERLET,

5. Pod Details *—Y . Containers £/ 3 VIl—BRRINTWBIAVYTFF—522Y)v oL
F9,

6. Container Details *—> T, LIEIDOBEE 70— 7ICINZ T Liveness probe - HTTP Get
10.129.4.65:8080/ A’ VT F—ICEBIMINTWE I & =R LE T,

N6 FAREN—ARI T4 THFHLEANILVAF Y I DEBRDELR

TI)r—23avDANLRF oy JICKBLEBE. Topology Ea—%FERLTINSDAILR
FIvIDEREEHRTEET,

AR
e Web J> Y —JLT Developer /X—ZRYV 74 TIZHPYEZTWB I &,

e Developer /83— R %Y 7 1 7 %{#MH L T OpenShift Container Platform T7 7Y 4 —> 3 v %
fEl L. 77O4 L TW3BZ &,

o 7T —aVIINILARF v I AEBMLTWSZ E,

FIE
. Topology E2—T, 77U —>avy/—K&2)v oL, Y4 KRR ERRLET,

2. Observe # 7% %Y w2 LT, Events(Warning) 22> 3 VIIANIAF v I DERBKEFESEL
7,

3. Events (Warning) ICB¥#E T2 TREIZ VY v I L. ANVAF v IV DRBOFMERRL X
_a—o

ESPERoE:H

e Web J¥ Y —JLT Developer /X\—RRJ 7 4 TICHIY A 2 HEICDWTOFMIZ. About
Developer perspective ZZHR L T XLy,
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o 7N —= avDERBLIVTTAOMBICAILAF Y JEBINT 2 HEICDOWTOFEM
I&. Developer /S—2ARVF 4 THEGFEALELT TV S—>a VRt ary0aEhRhst 7
vavaESRLTIEIL,
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BgrEF7IVS5—2avoRE

FRET -2 a3 vORE

Topology Ea—%FERAL T, ERT 277U T—2 a3 VOBRESLVY—ROA—RERETEET,

12.1. BUiR S 4

e OpenShift Container Platform T7 U4 —>a VAR L., EET S-H0@EATOY T
JMNHD O—ILELIUVNRN=Ivary BHbI &,

e Developer /N\—ZAR %Y F 14 7% {EM L T OpenShift Container Platform T7 ) r—> 3 v %
fEERL. =704 LTW3,

o WebdvvY—)LiZOZ 4>~ LTHY., Developer/\—2ARIV 574 T ITHPYBZTWS,

R2ZEAREN—ZARI T4 TEFERALET7 TV =23y DY —R3—FR
DimEE

Developer /X—2ZR YV F 4 7@ Topology Ea—%FRAL T, 77V r—>arvny—23— R&iFEE
TEEY,

FIE

® Topology Ea—T, 77O4INET7 ) r—> 3 vOATICERERINS Edit Source code
FAAVEIY v LT, V=RI—RIZT7V7EAL. ThEZEBELET,

L

Pz
Z DHEEIX. From Git. From Catalog. & & U From Dockerfiled 7> a > %
FRALTCTZ IV r—2avaElT 256 ICOAFIATEET,
Eclipse Che Operator 87 S 24 —ICA VA M —=I)LEINTWBIHFE, Che 7—7 AR—2Z (
) NERSIN, V—2RO—RERETDLODICT—VAR—ANKRTINET., 1 VR
F—=ILINTWRWEEIE, YV—RO—KHPRAMINTWVWBGit YR MY —( O ) BRR
IhFxFd,
RIFAREBN-ARI T4 TERALILT T 5r— 3 VREDRSE
Developer /NX—2X U7 14 7® Topology E2—%FALT. 77V r—>avDREERETEZE
_a—o
p= T

IR7E. Developer /S—2 YV F 4 7®dD Add 7—% 70—Il#% % From Git. Container
Image. From Catalog. F 7% From Dockerfile# 7> a3 v FHAL THERINE 7S
V5= aVDBREDHERETEET, CLIFLIFAdAdT7—270—H050D YAML %+
ToavEFERLTERLET T r—2a VORERRETTIEA,

AR S

Add 7—% 70— From Git. Container Image. From Catalog. Z7-|& From Dockerfile# 7> 3
VEMBRALTT IV =23 v EFERLTWS,
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FIR

L 7T r—=avEERL. 75— 3 Uh Topology E 2 —ICRRINEZIC. 7Y
F—vavaRY )y I L GERAREARES ToavamRlExd,

H1217 7V 5—vaviiREe

1€ Edit Count

.i"’
“r_' Pause Rollouts
. Add Storage
0 0 Edit Update Strategy

django..-jwspg  Edit Application Grouping

O @ django-exg Editnodejs-ex-git

Edit Labels -
Edit Annotations
Edit Deployment

Delete Deployment

&) nodejs-ex-git

2. Editapplication-name %2 YU v 7 L, 77V 5—>a vOERICERA L Add7—2 70—
HEREANLET, TOTA—LIKE. 7)) r— 3 v OERERICEIN L EASRICEEI N

3TN T—avItnEREERELE T,
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pa )

General Z7 >3V ® Name 7 1 —JL R, CI/CD /XA TS5 4 >, ik
Advanced Options %7 & 3 > @ Create a route to the application” 1 —JL K
ZiRET B IEETEE A,

4. Save %7 1)v I LTEINREZBREEL, FRAX—Y&EF7O0/4LET,

HR277) 5r—2avdiRES LB 704

@ nodejs-ex-git Actions v

BRAAAGAEASALEELALAS &

100% : Details Resources Monitering
2 '
o L]
P ' Pods

'

3 e nodejs-ex-git-57fd9cc6d8- % Running View logs
0 / O : snzsf
& django..-jwspq 1
L]
O GED django-ex-git Builds
@ nodejs-ex-git Start Build
@ Build #2 is complete (a few seconds ago) View logs
£ . . o )
| @ Build #1is complete (5 hours age View logs
P ) |
- ]
Services
O v )
@ nodejs-ex-git 6 nodejs-ex-git

ce port: 8080-tcp =+ Pod Port: 8080
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BIR3E Y)Y —RZLQNT2HODF T NOTIN—=V
BRI DR & HIZ, OpenShift Container Platform TERI N2 APIA TV o ME, 77V r—> 3
VOEIRBLOT IO REDBREDI—F —DIREEFEICEL>TISRAY—Deted T—F A MNTILE
BINET,

HS2AY—BEEIZ, FREICA>EHEWN—Sa3 DA TV M 29529 —DSEHENICTIL—=
VITEE, LEZAE, AAXA=VDTN—=vFICLY, FRINGLAR2LEDD, T4 A V5EE%
FALTVWRHEWA X—UPELHIRTEET,

1B TIN—=V TOEKRERE

CLIE, HBOFHIAYY RTTIIN—=V B EEDELET,
I $ oc adm prune <object_type> <options>

INICEY, UTFIEEEINZ T,

e groups. builds. deployments. Z7-|d images R&EDT7 V2 a Vv EERTTBHD
<object_type>,

o ATV NIATDTIN—=ZVTDRTFTICEVWTHR—hI N3 <options>,
B2 I7IWV—TDTIN—=T

TIV—TDLaA—RENRTONA T DS TI—=v T T 3H1C, BEEZEFILUTOOTY REET
TXZEY,

$ oc adm prune groups \
--sync-config=path/to/sync/config [<options>]

#13.10c adm prune groups 7 5 7

*Fvav SHEA
--confirm RSASVERTIBRDYICTIN -V IHRRITINDZEERLE
ED
--blacklist TIW—=TTZv I )RNT7AILADIRZ,
--whitelist TIW—THRITA NI ZARNT7AIADIRZ,
--sync-config BHRET 71 ILAD/IRRTY,
FI&

1. prune AX Y RABIRRT 2 /I —FARRT HICIE. UTFOOAYY RERTLET,
I $ oc adm prune groups --sync-config=Idap-sync-config.yami

2. prune BE%EETT BICIE. —~confirm 75 7 %EBMLET,
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I $ oc adm prune groups --sync-config=ldap-sync-config.yaml --confirm

1B3.77AQ4A YN Y —=2DTIV—=2 T

FRFEHCPRAT—YRELY VY RTATREE R o7 704 AV MIEERM IO Y —R%& T
W—=VJTEXEY,

LTFoa~v > K&, DeploymentConfig 47 7> =7 MIBEEMIFOhAL ) r—>aryaybo—
S—%TIN—=VILET,

I $ oc adm prune deployments [<options>]

#<13.2 0oc adm prune deployments 7 5 7

>av B
--confirm RSASVEERTTHERDYICTIV—ZVIHETINEIEAERLE
ERS
--keep-complete=<N> DeploymentConfig # 7> = MIEDWT, RT7—% AN

Complete TL 7)) AL 0DOHREONL T r—> 3>V b
A—2—%#FLET, 774 MIETY,

--keep-failed=<N> DeploymentConfig # 7> =/ MIEDWT, R7—% XA Failed
TLT) AP EODOREBEONL TY r—2avay hO—5— % #HF
L¥xd, 774/ ME1TY,

--keep-younger-than= WIEDOKRRE & DXL T <duration> XEogFH LWL FYr—>3vay

<duration> MO—S5—EFIN—=V T LEEA. BMRBEEAMICIE. T/
(ns). ¥4 70O us). I UM ms). ¥ (s). 2 (m). &LUERH (h)
NEENFEYT, 774 ME60MTY,

--orphans DeploymentConfig # 7> = 7 M &fia\, RT7—4% XN
Complete Z7-(& Failed T. L 7)) Af¥AEQDIRTOL T r—
Yavaryhka—->—%7N—=VJLZET,

FIg
L TN—=V TBREICE S THIRI N2 EDEERT 2L, UTFOIYY REERTLIET,

$ oc adm prune deployments --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m

2. EFEEIC prune BIEEEITT B ITIE, —-confirm 75 7 &BMLE T,

$ oc adm prune deployments --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m --confirm

B4 EILVRDTIN—=VY
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FREHPRAT—YRICLY YV RATALATCREER>TEEIVNRE TSI —=V T T 27010, BEZEIZLUT
DAY RERETTEEY,

I $ oc adm prune builds [<options>]

%:13.3 oc adm prune builds 7 5 7'

*Fav SRR

--confirm RSASVERITIBRDYICTIN -V IRRITINDZEERLE
ER

--orphans EL RBRENEELET. RF—4 X' complete (587 ). failed (580).
error (LZ—). F7zld canceled (FLE) DITRTOEN RETIL—=V
JLEY,

--keep-complete=<N> EILREEEDWT, RT7—% XD complete (587) DmED N EJL K

ERELET, TIA4IMNIBTY,

--keep-failed=<N> EILREBEICEDWT, R7—4% A failed (KRB, error (T5—). &
7old canceled (RIE) DREDNEIL REREEFLET, T74I MEA
<9,

--keep-younger-than= MIEDKFE & DXL T <durations KFEOFH L WA TP 2o MET I —

<duration> —vJLFEHA. 774 KE60MTY,

Fa

L TN—=V TBREICE S THIRI N2 EDEERT 2L, UTFOIYY REERTLET,

$ oc adm prune builds --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m

2. EREIC prune BIEEEITT B ITIE, —-confirm 75 7 &BMLE T,

$ oc adm prune builds --orphans --keep-complete=5 --keep-failed=1\
--keep-younger-than=60m --confirm

-
a BfEIE, EILROBEEAZTELTCEHBEL R IIL—o v I 5EMICTEET,

ESPERCE

® Performing advanced builds = Pruning builds

B5. A X=YOEHTN—=VT
FEREH. 2T7—F R, FLFHBOBEDLDICY AT ATFBEER>REL YR MY —D1 A —

ik, BENICTIL—=VTINnEd, 73R —EHEEIE. Pruning Custom Resource %% 7E L 7=
Y, ThERBICLEYTZIENTEET,
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AR
o JSRY—EEWEDN—Ivar,

e ocCLIZAYRAM—=ILLTW3,

FIR

e imagepruners.imageregistry.operator.openshift.io/cluster & \\ D ZRIDA 7 =7 MILLTF
Dspec H& U status 71 —IL RHAEFEND I E =R LE T,

spec:
schedule: 00 * * * ﬂ
suspend: false 9
keepTagRevisions: 3 6
keepYoungerThanDuration: 60m ﬂ
keepYoungerThan: 3600000000000 6
resources: {}

affinity: {} @)

nodeSelector: {}

tolerations: [] g

successfulJobsHistoryLimit: 3 @

failedJobsHistoryLimit: 3 {§)
status:

observedGeneration: 2 @

conditions: @

- type: Available

status: "True"

lastTransitionTime: 2019-10-09T03:13:45

reason: Ready

message: "Periodic image pruner has been created."
- type: Scheduled

status: "True"

lastTransitionTime: 2019-10-09T03:13:45

reason: Scheduled

message: "Image pruner job has been scheduled.”
- type: Failed

staus: "False"

lastTransitionTime: 2019-10-09T03:13:45

reason: Succeeded

message: "Most recent image pruning job succeeded."

schedule: CrondJob XX DAV a—)LZhidA T a>vD 74 —IL KT, T7 ) Md dayly T
FRIOBCICEREINE T,

suspend: true ICEREINTWBIBAE, TI—=VF%FETLTWS Crondob l[ZFTIhF 7,
INEAT>avDT74—ILRT, T74)I M false TY, RIS XY —DWHEIL false T
ER

keepTagRevisions: £ § 249 V3D EY 3 VHTY, Thig4A >3 >vDI71—ILRT. T
74 NE3TY, FMHAEIL3TY,

O o o® 9o

keepYoungerThanDuration: 5 E DB & Y HE RICERINIcA XA =P %2 FFLE T, ThidH

T2avdDT7 14—V RTY, BOEBENRWEEIE. keepYoungerThan £721d7 7 # )L ME
ANmM (AN D MINET h ANBEE XK F &
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®

00 O 00099

----- \WV Jd VsV 7 TIVIY Y 1IN = TV eS 7 0

keepYoungerThan: JE#3Z, keepYoungerThanDuration &[E U T9 4%, HARSIZEEE (/&
) TEEINZE T, ChiEgAT>a>vD7 14 —ILRTT, keepYoungerThanDuration %% E ¥
&, ZOT7 14—V NIFEEINET,

resources: 1Z#M Pod )V —ZADERB L VHIRTYT., ThidAF>a>vD74—ILRTY,
affinity: 22D Pod D7 74 =74 —T9, ThiFAF>a>vDT74—ILRTY,

nodeSelector: iZ# D Pod / — KL V4 —TY, ZhidAF>avD71—ILKRTT,
tolerations: 1Z#®M Pod DBRTY, Chig4A > avD714—ILRTT,
successfulJobsHistoryLimit: (R&F T 2HMIM LAY a TORABTYT., X M) I AALKR—bIH
2EIICTBIES=1ICTIRELFrHYET, ChiFAToarvdT74—ILRT, T2 0ME
3TY, #WHEIF3TY,

failedJobsHistoryLimit. (R EFT2KB LY 3 TOKRAH T, XM IVZADNLR—FINB &L
LT BIIE>=1ILTIREAHYES, ThiFAT>avDT+—ILRT, 774 MEIT
¥, MHAEIE3TY,

observedGeneration: Operator IC& 2 TEHRINBZENK T,

conditions: AT D4 1 TORERHGA TS 7 b TT,

e Available: 7)L—=2 7V a THERINTWE I EI N ERLFT, EHICIE Ready
72lE Error DWIFh b 2 {FRATIXE T,

e Scheduled: RO FIN—=V T aTHRATIYa1a—ILINTVENEIDNERLET, B
HICId. Scheduled. Suspended. F7z|% Error 2 TE XY,

e Failed: RO TSI —=VJIaTNRBLENE DI DERLET,

BF

TIWN—F—%BEBTBHODA X—Y L TR M— Operator DEIMEIZ, 1 X—YL TR
N ) — Operator M ClusterOperator # 72 = 7 k TH5%E X 115 managementState &
HIZILTWET, 41 X—2 LY R MY — Operator ' Managed SKRETIEAWGFE, 1
A —3 7 )b—7F —I& Pruning Custom Resource IC& 2 CTEREI N, BETEXET,

2L, 4 X—=Y LY R MY — Operator ® managementState (. & 704 IShiA
A=V TN—F—YaTOEEELELE T,

e Managed: 1 X — 7I)L—F—®D --prune-registry 7 5 7'i& true ICEREI N F
ER

e Removed: 1 X —Y F)L—F—® --prune-registry 7 5 7|4 false ICFREINF
T, DFY. ThidetcdDAIX—IXITF—8DHIDTIN—=V JEETLZE

ER
e Unmanaged: 1 X —Y 7)L—F—® --prune-registry 7 5 74 false IZZREI 1
xY,

1B3.6. A X—SDFEFIIN—=VY
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TW—Z=ZVTARI L)Y —RIE, AEBBLIZARN) D50 X—YDEEHA A -V TIN—=V %8
MICLET, L. BEER, BERFHCRAT—IRILEFROBEICLY VAT ALATREEL
TeAX—VEFE TNV T TRIENTEEY, A X—VEFETTIIN—=VIT2HEF2D
HYyFET,

o M AX=IDTIN—=VT%YS5AY—LETJob F7I% Crondob & L TETT 3,

e oc adm prune images 1< >~ K%&=R1T9 %,

AR

o (A=Y ETIN—=UJF2IE. FTT7IVEAN—VVEF>Ta—HF—&LTCLICAY
AV BRENHYEY, 2—F—ICIEY 5 X4 —0O—)L system:image-pruner LA LD O —
IR NIERY £ A (B: cluster-admin),

o A X—=VULIYRMN)—ZRHALET,

FI7

FRFHCRAT—Y R FLBHROBBRICLY VAT LATREER S TcA A=V EFETTIN—=V T
T5ICE. UTOFEOWITILZFEALET,

o LITDFIDLDIC, pruner t—ERT7 AT Y RO YAML 7 7 A VAR LT, 41 X—2F
W—=vT%52%—LETJob £7I& Crondob & L TETLZET,

I $ oc create -f <filename>.yaml

H A B

kind: List
apiVersion: vi
items:
- apiVersion: v1
kind: ServiceAccount
metadata:
name: pruner
namespace: openshift-image-registry
- apiVersion: rbac.authorization.k8s.io/v1
kind: ClusterRoleBinding
metadata:
name: openshift-image-registry-pruner
roleRef:
apiGroup: rbac.authorization.k8s.io
kind: ClusterRole
name: system:image-pruner
subjects:
- kind: ServiceAccount
name: pruner
namespace: openshift-image-registry
- apiVersion: batch/v1
kind: CronJob
metadata:
name: image-pruner
namespace: openshift-image-registry
spec:
schedule: "0 0 * * *"
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concurrencyPolicy: Forbid
successfulJobsHistoryLimit: 1
failedJobsHistoryLimit: 3
jobTemplate:
spec:
template:
spec:
restartPolicy: OnFailure
containers:
- image: "quay.io/openshift/origin-cli:4.1"
resources:
requests:
cpu: 1
memory: 1Gi
terminationMessagePolicy: FallbackToLogsOnError
command:
-0C
args:
-adm
- prune
- images
- --certificate-authority=/var/run/secrets/kubernetes.io/serviceaccount/service-ca.crt
- --keep-tag-revisions=5
- --keep-younger-than=96h
- --confirm=true
name: image-pruner
serviceAccountName: pruner

e oc adm prune images [<options>] IY Y RZETLZE T,

I $ oc adm prune images [<options>]

--prune-registry=false BMEFRAINTUVWAWRY, 1 X—YDFI—=V7ICLY, HEL IR
N)—DF—4HHIBRINET,

--namespace 7 7 VDIV A A=V ETI—ZV T LTEAA—VIFHIBRINT, 1 A=Y
AN)—LDHDEIBRINET, 1 XA —V L namespace ZFH LAWY Y —RATY, TD:
O, TI—=V J%4FEMD namespace ICHIRT 2 &, REDHEAELFEHTE R AYET,

TI7AILET, BMELIYAMNY—EBlobDAYT—9%F v v a L TAMNL—VICHTEE
KEAERBS L, BEROUEFEELAZOET, TIL—=VTICEL>THALIYAN)—DF vy
VANBEHINBIERHY FtHA, TI—ZVITBDOEARELTTN—ZVTINEEBES
ARA—=VIIHWEBELET, Sy v all X9 T—96FO0TIN—=VviIhniBE T y>aX
NBEWEDTT, Z0LDO., TI—=v %I vy oaa Y TT2EHICLIRAN)—%
BT 7O4T20ELrHY T,

I $ oc rollout restart deployment/image-registry -n openshift-image-registry

BAL YR Y=t Redis ¥+ v 16 EAT BBAE, T—IR—REFBHTY V-V T v 7
TERENHY FT,

TI—=VTRBICLIRAN)—EBTFTTOA T3 ENATavyThRWERIF. Fvvia
HKAICEMICT DINELHY T,
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oc adm prune images B TIEL YA NY —DI— "NDBRETT, LYZAMN)—DIL—KMET
7N M TRERINEEA,

Prune images CLI configuration options M3k Tld. oc adm prune images <options> 1<~
RCHEATEZA T avIlDLWTHBLTVLET,

RBAAA—=—SDTIN—=VFTHDCLIDEEA T ay
AFay SBH

--all LYZARN)—=IZTyoaIhT0WRBVwEDD, FILRIL—
(pullthrough) TIS—Y Vv IINcA A=V % HHAAET, &
NIET 7AW PNTHVICEREINET, TI—=VT5HELY
AMN)—=ICTyyaxnfia A=VICHIRY %IC1E, --all=false
HELET,

--certificate-authority OpenShift Container Platform TEEINZ L YR M) —&i@fE
THRICHERTRREER 7 7 A INADNRRTE, T7 4 MIE
TA—Y—DERET 7MIORIARBT —FICEREINET, Th
PEEINTWVWEHAE, EX17RBEIRTINETS,

--confirm test-run ERTIB2RDYICTIN—ZV IHRTINDZ AR
LEd. ThiZiF, EAVTFTF—AX—YLIYRMN)—~DF
RN —MDBBRBICAYET, ZOAXY KBTS RY—F Y b
7 — N TRITIINDIHE. JL— N -registry-url #FEH L T
BEEINZMENHY XY,

--force-insecure ZDAT avIiFEELTHERLTLEIWL, HTTPBAHATKRR
NEINdh., FIEBEWNRHTTPSSIRAEZ A F >V T+ —L Y
AN —~ADFtEFaiT7REREFTLET,

--keep-tag-revisions=<N> TNENDA A=V AR —LIZDVWTIE, 9T TEICRAND
AA=DVVEYaVEFFELET (T 74 5:3),

--keep-younger-than= WIEDOKR & DXL T <duration> & Y EDOFLWA XA =T LS
<duration> W—=VTLFEtA, £EiF. REOEHEEOXLLT

<duration> LY DDA TV TV N THBRBINE A X—JF
TIN—=V T LEHEA (T 74/ b:60m),

--prune-over-size-limit BL7OYII MIERINDIRNOFHREBADZEANA—V %
TN—=vJ L&Y, TD7Z7Ik--keep-tag-revisions 7=
I& --keep-younger-than & HICFEATZ I EETEE A,

--registry-url LYZAN)—EBETHREICERTZ7NLRATY, 20aAv Y
RiF, BEINZAA—IBLIPAA—IZAN) —LDSHFIX
N37 529 —ADURL DERAZHITLET, ThICKKT S
(LYRNY—%BERTERVD, THICT IV EIATEARAW) B
B, OI7ZVEFERALTHOMET 2L — M EEET Z2HED
HYFET, LIZAKMN)—DKRR NEORICIE, HEOER O b
J)LEEEYT 3 https:// 7zl http:// 2T B &N TEET,
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*Fav SR

--prune-registry DA T a v TREINDIRHFEHIL, TOF TV avid,
OpenShift Container Platform 4 X —Y APl 4 7Y = & MIX G
TEHLYAN)=DTF—=9DBTI—= I NBHhEDDEFIE
LEFT. TZANLMRIT, AX=VDTIN—ZVTIE, A A=Y
APIA TV MELIYRARN) —DRIET BT —4 DA% LB
LEY,

IDFTavid, A A=SFTVzI NOHERSTREDE
BT etcd DRNBEDHEHIRT 2 2 EARET L TLWTWB D (7272
LLYZARMNY—=DRML=YDY ) =Ty FIEHRETLTWARL
BE). LYZAMN)—D@EPNRX YT+ REEFRICLY AN —
DIN—=RTIWN—=VTICE>TINERREITLELD & T 554
ICRIIBET,

1361 A A—SDTIN—=VTDRESME
FHTTIN—Z VT INFAA—JICEHEEFERATEET,

e OpenShift Container Platform &Y 24 X =Y, FLF7/ 57— 3V
openshift.io/image.managed 2D X —J & HBIRT B ICIE. LTFEETLET,

o B &% --keep-younger-than 2RIICER I N, MR TIRVWTHICEI>TESRI N
TWEHA,

m --keep-younger-than 73gi1 & Y R IC/ERNR S N7z Pod

m --keep-younger-than 7RI& Y BRI INIA A=V XN —L4
m E{THD Pod

n REAHD Pod

m LYy —yavayhbo—5—

m F7OMXY R

m FO04 AV MNERE

s LT7YAtey b

" ELREE

m EJLR

m  stream.status.tags[].items @ --keep-tag-revisions DRI D7 1 T A

o Zhid, AL7AYIYV MTERINZIBRNDFIRZBATEY., BERATEVWITNICE
SBINTULIEHEA,

E174D Pod
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n REFD Pod

m LY r—Yavayhbo—3—
m F7OqMXY R

m FO04 AV MNERE

m LFYAEY b

" ELREE

m EILR

AELY AN =DS5DTN—ZV TIEHR— I TWEHA,

AX=IDBTIN—ZVTINDZE, A XA =V DTRTDSHRIT status.tags IC1 X —J DSIR
HERHOTRTDA A=Y RN =L SHIBRINET,

o M A=—JILL>TEBRINGLCA>TcA A=V EBIFEIRINET,
ya 13!
--prune-over-size-limit 7 7 7'|&. --keep-tag-revisions 7 5 7 % 7= --keep-

younger-than 75 7 & HILFERTEENTEE A, ChERTTDE. ZDBRED
FAINBRVW EERTERSRINET,

-

--prune-registry=false & ZDEICL YA M) —DN—RTFI—=2 J%FE{TT 5 I & T, OpenShift
Container Platform 1 A=Y APIA 7V 27 RDHIREA A= T—H DLV RN —H 5 DHIBR%E 2
BMITDIENTEET, ThITEY, 913V T4V RODPEIRI N, 120V RTEAEE S
W—=V T 2GELYEREBILETTIDLIICRYET, L. 913V 001V R0 ERLIC
MYBRLLZEETEZEA,

TEZARETIN—=V TORTEICTIN—ZV TRRDA A=V ERET 2HEE. TOA A—V%SR
$%Pod 23| EMMEERT B ENTEET, Fleo TI—ZV TOBRERICA X —YESRLTWL
ZHUEMDOHBAPIA TV N BHTEHIEETEEY, ChICLY, HIBRIhAZaYyFrYns
BICEAEL TRETHARMEOHIMELZBRR T I2HRBEENHY £7,

--prune-registry & 7> 3 U &¥gE L AWLH, F /I --prune-registry=true #IEE LTI —=V 7%
BZE{TLTH. --prune-registry=false #15E L TUUREIIC TN —ZV TINFA A =TI D, 41 A= L
VAN)—ATEERGTIONAEAMN =YD TI—ZVFTINBRTIEHY £ A, --prune-

registry=false ZI8EL TCTIN—ZV JINEITRTDA A—=JK, LIZAKMN)—DN—=KTF)—=V
TICE>TOHEBRTEET,

13.62. 1 A—SDTIN—=V JEDET

FIR
L TN—=ZV TBREICE S THIRI N2 E DR T DI, UTFEERTLET,

a. &@32DYTNETVIVERFL, 60 DRILY ERICERINLY Y —R (1 X =,
AA=VZARN)—LBELVPod) ZHRFLET,

I $ oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m
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b. EBEBINLHIREBAZITRTDA A=V ETI—=VTLET,
I $ oc adm prune images --prune-over-size-limit

2. FIRDRTY ThoA T avaEBEL TN -V TOBFEERITT 2ICE. UTEETL
i’a—o

I $ oc adm prune images --keep-tag-revisions=3 --keep-younger-than=60m --confirm

I $ oc adm prune images --prune-over-size-limit --confirm

13.63. X a7 F/EFELEF a7 REHROMFEH

X aT7RBEOERIIBEIN, HEINDHETY., I, BHEDIRAERIEE HICHTTPS 2
HTEITINET, prune OX Y RiE, TEABEEEICEF2T7ABEOERZHTLEYT, ch%x
FRATEXLRWESICIE., X1 T7RBEICTA—INYITEIELHY. TNICIEBRAIEWNE

T, ZDIHE. FAERIEIIEABINS D, FLIFEBEHMAHTTP 7O JNMERINE T,

X1 TRBEANDT +—IL/NY VL, --certificate-authority N'IEEINTVLAWSEE, LUTD
F—ZATHEEICRY £7,

1. prune O< ¥ KA -force-insecure 7> 3 > E HIZETIN B,

2. #8E I N 5 registry-url DFIIC hitp:// A F— LTI 5N 3,

3. BEI NS registry-url (FO0—HILY o7 KL XAZ X localhost TH %,

4. BIT1—Y—DORENF X1 T7REREZHFT T 5, hid, 1—F—21 -insecure-skip-tls-

verify # AL TAJA Vv F 20, FLETOVTMPIEINZBICHEEF 2 7 AEHELER
TBHIEILEL>TELSHREMDHY FT,

BF

LYZAMN)—DtEF2Y) 71 —7H OpenShift Container Platform TERAI N3 HD & &
BERZFGIRTREINDHZE. Ih% -certificate-authority 7 5 V% FH L TIEET
ZREAHYET., TILAWES, prune IXY RATS—42H L TEKBLET,

1364 A X—=2YDTIV—=VJICEAY 2EE

AXA=IRTIN—=v TIhian
A A=UDNER LI, prune A7 Y RAFRL Y L/MREQHIRERITT D356, TIV—=2 JiEH
DAA—=TJIDVWTHETREAN AT TN —TFT AV IDEHEIH B E2HRLET,

EKICHIRT 2REDH DM A—IUD, TNTNOITERICEWTERLAY VYV E Y avDLEW
ELYEBWIBICHDZEEHELET, & xIE, sha:abz & WD BRIOHLKBREIL LA A=
NH2ELET, 1 A=IUDYTHIFINTUVS namespaceN TUTDATY RERTT B E, A
A=Ihmyapp EVWDIE—A A—IJ AN —LTIEYITHFIFINTVWERZEICKRIMINSETLL
Do

$ oc get is -n N -0 go-template="{{range $isi, $is := .items}}{{range $ti, $tag := $is.status.tags}}\
"{{range $ii, $item := $tag.items}}{{if eq $item.image ""sha:abz"\
$"H{{$is.metadata.name}}:{{$tag.tag}} at position {{$ii}} out of {{len $tag.items}}\n'\
{{end}}{{end}}{{end}}{{end}}'
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H A B

myapp:v2 at position 4 out of 5
myapp:v2.1 at position 2 out of 2
myapp:v2.1-may-2016 at position 0 out of 1

TI7ANNT T arvMERINDIGE. 1 A — L myapp:v2.1-may-2016 ¥ 7 DEFED 0 DALEIC
HEEOTIN—=—VTINFHA, AA—IDBTI—ZVTORREHFBRINDZLDIICTBITIE, BB
BIRUTERTI2RELIHYFT,

e oc adm prune images 0¥ ~ KT --keep-tag-revisions=0 #EE L £ 7,

a5 H-
= A
DT avaERFTTRE. AXA—IUDBEINLZLIWVMELYEHL

W, FEEINLVEFLLWATI LI MLE>TSRBRINTULRWR
YU, IRTODYITNEBERD A A=Y EHITT XTD namespace H S Hl
BRINET,

o JEYaVDLEWMEDTICHZTARTD istags. 2 F Y myapp:v2.1 & &£ U myapp:v2.1-
may-2016 ZHIfR L £ 9,

e RUistag ICT Y19 BHRMEIN FERITTBH. BB A—T %y JFIFLTA
A—VEBEEATILICBHIEITY, L. ThiFEWY Y-S TDIGEICIEEICED
RBIEERZRTIEDHY T A

BFEDAXA—YDEI REBRABAIO—HICE>TWEY JId, TOEAZBEITIHENHY T (A
A=V DNREBZDOHERFINDVEDHDGRZRETT). CDLILBYTIIBERTI DDA X —
COHEAEMTONDAREMEDNDHY. TOHBBICINLETIN—=ZV T TERRYFT,

FEXa2T7RLIVAMN)—ICWTEHEF 2 7 REGEOFER

oc adm prune images Y Y ROHEATUTDEL I BRA v E—IDRRINBZHBE. LYAKN)—D
X2 F 1 —IXREINTH ST, ocadmpruneimages 7 51 7> b X a7 REROER%
AT EERLTVWET,

error: error communicating with registry: Get https://172.30.30.30:5000/healthz: http: server gave
HTTP response to HTTPS client
o WHEINZMREELT, LYAN)—DEFa) T4 —%RETEHIENTEET, 5L
W EIE. --force-insecure 23 Y RITEML T, 75472 MWL THEF 274
WMOFEAZARFEITEIENTIETN. ChIFHREINDFETIEHY FEA

X271 —DPREINALLIZAN) —ICHT BIEF 2T REROER

oc adm prune images Y Y RKOHAICUTDIS—DOVWITFNMARRIINZBZE., LYAKN)—0D
X274 —REICFEAINTVWSFRIRE TERINLIRED . EHOIRELAIC oc adm prune
images 7 54 7Y N TCHEAINZEDEIFERDZIEEZEKLET,

error: error communicating with registry: Get http://172.30.30.30:5000/healthz: malformed HTTP
response "\x15\x03\x01\x00\x02\x02"

error: error communicating with registry: [Get https://172.30.30.30:5000/healthz: x509: certificate
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signed by unknown authority, Get http://172.30.30.30:5000/healthz: malformed HTTP response
"\x15\x03\x01\x00\x02\x02"]

FI7#INTlE, 21— ﬁ DEHR I 7AIVIREINTWBRRIERT—9NMERINEYT., ChidvR
Y — APl EDBEDZEEREKTT,

--certificate-authority # 7> 3 VA FERLTCAYTF—A A=Y LIV A M) —H—/\—(TBEYAREREE
BEEELET,

IELLSBRWEREERDER

FDITZ -, t:\:JUT'f NMREINAOAVTFT—AX=YLIXAN)—DFRAZEDERICERA
SNBZEAR/N IS4 T P THEASNBZFEARBEIFELD I EZTRTLTVWET,

error: error communicating with registry: Get https://172.30.30.30:5000/: x509: certificate signed by
unknown authority

7 5 7 --certificate-authority % {8 L TEYIREREERZ2HEEL X7,

CESR E LT, --force-insecure 7 5 72 RbYICEBIMT2IEHTEET, L. ThIF#HRERIHQ
ZHETIEHY FE A,

BEE B R
o LIYAKN—ADTIER
o LIYAKMN—DNEH

o LYZAMNY—Ib—MDEMAZEICDWTOFMIZ. OpenShift Container Platform M4 X —<
LY Z MY —Operator #2R L TLEI W,
B7Z.LIZAN)=DN—=RTIV—=27
OpenShift Container L ¥ X M) —(&, OpenShift Container Platform 2 5 X4 —® etcd TSRI N
WBlob #&FE L FT., EAMBRA A —ITI—V TOFIBEFINSIIHIGELERA., T 5D Blob
& ML L 7= Blob &EMEENTWE T,
AL L7z Blob [ZLATFD Y+ ) A TRET B HEEMELHY £ 7,

e oc delete image <sha256:image-id> A< > K& > TA X —J A FETHIRT 5 &, etcd D
A A=V DHAMEIRIN, LYZARMN)—DRAMNL—UDSIEFHEIRINEE A,

° F— %/@BE%L:J:':’CEL)%H//“ZI~')—’\0)7°//:LL;J:J —ERD Blob (7 v 7O— K
INZEDD, (FREDPIVR—FXVMELTT7YyTO—RINB) M A=Y ZT AN IE
7y 7O—RKRIhFEFtHA. @ﬁ@’fx Y Blob $RTAHAIMILLET,
® OpenShift Container Platform M7 # — 9 OHlIRICE Y A X =2 %ZEB LT,

o BEDAA—ITIN—F—DBAA—IT =TT RANEYIRT 2H. BEET 2 Blob #HIRT 27
IS E 9,

o WRDBlob ZHIRTIELRWVWEWVWILIANY —=TI—F—DONTICLY, ZNOEBEBT B4
A= F T MIBIKRIN, Blob IEFIIZL £ 9,

BEAMNBRARA—ITIN—=V T ERERBLIVARN)—D N—=RFI—=T12&Y, V5R5—

EILINIL L7z Blob ZHIlRT 2 Z &N TE X9, OpenShift Container LY R M) —DR b L —I %8
AERRBLTWEIGEY., MM LA Blob h'H 2 EBONZGEICEN—R T IV —ZV T 5RTTE2HE
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https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/registry/#securing-exposing-registry
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/registry/#configuring-registry-operator

BREYY—REBNT ZLDDA TSI bOTN—=2T

rHYET,

CHIRAIESTIRETIEMRL. SHOMILL 2 Blob BFZICHERINT WS & WD EEHLAY H 2156
ICDAHAERITTIRENHY ET, Fhid. (FRINEZ2M XA —JDRICLI>TELAY I TN 1B 1EAR
EDEHHRERTREDA A —ITIN—=V T ERTTEHIEETEET,

FIE
MIZL7Blob&E LI RN —DOEN=RFI—=TF2I01F. UTFERTLET,

[ = R
CLI T kubeadmin & L T. Z7I% openshift-image-registry namespace ~ND7 7 XD #H %
AMOFEI—Y—E L TO/ZRY—ICATA4 >V LET,

2. BERMRA A= TIN—=V T DET
BEXKNBARXA—=—IJTI—=VJICE Y, FEICA2ZEBMOA X—IUDEIBRINET, N—R
TIW—ZV TILE>2TA A=V BIRINZRTEHY FEA, LIZARN)—ZML—=IICR
BFIN/Blob DAHMEIBRINET, LI >T. N—RKRTI—=V TOERTEIICINERITT
DRHENHYET,

3. LYRAMN)—DOHmARYERE—RADYIUE X
LYZARNY) —DHARYBEBRAE—RTEITINTUVAWEES., T —=v JERABICETIN
TWB Ty Y aDBERIIUTOWNWTRNICAY 9,
o kBT B, MIZL 7= Blob AHF/ICRELZFT,

o BT B, LEL. (BBING Blob D—MHKIRS NIt 1 A—VE TN TEEYE
A’O

Tyoald, LYZAN)—DHmAMYEZIAAE-NIIRINZETHRILEEA, Lid'o
T N=—RTN—=VJIEFBRLTCRT Y2 - ) VIS 2RENHYFT,
LYZAMNY) —ZHmARYERE—RNICYIYBZZICIE. LTFZERITLET,

)

a. configs.imageregistry.operator.openshift.io/cluster T. spec.readOnly %z true IZE%7E
LEY,

$ oc patch configs.imageregistry.operator.openshift.io/cluster -p {"spec":
{"readOnly":true}}' --type=merge

4. system:image-pruner O —JL DB
—HDN Y —RE—BRRTZIE. LYZARN)—A VRV ADOETICERTZH—ER7
ATV NMTEMONR—Z v a B EICRY T,
a. Y—ERT7HO YV MNEERRB/LET,

$ service_account=$(oc get -n openshift-image-registry \
-0 jsonpath='{.spec.template.spec.serviceAccountName}' deploy/image-registry)

b. system:image-pruner ¥ S 29 —O— )L H—EXT7 AU MIBMLET,
$ oc adm policy add-cluster-role-to-user \
system:image-pruner -z \

${service_account} -n openshift-image-registry

5, 773 i FIV—F—DKSA4AS5SVE—-RTDET
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HIfR XN % Blob DAY 5ICI1E. RSASVYE—RTN—RFRTIIN—F—%2FTLFET, =
BROZRIIMAShEFRE A, UTOHITIL image-registry-3-vhndw & W5 4 X —J LI R b
) —Pod 28R LZF 7,

$ oc -n openshift-image-registry exec pod/image-registry-3-vhndw -- /bin/sh -c
'lusr/bin/dockerregistry -prune=check'’

Tk, TIN—=v JIEHEOEBONRNRAEZWETSICE,. AF VT LRILEEIFET,

$ oc -n openshift-image-registry exec pod/image-registry-3-vhndw -- /bin/sh -c
'REGISTRY_LOG_LEVEL=info /usr/bin/dockerregistry -prune=check'’

H A B

time="2017-06-22T11:50:25.066156047Z" level=info msg="start prune (dry-run mode)"
distribution_version="v2.4.1+unknown" kubernetes_version=v1.6.1+$Format:%h$
openshift_version=unknown

time="2017-06-22T11:50:25.092257421Z" level=info msg="Would delete blob:
sha256:00043a2a5e384f6b59ab17e2c3d3a3d0a7de01b2cabeb606243e468acc663fas”
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:25.092395621Z" level=info msg="Would delete blob:
sha256:0022d49612807cb348cabc562c072ef34d756adfe0100a61952cbcb87ee6578a"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:25.092492183Z" level=info msg="Would delete blob:
sha256:0029dd4228961086707e53b881e25eba0564fa80033fbbb2e27847a28d16a37c"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.673946639Z" level=info msg="Would delete blob:
sha256:ff7664dfc213d6cc60fd5c5f5bb00a7bf4a687e18e1df12d349a1d07b2cf7663"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.674024531Z" level=info msg="Would delete blob:
sha256:ff7a933178ccd931f4b5f40f9f19a65be5eeeec207e4fad2a5bafd28afbef57¢e"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6
time="2017-06-22T11:50:26.674675469Z" level=info msg="Would delete blob:
sha256:ff9b8956794b426cc80bb49a604a0b24a1553aae96b930c6919a6675db3d5€06"
go.version=go1.7.5 instance.id=b097121c-a864-4e0c-ad6c-cc25f8fdf5a6

Would delete 13374 blobs
Would free up 2.835 GiB of disk space
Use -prune=delete to actually delete the data

6. N—RTIN—=vTarEFLZET,
N—RFI—=V T %ET7 5ITIL. image-registry Pod DEITHD A VY R H¥ Y 2DWTFhH
TUTOITY RERITLET. ULTOHITIE. image-registry-3-vhndw & WD 4 X —I LY
ZRY—Pod#BHBLZET,

$ oc -n openshift-image-registry exec pod/image-registry-3-vhndw -- /bin/sh -c
'/usr/bin/dockerregistry -prune=delete’

H A B

Deleted 13374 blobs
Freed up 2.835 GiB of disk space
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7. LYAN) —ZHmARY /EERAHKE—RIIRY
TN—=v 7D THERIF, LYZAMN)—%2HmARY/EIRABZE—RNIIRTIENTEE

- =

9, configs.imageregistry.operator.openshift.io/cluster T. spec.readOnly % false |Z5%
ELZET,

$ oc patch configs.imageregistry.operator.openshift.io/cluster -p {"spec":{"readOnly":false}}' -
-type=merge

13.8.CRON Y377 I—=>%
conVaTJREERIYaTOIIN—=VTaRTTEFTIN. KBMLAY a Ta@ETICLELTLAN
AREMEADH Y E T, FDEDH, VSR —BEBEEIY a JOEHNL ) —V Ty TAFHTEFTTS
DELAHYET, T, GETEZ21—H—D/MEERTIL—TITcron Va TADT7 V2 RA%HIR
L. cron¥ a7 TYa 7P Pod MERINBELWEDICEY R A —YABRETINELEHY F
-a_o

ESPERCE

o UaJAFEAL LK Pod TOY¥ XY DEIT
o BHOTOVIY NEDYY—RIF+—4

e RBACDERICLZNN—IvoavDEESLVEH
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BUZE T T)Vr—2a3avDTARKY VT
PSR —BEEIF, 7TV 5—2a3V0ETFTARYVTIREICLTY Y —RABEBAEROTIENTEE
T, T, AR YY—ZHEELEAEMITONDZ/NNTY OIS RIZTFITO4 IR TWBIBEIC
®IBFT,
A= 7)R) Y —ZANMERINTWARWES, OpenShift Container Platform (&) YV —X &#H L
RICENSEZOL Y AICEBRELTCFZARYYILET, RYNT—O NS T4 v oMY —RITE
EXN2BE. LTV HERT—ILTYyTLTT7AR) VIT@BBREERITL, BEDOBREEHETLET,
TN —oavidEHOY—ERPRT7OM XY NBEREDMMD R —5 TV Y —ATHRES
RTWES, 77U —2avOT 4 RV FICE. BETZ2TRTOYY—ROTA R Y I a2
THZENBRELET.
181 77)V5—>3>vDO74 R) VY
TINr—2a3vn74 RV JIliE, Y—ERICEERMITONAER =5 TR Y —2(F 704
AVRERE. LTV T—2av3y hO—5—RE)ERETDIENVETYT, 77U Tr—>3vb
TARILYVTICIE., Y —EREREBELTINAETA RV TREELTY—2 L. VY —R%& zero
LTYHICRT =IO ENERLET,
ocidle AV Y REFHLTE—Y—ERET7A4 RV TT3Bh. F/iE --resource-names-file 7 7
avAEFRALTEROY—EREZT7ARYVITTBIENTEET,
1411 B—H—EXD714 Ky

FIg
L B—DY—EXZT7AR) VT4 UTZ2ETLET,

I $ oc idle <service>

1412. BH Y —EROT7A RY VT

BHY—EXOT7ARY)VTE, 7PV r—oavp7 0y NRNO—EDH—ERICEHD5HE
., @AL7OV T NRTEBOD7Z ) 5—2ava—3HLTT7AR) U750, #8T—E%
20V TREHBALTTZARY) VT T BBE8ICERIBET,

FIE
L BEY—ERO—EBEZEL 7 7MLV EERLET (TN TR ERTICEE).

2. --resource-names-file 7 7> a3 v AFRELTHY—ERET7A Ry VI LET,

I $ oc idle --resource-names-file <filename>

/ . -
idlea~v Y RigE—7O0Y ) MIEIRINEFT, VSRY—2ETTF7TYyr—>ay
ETARYVIEBICIR. £FAY Y ML Tidle 7Y RA@ERICEFTLET,
142.77)V5r—3>0D74 RY) VTR
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FT)Vr—yavth—ERIF, XY NIT—DU RS T74v05ZEL, BRIOREICBURY—ILTyv S
THEBUOTIT4TICRYET, ThiCid, Y—EXRADINS T4 v I EIL—RNEBDBRNS T4V Y
DHEAINEEFNET,

Tz, PNV —23 Vg Y—RERT—IVT v TTBIEICLY., FEITTARY VBB TE
ERNTEET,

FIE
1. DeploymentConfig # 24 —IL7 v 7§ 3ICIE. UTFEEITLET,

I $ oc scale --replicas=1 dc <dc_name>

pa )

WERT, =9 —ICLZBET7A KLY Y JERIET 7 4 )L D HAProxy JL—4 —®
HATHR—PINTWET,

pa )

Kuryr-Kubernetes % SDN & L TEREL TW3HA. Y—ERXEFHT7A K v TRk
EHR—MLEHA,
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BISE 7T r— 3 Vv OHIR

TV MNTHERINAET TV 5—2a v EHIBRTEE Y,

BLEARENN—ZARI T4 THERLAET7 ) 5—2 3 v OHIR

Developer /X—2ZXRYV 57 4 7@ Topology Ea—%FRAL T, 77V r—>avEznEEIVR—X
YENIRTEHIBRTEET,

L HIRT27 ) 5—>avas Yy oL, 7TV 5—2avn) Y —A0FHMBEELY A KA
TN =HEBLES,

2. RRXILDALICKRIIND Actions ROy ¥ X =a—%%1) v - L. Delete
Application ZZIR L CHRSI 1 7OV Ry VI R2RRLET,

3. 7N —23VDERIEAA LT Delete a2 ) vy L, ThaEHIKRLET,

HIfgg 27T r—>avahR9Y) v L, Delete Application 22 Y v 7 L CHIT 22 EHTEXE
-a—c
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25163 RED HAT MARKETPLACE DO {EF

Red Hat Marketplace t&, X7 ) v 0959 RBLVA Y FLIRATEAINDG AV T HF—R—IRE
BIFOREINLZY INIZTORBET VI CREBHILT D, A—FV IS5 RKY—4rvy N FL—2R
T-a—o

16.1. RED HAT MARKETPLACE #4E

725 A8 —EEEIL Red Hat Marketplace % L T OpenShift Container Platform TY 7 b =7 %
BEL, AREBEICT ) r—2avAVRIVRETTOAA T 20D N TH—ERT IR %S
L. 77U —>aVvoFERRRE 4+ —2 IR L CEAERIFZZENATEET,

16.1.1. OpenShift Container Platform 7 5 2 4 —® Marketplace ~ D5

5 R —EEEIL, Marketplace ICH&#t 9 % OpenShift Container Platform 7 5 24 —IZ, #BD7
T)lr—>avtey baA VYA MN—ILTEEY, F/. Marketplace Z#FERAL. Y722 YT avxE
374 =9I LTI SR —DFERKRRZEHRT 2 EETEXY, Marketplace Z{EF L TEM
L7ca—¥—iE ThEZThORBODOERKRZEHL., HEBICH L THERTEIY,

DA —FEHDTOELA T, A XA=IJLIVRAMN)=2—=J Ly NEBFHL, AYOT5EEL, 77
)r— 3 v OFERRREEIRE T % Marketplace Operator B Y A h—ILI N TVWET,
16127V r—>3vDA4 YA M=)

95 249 —EEHE(IE, OpenShift Container Platform M OperatorHub AN 5, F 72 ld Marketplace
Web 7 7)) r—> 3> H5 Marketplace 7 7N r—>ava4 VA M=)V TEET,

Operators > Installed Operators 27 1) v 2 LT, Web AV Y —ILHSA VR M= INLT T I—
aAVILT IV EATELT,
1613. ERZNRN—ARI T4 THOLOT7 T r—>avnr7oq

Web O Y —JL® Administrator & & U FARE/X—ZARYI T 1 TH 5 Marketplace 77 r—>av %
TTOATBIENTEET,

BREREN—ARIFT 14T
BREIEBAREN—ARI T+ TEFEBLT, FILLKA VYA M=ILEINIBEICTIEATEET,

TcE AWK, T—HR— ZOperatorO)’f/Z N—ILRIC, BRBREX 7OV MROAYOATD A v
A VAR TEERS, T—IXNR—RADOFEARRIIEES SN, VSR —BEEFIIREINZT,

ZDIN—ARY T 4 TITIE, Operator DA YA M=o 7 7)) r— 3 VERRKRIOBHEEEF N E
A,

Administrator /S—2XRIF 1 7
5249 —EEBEIL, Administrator /S— 2RI F 4 TH 5 Operator DA Y A M—=ILELVCT Y &r—
TavVOERRADBERICTIVEATEXT,

F7z. Installed Operators —ETHRY L)Y —RAEZH (CRD) SR LT7 Y sr—>a vV RY
VAERETSHIEETEEY,
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