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e openshift-monitoring ¥ 7= I openshift-user-workload-monitoring 70> = ¥ MMZF7O4A
Ihd)Y—RFFEA T 9 FZEEOpenShift Container Platform €E=4 Y Y X% v ¥
ICE>TER I NS ) YV —RIF, BABBREDORIENGWDICHDY Y —XATHEAINSZZ
EREBEHINTVWEEA,

pa )

Alertmanager % I&. openshift-monitoring 7O 7 MI¥—2 L v bV
Y—2&LTTF7AO4INZET, Alertmanager DB — b EERET B ITIE.
ZOY—YLy baeTFd—RL, BEL., ZORICIVI—RNRTIRENHY
¥, ZOFEF. BFIRORATF—M XY MIRHLTHR=MINBZH0H4TT,

o RHv M)V —AMDEHE, OpenShift Container Platform E=4 VY7 X4 v UlE. D)
V=AW BICHEINIREBICHE L EZHEALET, ThHNERINZHE. RY v I
Ihoxs)Ey bLET,

o I1—H—EET—0— KD openshift-*, LU kube-* 7O bADTFOS, I D
O7AY Y MERedHat MR 2V R—%F Y MAICFHNIh, 21— —FEZD7—7
O—RNICERT2Z&IETEE A,

o E=-HVYVJTRAH v Grafanaf1 YV AY V ADEHR,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/scalability_and_performance/#scaling-cluster-monitoring-operator

E2BEE=SI VIR Y I DK

® 51 RAY L Prometheus 1 2 A9 2 XM OpenShift Container Platform ~DA4 A b—Jl, 7
AY LAV RAY Y Rl&, Prometheus Operator IZ& > TEE I N % Prometheus 1A% LY
Y—X (CR) TY,

® Prometheus Operator CD Probe h X4 AY Y —R%EFH (CRD) ILL ZBRER—ADE=4Y
v JoBERIE,

® Prometheus Operator T® AlertmanagerConfig CRD % {§[ L 7= Alertmanager X EDZE &,

” ¥
- ARNYDR, BBIL—ILEEETS— M—ILOREEREA RIS T A,

2.2.2.Operator DE=Z4 YV JICDWVWTDHR— MR > —

E=41) v Operator IZ& Y, OpenShift Container Platform €E=4 ) v 7)YV —ADEREH L U7
ZANBYICHEET D E AR TE £ Y, Operator M Cluster Version Operator (CVO) 3> kA—Jb
DA —N—F4 RIN2HBE, Operator FFREDERICHBET. /R4 —FT2 2V hOERX
NOREZFAELLY, BEFHEZELLY LEEA.

Operator ® CVO A Y hA—ILDF—N—=F 4 RIEFN\y JEICIRIBETH,. ChigdR—bIh
. VSR —BEEZEIBELZOIVE—RV NORESLIVT7 Yy T/ L —RERLICHET EZ & %5
RBELTWET,

Cluster Version Operator DA —/X—5 4 K

spec.overrides /X5 X —#% —% CVO DFREICEMT 5 &, BEEFIFIVR—FRY MIDWTODCVO
DEEICA —IN—=FA4 FO—BZBMTEXT, AVR—FKY MIDWT
spec.overrides[].unmanaged /X5 X —4 —% true ICERET B &, VS RY—DTF v ST L—KH7T
Oy 23N, CVODA—/N—F 4 RABREINLRICEBEICT I — MEFINET,

Disabling ownership via cluster version overrides prevents upgrades. Please remove overrides before
continuing.

Digk

==
[=]

CVO DA —N—=F4 RZBRET D E. VTR -2 R— bIhTHRVNRK

RICARY, EZVV VTR V2 TDRRINAKREBICRAEINASRY T,
Zhid Operator ICHAAEFN/EFEMEDOHEEICHEEZE X, BFIN’ZEINLL
RYFF, YR—MEBKET ZITIE. T—1—F41 RZHIBRLARIC, RESINh L
BEZBIRT2REN MDY XY,

23. FEZHA YT RY Y I DETEDHESH
E-HYVTBETY TEERL. BFHLTEZY Y VTRV I EBRETEET,

231 ISR —FE=ZH YV TERESTY TOERK
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OpenShift Container Platform A7 E=4 Y Y 7OV R—X Y N z5&ET 5 ICIE. cluster-
monitoring-config ConfigMap 74 72 = ¥ b % openshift-monitoring 70> = 7 MIERT 2 HED
HYFET,
Pz
Z & % cluster-monitoring-config ConfigMap # 7> = 7 MM JIRTES % &. openshift-
monitoring 7O 9 b®D Pod D—EE LT RTABT 7O4 I3 AEMENH Y
F9., INLOAVR—RY MBTF 704 T3 THRENIDZIZEELHY £,
([} =355
e cluster-admin O—J)LA2FD221—HF—& LTI TRYI—ICTIVERTE S,

e OpenShift CLI (oc) B Y &2 h—LI N T W3,

FIR
1. cluster-monitoring-config ConfigMap &= 7> =V A BFEETEINEI DN EHRL X T,

I $ oc -n openshift-monitoring get configmap cluster-monitoring-config

2. ConfigMap + 7> = ¥ MO FEELARWGE:

a. MFOYAMLYZ 7z X bR LET . UUTFOFITIE. TD7T 741V cluster-
monitoring-config.yaml &\ 5 ZHI T,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |

b. 22E%#MA L T ConfigMap %= {FF L £ 7,

I $ oc apply -f cluster-monitoring-config.yaml

232. 21— —FFDT—VO—REZF YV ITBEYTY TOEK

A—Y—EHTOVI I MNEEZY—F 2V KR—FY MEKRET BICIE. user-workload-
monitoring-config ConfigMap 7+ 7> = ¥ k % openshift-user-workload-monitoring 70> = & kI
RS DRENDHY T,

R

Z&E % user-workload-monitoring-config ConfigMap &= 7> = 7 MIRET S

& . openshift-user-workload-monitoring 70> =2 h® Pod D—EF 72 lE TR TH
B 704 3In2aEMIrHYET, INO6DIAVR—RY MNIBT 70492 TH
BOrDN2HBERHYET, I—F—EXOP I MDE=FY ) VT E2KHAAMIC
THRENIRER Y THER L., BRETDIENTEET, INICLY, Pod 248EICH
T7O4TIRENRLCARY ET,
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F2EE=HVVITRIYIDH

AR
e cluster-admin A—J)LEFDODI—H—E LTISARY—IITIVEATE S,

e OpenShift CLI (oc) B Y &2 h—JLI N T W3,

FIR

1. user-workload-monitoring-config ConfigMap # 7 =V MW EETEINEI N EHEERL Z
ER

I $ oc -n openshift-user-workload-monitoring get configmap user-workload-monitoring-config

2. user-workload-monitoring-config ConfigMap 7+ 7> = 7 M B F7E L RWHFE:

a. LFOYAMLYZ 7z A MAERLET, ULTOBITIE. ZD7T 74 LI user-workload-
monitoring-config.yaml &\ 5 ZHI T,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |

b. 2RE%#MA L T ConfigMap %= {FF L £ 7,

I $ oc apply -f user-workload-monitoring-config.yaml

ya 13!
user-workload-monitoring-config ConfigMap = 7> = 7 MI#EAINS
BREIF. VIRV —EBEN I -EHETOVIIVMNDE=S YU TER
MICLBRWRY 7774 TICInE A,

B EfE R

o 1I—H—EHSOVIIMDE=Y ) VI DEMIE

24 E=ZH )TV IDETE

OpenShift Container Platform 4.9 Tl&. cluster-monitoring-config % 7= (% user-workload-
monitoring-config ConfigMap # 72 =/ AL TCE=Y -V JRI VIV EHRETEET, BE
Ry FLEYV A9 —FEZ=H"Y V% Operator (CMO) % EL. TDEICRAY Yy I/ DAVER—32Y MHER
EINZET,

GIE= 30
e OpenShift Container Platform @7 E=4 Y JAVER—X Y M aRET 2HBE. UTE2E
TLET.

o cluster-admin A—J)LEFDODI—H—E LTISARY—IITIVEATE S,

15


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/monitoring/#enabling-monitoring-for-user-defined-projects
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o cluster-monitoring-configConfigMap + 7> = 7 b & {Ef L TW 3,

o 1—H—EFOOAV IV MNEE=H—FZAVKR—IXV I MEHRETDIHE:

o cluster-admin O—J)LZ&D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0— /)L &> 1 —
HP—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {E L TW 3%,

e OpenShift CLI (oc) 4 Y 2 h—LI N T W3,

FIR

1. ConfigMap # 7Y ¥ hARELZE T,

® OpenShift Container Platform A7 E=4 YV JaAVR—V M &FRET BT LT
ZERITLET,

a.

16

openshift-monitoring 70 = ¥ b T cluster-monitoring-config ConfigMap #+ 7'
Vb ERELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

R E%. data/config.yaml D RIC{EE F—DRT
<component_names: <component_configuration> & L TEML 9,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
<configuration_for_the_component>

<component> & U <configuration_for_the_component> ZBEIFE XA £ 7,

LLF® ConfigMap 7 7> = 7 b Dflid, Prometheus MzkiEAR Y 2 —ALEK (PVC) %
HRELXT, IhiE. OpenShift Container Platform @7 AVR—RY NDAHEEZ
4 —9 % Prometheus 1 Y 249 YV RICEEL X,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
volumeClaimTemplate:
spec:
storageClassName: fast
volumeMode: Filesystem
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resources:
requests:
storage: 40Gi

ﬂ Prometheus AV R—X Y M2 EHEL. BROTIIZTOREEAEEZELET,

o 1—HY—EEDOVIYI MNeEZH—F2AVKR—XVMNERETBICE. UTEET
L/i-a—o

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL 7,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. i%%E % . data/config.yaml D FICfEE F—DRT
<component_names: <component_configuration> & L TEML 9,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
<component>:
<configuration_for_the_component>

<component> & U <configuration_for_the_component> ZBEIFE XA £ 7,

LU @ ConfigMap # 7> = 7 kDfli&. Prometheus D7 —4 FFHES L &/
VFF—UY—REBREHZRELET., IhiF, I —HP—-EFEFOTOVII MDA EEZ
4 —9 % Prometheus 1 VR4V AICBEELZ T,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
retention: 24h g
resources:
requests:
cpu: 200m 6
memory: 2Gi

Prometheus AV R—XR Y M2 EHL. BROITIIZTOREEAEEZELET,

1—H—EHTOVIIMNEEZY—F 3 Prometheus 1 Y RI VY RIZDWT 24
BEE DT — 4 REFHBEAZHREL £,

®9

Prometheus A 57 F+—®M200 XY A7 DR/NI)Y—REREEHFLF T,

o

17
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Q Prometheus AV T F—DXEY—D2GBDER/NPod )Y —RABRKAEHFLF
£

pa 3]

Prometheus 5% E~ v 7OV R—% ¥ M&. cluster-monitoring-config
ConfigMap #+ 72 = ¥ b T prometheuskK8s & ™ (f1., user-
workload-monitoring-config ConfigMap -+ 7'~ = ¥ T prometheus
EEENFE T,

2. 774 ERELT. £E% ConfigMap 7 7V ¥ MIERLET, FIIRREOHELZ(S
7= Pod B BIMICHEEINE T,

pa )

user-workload-monitoring-config ConfigMap # 7> = 7 MIERAIN SR E
. VSR —EBEBENI—HY-—EHFTOVIIMNOE=S ) VI EBMILR
WRRY 77714 TICIhE A,

Digk

H
[=]

EENE=V IV IBRETY TILREINZ L. BETSZ70V7 bD

Pod BLUVZDMDY) Y —ZANBETF 7O SNBAEMELDHY £, %Y
570V NOEFTHOE=ZSY ) V77O RAEBRENT DA EHED

HYyFET,
BEER
o E=H—NVIREYY TEENTBFIRE. =9V ITRY v I DHREDEMR =BRL
TLREEIW,

o 1I-—Y—EHEIOVIVPOEZSY Y IOEMIE

25.5REREER/E=FY ) /A VR—2R VK

UToXRIF, REABERE=4Y Y7 IYKR—%> k&, cluster-monitoring-config & & ' user-
workload-monitoring-config ConfigMap #+ 7> 7 N COVR—X >V M EIBET 2 LHICFERINS
F—%ZRLTWET,

R2IFRETRBE=F Y FAVR—FV I

AVR—FT b cluster-monitoring-config F% & user-workload-monitoring-

vy S¥— config XEY Y T¥—
Prometheus Operator prometheusOperator prometheusOperator
Prometheus prometheusK8s prometheus

18
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AVR—FT b cluster-monitoring-config F% & user-workload-monitoring-
S A config fXE~Y Y T+ —
Alertmanager alertmanagerMain
kube-state-metrics kubeStateMetrics
openshift-state-metrics openshiftStateMetrics
Grafana grafana
Telemeter 7 24 7> b telemeterClient
Prometheus 7 4 74 — k8sPrometheusAdapter
Thanos Querier thanosQuerier
Thanos Ruler thanosRuler
)z 6

Prometheus ¥ —Id. cluster-monitoring-config ConfigMap T prometheusK8s & (&
1. user-workload-monitoring-config ConfigMap #+ 7'~ = ¥ ~ T prometheus & M (&
nTVwWEY,

26. EZA YV TAVR—XV NDEKRD ) — RADKEE

EZHVVITRIYVAVR=RY FOWThDOZEIBEINL/ — NICBETEET,

=35
e OpenShift Container Platform @7 E=4 Y JAVR—X Y M aRET 2HBE. UTE2E
TLET.

o cluster-admin O—J)LAFD221—HF—& LTI TRI—ICTIVERTE S,
o cluster-monitoring-configConfigMap + 7 =7 b &#{Ef L TW 3,
e 1—H—FROTOJII MEE=HI—F5AVKR—3V MNaFET 2EE:
o cluster-admin O—J)LZ&D>1—4%—& LT, F7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0 — /)L &> 1—
HP—& LT, VRI—ICT7IVERATES,
o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {Ef L TW 3%,

e OpenShift CLI (oc) 4 Y &2 h—ILI N T W3,

¥
1. ConfigMap # 7V ¥ hARELZE T,

19
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20

e OpenShift Container Platform @7 7Oz / b2 E=-4—9 AV KR—% Y b8BT
TBHICE, UTFZERTLET,

a. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap =+ 7'
Vi bERELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

b. Y R—%> b® nodeSelector #l#)% data/config.yaml I[CIEEL £,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
nodeSelector:
<node_key>: <node_value>
<node_key>: <node_value>
<...>

<component> Z EEE X# 2. <node_key>: <node_value> %, 5B/ — KDY
W—T5HIEETE2F—EEDORTOYY FICBEBAFET, BEIE. B—DF—CED
R7DHAMEAINET,

AVEAR—Y MI, BEINF—EEORTODETNETNESNILELTE D/ —KRT
DHEIFTTEET, /—RIZIFBIMOSRNILVERE-E2EETEET,

B

EZAVVTAVER—RV MNDEL I, AN EHREET DI, 2
SAY—DERD /) — RETEBD Pod #FRA LT 7O/ I ET,
TN TAVKR=—RV MNESNRIAE /) —RICBET ZERICIK,. O
VIR—XRY NOTHEEM A HZFT2DICHLABBO—HT D/ — RN
FMATETHDE I EEZHALET, 1 DDOSRNILDAMNIEBEEINTWLS
BAIE, EHOR LD/ —RICOAVR—XY MIEET 2 TRTO Pod
ENET 2O, TORED ./ —RICZEOSRILIFEEFNRTVWSEI &
BHALET, Fhid. BHOSRNIVEEETSHIEETEET, Z0D
BElE. ThThDOSRNIVEELZD / — NICEEMITET,

5

nodeSelector DHIAZREL/ZEZREE=F Y v JaAVER—V D
Pending REED F F IR > TWBIHFEIE, Pod OV TT AV hELUR
RICEAETIIS—DEEAERLET,

7o & 21X, OpenShift Container Platform @37 7AY x4 hDEZS Y v /A Vv iR—
> b %. nodename: controlplane1l. nodename: worker1, nodename:
worker2, & &1 nodename: worker2 O S NILHMTFIF SNIFED / — RICHKITT S
WKid, U TFZERALET,

I apiVersion: v1
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kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusOperator:
nodeSelector:
nodename: controlplane1
prometheusK8s:
nodeSelector:
nodename: worker1
nodename: worker2
alertmanagerMain:
nodeSelector:
nodename: worker1
nodename: worker2
kubeStateMetrics:
nodeSelector:
nodename: worker1
grafana:
nodeSelector:
nodename: worker1
telemeterClient:
nodeSelector:
nodename: worker1
k8sPrometheusAdapter:
nodeSelector:
nodename: worker1
nodename: worker2
openshiftStateMetrics:
nodeSelector:
nodename: worker1
thanosQuerier:
nodeSelector:
nodename: worker1
nodename: worker2

o 1—H—EFOVIVMEE=H—FZAVR—IXVMNEBETBICIK. UTEETL
i’a—o

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL 7,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. Y R—%> h® nodeSelector )% data/config.yaml ICIEE L 7,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |

21
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22

<component>:
nodeSelector:
<node_key>: <node_value>
<node_key>: <node_value>
<...>

<component> % EHE X# X, <node_key>: <node_value> %, 38% ./ — N%I8E
TEFXF—LEORTORY TILBEESHWMZAET, BEIE. B—DOF—LEORTDOHHME
AIhZEd,

AVAR— Y MI, BEINF—EEORTODETNETNESNILELTE D/ —KRT
DHEIFTTEET, /—RIZIFBMOSRNILVERF-E2EETEET,

BF

EZANVVTAVER—RV NDEL I, AN EHREET DI, 2
SAY—DERD /) — RETEBD Pod 2FRA LT 7O/ I ET,
TN TAVKR=—RV MNESNRISE /- RICBET ZERICIK,. O
VIR—XRY NOTHREEM A HZFT2DICHLABO—HT D/ — KN
MATETHDE I EZMALET, 1 DDOSRNILDAMNIEBEEINTWLS
BAIE, EHORAD/ —RICOAVR—XY MIEET 2 TRTO Pod
ENRT 2O, TORED ./ —RICZEOSRILIPEEFNRTVWSEI &
BHALET, Fhid. BHOSRNIVEEETSHIEETEET, 20
BElE. ThThDOSRIVEELZ D/ — NICEEMITET,

R

nodeSelector DHIF AR EL/EZREE=F Y v JaAVER—V D
Pending REED F F IR > TWBIHFEIE, Pod OV TT AV hELUR
RICEAETIIS—DEEAEIRELET,

EzZIE, Aa—Y—EEFE OV MNDEZSY) VAV IR—% Y N %& nodename:
workeri. nodename: worker2, & & 7' nodename: worker2 @ S RJLHMTFIF 57z
BEDT—HA—/—RIZBITTBICIE. LTFE2FEALET,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheusOperator:
nodeSelector:
nodename: worker1
prometheus:
nodeSelector:
nodename: worker1
nodename: worker2
thanosRuler:
nodeSelector:
nodename: worker1
nodename: worker2
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2. BEEBEATEEDICT 7MLV ERELET., FILLWREDHEEZIFE2AVR—F Y MIF
LW/ —RICE#MICREILE T,

R

user-workload-monitoring-config ConfigMap # 7> = 7 NMIEBAIN SR E
. V25— EBENI—HY-—EHFTOVIIMNODE=S ) VI EBMILAR
WRRY 77714 TICINE A,

Digk

H
[=]

EENEZI YV IRERY TICREINS L, BETS AV b0

Pod 8LV ZDMDY) Y —XPBFO4 SNBEEEIHY T3, %Y
5709 NORITHOE=ZS ) V77O AL BIEENT 2 REHED
HYFEd,

BEE R

o E-H—YVIRERY TEMERTBFIRE. E=H—U VTR v I DHREDER 258U
TRV,

o 1I-—Y—EHEIOVIVPDEZSY Y IOEMIE
o /—RTINIEEHITBAEICOVWT
o /—RELIVHY—DFERICLZIFE/— KD Pod DEE

e nodeSelector HIFIC DWW T DML, Kubernetes RKF¥Fa XY h #BBLTLEIW,

27. =49 Y 7AVR—2Y PADER (TOLERATION) DY) T

BREEZANV VIRV IDAVER—X Y MIBIYYT, ZThboeTA Y NS/ —RIZBET S
ZENTEET,

AR

e OpenShift Container Platform @A 7 E=4 YV J/AVR—X Y M aRET 21BE. UTE2E
TLET.

o cluster-admin O— )L &Z&{F 21— —& LTI TRI—ICTIERTE %,
o cluster-monitoring-configConfigMap = 7> = 7 M {EE L TW 3,
o 1—HY—FHROIOVIIME=H—F5IAVER—XRV MNFKET DA
o cluster-admin O—J)LZ&D>1—4%—& LT, F7%IF openshift-user-workload-
monitoring 7O = 7 b @ user-workload-monitoring-config-edit 0 — /)L &> 1—

Y—ELT I5RI—ICTIVEBRATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {Ef L TW 3,
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OpenShift Container Platform 4.9 €E=4 1) >4
® OpenShift CLI (o) B'1 Y A h—JLINhTW3,

=2
1. ConfigMap # 7V ¥V hARELZE T,

e A% 7 OpenShift Container Platform 7OV x /7 & E=Z494—9 3%V EKR—FV MIC
BYHTBITIE. LTFTEERTLET,

a. openshift-monitoring 7’0 = ¥ T cluster-monitoring-config ConfigMap 7+ 7'
Vb EwRELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config
b. Y R—%> M tolerations #35E L £,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
tolerations:
<toleration_specification>

<component> & U <toleration_specification> #PEIFE S # X £ 7,

=& Z1E. oc adm taint nodes node1 key1=value1:NoSchedule &, F—7' key1

T. {87' valuel @ nodel IC7 1~ h&EMLEY, ThICLY, E=ZF ) Fav
R—%Y ~hh nodel ICPod 27 7O4 T 2DEHEEET, L. TDTA Y MIH
L CHFARBEIREINTVIHBEERIET, UTOFIE. > TILDF14 v M E2RER
¥ % &SI alertmanagerMain OV R—XR Y MERELE T,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
tolerations:
- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoSchedule"

o 1 H—EHITOAVIVMNAEEZHI—FBAVR—IXYMIBREHYYHTBITIEK. UTF
ERITLET,

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL £ 7.,

24
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$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. AYVR—X> h®D tolerations 2 EE L £,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
<component>:
tolerations:
<toleration_specification>

<component> & U <toleration_specification> #PEIFE S X £ 7,

=& Z1E. oc adm taint nodes node1 key1=value1:NoSchedule (&, F—7' key1
T. {&h" valuel @ nodel ICT7M4 >~ hZEMLEY, JhiZLY, E=4) /Yy
R—%Y hh nodel ICPod 27 704§ 2D EET, 2L, TDTA VM
L CHFBENREINTWEIISEEERIET., UTOFITIE. Y TILoFa vk
¥ BLSICthanosRuler IV R—XR Y RERELZE T,

Ot
R

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
tolerations:
- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoSchedule"

2. ERAMATALOICT7ALERELEY. HILLWIVE—RY NORBREHI EENNICHE
AInEY,

y 13!
user-workload-monitoring-config ConfigMap # 7> = 7 MIERAIN SR E

. VRS —EBENI—HY-EETOVII MOE=S YV ITEBMILA
WBRY 7V 714 TICInFE A
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Digk

==
[=]

EENEZI YV IRERY TICREINS L, BETS AV b

Pod 8L TVZFDMDY Y —XBBTF O INDAEMEI,HY F9, 3%
2709 NORITHOE=ZS ) V77O AL BIEENT 2 REHED

HyFEY,
BEEHR
o E=H—NUVIREYY TEENTBFIRE. E=9—U VI R5 v I DHREDER =BRL
TRV,

o 1I-—Y—EHEIOVIVPDEZSY Y IOEMIE

e T4 MNBLUAFR (Toleration) ICDWTIE, OpenShift Container Platform RF a1 XY k %
SRLTLEIY,

1Y MBELVHBEICDOWTIE, Kubernetes RFa XV b ZBBLTLEIW,

[ ]
N

2.8. KA NL—YDEE

DSAI—F=H YV TEKBANL—VERITRFTEE. A MU I REKERY 12— L4 (PV) IR
BXh. Pod DEREE L ISEBERELHIESNET, Thid. XNYIRTF—9FLETS— hF—
Y ETF—BENSIRET ENELHZEAICHELTVET, EREBETE. KB N —JERE
TBHIEABRCHELET, OFTY REBWAD, O—ALR ML —I%ERT 2 EAERICA
WET,

pa 3
BREARREEDOI ML —IURIM 25RB LTIV,

2.81LKEEA N L —Y DRHIRE M

o FTARIN—MICARLEVWEDIC, +9RBO—HILKERA ML —VABRLET., DELRKE
AML—=VEPodBUCEL > TERYFET, KiIGRAML—V DY RATLAEH/IZDODWT
&, Prometheus T—49 R—2ZDA ML —VEH AZSBLTLLEIL,

o KR 1—LER(PVC) TERSNZABRY 1—4 PV) AFIETE2REICHZIEE
RTZVRESHYET, ELTIVHICTI DO PVHARETT, Prometheus IZIE2D2DL 71
ABBHY . Alertmanager ICIE 3 D2DL Y hdH 27D, E=ZF UV IR v IV 2EFETR—
e 2ICid. BFF TS5 D2OPVHAREICRY FT, PVIE, A—HIZ KL — Operator THI
HATEXZ2REA HYET, BNICTOEY I ZVIINBAMNL—V2EMITEE,. D%
EBERAINEEA

o kiR 1 —AL%EFRETBMEIC. volumeMode /S5 X —4—DANL—IUH A TEELT
Filesystem Z R L £ 9,

o O—HIKEANL—VEEZRELFT,
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E2BEE=SI VIR Y I DK

R

KA ML —=2ICO—AIRY) 2 —L%FERAY 3551, LocalVolume 7+ 7
¥ x4 h® volumeMode: Block Cidit I Ndraw 7AY VR 2 —A%FEHL
BWTLEI W, Prometheus ldraw 70w 2R 2 —LAZFRHTIEHA,

2.8.2. O—AXKFRY 2 —LEK (PVC) DR E

EZSYYTAVR=ZY MDKFIRY 2— L (PV) 2EATE 2L ICT 2101 KR 2 —LE
K (PVC) 4 RETI2HRELNHY T,

RIS

e OpenShift Container Platform @7 E=4 Y JaAVER—X Y M aBRET 2HBE. UTE2E
TLET.

o cluster-admin O—J)LAFD2A—HF—& LTI TRI—ICTIVERATE S,
o cluster-monitoring-configConfigMap + 7> =7 & {Ef L TW 3,
o 1Y —EROSOVII ME=-H—F2AVER—IVMaRETDEAE:

o cluster-admin O—J)LZ&D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0 — /)L &> 1 —
HP—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {Ef L TW 3%,

e OpenShift CLI (oc) 4 Y &2 h—JLI N T W3,

FIR
1. ConfigMap # 7V ¥V hARELZE T,

® OpenShift Container Platform @7 OY x Y M E=494—94 %V KR—FV FD PVC
ZRETDHICIE. UTERTLET,

a. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap 7+ 7'
Vi hEwRELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config
b. AVR—%> h® PVC &% % data/config.yaml D FIZEML £,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
volumeClaimTemplate:
spec:
storageClassName: <storage_class>
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28

e 1—H—FOVIVMNeE=H—FBZAVR—XKXVMDPVC%H
EITLEYT,.

resources:
requests:
storage: <amount_of storage>

volumeClaimTemplate DEEHEXICD W TIL, PersistentVolumeClaims [ICDWT D
Kubernetes RF a2 XV h ZHRL T I,

LR DB TIE, OpenShift Container Platform @A 7 AV R—RX Y NA2EZ4H—F 3
Prometheus 1 Y 29 Y ZADO—AINKFTA ML —Y BRI ZPVCEZRELZF T,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 40Gi

LEEDFITIE, O—HILZA ML — Operator ICE > THERIND A ML —T 0 F UK
local-storage &M IEN £ T,

UTDOHITIE, Alertmanager DO —HILKIEA ML —Y % EKT 5 PVC 28 EL X
ER

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 10Gi

HET DI LUT%Z

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL £ 7,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config


https://kubernetes.io/docs/concepts/storage/persistent-volumes/#persistentvolumeclaims
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b. AV R—x> h®D PVC &% % data/config.yaml D FIEML 9,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
<component>:
volumeClaimTemplate:
spec:
storageClassName: <storage_class>
resources:
requests:
storage: <amount_of_storage>

volumeClaimTemplate D¥EEHEXICD W TIL, PersistentVolumeClaims [ICDWT D
Kubernetes RF a2 XV h #HRLTLKEIN,

UTFofITId, 22— —E&H7AY I M52 EZ=49—F % Prometheus 1 Y X%V AD
A—AIKERA ML —VEERTZPVCERELE T,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 40Gi

LEEDFITIE, O—HILA ML — Operator ICE > THERINZRAMNL—TY 0 TR
local-storage &M IEN £ T,

LLFDFITIE, ThanosRuler DA—AJILKIEA ML —U A ERT B PVC A#RELF
£

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
volumeClaimTemplate:
spec:
storageClassName: local-storage
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resources:
requests:
storage: 10Gi

pa )

thanosRuler AV R—X Y FDRA ML —YEHIE, FHEINIL—ILDOE
P, BIL—IDERTBH Y TIEICLYERY T,

2. BRZHERAIBLDICT 7 ANV EREFELET, HFRREDHE =R IT 7 Pod B ERIICHEE
Ih, FIFRAML—YURENBEAINIT,

pa

user-workload-monitoring-config ConfigMap # 7> = 7 MIERAINZ%RE
&, VS RY—EBEEBENI—HY—ERETOVIIMNODEZS )V TEBMILA
WRRY 77714 TICIhE A,

Digk

==
[=]

EENE=ZAY VIREYY TILRESNE E, BESTZ 007D

Pod 8LV ZDMDY) Y —APBFO4 SNBEEELDHY T3, %Y
570V NOETHOE=ZS ) VI TOERAEBREENT D AEHED
HY XY,

283. KfEANL—YRY 2 —LDY A XLHE

OpenShift Container Platform (&, Xt % & & 75 StorageClass ') V — XA HVKifRAIRR Y 21—
LY A XZRBEYR— ML TWSIHAETH, StatefulSet ) YV —R I & > THEAI N 2BEED KGN
BRAML—=YR) 2—LOYA XEBEYR—MLEHA, LA >T, BEOKERY 2 —LEX

(PVC) M storage 7 1 —)IL KA LY KEZLQHY A XTEHLTCE, COREIXEET ZAFERY 2—4

(PV) ILRBREI N EH A,

L, FH7OLRAAFERLTPYVOY A X%EZEET S EIXAEETY ., Prometheus, Thanos

Ruler, Alertmanager R EDER IV R—FX Y NDOPV DY A XA2EEBTZHEIE. JVER—V MY
BREINTVWBBEYAREYY TEBHTEET, RIC, PVCITNNy F&ERA L. Pod ZHIR L TH
MIEEYT, Pod ZILIH 3 &, StatefulSet ) YV — AW F CICBER I, PodiZlv oY hIhic

R 2—LDYAZXHHLWPVCRETHEMNICEHRINE T, OO FICH—EZRDHFETIE
EELFHA.

AR
e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

® OpenShift Container Platform @7 E=4 YV JAVER—XV b aKET DBE. UTE2E
TLET,

o cluster-admin A—J)LEFDODI—H—E LTISARY—IZTIVEATE S,

o cluster-monitoring-configConfigMap + 7> =7 b &#{Ef L TW 3,
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o 17 OpenShift Container Platform €E=4 1) 7O ViR—x Y MRIZDRCEH1DD
PVC ZRRELF LT

e 1—H—FOOAV IV MNeE=H—FBAVKR—IXV I MHRETDIHE:

o cluster-admin O—J)LZ&D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0 — /)L &> 1 —
HP—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {Ef L TW 3%,

o 1—HY—FHFTAVIVMNEERTZOVEA—XVMNEICORLLCEETDDPVC 2B EL
F L%,

¥
1. ConfigMap # 7Y ¥V hARELZE T,

® OpenShift Container Platform @7 7OY x Y M E=494—9 %V KR—FV FD PVC
YA ZXEZEBTDICE. UTE2ETLET,

a. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap 7+ 7'
Vi bERELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

b. data/config.yaml D FIZ, AVR—XY MDD PVCEREADHFLWA ML —TIH A %
BmMLET,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
volumeClaimTemplate:
spec:
storageClassName: <storage_class> 9
resources:
requests:
storage: <amount_of_storage> 6

Q O7EHIVR—XVMNEEELET,
g ZNL—COS525EHRLET,
g ARMNL—=YRY2—LDFHLWH A XEELEXT,

LUFOFITIE. 37 OpenShift Container Platform AV R—X Y N2 E=Z4—9 3%
Prometheus 1 Y 24 Y 2D O—AILKEEA ML —U % 100 FH/31 MIRET S
PVCZEREL XY,

I apiVersion: v1
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kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 100Gi

ROBITIE, Alertmanager D A—AJLKFTA ML —U % 40 FH/NA MIRET S
PVC ZRELZX T,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 40Gi

o 1—H—FEOVIY MNeERITZAVR—XY MDD PVCOY A XEZTETBICIE

R

. AI—H—EFHEDODTAY Y MEEIR T % Thanos Ruler $ & U Prometheus
. AVRIVADRY 2 —bL 4 XEEETEET,

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL £ 7,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. data/config.yaml TOEHR IV KR—X>Y NOPVCEREEZFHLE T,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
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<component>: ﬂ
volumeClaimTemplate:
spec:
storageClassName: <storage_class> 9
resources:
requests:
storage: <amount_of_storage> 6

Q O7EHIVR—XVMNEEELET,
g ZNL—CO525EHRLET,
g ARML—=YRY2—LDFHLWH A XEELEXT,

RDOFITIE, T—HF—FFDOTOT TV MEEERT S Prometheus 1 Y AY Y AD

PVC %4 X% 100 ¥ H/NA MIZELFT,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 100Gi

ROFEITIX, Thanos Ruler @ PVC H4 X% 20 £ H/81 MIZELZF T,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
volumeClaimTemplate:
spec:
storageClassName: local-storage
resources:
requests:
storage: 20Gi

R

thanosRuler AV R—X Y MDA ML —YEHIE, FHEAINIL—ILOE

P, BIL—IDERT DYV TIVBICLYERY T,
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2. BRZHERAIBLDICT 7 ANV EREFELET, HFRREDHE =R IT 7 Pod B ERIICHEE
L/i_a—o

Digk

==
[=]

monitoring configmap ~NDER%ZRET 2 &, FETOY Y D Pod

BLTEOMDY Y —ZRABT 7O INZBE A HYET, DO
VIV MTEFTLTVWRERTOCREBAINSTEELHY £7,

3 BHINACAMNLV—YVEREFALT, IXTOPVCICFH TNy FEZERALET, LLTOH
Tld. openshift-monitoring namespace M Prometheus AV R—X Y hODRXA ML —PH 4 X%
100G IKEE L F T,

$ for p in $(oc -n openshift-monitoring get pvc -1 app.kubernetes.io/name=prometheus -o
jsonpath='{range .items[*]}{.metadata.name} {end}'); do \

oc -n openshift-monitoring patch pvc/${p} --patch '{"spec": {"resources": {"requests":
{"storage":"100Gi"}}}}'; \

done

4. --cascade=orphan /X3 X —% —%{EHA L T, &A% StatefulSet ZHIFRL £,

I $ oc delete statefulset -| app.kubernetes.io/name=prometheus --cascade=orphan

2.8.4.Prometheus X M)V 27 —4% ORFHBEDE R
7 7 # )L hT. OpenShift Container Platform 2 S X4 —E=4 1) v J 24 v V&, Prometheus 7—

S DREFEEZ 5 HEICREL 9. CORFHARBIIE. T—IHROI A IV T ZRETZLHICE
BTEEY,

AR

e OpenShift Container Platform @7 E=4 Y JAVER—X Y M aBRET 2HBE. UTE2E
TLET.

o cluster-admin O—J)LA2F 21— —& LTI TRYI—ICTIVERATE S,

o cluster-monitoring-configConfigMap + 7> =7 b &{Ef L TW 3,

o 1—H—EROIOVI I MEE=SH—FBAVR—FVMNaEET 2HE:

o cluster-admin O—J)LZ&D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0 — /)L &> 1—
HP—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {EfK L TW 3%,

e OpenShift CLI (oc) B Y 2 h—JLI N T W3,

FIR
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1. ConfigMap # 7Y ¥V NARELZE T,

® OpenShift Container Platform @7 7OY x Y % E=49—9 % Prometheus 1 VX ¥
VADOGRFRBEZEET SICE. UTE2ETLET,

a. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap 7+ 7'
Vi bERELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

b. {RIFHIRI DR E % data/config.yaml IZBMNL £,

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

prometheusK8s:
retention: <time_specification>

<time_specification> Z. ms (I ) #). s (®). m (D). h (BF#H). d(B). w(GB).
FrRy(F)DPERICHECHFICBEITAZTT,

LR DB TIE, OpenShift Container Platform @7 AV R—RX Y NA2EZ4H—F 3
Prometheus 41 Y 249 ¥ A DRFFHIE % 24 REICEREL £ 7,

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

prometheusK8s:
retention: 24h

o 1—YH—FHRDIOTV Y FTE=H—7F 2% Prometheus 1 VR¥Y V ADREFHB A2 LEE
T3, UTEERTLET,

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL £ 7.

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. {RIFHII DR E % data/config.yaml (BN L £,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
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config.yaml: |
prometheus:
retention: <time_specification>

<time_specification> #. ms (X )#). s (). m(2). h (BF@E). d (H). w (GE).
FrRy(F)DPERICHECHFICBEITATT,

UTFofITIR, 22— —E&H AV A2 EZ=49—F % Prometheus 1 Y XYV AD
RIFHIE A 24 BEEIICERELE T,

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

prometheus:
retention: 24h

2. BRZHERAIBLDICT 7 AN EFRFELET, MBREDOTE =R T Pod X BERIICHEE
INFEY,

pa )

user-workload-monitoring-config ConfigMap # 7> = 7 NMIERAINZRE
. V25— EBENI—HY-—EHXTOVIIMNOE=S ) VI EBMILAR
WRRY 77714 TICIhE A,

Digk
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BEENE=V IV IRETY TILREINZ L. BETSZ70VI bD

Pod BLUVZDMD ) V—RDBT7OA INBAREMENHY F T, &Y
T30V NOERITHOE=Y ) V7 TOEREBEET B AN
HYyFET,

BEER

o E-H—YVIRERY TEMERTBFIRE. E=H—U VTR v I DREDER 258U
TRV,

o 1—H—FHFOATIIMNODE=F)VITDODEMEL
o KiEANL—TICDWT

o XML—YDiHiEL

29. JE—REZIAHRANL—VDEE
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F2EE=HVVITRIYIDH

DE—REZXIAAARM L=V %FREL T, Prometheus NERYRAAT AN v &) E—KNY AT AIC
*=E b'CEHEﬁT—?—'C%%J: HCLET, ThET>TH. Prometheus B X MY U R BREFET D HEY
HAREICIERE XY A

AR
e OpenShift Container Platform @7 E=# Y/ aAVKR—XxV b aRET 515H. UTE2E
fTLExd,

o cluster-admin O—J)LA&FD221—HF—& LTI TRYI—IITIVERATE S,
o cluster-monitoring-configConfigMap + 7> = 7 b &#{Ef L TW 3,

e 1—H—EFOOAVIIMNEE=H—FBAVKR—IXV I MEHRETDIHEE:

o cluster-admin O—J)LZ&D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 70O = ¥ b @ user-workload-monitoring-config-edit 0— /)L &> 1—
P—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 = {Ef L TW 3%,
e OpenShift CLI (oc) 4 Y 2 h—ILI N T W3,

o JE—INEZXAABMMEDHBITY RKRA >V b (Thanos) #EZE L. TV RKRA4 > b URL %18
BLTWS, JE—FEZIAHFEEEEREDLRWVWTY RRA4 Y OB TIE. Prometheus
JDE—RIVRRAVINBLUVARMNL—JICDWVWTORFaAX YN EBBRBLTLEIW,

o JE—REZNAAIY RRA Y MIFRIEBHRERELTWS,

X2 TFT4—YRIVEEFTBICIE. BEIEINTWARWHTTP 2FRAT 5h, RE%=FEH
I, TVRRAVMIA NIy EZEFELAEWVWEDIICLET,

FIR

1. openshift-monitoring 7’02 = & kT cluster-monitoring-config ConfigMap # 7> =/ b %
mELZTT,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. data/config.yaml/prometheusK8s (Z remoteWrite: 7> 3 v &EBML XY,

3. ZDEIYavICTY RRA4 Y M URL 8L UFREEEHRZEML £7,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write.endpoint"
<endpoint_authentication_credentials>
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endpoint_authentication_credentials DI &IC1E. TV KRS Y MORIIBEREEZIBRAE
'3'0 IEH%EE\\—C‘\ -U_/_.R I\ e TL'C (A 6 le‘DIE?‘j_Ifti Basic DIL\DIE (baS|CAuth) 3:3 ct 07 > ’f 7 |\
TLS(tlsConfig) FREE T,

[ ] J«J\T@{ﬁ”fc («Et Basic DIL\DIE% E l/ i j_o

basicAuth:
username:
<usernameSecret>
password:
<passwordSecret>

<usernameSecret> & & U <passwordSecret> |LFERFE XX £ 9,

LUFoBITIE. name (Z remoteWriteAuth, key IC user & password % 57 L 7z Basic
EEEIET\\TQ :n%@{lﬁ‘:ti\ Iy F\/j_:’f P DIL\DIE|‘$$E73\ ini’a—o

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write.endpoint”
basicAuth:
username:
name: remoteWriteAuth
key: user
password:
name: remoteWriteAuth
key: password

° J«j\-F@@lJ—C‘H:\ 9547 MNTLS mu\nIE%EQE L ij_o

tisConfig:
ca:
<caSecret>
cert:
<certSecret>
keySecret:
<keySecret>

FThIZ U T, <caSecret>. <certSecret> & & U <keySecret> #EZ#Z £,

LT oOFITIE. name {BEIC selfsigned-mtis-bundle. ca key {'ﬁ IC ca.crt. cert key {BIC
client.crt. keySecret key 1&IC client.key #{FH L7 TLS SRR EETLF T,

apiVersion: vi

kind: ConfigMap

metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
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data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write.endpoint
tIsConfig:
ca:
secret:
name: selfsigned-mtls-bundle
key: ca.crt
cert:
secret:
name: selfsigned-mtls-bundle
key: client.crt
keySecret:
name: selfsigned-mtls-bundle
key: client.key

CERREI LT UYL DIRIC, EXAADBINIVEREMEEZBINLET,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write.endpoint”
<endpoint_authentication_credentials>
<write_relabel_configs>

<write_relabel_configs> I&. Y E—RFIZ YV RRA VY MIEEFETE2HREDHZ ANV RADEE
ABZRIN—BICBEZBAZET,

UTOBITIE. my _metric EWOEB—DX M) v I aEETIHEEBNLET,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write.endpoint”
writeRelabelConfigs:
- sourcelabels: [ _name__]
regex: 'my_metric'
action: keep

EXAHFBIRNIVERES TV 3 VIZDWTIE, Prometheus relabel_config documentation %%
BLTCEIWY,
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5 MHERGEIE. LTFDL D IC name $ & U namespace metadata DEAZEE L T, 1—H—

EFZDND IOV TY NEE=H—F 3% Prometheus 1 VAY VAD!) E— NEZIAAEZRELZE
£

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
prometheus:
remoteWrite:
- url: "https://remote-write.endpoint”
<endpoint_authentication_credentials>
<write_relabel_configs>

’ = )
' Prometheus 58 E< v 7OV R—% ¥ M&. cluster-monitoring-config
ConfigMap #+ 72 = ¥ b T prometheusk8s & (&1, user-workload-

monitoring-config ConfigMap -+ 7'~ = ¥ b C prometheus & IEh T,

6. 771 EREFELT, £E% ConfigMap A 7 =/ MIBEALET., HEREOHEL T
7= Pod ZBEBIHICEREIL £,

=

E=#Y VY ConfigMap 7 72V NADEFRARET D&, BEETS

7Oz MO Pod BELUVZDMHDY) Y —ZADBFT 7O SN BEEEMED
HYET, Fh, TEEREFETDE, 2070V Y NTEFTHOE=S
D770t BEET2HEENIHY T,

R

user-workload-monitoring-config ConfigMap # 7> = 7 MIERAINZH%RE
. V29— EBEBENI—HY-—EHXTOVIIMNODE=S ) VI EBMILAR
WRRY 77714 TICINE A,

Digk

BEE R

JE—PFNEZAAEBRMEDHB T RKIRA >V~ (Thanos 12 &) 2EK T 2FIRIF. VE—FE
TAHEBREOHZ T RIRAV MDBRE ZSRBLTLLEIY,

o ZFBPA—RAT—RTED)E—IFEZRAHDRBILHFEIF. )VE-FEZLAHDHRTE 25K
LTSI,

o EBMDA T arv74—ILRICETZERIE API FF 21X b ZH5RBLTIEIV
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210. 1 —H—EFHTOVI I MNTNRA VY RINTUVWAEWX N Y ZBMED
EDH|

REEIE. F—EEORTOEXTAN) IV ZOBHAEERT BIZOICTNIVEERTEET, EAT
XLTEREMDHDZF—EEORTOHIT, BHICODWTHATI2TRMOHZEOBICHHLET,
BN EFRDEEFOBMIX. XM Y RINTWAWEBMERIENET, 72& XL, customer_id Bt
&, FERATIEZENERICHDD, NA Y RENTWRVWEHICRY XY,

YL TONDIF—EEDORTITIETART, —BORRIIPDHY FT, SNIIZZHD/INM Y RINT
WAWEEFEERET2E. ERINZERTOMAISHEMMICEMT 2HEEAHY £, hniT
Prometheus M/X T # =YV AICHET DML H Y., ZLL DT 1 RAVEEEEET 2EEL’H Y
i_a—o

VSR8 —EEEZ, UTOFEREZFEALT. 21— —EF OV TV FTONS Y RERTLRLX
M)V ZXBHDOHEZHETEET,

o I—Y—EHIOVIVIT, §—4v MUETEIC I ANARLEY Y TVBEHR L

-a—o
o H—4y NERNETEAWNGEY., NEF VY TILDOLEWMEISET RICERTING 75—
ZFE LET,
pa )

IWEH Y FILEFIRT 2&. <DL Y RINTULWAWENE Z~ILISEN L THEE
DREETDIDZHSCIENTEET, ILICHREER. XM IRICERETBNNA VR
INTVRW BEOHZFIRT S &ICLY,. RENGRRAZBHSIENTEXY, &
AR MEDHIRI Nty MINA Y REN2EMZERAT2 &, Agad—CED
R7DEAEDLEDOENRY £,

2101 1—H—FHK7O TV FOIREY Y TILEHIEDEE
A—H—FHETOVIIIC, =45y NREZEICSHANTELRY Y T BAEHRTE T,

Digk

==
[=]

YU TIGEIRERET D&, FIRISGELRZEZICEDY—45 v MREIZDWTOENN
DY Y TITF—=FIERYRAEFNFEE A,

AR
e cluster-admin O— /L& #FD>1—H—& LT, F7 I openshift-user-workload-monitoring 7
02 2 b® user-workload-monitoring-config-edit 0 — )L Z&FD>1—H—& LT, 75 R
Y—ICT7 IV ZATES,
e user-workload-monitoring-config ConfigMap &= 7> = 7 = {Ef L TW 3%,

e OpenShift CLI (oc) B Y 2 h—LI N T W3,

FIR
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1. openshift-user-workload-monitoring 70> = - kT user-workload-monitoring-config
ConfigMap # 7>z / b AREL T,

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. enforcedSampleLimit 3% % data/config.yaml [ZBIL. 11— —EH7OV TV hDY—
Ty NOPREZEICRIFANTTRERY Y TILOHEFIRTE T,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
prometheus:
enforcedSampleLimit: 50000 ﬂ

Q ZDNFA=F—PMEEINTWVWSEHEIE, EF’BRETT, IO enforcedSampleLimit
OFITIR, I—F—FHFRTOT I MDY —Fy MIET & ICZIFTANATREARY Y TILE
% 50,000 ICHIBR L £ 9,

3. BRRZEATZLOICT 7ML ERELEY, FIREEFNISERINET,
y 13!
user-workload-monitoring-config ConfigMap # 7> = 7 MIEBAINZHRE

. VRS —EBENI—HY-ERTOVII MODE=S YV ITEBMILA
WBRY 7V 714 TICInFE A

Digk

==
[=]

Z & ' user-workload-monitoring-config ConfigMap # 7> = 7 kIC{R

FXIN3 &, openshift-user-workload-monitoring 70 = 7 kD Pod
BLUOMDY Y —REBF 7O IS8’ HY FT, ZET270
V) NOETHOEZY ) VIO R BEET DAEEIHY F
ERS

210.2. &Y~ TIVT 5 — b DIEEL
UTOBEICENT 275 — MR TEET,

o Y47y NERETEY., BEINL for DEHEFIATE AW

o IFEEIN for DHARE., INEY Y TILDOLEWMEICET 2D, FLBFIDEEZLDOS

AR
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e cluster-admin A—J/L&=FDO1—%—& LT, F7IL openshift-user-workload-monitoring 7
02 2 b® user-workload-monitoring-config-edit O — )L Z&FD>1—H—& LT, 75 R
Y—ICTP UV ERATE S,

o I—H—FHIOVIIIMDEZS )V IEBMILTWS,
e user-workload-monitoring-config ConfigMap &= 7> = 7 = {Ef L TW 3%,

e enforcedSampleLimit %A LT, 21— —EHOV I hDS—Fy MREZEIZZITA
NETRERY Y TILEEHIR L TW 3,

e OpenShift CLI (oc) 4 Y &2 h—LI N T W3,

FIR

L =Ty MBF IV L, BEINEY Y TUHRIGED K BICBMT 27— MaEELT
YAML 7 74 LR LE T, ZDHFID 7T 71 JLIE monitoring-stack-alerts.yaml &\ 5 Z#i
T“’a—o

apiVersion: monitoring.coreos.com/v1
kind: PrometheusRule
metadata:
labels:
prometheus: k8s
role: alert-rules
name: monitoring-stack-alerts ﬂ
namespace: nsi
spec:
groups:
- name: general.rules
rules:
- alert: TargetDown e
annotations:
message: '{{ printf "%.4g" $value }}% of the {{ $labels.job }}/{{ $labels.service
1} targets in {{ $labels.namespace }} namespace are down.'
expr: 100 * (count(up == 0) BY (job, namespace, service) / count(up) BY (job,
namespace, service)) > 10
for: 10m
labels:
severity: warning G
- alert: ApproachingEnforcedSamplesLimit a
annotations:
message: '{{ $labels.container }} container of the {{ $labels.pod }} pod in the {{
$labels.namespace }} namespace consumes {{ $value | humanizePercentage }} of the
samples limit budget.'
expr: scrape_samples_scraped/50000 > 0.8 Q

for: 10m @

labels:
severity: warning m

77— MlL—ILD&RIZEZLXT,

9 Po72—MNl—ET7704¢231—HY—EHOTOV TV MEBELE Y,
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90 90 ®06

®
O

B

ax AE

| s

BIER R

o 1—H—TFFEDTD—/IO—RKREZHYVITEHRETY TOER

44

TargetDown 77 5 — ME. for OHIEICH —4 v PZIETEARVWH, FLEEFATER
WIEBICERITINET,

TargetDown 7 5 — R A'EITINBGEICHAINZ A v -,

77— MNHEITINDAEINIC. TargetDown 75— b DEGEHN Z DEAEF true THEIME
BHYET,

TargetDown 75— hDEAXEEZEHL X T,

ApproachingEnforcedSamplesLimit 7 5 — k&, {§E I 17z for DHIEICEZR I /U
EHVTILDOLEWVEICET 2D, FLEIOEE LOZBEICETINET,

ApproachingEnforcedSamplesLimit 7 5 — N DETEICHAINSE X v -,
ApproachingEnforcedSamplesLimit 7 5 — kD L EWME, ZDOHITIE, §—7 v M&E
TEDY Y TIVENRITI NI FILHIR 50000 D 80% A BZA 2 & T 53— MHETI
NEY, 77— MDBEITINDENC, for DHEEFBEL TWEIRLELFHY FT., R
scrape_samples_scraped/<numbers > <threshold> @ <numbers (3 user-workload-
monitoring-config ConfigMap + 7> = ¥ N TE& X % enforcedSampleLimit {E(Z—
By zamEELNHY T,

77— NHEITINBEIIC. ApproachingEnforcedSamplesLimit 75— N DRGNS Z D
HAME A true THRIHEIHY FT,

ApproachingEnforcedSamplesLimit 75— FNDEXREAEHLF T,

HAA—H—&H 7OV MOBERLEY,

oc apply -f monitoring-stack-alerts.yaml

1A—H—FEEOSTI NDE=SY Y VT DEWE

BEMOWNEY Y TIVEFEODARNY IR AT —F BFBIZCDWNTIE,. Prometheus B AE

DT

4 AV EHEE L TWHEHDEFE 2SR LTIV,


https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/monitoring/#creating-user-defined-workload-monitoring-configmap_configuring-the-monitoring-stack
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/monitoring/#enabling-monitoring-for-user-defined-projects
https://access.redhat.com/documentation/ja-jp/openshift_container_platform/4.9/html-single/monitoring/#determining-why-prometheus-is-consuming-disk-space_troubleshooting-monitoring-issues
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F3= NE ALERTMANAGER M/ Y A9V A DR TE

OpenShift Container Platform €=4 Y > J X4 v 7 |Zl&. Prometheus 6D 75— hDJIL— MR

E. OB—AID Alertmanager 1 Y A9 Y ANEFEN X T, openshift-monitoring Z 7= |3 user-
workload-monitoring-config 7’0 =7 kD WFNH T cluster-monitoring-config i EY v T2 % E
L THEB Alertmanager 1 Y A9 Y A% BIITE T,

BEDY Z 28 —ICE CAEB Alertmanager 38 EZEBMML., V75 R9—T&EICA—AINA VY RI VR %
E|MICT BHBEICIE. B—DHER Alertmanager 1 Y 29 VY A& FRALTEBD I SR —DT7Z— b
W—FT1a VT EEEBTEET,
AR

e OpenShift CLI (oc) A4 ¥ 2 h—ILIhT W3,

e openshift-monitoring 7’0 £ ¥ b ¢ OpenShift Container Platform @7 E€=4 1) >0
YIR—XV MERET HI5E:

o cluster-admin O—J)LA2F 21— —& LTI TRYI—ICTIVERTE S,
o cluster-monitoring-configConfigMap % {ER L T\ %,
o 1Y —EROSOVIYI ME-H—FBAVER—IVMERETZEE:

o cluster-admin O—J)LZ&D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0— /)L &> 1—
P—ELT 9FRY—ICT7IVEATES,

o user-workload-monitoring-configConfigMap # 72 = ¥ M &{EF L TW %,

¥
1. ConfigMap # 7V ¥V NARELZE T,

® OpenShift Container Platform @7 7OY x 7 hDIN—F 1 V775 — FRISEBIN®D
Alertmanager 5% &9 5 ICiE. LTE2RTLE T,

a. openshift-monitoring O = ¥ kT cluster-monitoring-config ConfigMap % #R%
LE9.

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

b. data/config.yaml/prometheusK8s (C additionalAlertmanagerConfigs: =7 > a > %
EBmMLEY,

c. 2DV 3 VIH® Alertmanager R EDFFMIBERZEBML 7

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
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46

prometheusK8s:
additionalAlertmanagerConfigs:
- <alertmanager_specification>

<alertmanager_specification> (&. EfND Alertmanager 1 ~ X % ‘/Zd)m.,\uft?iéio%
DMLDBREDFBEEIBRAET, IEH#,E\’C HR—MINTWBRIAFEENRT

h—o > (bearerToken)zbJ:U‘O7/f 7 > b TLS(tlsConfig) T3, L TFDHREY /7"
& 9547V MNTLSEREETRT7 5 — =2 V&R L TGEID Alertmanager % 5% 7€
L&,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
additionalAlertmanagerConfigs:
- scheme: https
pathPrefix: /
timeout: "30s"
apiVersion: v1
bearerToken:
name: alertmanager-bearer-token
key: token
tIsConfig:
key:
name: alertmanager-tls
key: tls.key
cert:
name: alertmanager-tls
key: tls.crt
ca:
name: alertmanager-tls
key: tls.ca
staticConfigs:
- external-alertmanager1-remote.com
- external-alertmanager1-remote2.com

o 1—YH¥—ESOVYI FTCI—FT 1 VT 75— MAIGEBIN® Alertmanager f VA9~ R
ZRETDICIE. LTZRTLIY,

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-

config gE~Y Y THRELE T,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. data/config.yaml/ ® I <component>/additionalAlertmanagerConfigs: 2 > a >

ZEMLET,

c. 2DtV avIlH® Alertmanager B EDFFMBERZEML X9,

I apiVersion: v1
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kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
<component>:
additionalAlertmanagerConfigs:
- <alertmanager_specification>

<components ICi&, HR— MRFRDHER Alertmanager I 7/R—X >~ kb (prometheus
F 7z|d thanosRuler)2 DDA, WINMNMIEIMZ T,
<alertmanager_specification> (&, JEIND Alertmanager 1 Y 248 ¥ ZADFERFEH L %
DMDEREDFHFMEBEIMAET, MIFR T, TR—FINTVWBREAAEEIART Z—
h—% > (bearerToken) & V'Y 541 7> k TLS(tlsConfig) T¥, UTDHRETY 7
&, RPS— =0 VELVV 5147 MTLSERA%IEE L 7= Thanos Ruler A L
TEMD Alertmanager #2E L £ 7,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
additionalAlertmanagerConfigs:
- scheme: https
pathPrefix: /
timeout: "30s"
apiVersion: v1
bearerToken:
name: alertmanager-bearer-token
key: token
tIsConfig:
key:
name: alertmanager-tls
key: tls.key
cert:
name: alertmanager-tls
key: tls.crt
ca:
name: alertmanager-tls
key: tls.ca
staticConfigs:
- external-alertmanager1-remote.com
- external-alertmanager1-remote2.com

pa )

user-workload-monitoring-config ConfigMap # 7> = 7 MEB I 1
PRERF. VSRS —EBENI—HY-—ERXTOVIIMDE=S YV
TEBMICLAWRY 774 TILIhFHA,
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2. 774 ERELT. 8% ConfigMap # 7V 7 MIERLEY, FriLLWIVER—F U K
DEBRENEBNICERINET,
3L EBMZRILDEERS (TIMESERIES) 8L U7 5 — bADE|Y YT

Prometheus DA ERS NILIEEEAFRA L T, HRAY LASR)L%E, Prometheus NS H 2T RTOEERTY
BLUVT7T7—MIEYHTBIENTITET,

AR
® OpenShift Container Platform @7 E=4 YV JAVER—XV b aXKET DBE. UTE2E
TLET,

o cluster-admin O—J)LA2F 21— —& LTI TRYI—ICTIVERATE S,
o cluster-monitoring-configConfigMap + 7> = o b &2 {Ef L TW 3,
o 1Y —EROSOVII ME-H—F2AVER—FV M MaRETS ZEE:

o cluster-admin O—J)LZ#D1—4%—& LT, ZF7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0 — /)L &> 1 —
HP—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 = {Ef L TW 3%,

e OpenShift CLI (oc) 4 Y 2 h—JLI N T W3,

¥
1. ConfigMap # 7V ¥V NARELZE T,

o HRH AFR)%, OpenShift Container Platform @7 OVt b 4E=H—F 3
Prometheus 1 Y29 Y ZADHH B TR TORRABLTT 53— MIEIY HTBICIE. KL
TEERITLET,

a. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap 7+ 7'
Vi hEwRELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

b. data/config.yaml D FICTRTDA M)V RICDWTEMT 2EBEDH BT NILD
vy TEEHELET,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
externalLabels:
<key>: <value> 0
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<key>: <value> X —EEDRTDI Y FICBERAFE T, I T, <keys Id#
IR D—EDLKAEIT, <values [EZFDEICARY FT,

Digk

==
[=]

prometheus Z 7= (3 prometheus_replica (3 F#Xh, EEEIh
2D, InbzdF—HELTHEALBVWTCREIW

EZE V—YavBIUREBICATIAIT 92T R TOERINBE LT Z7—H
IEMY 2T, UTFZFERALEY,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |
prometheusK8s:
externalLabels:
region: eu
environment: prod

o hRHLSGRIE, 1—Y—EFDOTOS Y NaE=49—9 3% Prometheus1 VRAF¥ >
ADOSHBZIRTCOBRNELUTTS—MIBAYYETBICIK., UTE2ETLETD,

a. openshift-user-workload-monitoring 7’02 = ¥ kT user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL £ 7,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. data/config.yaml D FICTNTD X K1) PDRAICDVWTEMT2REDHZZRILD
Ry TEEHELET,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
prometheus:
externalLabels:

<key>: <value> 0

Q <key>: <value> £ ¥ —EBORTDY Y FICBXMAFd, T T, <keys 35
HWIRILD—EDLKAEIT, <values [EZFDEICARY FT,
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g

H
[=]

prometheus 7z |& prometheus_replica E F# X, EEXXh

30, IhboaEXF—RZELTEARALAVWTLKEIL,

R

openshift-user-workload-monitoring 70> = ¥ k Tl&, Prometheus
& X MY Y 2% L, ThanosRuler 75— & L VEREFHIL—IL AL
L %9, user-workload-monitoring-config ConfigMap &+ 7> = 7 h
T prometheus @ externalLabels % EJ 5 &, TRTDIL—ILTIE
B, ANV I ZOABIRIVDADNREINE T,

TEZIE, V=Y avsLUVREBICEATIAIT I A ITRTOBRINS LI —H—
EHOTTY MIFEETST7S5—MNMIBMTSICIF. UTAFEALET,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
prometheus:
externalLabels:
region: eu
environment: prod

2. BREEEBATZEDIC 7 7ML ERELE T, TILLWEREXBENICERINE Y,
= o-1o)

user-workload-monitoring-config ConfigMap # 7> = 7 MIERAINZ%RE
. VSR —EBEBENI—HY-—EHXTOVIIMNOE=S ) VI EBMILAR
" WRRY 77714 TICIhE A,

H
[=]

>

EENE=ZVYVIREYY TILRESNE E, BEITZ 007 D
Pod 8LV ZDMDY) Y —APBFFO4 SNBEEEIHY T3, %Y
570V NOERFTHOE=ZSY ) V77O RAEBRENT DA REHED
HYFd,

BEER
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o E-H—YVIRERY TEMERTBFIRE. E=4—) VTR v I DHREDER 258U
TLREEIW,

o 1—H—FHFOATIIMNOE=YY)VITDEMEL
o E-H—YVUIBETY TEERTDFIEIEZ. TE=4—Y VTR Y IDBEDEE #BBL
TLEI W,
32 F= Y aAVvER—xy OO LRIVDETE

Alertmanager. Prometheus Operator, Prometheus, Alertmanager & & U Thanos Querier & U
ThanosRuler DO L RV EZZRETEET,

cluster-monitoring-config # & 1" user-workload-monitoring-configConfigMap #+ 7~ = - b D&%
TR2IAVR—FYMIF, UTFOOTLRIVEBERTZIENTEET,

o debug:7/\v U, 1B, BE. BLUI T AvtE—rYrEOJICEERLET,
o infoifEfR. BEEH LV IS —AvtE—y%0OJICREEKLET,

o warnZB2EB LUV IS —AvtE—YDAHEOVICEEEHRLET,

o errorTo— XAy E—YDHEOVICEEHELET,

F7AI DAY LN info T,

AR

e openshift-monitoring 7’0 £ ¥ ;T Alertmanager. Prometheus Operator,
Prometheus, F7cI& Thanos Querier DOJ L RIVEFZRET 2BEICIK. UTFERITLET,

o cluster-admin O—J)LAF 21— —& LTI TRYI—ICTIVERATE S,
o cluster-monitoring-configConfigMap + 7> = 7 b &#{Ef L TW 3,

e openshift-user-workload-monitoring 7O = 4 b T Prometheus Operator. Prometheus.
F7-& Thanos Ruler DO L RIVEERET dFAICHEK. UTZ2ETLET,

o cluster-admin O—J)LZ&D>1—4%—& LT, F7%IF openshift-user-workload-
monitoring 7’0 = 7 b @ user-workload-monitoring-config-edit 0— /)L &> 1 —
HP—ELT V9FRY—ICT7IVEATES,

o user-workload-monitoring-config ConfigMap &= 7> = 7 M = {Ef L TW 3%,

e OpenShift CLI (oc) 4 Y &2 h—ILI N T W3,

¥
1. ConfigMap # 7V ¥V hARELZE T,

e openshift-monitoring 7O 7 hOAVER—XY bOOJTLRIVEFRET BITIE. UTFT
ZEITLIEY,

a. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap 7+ 7'
Vi bERELET,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config
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b. AV R—%> b® logLevel: <log_level> % data/config.yaml O FIZEML 9,

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

<component>:
logLevel: <log_level> g

AV LRVEBRETZERRY Y VAVER—V b, T7AIMDTSY b
7 #—LEEHDGE, EAFELRI VR MEF

prometheusK8s. alertmanagerMain. prometheusOperator. & & U
thanosQuerier T,

9 AVR—RV NMIZRETZOT LN, FHHETEEAEIX,. error, warn, info. &
&V debug TY, 77 #JL MEIE info TT,

e openshift-user-workload-monitoring 7O 27 hOAVR—FX> bOOT LRIV ERE
TBHICE, UTZRTLET,

a. openshift-user-workload-monitoring 7’0 = ¥ b T user-workload-monitoring-
config ConfigMap + 7> =/ b &iREL £ 7,

$ oc -n openshift-user-workload-monitoring edit configmap user-workload-
monitoring-config

b. AV R—%> b® logLevel: <log_level> % data/config.yaml O FIZEML 9,

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

<component>:
logLevel: <log_level> 9

‘D OV LRVEBRESTZERRY Yy VIV R—2Y b, 2—H—0—/O0—RKDE
FROBE, FHAFERIVR—%Y NOE
|&. prometheus. prometheusOperator. & & U thanosRuler T9,

9 AVR—RY MIHZRETZOT LN, FHHETEEAEIX, error, warn., info. &
&V debug TY, 77 #JL MEIF info TT,

2. BREHEAIBLDICT7A N ERFELET, AT LANIVOEEZERT 2IC, JVR—X
Y h®DPod FEBNICHEEL T,
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pa 3

user-workload-monitoring-config ConfigMap # 7> = 7 MIERAIN SR E
. VSR —EBEBENI—HY-—EHXTOVII NOE=S ) VI EBMILR
WRRY 77714 TICIhE A,

Digk

==
[=]

EENEZI YV IRERY TICREINSZ L, BETS AV b0

Pod BLUVTZDMDY) Y —APBF 04 SNBE8EEIHY T3, %Y
5709 NORITHOE=ZS ) V77O AL BIEENT 2 REHED
HYFd,

3. BEETSZTAOYVIIMNTCTIOAMAY MELIEPodREEZEZRE L., OV LRI ERHINRTL
2Z&EBAELET., UTDAFITIE. openshift-user-workload-monitoring 7O = 2 kD
prometheus-operator 7 704 X~ hTOJ LRIV EZHRLE T,

I $ oc -n openshift-user-workload-monitoring get deploy prometheus-operator -o yaml | grep
"log-level"

H A B

I - --log-level=debug

4, AVR—RY FDPod "EITHTHD & &WAL T, LLTDHIL. openshift-user-
workload-monitoring 7O Y h®D Pod DRAT—9 A& —ERRLET,

I $ oc -n openshift-user-workload-monitoring get pods

T

pa

I N4 loglevel fEA ConfigMap # 7> =7 MIEFEh3HBE, IV KR—
XY MO Pod NEBICHESINAWATREELHY 7,

BEfEIR
o E=H—NUVIREYY TEENTBFIRE. E=9—U VI RY v I DHREDER =BRL
TRV,

o 1I-—Y—EHEIOVIVPDEZS YV IOEMIE

3.3. 77 4L D GRAFANA =704 X ¥ NDEM(L

T2 MTIE, HAHARYEBERAD Grafana I VAY VRIE, V5RI—A NI RERRTBEY v
R=RDAL I ayeHIITTAOAINET, Grafana 1 Y RAI VL, I—F—AITRETET L
AIQ

Grafana 7704 XV NEENICT 2 &, BAET )Y —ZAD VTR —DHHIRINET, ThoHD
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Ty aR—RARBEETI, VS5RA9—DYY—RAEFHFHNTBICE. LTEFTIZENTEET,
722 L, BIZEHmEWeb AV Y —ILICEFNDIA NV RBLVPI Yy a2 R—RERRTEET,
Grafana FW DO TCEtBEAWLELT B &N TEE T,

AR

FIR

54

cluster-admin O— )L FDOD1—H—& L TISRI—ILTIEATE S,
cluster-monitoring-configConfigMap + 7 = 7 b &Z{ER L TW 3,

OpenShift CLI (o¢) B4 Y 2 h—ILI N T W3,

. openshift-monitoring 7’0 = ¥ kT cluster-monitoring-config ConfigMap = 7> = 7 b %

wELE I,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

grafana O~ R—% > b @ enabled: false % data/config.yaml ® FIZEML £,

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

grafana:
enabled: false

EREZERTRDICT7ANERFELEY, VY- EEFZEA LS. BEIRICEIRR
INFEY,

DI

==
[=]

ZDEE|IZLY ., Prometheus & & U Thanos Querier 2 &, —Ed 3>

A=Y ADPERINFT, ThickY., KEANL—SDFREDEY
2avVDFEHI,TZTT LTVWARWESRIC, RESNAX N VRPN RbN S
AEEMELHY £9,

Grafana Pod B"ETINTVWAWI E2HRB L T, LITDHIIE. openshift-monitoring 7’00
VI MDPodDRAT—H R %E—BRRLIET,

I $ oc -n openshift-monitoring get pods

P2
INLDPod ZRT I BETICHDNIDBIZENHY XY,
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BIER R
o E=H—NVIREYY TEENTBFIRE. =9V ITRY v I DHREDER =BRL
TRV,

3.4. O0—#J)L ALERTMANAGER D1t

Prometheus 1 Y AZ VY ANLDT Z— & )b—F 14 7 F % 0O—75)L Alertmanager &, OpenShift
ContainerPlatform €E=4 1) ~ 4 24 v % @ openshift-monitoring 7O =7 N TIXT 7 4L F TEW
ICIR>TVWET,

O—#JL Alertmanager Z A E & LR W IEA. openshift-monitoring 70 = 7 b T cluster-
monitoring-config 58 E~ v TEIBEL TEMIITEET,

AR
e cluster-admin O—J)LAF 21— —& LTI TRYI—ICTIVERATE S,
e cluster-monitoring-configConfigMap % {ER L TWL\ %,

e OpenShift CLI (oc) 4 Y R h—LI N T W3,

FIR

1. openshift-monitoring 7’0 = & b T cluster-monitoring-config ConfigMap ##R&E L £ 9.

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. data/config.yaml ® Il alertmanagerMain O /R—% > h® enabled: false %3E10 L &
ER

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

alertmanagerMain:
enabled: false

3 BEABEATBHDICT7AIVEREFELE T, Alertmanager 1 VA9V RE, TOXE%HEA
THEEEMICEMIIINE T,

BIER R

® Prometheus Alertmanager KF¥ a2 X > K

e 75— hDEHE

35. RORATY S

o 1I—H—EHSOVIIMNDE=Y ) VI DEMIE
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o JE—FEBMLR—F Z2HBL. BELBEREIINEFTITIUILET,
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FAE 1Y —EH AV FODE=Y Y Y TDEIME

FAZE 1 —HY—FEHKRIOVIIMNOE=ZSY ) VTDEREL

OpenShift Container Platform 4.9 Tl&, 772 bDTSY N7 —LDEZH—Y YV JITIMA T,
A—HY—FHR7OPT IV MOE=ZS—) VT E2FMITEET, BMOE=FY VIV Ya—avip
L IZ. OpenShift Container Platform THEMD 7OV TV M2 EZH4—TX3LDICA/YF LA, D
A FERTAIET, 775y b 74—LaVR—RV bEIA—HY—FEHETOVII FDEZS
Do IR —mlIhET,

pa 3

Operator Lifecycle Manager (OLM) Z{#fM L TH4 ~ X h—JLE N7z Prometheus
Operator D=V a3 ViE, I —H—EHXDE=ZY Y VT EHEBMELIHY FHA, TD
&. OLM Prometheus Operator IC& > TEE I N5 Prometheus AR Y LY YV —2R
(CRYELTA VAR M—=ILEINSEHRAH L Prometheus 1 ¥ XA ¥ >~ X & OpenShift
Container Platform TIEHR— b IhTWEHA,

41 1—H¥—FHXOP I MDE=H Y VT DEMIE
VSR —EBEIZ. VTAY—F=4") 7 ConfigMap #+ 7 =¥ K IC enableUserWorkload:
true 74 —JLREHJREL, 21— —EHFZOVII NDEZS )V TEBMITEET,

BF

OpenShift Container Platform 4.9 Tl&, 2—#—E&70 /7 hDE=Z4—-Y V7%
BMICT BHEIC, ARY L Prometheus 1 V29 VY A% HIRT 2HELNHY T,

pa 3

OpenShift Container Platform D1 —#'—E& 7Oz hDE=9—) VY T &2BMCT
%1, cluster-admin O—J)LZFD21—HF—E LTIV TRI—ICT IV ERATEDNE
BHYEY, ThiCLY, /53R —BBEFERFIERET, 1—F—EHFOSOV Vb %
EZH—FZAVKR—FVNERETEZNRN—Iv > aveEl1—H—IH5TEET,

AR
e cluster-admin O— )L &2{F 21— —&E LTITRYI—ICTIERTE %,
e OpenShift CLI (0c) 1’1 Y 2 h—ILI T W3,
e cluster-monitoring-configConfigMap & 7> = 7 M & {Ef L TW %,

e 7 3 T user-workload-monitoring-config ConfigMap %* openshift-user-workload-
monitoring 7O =7 MIFRLTW2, 21— —EH OV I ME2E=4—F 2V KR—
x>~ MDD ConfigMap ICEREA T2 a VA BIMTEET,

R

R EDZEHE % user-workload-monitoring-config ConfigMap IC{RF$ % 720
IC. openshift-user-workload-monitoring 7O~ = ¥ @D Pod B7F 701 X
hEd, NSOV R—IY MBT 704 ¢ 2L THEDI N DHZELHY
¥, I—Y—EESOVI I MDEZY Y VT ERDICEMICT BHIIC
ConfigMap # 72 =¥ M2k L. BRET DI ENTIET, ZhicL Y,

Pod #$88ICHET 704 § 2B/ LAY T,
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FIR

1. cluster-monitoring-config ConfigMap = 7> =V M fREL X T,
I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. enableUserWorkload: true % data/config.yaml ® FIZENML £,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
enableUserWorkload: true ﬂ

true ICERE9 % &. enableUserWorkload /S5 X —4% —(3 7 S A9 —ARAD1I—H—EH
Az MDEZV YT EEMILET,

3 ERABRHIZLOICT7AIVEREFELEFT., I —F—ERXRTOP I NOE=ZY )V JIEE
BICEMICAY ET,

Digk

==
[=]

Z & cluster-monitoring-config ConfigMap = 7> = 7 MIREIN S

&. openshift-monitoring 7O 7 D Pod LMD ) YV —RIEBT
704 INZAEEIrHYET, ZBTEH 7OV NOETHOE=S
Vo702t BREMNT HREENHY X7,

4. prometheus-operator. prometheus-user-workload & & U' thanos-ruler-user-workload
Pod #* openshift-user-workload-monitoring 7O =V N TRTHTH B & 2R L £
Y. Pod 'EEEIT 2 X TICH LERANDI D2 HEDHY X T,

I $ oc -n openshift-user-workload-monitoring get pod

el

NAME READY STATUS RESTARTS AGE
prometheus-operator-6f7b748d5b-t7nbg 2/2  Running 0 3h
prometheus-user-workload-0 4/4  Running 1 3h
prometheus-user-workload-1 4/4  Running 1 3h
thanos-ruler-user-workload-0 3/3  Running 0 3h
thanos-ruler-user-workload-1 3/3  Running 0 3h

BAEtE R

o VSR —FZNYVITERENTY TDIER
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FAE 1Y —EH AV FODE=Y Y Y TDEIME

o EZHYVIRIYIDERE
o 1—H—(IWIZ21I—HF—EHESOVI IV MDE=ZF YV ITERET DLOD/IA—Ivay
INE=s
42. 1—HY—ICHTB1—YP—EHEO IOV I b EEZI—F 5/~ v
vavofits

V528 —EEBEIE, §TOD OpenShift Container Platform @37 7OV M L V1 —H—EH
7OV NEEZS—TEET,

VS22 —EEEIF. ARESLIVCZTOMOI—Y—IC, MBOTOY TV MEEZSI—F /83—y
YavEMSTEEY, FHER, UTOE=4Y /00— ILOWTFhhr%EEYETEIETRHEINE
_a—o

® monitoring-rules-view O—JLi&, 7O =7 b D PrometheusRule h 2% L) VY —ZX~DF%
HFBRYT IO ERERELET,

® monitoring-rules-edit D—JLi&, 7O =¥ b® PrometheusRule H 2% LY Y — R % {ER%
L/\ EE L/\ ﬁm}$_§_6/<_s WV ¢/ 3 \/7511_&_‘:1#'5‘_' L/ i‘a—o

® monitoring-edit O—JLi&, monitoring-rules-edit 0— )L A CHEEGESLE T, I 5IC,
aA—H—FH—EXFLIE Pod DFHDOINE ¥ —45 v NE2ERKTEEXY, 2OO—ILEERT
% &, ServiceMonitor & & U' PodMonitor ')V — X &{EK L. ZE L., BRI 22 EETEE
_a—o

Fle, A —Y—EFEFOIOVIINEE=ZSN—FTBIVR—XVNERETZ/N—IvavEeEl1—
PF—IIH5T22EETEET,

e openshift-user-workload-monitoring 7’0 = ¥ b ® user-workload-monitoring-config-
edit O—JLICZ& Y. user-workload-monitoring-config ConfigMap = 7> =/ M & fR&ETX
¥, 20O—ILEFERALT, ConfigMap A 7> ¥ hAafREL., 21— —FE&HZD7—70—FK
MDE=4 —HIZ Prometheus. Prometheus Operator $ & Uf Thanos Ruler Z58 E CTX £ 9,

Z Dt 3Tk, OpenShift Container PlatformWeb AV Y —)LELIE CLIZFEHALTIhS5D
O—ILZEEYHETEHEICDOWTHBALE T,

421 Web AV Y —)IVEFERALAZI—H—1N—3Iv2arvDfts

OpenShift Container PlatformWeb IV YV —J)LAERL T, MBO OV 7 N2 E=Z4—F %/8—
TyyavEI—Y—-IIFE5TEET,

Gl s
e cluster-admin A—J/LEFDODI—H—E LTISARY—IITIVEATE S,

o N—J/LAEYYETEZA—HY—ThHOY MBI TICFEELTWS,

FIR

1. OpenShift Container Platform Web 3> ¥ —JL M Administrator /X\—2 %Y 7 4 7T, User
Management - Role Bindings - Create Binding IC#$&1 L £ 97

2. Binding Type . Namespace Role Binding ¥ 1 7% &R L £ 7,
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3. Name 7 4 —JURIZ, A=A VT4V ITDEZFAEAALET,

4. Namespace 71 —J)LRT, 7V ER%&2F5F 21— —EHO I a2 BIRLET,

BF

E=4Y >/ O—Jid Namespace 74 —JL RTHERAT 27O I MI/NA
YREINEY, COFREFRALTA—F—IIHETB/—-I v avid, &R
IOV MLOFBEBRINET,

5. Role Name —E&T. monitoring-rules-view. monitoring-rules-edit. Z 7=(& monitoring-
edit Z:# R L 7,

6. Subject 22> 3 VT, User Z:&IRLET,
7. Subject Name 7 1 —J)L KIZ2A—H—D&RIZAALZE T,

8. Create & 3ZIRL T, O—INA VT4 EALET,

422.CLI =2 fFRH LAY —1R—Zv a3 vDfts

OpenShift CLI (oc) AL T, MBEO 7OV IV MNEE=SH—F 21—y avari1—HF—IlfH5
TEEY,

Gl s
e cluster-admin A—J)LEFDODI—H—E LTI SARY—ILTIVEATE S,
o MN—)LEEYHTHZIA—HF—THIY M ITTICEELTWS,

e OpenShift CLI (oc) 4 Y 2 h—LI N T W3,

FIa
o OVIVINDA—Y—ICEZHN Y FO—-IEEYLTET,
I $ oc policy add-role-to-user <role> <user> -n <namespace> ﬂ

ﬂ <role> = monitoring-rules-view. monitoring-rules-edit. Z 7= (& monitoring-edit (&
IZET,

BF

BRLATATOO—IE, 7529 —BRENBED IOV LI MR YR
TERENHY T,

=& Z1E. <role> % monitoring-edit IC. <users % johnsmith IZ. <namespace> % ns1 |C
BEXMIFT, chilLY, 2—Y—johnsmith iZ, A KN RaALV>aviaEwy b7y
L. ns1namespace IC7 T — MIL—ILZERT H5/X—I v aUpglUHTONET,

43. 11— —|IWT 51— —EFHXOAVI I NDE=ZI Y VT AEZET S
T=ODIR—I v arvdfts
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A—H—IIN LT, A—F—FHF 7OV NDE=ZY ) VT EBRETBLEOD/IN—I v avafts
TXZEY,
Gl s

e cluster-admin A—J)LEF DODI—H—E LTISRY—IITIVEATE S,

o N—)LEEYHTRZIA—HF—THIY M ITTICEELTWS,

e OpenShift CLI (oc) 4 Y 2 h—JLXI N T W3,

FIR

e user-workload-monitoring-config-edit 0 —JL % openshift-user-workload-monitoring 7’0
VIV MDA —ICEIYETEY,

$ oc -n openshift-user-workload-monitoring adm policy add-role-to-user \

user-workload-monitoring-config-edit <user> \
--role-namespace openshift-user-workload-monitoring

A4 HRAILT TNV —2 3 VICDWTDISRAIY—HADLLDXAN) IR
NDT IR

MEOY—ERZE=F YV ITBEEIC, AXY RZ4 VD5 Prometheus #i5t =V T —9 2 H%E%
MBALET, VIRY—HADSE=ZY )V TT—HILT V1R 3ICIE. thanos-querier )L — b % {F
L/i_a—o

AR

e MEMDY—ERAFO/ALTVWS, A—Y—RIOT I NDE=4Y) VT DEWLFIE
ICHRE> TLIZEL,

FIE
. =2 Y%AREE LT Prometheus ICEHHLEX T,

$ SECRET="0c get secret -n openshift-user-workload-monitoring | grep prometheus-user-
workload-token | head -n 1 | awk '{print $1 }"

$ TOKEN="echo $(oc get secret $SECRET -n openshift-user-workload-monitoring -o json | jq
-r '.data.token’) | base64 -d’

2. V= bRAMZERRALFTT,

$ THANOS_QUERIER_HOST="0c get route thanos-querier -n openshift-monitoring -o json |
jq -r ".spec.host"”

3.AYYRIAVTHREDOY —ERDA M) VR %9 T)—LEY, UTICHlZRLET,

I $ NAMESPACE=ns1
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$ curl -X GET -kG "https://$THANOS_QUERIER_HOST/api/vi/query?" --data-urlencode
"query=up{namespace="$NAMESPACE'}" -H "Authorization: Bearer $TOKEN"

HAIKE, 7TV 75— 3> Pod NEEI L TWEHIBANRRINE T,

H A B

{"status":"success","data":{"resultType":"vector","result":[{"metric":
{"__name__""up","endpoint":"web","instance":"10.129.0.46:8080","job":"prometheus-
example-app","namespace":"ns1","pod":"prometheus-example-app-68d47c4fb6-
jztp2","service":"prometheus-example-app"},"value":[1591881154.748,"1"]}]}}

45 FE=X )0 Hh6D1—H—EFOTAY U M AEKRL
I—HY—FFDO7O0VT Y MNE, 21— —7— 00— REBEHISBRATEZT T, TNEEITTBICIL

& (Z openshift.io/user-monitoring 5 XL false #1§E L T. 7O Y h® namespace (ZEBM L
7,

FIR

1. IRV ETOY Y b namespace ICEBML 9,
I $ oc label namespace my-project 'openshift.io/user-monitoring=false'

2. B )V EBEBMICT BICIE. namespace ML I NILEHIBRL 9,
I $ oc label namespace my-project 'openshift.io/user-monitoring-'

-

yz o-1o)
TAVIIMITIT 4 TRERY—Fy M H o788, SNILEEMLE
#%. Prometheus N EFNOLDRA I LA EY T AEILLETBETICHOIDDIEESH
HYFEd,
46. 1——EH IOV NDE=Y ) VT DEMIL
A—Y—EHTOAVI I MDEZY Y VT EBMCLIEIC. V5RY—F=4 ) >4 ConfigMap 7
7Y 7 MIC enableUserWorkload: false #33 EL CINEABEEMICTIT X T,
yzo-1o)
F7-1%. enableUserWorkload: true #HIf2 L T, 21— —E&H A/ hDE=4Y)
VIEEMICTEET,

¥R
1. cluster-monitoring-config ConfigMap = 7> =7 M fREL X T,

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

a. data/config.yaml T enableUserWorkload: % false ICE&E L £ 9,
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a1 —Y—FRTOTII bOE=YY) VT DAERE

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
enableUserWorkload: false

2. EEAMEATZAEDICTI7ANERELEY, 2 —Y—E&EOV I hDEZS YV JIXBE
BRYICENIC Y T,

3. prometheus-operator. prometheus-user-workload & & U' thanos-ruler-user-workload
Pod #* openshift-user-workload-monitoring 7O =7 N THRT L TWS I E %2R LE
o TNICIEFDLIFEDI DD BBZENHY X7,

I $ oc -n openshift-user-workload-monitoring get pod

H A B

I No resources found in openshift-user-workload-monitoring project.

ya 13!
openshift-user-workload-monitoring 7”0 = ¥ k ® user-workload-monitoring-
config ConfigMap # 7> =/ M3, 21— —EHFTOT I MDEZY )V IHEMIC

INTWVWREEIXEBMICHIKRINhEFEA, INITL Y, ConfigMap THERK L 7z mTgEME
DHZBANRAY LEEERFINET,

47. RDODATv T

o XKMNUIZADERE
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ESE X Ny VDEHE

ANV O RAEFERTRE, VS2RA9—AVER—RV MBSLPHMBDT7—70—RDNRT+—<T VA% E
—H—TEFT,

B1LXNMNYOIRICDWVNT

OpenShift Container Platform 4.9 Tl&, 7 2 X4—aVR—x Y MIH—ERI Y KR4A4 ~ N TAH
INZANVIRERETZIEICLYE=ZS—TINhFET, 2—F—EXOVIIMDAN) I ZD
ALV aVeRETHIEETEEY,

Prometheus 754 7Y "NSA TS —%F7 T )= a3V LRIV TEHERTSIET, MBEDT—7
O—RICEEBETEZA NIV A EEETEET,

OpenShift Container Platform Tl&. X b 1) 2 Z (& /metrics DIERELZD FICHTTP H—EX TV KR4
Y MEBRTARAINZE T, curl 7 T) —% http:/<endpoints/metrics ICf L TET LT, H—ER®D

FIFARTREAR T RTDX M)V RE—BRRTEEY, & xldE. prometheus-example-app > 7L

P—EXANDI—hERFAL, UTEZRTLTCHHEATRERINRTOAN) IV RERRTEET,

I $ curl http://<example_app_endpoint>/metrics

H A B

# HELP http_requests_total Count of all HTTP requests
# TYPE http_requests_total counter
http_requests_total{code="200",method="get"} 4
http_requests_total{code="404",method="get"} 2

# HELP version Version information about this binary

# TYPE version gauge

version{version="v0.1.0"} 1

BTG IR

o Prometheus 7S5A 7Y M54 75 —ICDWTDEMIL. Prometheus RF¥F 21 XV N 2508

LTLIEIW,

52 1—H—EH7OVI I MDXKNY IRV I aVDERE
ServiceMonitor ) YV —R &R LT, I—H—EHTOV I MDY —ERXIT YV RERA Y S X K
DO2RENWETEFT, ik, 77V 45— 3D Prometheus VS5AF7 Y NS4 TS5 —AERL
TXANY 2 R% /metrics DIEERDOEZENICAFRLTWAZ EZHIRELTWET,
DtV avTE, A—Y—EEDOTOVII MTH Y TIHY—EREFTFOM1 L, RICH—ERD
E-Y—HEAEEFHT S ServiceMonitor )V —REEKRT 2 AEEHRBALE T,
521V 7II—E20F 704
A—HY—FHZOTOAV Y NTH—ERDEZY YV TETANTBICE, VT H—ERET 7O
1§2ZENTEET,

FIR
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. U—EXBREDYAML 7 7ML EERK L EFT, ZDFITIE. prometheus-example-app.yaml
EWDARITTY,

2. LTFDF7O4M AV NBLUHY—ERBREDHME 7 74 IICEMLET,

apiVersion: vi
kind: Namespace
metadata:
name: nsi
apiVersion: apps/v1
kind: Deployment
metadata:
labels:
app: prometheus-example-app
name: prometheus-example-app
namespace: nsi
spec:
replicas: 1
selector:
matchLabels:
app: prometheus-example-app
template:
metadata:

labels:
app: prometheus-example-app

spec:

containers:

- image: ghcr.io/rhobs/prometheus-example-app:0.4.1
imagePullPolicy: IfNotPresent
name: prometheus-example-app

apiVersion: vi
kind: Service
metadata:
labels:
app: prometheus-example-app
name: prometheus-example-app
namespace: nsi
spec:
ports:
- port: 8080
protocol: TCP
targetPort: 8080
name: web
selector:
app: prometheus-example-app
type: ClusterlP

Z DEREIL. prometheus-example-app & WD) ZEIOY —ER A1 —H—FEHE®D ns1 70O
TV MIFTTOA4LET, DY —ERIE. hRY Lversion X NV RERELET,

3. BREZV SRS —ICHEBLEY,

I $ oc apply -f prometheus-example-app.yami
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H—ERAETF 7O T 3ICIEZVE—IIIY FT,
4. Pod NETHTHD & EERTEET,

I $ oc -n ns1 get pod

o
NAME READY STATUS RESTARTS AGE
prometheus-example-app-7857545cb7-sbgwq 1/1 Running 0 81m

522. —EXADE=ZY—AEDIEE

Y—EADNRATSEXA M) VXA %FEART 5ICIE. OpenShift Container E=4 1) ~ 7 %, /metrics T~
RRAVRIDOANY IV REZRNETEDZLDICKRET Z2RENHYET, ThiEk, T—EXDE=4)
VU HEEIRET % ServiceMonitor H 29 L)Y —RAEE. F/IEPodDEZY Y VI AEEIEET
% PodMonitor CRD %#{FfH L TETTE X9, siEDHEIL Service # 72 7 RHAMETY A, &
HZDBEBWEARETYT, ThILY, Prometheus I Pod IC& 2 TRARAINZ X MY VATV RIRA v b
MOARN) I REERNETEIENTEET,

COFIETIFH, 21— —FHFTOTV T hTH—E XD ServiceMonitor ') YV — XA 5 {EfR T D HiE %R
BALZ .

(1} =355
e cluster-admin O0—)L £ 72| monitoring-edit O— )L 2 F D1 —H—& LTI S RY—IIT Y

o 1I—H¥—FHFESOVIINDEZNYVIEBHIILTWS,

o ZDfHITIL. prometheus-example-app > 7L —ERX % ns1 7OV Y MIF7OAL
TW5,

y 13!
A prometheus-example-app >~ 7L Y —ERIE TLS B A=Y R— b LEH A,

FIR

1. ServiceMonitor ') V — A ED YAML 7 7 1 L &EER L E T, ZDBITIE. 7 74ILiE
example-app-service-monitor.yaml & \\ ) ZEITY,

2. LU ™ ServiceMonitor ') ¥V — AR EDFMAEEMLE T,

apiVersion: monitoring.coreos.com/v1
kind: ServiceMonitor
metadata:
labels:
k8s-app: prometheus-example-monitor
name: prometheus-example-monitor
namespace: nsi
spec:
endpoints:
- interval: 30s
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port: web
scheme: http
selector:
matchLabels:
app: prometheus-example-app

Zhid. prometheus-example-app > 7L Y —ERICL > TREINZ AN V2 ERET
% ServiceMonitor ) V—2R A E&ZL T, ZhillE version X MY IV ZANEEFNFE T,

pa )

31— —E&HD namespace D ServiceMonitor ') ¥V — 2 (&, [E L namespace D
H—E2ADHERHETEZES, DF Y. ServiceMonitor ) YV —2 D
namespaceSelector 7 1 —JL RIZEICEEINF T,

3 BREZYV ZARAY—ICEALET,
I $ oc apply -f example-app-service-monitor.yaml

ServiceMonitor 257 704 32 DICEVERNIHIY FT,
4. ServiceMonitor ')V — AN ETHTHD I & =HBETEET,

I $ oc -n ns1 get servicemonitor

DBl
NAME AGE
prometheus-example-monitor 81m

BAER R
o 1I—H—FHRIOVIIMDE=Y) v ITDEMIL
® How to scrape metrics using TLS in a ServiceMonitor configuration in a user-defined project
® PodMonitor API

® ServiceMonitor API

53. XNV RDY T —

OpenShift Container Platform €E=4 1) v 74w & 27 R— K Tld., Prometheus DV T —E5&
(PromQL) 7 T1)—%E{TL. 7OY MIARIELINZ AN IR ERETEET, JOBBEICELY.
VIR —DREE, EZF—LTWBI—HF—EHDT7—/0— NICBT2BERM|MEHINIT,

IS A9 —EBE X, §TD OpenShift Container Platform @7 7OV ¥ hB L1 —H—EH
TOVzIRDANY) v EY)TYY—TEZET,

RARE LT ARNYYIDIT)—RICTOY L) NEEEBETI2LEN HY £, BIRLALTO
VI MDXARNI) Y I ERTT BICIE. BDERBERNIVBETT,

531 VR4 —BBELLTOIRTOTAYZI RDAN) YD) —
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VSR —BEBEFLIIIRTOTAY Y PORRNAN—I v avaFoa—H—&LT. AxhYD
ZUI TIRTDT 7 # )L b OpenShift Container Platform 8 L 21— —E&Z7OT I hDX MY
PDACTIVEZATEEY,

pa )

PSR —BEEEDHD. OpenShift Container Platform Monitoring TIRtI 1 % —
RR=F 4 —DUIILT I ERATEET,

AR

FIR

cluster-admin O—J)LF/=IFITRTOTAYV I FORRNN—IvoavaFEora—H—& L
TR —ICTIVEARATE %,

OpenShift CLI (o¢) B4 Y 2 h—ILIhT W3,

OpenShift Container Platform Web 3>V —JLA® Administrator /X —ZXJ F 4 7
T. Observe - Metrics #ERL F 7,

Insert Metric at Cursor 23&R L. FRIICEZINAI7 ) —D—EBA2XRRLET,

ARY LY T —%ERKT BITIE, Prometheus ¥ T —F5& (PromQL) DY L) —%
Expression 7 4 —JL RIZEIML F 9,

BEOIIT)—%EBMT ICIE. AddQuery Z3EIRL XY,

]
L]
DITY—AMBRTBICE. JTY—OBICHE | EBRLTHS Delete query %#IR L %
_a—o
]
H
JIY)—DEITEEDICTZICIE. VT —DHEICHD % &R L TH S Disable query
EERLET,

Run Queries #3&IR L., ER L7V T —%2FFTLET, 7T V—D6DA N 2R FTOY
FTEHIHRIEINE T, 7T —DEPWRGFE, UIKIEIS—AvE—IUDRRRIINET,

pa )

REDT—ATEETZIIY)—E, BRI ZTDEERICYA LTINS S
N FREFTSOY—%A—N"—O—KR$T208EEIrHYET, ChiaORd 3
ICI&. Hidegraph Z#IRL., X MNY v I TF—TILOH%EFALTIITY —%5H
BLFY, RIS, FHATES ) %23 LERIC. V2 72HEBETES4ELD
IOy hEBAMICLET,

8. AF¥av:R—=YURLICIK, EfFLAYTY —DEFNFT, O/ —Dty N2BE

FHTESLIICTDICIEF. TOURLAERELET,

BIEtR R
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e PromQL 7)) —DYERICEE Y 5Eflld. Prometheus 7T —[CDWTDORFI AV N 5
BLTLEIW,
532 HFAENTOAI—Y—ERFROV I MNDOXN) P RADYI T —

A—HY—FHROTOTVII MDA N v IIIE, AEEFLZREZ IOV MORIN—I vy aveR
D2A—YH—ELTT7IVEATEIT,

Developer /8X—2RJF 4 FIZIE, BIRLAZ7OV I NOFRIICERZEI N CPU, XEY —, B
1@ BLUTRY NIT—IRTy NI TY—DNEENET, /. 7OV MDD CPU, XEY —,
wEE. XY M7=y MBIV T TV =23V AN v JIZDWTHRY L Prometheus
Query Language (PromQL) VT —%#R{T§5 2 HTEXFE T,
pa 3]
FFE (L Developer /X\—2ZARV T 4 TDH%FHATE., Administrator /X —ARJ 7 1
TRFERATEEFEA. AEER 1 EIK1207AYV I MDA NY IV RADHEYITY —
TXF9, ERBEAT7 ISy M7 +—L3VKR—%> NE® OpenShift Container

Platform E=4 ) Y TCIREINDZ Y —KRX—F 4 —QUIILT7 IV ERATEEFHA, TD
RKbye LT, 2—¥—FRX7OVIIMIAN) VAU ZFRALET,

AR

o BARELLT, FLEANMN)IVRTHRRLTWVWSR IOV LI ROXRRN—I v avaERD
A—H—ELTIFRI—~ADT I EZADH S,

o I1—H¥—FHFESOVIINDEZNYVITEEHHIILTWS,
e I—H—FHIAVIV MIY—ERZTTOAM LTV,

o H—ERDEZY—AEEZEET BHIC. H—E XD ServiceMonitor 1 A4 L)Y —RE
£ (CRD) AR L T W 3,

FIR

1. OpenShift Container Platform Web 3> Y —JL® Developer /X—2Z XY 7 1 7H 5, Observe
- Metrics ZERL X7,

2. Projectt —BTA M) v I TRRTZ IOV MEERLET,

3. SelectQuery —EM 5V L) —%FEIRT 5. Show PromQL %FEIR L THR4 L PromQL
JIT)—%RTLET,

y 13!
_ Developer /S—2ZRJ 7 4 TTIF, 1TEIK1D2DI T —DHERITTEET,

BIER R

e PromQL 7T —D{ERICEET B3I, Prometheus 7T —ICDWTDORFa1 AV N BH
BLTLEIWL,

BIER R
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533.\EBINIANI) I RDFEA
JTY)—DETEIC. A NYIZRAPRBRTOY MIRRINEY, 7Oy O XEIFERERL, Y
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WEERIICERIEL, XNV REBRBTEET,
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. =S, BPLELITY—DEXANY 2070y MIRRINFET, REINBZ3XARMNYIR
HEIRTEET,
yz o-1o)
TI7AIBNTIE, 7TV —FT—TILIZ, IRTDANYIREZFDREDEE —

EXRTIBIMRE 1 —DRRIINEY, " 28 RIS &, /T —DIERE 2 —
ERMITBHIEDNTEET,

o JIT—HIBLIRTDAMN) I RAEIERRICTBICIFE, 7T)—D =D )wy
L. Hideallseries®=2 )y LZd,

o BFEDARNYVREIRRICTZICIE. VTV —FT—TILICBEL. X M) I REDHIC
HHEOMWMAZI )Y I LET,
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o JOY RAEKEILVY Yy I L, RSy U LT, BESALZREMITEIRLES,
o EEEOX=a1—%FEALT, KEGLEZERLIT,
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4. BEDEROITRTOII)—DHEA%RRTT 3ICIE. ZORBAROTOY MITIIADH—
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5 70Oy MEIERTFICT BITIE. Hide Graph % EIR L 7,
Developer /X—2X Y F 1 7:
1L 7Oy bEX—LT7yv 7L, BEGEEEZZEETZICE. LTFTOWThNEITVET,
e OV NEKEILVYY YL, Ry I LT, KESEEEZEENIGERLET,
o AEBOX=a1—%FALT, KEMEZBRLIT,
2. BFEOEHEE ) £y M T 5ICIE. Reset Zoom &R L £ 9,

3 RHEDRRDIANTDY I —DHEA%ZRTT I, TORROTOY MITIYIVRADA—
YIVERFELET, /T —OHARRY T7 v FTILRRINFET,
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HOE 75— MDEE

OpenShift Container Platform 49 Tl&, 75— MUl ZERALT7S— b YA L VR, BLVTT7S5—
ML—ILEEEBTEET,

o 7S5S—HMIL—ITS5—hML=ILIZIX, V75RAY—AOBEDREART—EDOZFUIEETNF
T, 77— HMIE, INS5DFEED true DIFHRICKNYA—3INFzT, 75— MIL—ILICIE, 7
T—KMNDI—TFT A VT AEEEETIEARELE|YHUTERIENTEET,

o Alerts7Z— M. 77— ML=/ TERZINLFED true DBEICKELFET, 75— H
&, —EDIRR A OpenShift Container Platform 7 2 X9 —NTCERFETH 5 Z & AR BA%
RHELFET,

o AL VR, YA L VRET7S—MIBEREL. 75— MDFEED true DIHFEITRHMNEEIN
BZEHBHSCIEDNTEZET, MHIENZBIET7S—ME2I 12— MILT, BANLEBEORER
ICRYBHOZENTEET,

pa )
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BREUADI—F—E, RO1—F—O—IPFYETLhTWhIE, 7Z—NEE
L TEMICTEIENTEET,

e Alertmanager ND 7 V£ X% FFA§ % cluster-monitoring-view 0 —Jl

® monitoring-alertmanager-edit 1—JL, ZHIZ&Y, Web AV —)LD
Administrator /X\— 2RV 74 TTT75— M E/ER L TEMICTET T,

® monitoring-rules-edit 0—JL, ZhIZLY., Web 3>V —JLD Developer /X—
AR T4 TTT7Z7— MafERR L TEMICTEET,

6.1. ADMINISTRATOR & & U' DEVELOPER /X —ZR Y F 4 TTDT7 Z— b
UINDT7 7R

75— b Ul &, OpenShift Container Platform Web 3> Y —JL® Administrator /\— 2RV 74 TH &
U Developer N—ZRV 74 THhLT7 IV EZATEXY,

e Administrator /X\— XY 5 4 7T, Observe - Alerting #:#IRLE¥, TDNN—ZARJF 1
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¥, Alertmanager i&. Watchdog D7 5 — MBHMAZEINBHMN 7ONS ¥ —ITRYIRLEEFLE

¥, BE. O/ ¥ —[E Watchdog 77— MDZE%ELLT ZRICERBEIRMT LD ICEEIN
F9, TDAHZX LI, Alertmanager EBH 7O/ ¥ —REOEEICEET 2MEERRICHET

ZDICZIBET,

661 75— NMNLY—/NN—DEE

T7S5—RMLY—N—%BELT, VS5RY9—ICDOVWTOEELRRBEICDOWTBETESLHICLET,
Gl s

e cluster-admin O—J)LEFDODI—H—E LTISARY—IITIVEATE S,
FIE

1. Administrator /X\— 2% 7 4 7T, Administration - Cluster Settings - Configuration -
Alertmanager ICBEIL X7,
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Pz
Folk, BAORKOD—TRALR=JVIIBHTEZIEETEZE T, OpenShift

Container PlatformWeb I > Y —ILDABALICHZNILD T A4 3 % 3ER

L. AlertmanagerReceiverNotConfigured 77 5 — k T Configure % ZEIR L £
ER

2. R—I D Receivers 74 <~ 3 T Create Receiver &R L £ 7,

3. Create Receiver 7 # — AT, Receiver Name ZEM L. —&H 5 Receiver Type %3ER L £
ER

4. LY—N—BEZmELETT,
® PagerDuty receiver D&
jf)ul:u DEYA 7075: ?R L. PagerDuty !f‘lhl:l *— %Lﬂﬂ LEXY,

b. PagerDuty 4 ¥ A h—JL®D URL ZEML £7,

C. VATV INBELVPA VTV NOFMELIZEREDIEEEZRET 2% 5(1&. Show
advanced configuration %3&R L £ 9,

® \Webhook receiver D&
a. HTTPPOST N VT AN XEEFETEIIT VY RRA VY M &=EBIMLE T,

b. T7AINA T avaEREL THRLILT 5 — N % receiver ILEE T 5156
l&. Show advanced configuration #:#R L £ 7,

o X —)l receiver DIFE

a. MHIAZEETAA—ITRLRAEZENMLET,

b. SMTP REDFHEMEEBMLET, ThiliE. BRIDEELXDT7 KL A, X—ILDEEIC
FHT % smarthost BLUVR— FEFE S, SMTP H—N—DKR M&, BLUVTREFIERE
SUHEMBEBRIrEENE T,

c. TLSHAMETHZIZNEIMIIDVWTEIRLET,

d T72IWKNF T a Vv aEREL THEREHDT 57— MDD receiver ICEFEINRLWNELD
ICL72Y, A—LBHREDKEKZIRET D2VELNDH BH5E L. Show advanced
configuration ZER L £ 7,

® Slack receiver DA
a. Slack Webhook @ URL #EiNL £ 9,
b. MA%EXET D Slack Fy R FF1—F—ZAEEBMLET,

c. T7AIWKNATLaVvEREL TRREHDT T — M receiver ICEFINRWVNE D
WKLY, P43V 8LV —REZRET 2HVENH DB EIE. Show
advancedconfiguration HERLEYT, FrrIVBEI—HP—HZEBREL, Inb%
)Y BNEIMIODVWTRERIRTZIEETEET,

5 F7#N TR, EITFINBZTRTOEL I —IC—BT 25N ERHFDT 5 — M receiver

ICEEINET, ETINDZTS—MDSNILDEE. FNHD receiver ICEEINBREIDIR
m;JL-TGéL‘_ W*ﬁé%‘gb‘%éiﬁ‘ («Et J«lT%%ﬁ'biTo
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EETT— MOER

a. =T 4 VT IRIEZEER T +— LD Routing Labels 7> 3 VITEBML £,
b. EMKIR%FHT %355 & Regular Expression &R L £ 7,
c. AddLabel #:#IRL T, ISICI—T1 VISRV EBMLET,

6. Create #3&3IR L T receiver Z/ER L £ 9,

6.7. 1 24 I» ALERTMANAGER % & D

alertmanager-main > —7% L v ~ % openshift-monitoring 7OtV NATIHREL T. T74)ILbD
Alertmanager 8% LEXTE X,

=55

e cluster-admin A—J)LEFDODI—H—E LTISARY—IITIVEATE S,

FIE
CLI T Alertmanager SR E%=ZEH T 51, LTFZ2ETLET,

1. IRIET U 7 14 7738 Alertmanager & % 7 7 1 JL alertmanager.yaml ICHAO L £ 7,

$ oc -n openshift-monitoring get secret alertmanager-main --template="{{ index .data
"alertmanager.yaml" }}' | base64 --decode > alertmanager.yaml

2. alertmanager.yaml CERE.AREL T,

global:
resolve_timeout: 5m
route:
group_wait: 30s
group_interval: 5m
repeat_interval: 12h
receiver: default
routes:
- matchers:
- "alertname=Watchdog"
repeat_interval: 5m
receiver: watchdog
- matchers:
- "service=<your_service>"
routes:
- matchers:
- <your_matching_rules> g
receiver: <receiver>
receivers:
- name: default
- name: watchdog
- hame: <receiver>
# <receiver_configuration>

Q service 1. 75— NAREXIHZH—EREEELET,

9 <your_matching_rules> 34 —4'v 75— MEEELZXT,
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9 receiver |&. 7S — MNIERAITIZEFEREAEELZET,

R

matchers ¥ —&%%ZFEALT. /—ROBRETT7 S — M BLETREDHBZ T Y
Fr—%¥EELET, match £7/IX match_re F—RIFFERLALWVWTLCEX
W, EBELEIMBETHY. SED) Y —ATHIRINZFETT,

ISIC, BibL—IVAEEERT % E(1E. target_matchers ¥ —HZAFERA L THY —
Ty hwwF+—%RL. source_matchers ¥— £ FALTY—AT Y
F+v—%n~L ZJ, target_match. target match_re. source_match. F7(d
source_match re ¥ —ZIXFEALAVWTL LIV, ThSIFFEHETHY., S
#%DY) ) —XTHIRINZFETT,

LUR @ Alertmanager 5% Efll&. PagerDuty # 75— KL ¥ —N—& LTERELE T,

global:
resolve_timeout: 5m
route:
group_wait: 30s
group_interval: 5m
repeat_interval: 12h
receiver: default
routes:
- matchers:
- "alerthame=Watchdog"
repeat_interval: 5m
receiver: watchdog
- matchers: - "servicezexample-app" routes: - matchers: - "severity=critical"
receiver: team-frontend-page
receivers:
- name: default
- hame: watchdog
- name: team-frontend-page pagerduty_configs: - service_key: "your-key"

ZDERETIE. example-app ' —EXTEITINSEKRED critical D7 5 — M &, team-
frontend-page receiver A L TEEINET, BE. ThoDyA FO75— bd. @R
F 2 IEBE XK F — L (Critical Response Team) ICEE XA REINE T,

3. HRREEZT7 7AILTHEALEY,

$ oc -n openshift-monitoring create secret generic alertmanager-main --from-
file=alertmanager.yaml --dry-run=client -o=yaml | oc -n openshift-monitoring replace secret -
-filename=-

OpenShift Container Platform Web 2>V —JLH 5 Alertmanager 58 E%#ZE T % ICIE. UTFAERTL
7,

1. Web 32 —JL® Administration = Cluster Settings - Configuration —» Alertmanager -
YAML R—JICBBLET,

2. YAMLEBEZ7 7MLV EZELET,

3. Save #EIRL £ ¢,
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® PagerDuty ICDWT DML, PagerDuty DAY A h ZBRB LTI W,

e service_key ZE1§9 % AEICDWTIE, PagerDuty Prometheus Integration Guide 2588 L
TLEIW,

o BEDT7Z—MLY—NR—RBBETT7I—MNEERET DHEIIDWVTIL, Alertmanager
configuration Z5RR L T I,

6.8. RODRATv T

o E=-XHYVTEH v a1 R— KD
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RIEE=FYVITF v aR— NOWHER

OpenShift Container Platform 4.9 l&, ¥ 524 —JVR— Y L1 —EHFDT7—oO0—K
DREEEMBTZDICEIDBFENRE=I—) VIS v aRr—RDty hE2R#ELZET,

Administrator /X\— 22XV 7 4 7% AL T, L% &L OpenShift Container Platform @7 3V
K—2Y DSy o1 K- RICT IR LET.

¢ APINT =T V2R

® etcd

® Kubernetes AvEa1—KFYY—2

e Kubernetes vy k7 —21)V—2X

® Prometheus

o VIR —BLV/—RONRT =TV RICEESTDUSE AV Y KFvy P aR—K

B47.1 Administrator /S — AR F 4 TDH v > 2 K— KDHI

Time Range Refresh Interval

Dashboards

Last 30 minutes = 30seconds =

Dashboard Job Instance

Prometheus / Overview = prometheus-kBs = 100282119091 -

¥ Prometheus Stats

Prometheus Stats Inspect

Instance T Job Version Uptime

101282119091 prometheus-k8s 2260 BSk

1-10f1 = 1 of1

v Discovery

Target Sync Inspect Targets Inspect

330PM 335PM 3:40PM 345PM 350PM 3:55PM

Developer X—2RV 71 7AFEAL T, BIRINALZTOV I NODUTOT7 Y5 —>avARN) D
A &R T B Kubernetes AV Ea—RMN) Y =Ry a2 R—RNIZ7I7EALET,

e CPU usage (CPU DfFFE)
o XE)—FEHE

o FHHEIRICEAT 21EHK

o N4y hL—MNER
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FIZEE=VYV T Y aR— FOMESR

E47.2 Developer /IX—ZARYV 574 TDH¥ v > 27 K— KDHI

= g;::;:ift # A3 ©O @ kube:admin v
You are logged in as a temporary administrative user. Update the cluster OAuth configuration to allow others to log in.
<> Developer
Project: openshift-monitoring v
+Add
Observe
Topology
Dashboard ~ Metrics ~ Alerts  Events
Observe
Search Dashboard Type Time Range Refresh Interval
Kubernetes / Compute Resources / Namespace (Workloads) + daemonset v Last 30 minutes  ~ 30seconds ~
Builds
Pipelines v CPU Usage
Helm
CPU Usage Inspect
Project
004
ConfigMaps
0.0
Secrets
0.01
4:20 PM 4:25PM 4:30 PM 4:35PM 4:40 PM 4:45PM
M node-exporter - d t
quota - request
H quota - limit
v CPU Quota
CPU Quota Inspect
Workload T Workload ... Running P... CPU Usage CPU Requ... CPU Requ... CPU Limits CPU Li..

pa 3!

Developer /8S—2ZRVF 4 7Tk, 1EIC1207OYV I hDHEDY v 2 R—RER
RCEET,

7109 —BEBEELLTDE=Y YV TH v aR— NOHER

Administrator /\— 27 7 14 7 TlE, OpenShift Container Platform 7 S X4 —DIA7 AV R—x >V
MIFEET 25y aR—RERRTEET,

AR

e cluster-admin O—J/LAF DI - LTISRY—IITIVEATE S,

FIR

1. OpenShift Container Platform Web 3> ¥ —)L D Administrator /X\—XR9J 74 7
T. Observe » Dashboards ICFEI L £,

2. Dashboard —&E T4 v > 2 R— KA EIRLXT, etcd® Prometheus ¥y > 27 R— R ED
—EDY v aR— RiE, BIREFICEMOY T AZa—54EmMLET,

3. MEILH LT, TimeRange —& TV 5 7 DRFAEGEH%ZERLE T,
o EHIEREFADHBAZRIRL T,

o BFfE$EHH —E T h R Y LADBREHFHHA 28R L T. HRY LDEEHGEHAEZRELE T,
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a. FromB LU To DEMEREBEAEAADFTZIBIRLE T,
b. Save 247 )wv o LT, hAY LDOEESHEEAERELET,
4. # 7 3 :Refresh Interval &R L 7,

5 BHEDEBICODWTODFMBFRERTIDICIEK. vy 2aR—ROKZFTSTICH—YVILEED
ﬁi’a—o

72.HARKEBEELTOE=ZHS Y VT Yy a7 R— KOWESR

Developer /8—2ZRVF 4 THFAL T, BIRLATOY Y bD Kubernetes AV Ex1—F )Y —2X
FyvoaRh—RaRRLET,

=S
o RAREI/CBI-—F—-ELTISRI—IKTIERATES,
o Yy a1R—RERRTZITOVII MORRIN—IvavdhHd,

FIR

1. OpenShift Container Platform Web 3> YV —JL® Developer /A\—2X XY 7 4 7T, Observe -
Dashboard ICFEI L £ 9,

2. Project: KOy 74UV )26 7O0V ) MEERLET,

3. Dashboard KOy ¥V YR M SYF Yy 2 R—REFERL, 7409 —INXNYIR
HERRLET,

pa )

ITARTDY v aR— KNi&, Kubernetes/ Compute Resources /
Namespace(Pod) % <. ZBIREFICEBMOY T XA Za—%%MLET,

4. BEICH LT, TimeRange —E TV 5 7 OBSREEE A #IRLF 7,
o EHIERFHOHBMERIRLET,
o FFE#EHIHE —&T h R4 LDKHEFEEA 2 EBRL T, hRS LOKEBEAZZELET,
a. From&B& U To DHN EEFEZ ANFTLITERLF T,
b. Save /7 ) v/ LT, hRY LDKHELEHEZFREFLET,
5. # 7> 3 V:Refreshinterval #3EIRL £ 9§,

6. BFEDEBICDWTOFMBERARTTZICIE. ¥y aR—ROEITSTICH—VILAEED
ﬁi’a—o

BIER R

® Developer N—ARIF 4 THFERLAZTOAV I NBLVCT TNV 5= 3V ARN) I ZADE
—y)vy
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FTIEE=IIV Iy aKR— FORHER

73. . RORTv S

o H—RKNR—=F14—DUIANDTIER
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BBEY—RNI—FT 4 —DUINDTIER
MEANYIR, 75—, BLUHF v aR— K Ul IE OpenShift Container Platform Web 3>V —
;‘EETTTL NEYT, INSOMBUIDFERAAEICOVWTOFMIE. LTFTORFa XY MESRLTL
o XKUYV ZADER
e 77— MNDERE
o E=-H)UIJH Yy aR— KD
OpenShift Container Platform (&, Prometheus. Alertmanager. & & U Grafana #— RK/\—F 4 —4

V=T IAZANDT IV ERAERBLES, BMOTSY M7+ —LAVR—XV DTy aR—R
l&. OpenShift Container Platform Web 1> ¥ —JL M Monitoring - Dashboards ICEEN £ T,

= -1o)
Y—RNR—=F A —DEZV VI TA VI —TIAANDT I I NDT IV ERITSED

OpenShift Container Platform ) 1) —X CHIFR S N 2 AIgEMELHY £9, TDIHFE. R—
NREAEFRALTENOICT I ERATI2HELNHY FT,

pa 3]
OpenShift Container Platform E=Z4 UV R4 v 7 B L VY v 2 2 R— K EHITIRHES

N2 Grafana 41 Y R4 Y AEFHmAIY EATY ., Grafana ¥ v ¥ 28— FITIE,
Kubernetes # & T cluster-monitoring X b 7V RO AN EENE T,

SILWEBI VY — I AFHLEY—KRR=—F 14 —DE=ZFH )T UIANDT
7t R

OpenShift Container Platform Web 3>V —JL % {# /A L T Alertmanager. Grafana. Prometheus. &
& U Thanos Querier Web Ul IZ 7V 2R TE XY,

AR

e cluster-admin A—J)LEFDODI—H—E LTISARY—IITIVEATE S,

FIR

1. Administrator /X—2 % 7 1 7. Networking - Routes ICEEIL X7,

p= =)

Developer /I8\—ZR Y 7 4 TH 5, H— K/X—F 1 —®D Alertmanager,
Grafana. Prometheus. & & U Thanos QuerierUIICT7 V7 E2RXA$T 52 EIETEE
HhA, Kb YIZ Developer IN—ZRT F 4 7D MetricsUl ) VU %{FR L i

¥, Chidid, BRRLATOY I NOBRICERINEZ CPU, XEY —,
g, LRy NT=O Ry DI T —DNEENFT,

2. Project: —& T openshift-monitoring 70> 7 P& RIRL FF,

3 H—RKRNR=F 4 —DE=ZAY T UIILTI2ERALZET,
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BEY—FN—FT1—DUINDTIER

e alertmanager-main 17®M URL %3#3IR L. AlertmanagerUl @OV A Y R—I T T,
e grafana 17 URL %3ER L. GrafanaUl DOV A v R—I T XD,

e prometheus-k8s 17D URL ZEIR L. PrometheusUl DO T A Y R—IJEFHEET,

e thanos-querier 177M URL Z3EIR L. Thanos QuerierUl DO T A Y R—IZFHEET,

4. Login with OpenShift %3&iR L. OpenShift Container Platform s23EE®RAFERA L TCOJ A >~
LEY.

82.CLIOERHICLBAY— K X—=F 4 —DE=ZF YT UINDT IR

OpenShift CLI (o¢) Y —JL % L T. Prometheus, Alertmanager. & & U Grafana Web Ul @ URL
EFRETEEY,

Gl s
e cluster-admin O—J/)LEFDODI—H—E LTISRY—ILTIVEATE S,
e OpenShift CLI (0c) 1’1 Y2 h—IL IR T W3,

=]

1. LFA3%1TL T. openshift-monitoring 7Oy Y hDI— b2 —BRRLET,

I $ oc -n openshift-monitoring get routes

H A B
NAME HOST/PORT
alertmanager-main alertmanager-main-openshift-monitoring. apps url_.openshift.com .
grafana grafana-openshift-monitoring.apps._url_.openshift.com

prometheus-k8s  prometheus-k8s-openshift-monitoring.apps._url_ openshlft com
thanos-querier  thanos-querier-openshift-monitoring.apps._url_.openshift.com

2. Web 75U H#—%{#H L THOST/PORT JL— MCREIL 7,

3. Login with OpenShift %33R L. OpenShift Container Platform SRFEEHRAFERA L COJ A >~
LEd.

BF

E=4"') > 7 IJL— M& Cluster Monitoring Operator IC& > TEEI N, 21— —H2ZLHE
THIEETEEHA,
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FIOEEZSY ) VIEAEOBED NS TN a—FTa VT

01 A —H—EFEFDAKNY IV ZAMFETETALAVEROHEE
ServiceMonitor ) V — X & {FHAT 2 &, I —H—EHRTOVI I N TH—ERICL>TRARAIN S X

N ZDERAEEHBITEFE T, ServiceMonitor )YV — XA EF L TWBIBET. X MY TR UI
IR BA MY IADBRRINBEWVIGEEIZ. COFIETHAINZ ATy TEETLET,

(1} =355
e cluster-admin O— L Z{F 21— —& LTITRI—ICTIERTE %,
e OpenShift CLI (oc) B Y 2 h—JLI N T W3,
o 1I—HF—FHRDT7—/AO—RFDE=ZF)TZEBYPICL, BELTWS,
e user-workload-monitoring-config ConfigMap &= 7> = 7 M = {Ef L TW 3%,

e ServiceMonitor ')V —XA & {EK L TW 3,

FIE
1. Y—E X B LU ServiceMonitor ) V —RZRET, WHd 2 RILOD—BEHRE LET,

a. Y—ERICERINLINIVERELET, UTOHFITIE, ns1 7OV D
prometheus-example-app F —EX%Z /T —L X7,

I $ oc -n ns1 get service prometheus-example-app -0 yaml

H A B

labels:
app: prometheus-example-app

b. ServiceMonitor ') ¥V — X% @ matchLabels app Z NIV EFIDRATY 7O IFRILDH
NE—BIBELEBALET,

I $ oc -n ns1 get servicemonitor prometheus-example-monitor -o yaml

H B

spec:
endpoints:
- interval: 30s
port: web
scheme: http
selector:
matchLabels:
app: prometheus-example-app
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FOEE=Y )V /BEBEOEBED NS TN a—FT1 0T

R

TAVIIVMDRRN—I v avEFOEEELELT, Y—EXBLT
ServiceMonitor )V — XA SRV AHERTEE T,

2. openshift-user-workload-monitoring 7’0 = % kM Prometheus Operator DO 7 %#R&E L
9,

a. openshift-user-workload-monitoring 7O ¥V @D Pod a—EBXRRL 7,

I $ oc -n openshift-user-workload-monitoring get pods

DBl
NAME READY STATUS RESTARTS AGE
prometheus-operator-776fcbbd56-2nbfm 2/2  Running 0 132m
prometheus-user-workload-0 5/5 Running 1 132m
prometheus-user-workload-1 5/5 Running 1 132m
thanos-ruler-user-workload-0 3/3 Running 0 132m
thanos-ruler-user-workload-1 3/3 Running 0 132m

b. prometheus-operator Pod @ prometheus-operator 1> 57+ —HM507%#BELET,
LUFDBITIE. Pod I prometheus-operator-776fcbbd56-2nbfm (Z7: Y 9,

$ oc -n openshift-user-workload-monitoring logs prometheus-operator-776fcbbd56-
2nbfm -c prometheus-operator

Y—EXEZS—ICEBENH2HBE. OTICIBUTOLIBRIS—NEENDARMENH
L) i‘a—o

level=warn ts=2020-08-10T11:48:20.906739623Z caller=operator.go:1829
component=prometheusoperator msg="skipping servicemonitor" error="it accesses file
system via bearer token file which Prometheus specification prohibits”
servicemonitor=eagle/eagle namespace=openshift-user-workload-monitoring
prometheus=user-workload

3. Prometheus Ul ATz DY -4y NRAT—H A EFEEALE T,

a. openshift-user-workload-monitoring 7’0 £ ¥ kT Prometheus 1 Y 249 ¥ AADKR—
MNeRXZREIIL X7,

I $ oc port-forward -n openshift-user-workload-monitoring pod/prometheus-user-workload-
09090

b. Web 75 U #'—T http://localhost:9090/targets B ¥, PrometheusUl TZAOY ¥ k
DY=Ty hDRAT—Y A% BEBRLES, ¥—7 vy MIEBETZIIS—AvE-IH
HEDEI D ZHRLET,

4. openshift-user-workload-monitoring 7’0 = ¥ b T Prometheus Operator D7 /3y 7L X
roo¥rJESE LET,

a. openshift-user-workload-monitoring 7’0 = ¥ b T user-workload-monitoring-config
ConfigMap # 7>z ¥V b &REL X,

97


http://localhost:9090/targets

OpenShift Container Platform 4.9 €E=4 1) >4

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-
config

b. prometheusOperator @ logLevel: debug %* data/config.yaml [Z:EfNIL. OJ LNV %
debug ICEREL 7,

apiVersion: v1i
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

prometheusOperator:
logLevel: debug

c. TEAFERTLZL-DICT7MILERELET,

R

openshift-user-workload-monitoring 7”0 = ¥ k ® prometheus-
operator (. OV LRI OEFRFICHBNICHEHL .

d. debug O %7 L X)L A openshift-user-workload-monitoring 7’0 = & b @ prometheus-
operator 7 7O4 XV MIEAINTWR Z & 2ERLE T,

$ oc -n openshift-user-workload-monitoring get deploy prometheus-operator -o yaml |
grep "log-level"

H A B

I - --log-level=debug

debug L)L OF > 7T &Y. Prometheus Operator IC& 2 TITHhN 2 TR TOFEUVH
LARTINET,

e. prometheus-operator Pod B"E{TINhTWS I MR LF T,

I $ oc -n openshift-user-workload-monitoring get pods

pa T
B X AL Prometheus Operator @ loglevel {EASREY v FILEF N3

%&. prometheus-operator Pod W IEE ICHEEH I NAWAREMENH Y £
ER

-

f. 7/\w 7O %msR L. Prometheus Operator A* ServiceMonitor ')V — X% {FH L TW3
NEIDZEHERELET, O/ THOREET SIS —OEEEZERLET,

BIER R

o 1—H—TFFEDTD—/IO—RKREZAYVITHRETY TOER
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FOEE=Y )V /BEBEOEBED NS TN a—FT1 0T

e ServiceMonitor % 7z i PodMonitor D{ERKAEICD W T DEFMIZ. H—EZXDE=Z4H —EDIE
EASBLTLEIY,

9.2. PROMETHEUS " KEDT 4 A V7 5EH A HE L TW3EHOEE
BIREIL, F—CEORTOHATA NIV ADBUEERT DLHDICTRIVAEERTEET, FHT
X2HREMDHDF—EEORTOHEIZ. BHEICOWTHEATEX2AEMOH Z2EOEICTE™RLF T,
BN EFIRDEEFOBMIX. XM Y RINTWAWEBMEFIENET, 72& XL, customer_id Bt
&, FETEZEI’ERICHZZH, XMV RINTLWRWERICAY X7,
HYLTONDIF—EEDORTICIETART, —BORRIIPDHY FT, SNIIZZHD/INM VY RINT
WRWMEAFERT S E, ERINDERIOBEAIERERMNICIEBMT 2, HY £, Thik

Prometheus M/XT7 # =< YV AICHET DAL DH Y, ZLL DT 1 R VEEEEET %L HY
F9,

Prometheus "% < D7 4 RV %#HET 2565, U TOFERAFEHRATEEY,
o INEINDNEYYSNOBEERRE LET,
e Prometheus Ul CORRIFT—H X—Z (TSDB) DRAT—H A%MHE L T. &t %< DEXRY
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