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BIEAX—IYLIYRN)—EDRE

Red Hat Advanced Cluster Security for Kubernetes (RHACS) (&, IFIFRAA—IL YA N =&
MEINTWBED, 1 XA—VEBEL, A XA—VOFERICEFaA) T4 —R)P—%2BHETEEY,

AR=—VLIRARN)—EHET B E. 4 A= DIERE Y Dockerfile DFFll (f X —Y L4 Y —%ED)
BREDEERLRAA—VDHEMERTTCEET,

RHACSZL YA MY —EMRE LK. TTOM AV MNIFEARR T IOAM A Y MRICAX—Y %X F v
YU, AA=YQVR=FVMERRL, X2V T4 —R)O—% A X—YITERTEET,

R

AX=JLIVRARNY)—#HETDE, RHACSIFL YA N —HDTARTDA A —T AR
FroLEHA, RHACS &, ROBEICDIA A —THAF vV LET,

o FIOAMXYNTAX—VRFRTS
o roxctlCLI Z#FHLTAX—V %A LET

o MMM VT L—>ay (CHYARATLEFERALT, EF¥aF4—KR)I—
ZERALEY

RHACS I3, RDEDIBREBRAA—IJLIRAN) —EHATEET,
® Amazon Elastic Container Registry (ECR)
® Docker Hub
® Google Container Registry (GCR)
® Google Artifact Registry
® |BM Cloud Container Registry (ICR)
® JFrog Artifactory
® Microsoft Azure Container Registry (ACR)
® Red Hat Quay
® RedHataAYFF—LIYRAN)—
® Sonatype Nexus

e Docker Registry HTTP APl Z A2 EZDMHMDL TR KY) —

1.1. BEIERE

Red Hat Advanced Cluster Security for Kubernetes (ZI&. Docker Hub i EDIZHEL YA M) —& DT
T4 MDEENEFNTVET, Flot 1 X—YDTII—I Ly bpE EZF4—IhBI32R

=BT —T4 777 MIBEDVWT, A VFTJL—2avazE8MICRETSIEETEEY, &
B LYZAN)—REEFETERETI2HEEFIHY FTEA,


https://aws.amazon.com/ecr/
https://hub.docker.com
https://cloud.google.com/container-registry/
https://cloud.google.com/artifact-registry/
https://www.ibm.com/cloud/container-registry
https://jfrog.com/artifactory/
https://azure.microsoft.com/en-au/services/container-registry/
https://quay.io
https://access.redhat.com/RegistryAuthentication#red-hat-registries-1
https://www.sonatype.com/nexus-repository-sonatype
https://docs.docker.com/registry/spec/api/

BIEAA—JLIRAN)—EDHSE

BF

GCRL YR MY —%fERHL TW3BHAE, RedHat Advanced Cluster Security for
Kubernetes LY X M) — & Z BEIICER L FE A,

1.2. AMAZON ECR D#:4&

Amazon ECR A& DIFE. UTOFRENHIINS E. Red Hat Advanced Cluster Security for
Kubernetes I ECR LY R N —#i& %= BEIMICER L £,

o UVSRH—DV S RKTONAF—IELAWS TT,

o VSR —D/—RITIE, 1 VRIVRIDBLVT 7 EZIAERE (IAM) O—ILDREER 17 A H
Y, 1 YV RI VARG T—HH—ERIE/ — NTHARTETY, =& AIE. Amazon Elastic
Kubernetes Service (EKS) 2 LTV 7 X9 —%2FE T 55, ZOO—JLIF EKS Node
IAM B—=J)LEMEENFE T,

® Instance AM O—JLICIE, TTOATBDECRLYARNY —ADT I ERIERE[MNEST 2 IAM
RYS—HY FT,

LEEDOREIH LI NS E. Red Hat Advanced Cluster Security for Kubernetes (FECR LY A b 1) —

NOTINTBETTOMAVRNEEZSY—L, TNODECREAEZBFMICEHRLET., ThH5DA1 YV
FIL—Yavid, BEMICERINZZIRETTET,

13.AX=—YLYRNY) —AFFHTHET D
GCREFHLTWBBA., 1 A—YL VRN —BEAFENTHERTINEI HY T,

1.3.1. OpenShift Container Platform L ¥ 2 k) —DFEIRE

Red Hat Advanced Cluster Security for Kubernetes % OpenShift Container Platform @ EJL b4 >3V
TTF—AA=—VLIRAN)—EHRETEET,

AR

e OpenShift Container Platform L ¥ X M) = TOFREEICIF A —F —F /X T — FHRE,

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,
2. Image Integrations £ 2 3 > T, Generic Docker Registry # &R L £ 7,
3. Newintegrationz 2 ) v -7 L&,
4. LLTFD7 14—V RICEFHZRALE Y,

a. Integrationname: 1 V77 L —< 3 VD4R,

b. Endpoint LY X MY —D7 KL Z,

c. Username & Password

5 LYZA M) —~DEHIFIC TLSAEAZEAFA L TWAWIEEIL. Disable TLS certificate
validation (insecure) %#&R L £ 7,
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6. LYZAN)—~DEHRETZA M TIHREEERT 515513, Create integration without
testing Z:ER L 7,

7. Test #ZBIRL T, BIRLAELPARN)—EDOHENEELTWDEZEETARNLET,
8. Save = EIRL 9,

1.3.2. Amazon Elastic Container Registry # FETHRET %

Red Hat Advanced Cluster Security for Kubernetes Zf#F L CT. Amazon Elastic Container Registry
(ECR) D&% FHTERB L VERTEE T, AmazonECRMS T 7041 § 5B A, AmazonECR L
VAN =DAVTIL—=2a VIEBEBBMICERINE T, L. TTOMAY MADA X =23
ERAF¥ Y UTBREHIC. BWBIA VT IL—2avEaERLEVWGE HYET, BEIERKINE A~
TIL—2avDNIA—I—%EETDHIELTEET, L&A BEIEMI N7z Amazon ECR fm
ATHEAINZRILAEEZZEEL T, AssumeRole SREE X7 IE T DHDERET I EFEHATEIENT
TET,

B

Eiﬁliﬁi“fhé ECR lF)L.l:u ‘uﬂDZTCEE%/ﬁfjé [l = lF)L.l:l %é”ﬂ% L. RedHat
Advanced Cluster Security for Kubernetes & Amazon ECR W54 X =Y & F 7014 F %
BRICEEIAEMINDNNSA =Y —THLWREEZERLET,

AR
® Amazon Identity and Access Management (IAM) 7 7 X F¥F—ID B LY —I Ly b7 O£ R
F—HPUETY, F/lE, kiam ¥ kube2iam 72 ED ./ — KL ANILD IAM 7OF > —%FEHT
52&E5TES,

o 7IOERAF—ITIE, ECRADFZAIY 7V AN NE, FE#MIX. Howdolcreate an AWS
access key? ZZRD Z &,

® Amazon Elastic Kubernetes Service (EKS) © Red Hat Advanced Cluster Security for
Kubernetes #3217 L TWT. BID Amazon 7 AV Y hD ECR £#ET 2% AIE. &AICECR
TURIRN)—=RYS—RTF—MAV NERETDIHENHY £, Setting a repository policy

statement MFBICHEL, Actions T. Amazon ECRAPI A RL —> 3 Vv DORO R I— T 5 FEIR
T35,

o ecr:BatchCheckLayerAvailability
o ecr:BatchGetlmage

o ecr:Describelmages

o ecr:GetDownloadUrlForlLayer

o ecr:.Listimages

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICR8IL £ 7,
2. Image Integrations £ > 3~ Amazon ECR % ®#IRL £ 7,

3. Newintegration=2 ) v 7925, BEERIN A VT I L—aryownwdhnrzs )y
JLTCHE, BEdit2 7))y I LET,


https://aws.amazon.com/premiumsupport/knowledge-center/create-access-key/
https://docs.aws.amazon.com/AmazonECR/latest/userguide/set-repository-policy.html

BIEAA—JLIZAMN)—LDEHE

4. UTFD7 14—V ROFMEANTIIEELEY,

a. Updatestoredcredentials:77t7\=\'— PIRRT—=RBREDI LTV vIVEEHFETIC
AVTIL—2avaZEETBIHEICIE. CORYIREI)TLET,

b. Integration name: 1 57 L —< 3 ~ D4,
c. RegistryID: LY X MY —D ID,

d. Endpoint: LY AR —DT7 KL R, D7 1—J)L K&, AssumeRole & 7> 3 VA REIRX
NTWLWBHEEICIEBMTEHY FH A,

e. Regionn LY XA NY—DY)—2 3> (fl: us-west-1),

5 IAM ZfFH L TW 354514, Use ContainerIAMrole &R L £ 9., ThUADIHZEIL. Use
Container IAMrole Ry 7 A DER %R L. 77 R Access key ID & & U Secret access
key #AAALET,

6. AssumeRole ZREFAFH L TW3I3EEI1E. Use AssumeRole Z3ZIR L. UTFD 714 —JL KD
WMEABDLET,

a. AssumeRole ID: 5| X% (750—)LD ID,

b. AssumeRole External ID (7 7 3 V): AssumeRole THERID #FH L TW3HEIE. &
k_ ‘L_ljjf % i -a—o

7. LYZRKN) —~DEHEET A M TICHREEIERT 2%BE &, Create integration without
testing ZER L 7,

8. Test ZFEIRL T, BIRLALIAMN)—EDMEDKELTWEIEZEZTAMLET,

9. Save ZERL 9,

1.3.2.1. Amazon ECR T assumerole Z{#fHd %
AssumeRole Z AT 3¢, E1——DONRN—I v aVaFFTHRELRLTE, A WS YUY —ZIAD
TORRAZHFAITEZT, KbVYIL, RELQERZFE D O—-IILZEELT. 21— —ICFDO—-I)L%5]|

XRIB-ODT IV ERIENMTEINELIICTEIENTEZXT, AssumeRole 2 FAT 2 &, £
YEDHNWERARME, BRYBEL., FLEZFOMBOAETC—BMNICEETIZT,

1.3.21.1. 357+ — IAM %{F[ L /= AssumeRole D:&E

Red Hat Advanced Cluster Security for Kubernetes T AssumeRole 2 {#H 3 28iIC. ETETNEEXET
DRENDHYET,

FIa
1. EKSUV SR —DIAMOIDC 7ON1 F—%HFMIL £ T,
I $ eksctl utils associate-iam-oidc-provider --cluster <cluster name> --approve
2. EKSV 529 —DIAM O— )L &ERR L 7,

3L LAEO—LZEY—ERTHD Y MCEEMITET,


https://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_create_for-user_externalid.html
https://docs.aws.amazon.com/STS/latest/APIReference/API_AssumeRole.html
https://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_create_for-user.html
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$ kubectl -n stackrox annotate sa central eks.amazonaws.com/role-
arn=arn:aws:iam::67890:role/<role-name>

4. NS EBREHL T, EEZEALET,

I $ kubectl -n stackrox delete pod -l app=central

5 HMEICHELUT, O—IbAOO—I)LEB|EZTDIEA52HFTTEZR)—ICO—ILEEIY KT
i-a_o

{
"Version": "2012-10-17",

"Statement™: |

{
"Sid": "VisualEditorQ",

"Effect": "Allow",
"Action": "sts:AssumeRole",
"Resource": "arn:aws:iam::<ecr-registry>:role/<assumerole-readonly>" ﬂ

}
]
}

Q <assumerole-readonly> Z 5| X Z (/- WO—JLICBEMZ F T,

6. 31ERIFHZO-IINDEREREEFLES,

{
"Version": "2012-10-17",

"Statement™: |

{
"Effect": "Allow",

"Principal": {
"AWS": [
"arn:aws:iam::<ecr-registry>:role/<role-name>" 0
]
b

"Action": "sts:AssumeRole"

}
]
}

Q <role-name> (3. LARTICERL72FTL WO —ILE—BTE2HELHY X,

1.3.21.2. 3577+ — IAM At 9°IC AssumeRole 2:%Ed %

AVFTF—IAM 7 L T AssumeRole AT 521X, 77 R EMBREAFRHL T, 7075 L4LI1ICL5
TORAEERED AWS 2 —H— & LTCERIATINELNHY T,

FIE

1. AssumeRole A—H—MNECRLYZANY—EBUTAVY MIHZD BIDTHIY MIHB
MG LT ROWTNDZITIDRENHY FT,


https://docs.aws.amazon.com/IAM/latest/UserGuide/id_users_create.html

BIEAA—JLIZAMN)—LDEHE

o N—J)LAB|IEZFIZAI—H—DNECRLIYRN)—ERBULT7HTY MIWBRBEIK. DER
ERETHLWO—ILAERLET.

pa )

A—JLZEXRT 2 EEIC. BBERKINCTERDERTESI VT 1714 —%
BIRTEEY, L. FRRICEET2RENHYET,

o FrtlF, A—HF—DPECRLIYAN)—CRERDZTHIY MIVWRHEIF, ECRLY R b
V-7 7€ L. TORHEEREERT HHDT IV EAFT2RMTI2LENHY X
-a_o

{
"Version": "2012-10-17",

"Statement™: |

{
"Sid": "VisualEditorQ",

"Effect": "Allow",
"Action": "sts:AssumeRole",

"Resource": "arn:aws:iam::<ecr-registry>:role/<assumerole-readonly>" ﬂ

}
]
}

Q <assumerole-readonly> Z 5| EZ (/- WO—JLICBEMZA F T,

2. Principal 74 —JILRDTFICZ—HF—ARNZEHZ 2 &ICLY, O—ILOEHEBREEREL X

ER
{
"Version": "2012-10-17",
"Statement”: [
{
"Effect": "Allow",
"Principal": {
"AWS": [
"arn:aws:iam::<ecr-registry>:user/<role-name>"
]
b
"Action": "sts:AssumeRole"
}
]
}

1.3.2.1.3. RHACS T® AssumeRole D% E

ECR T AssumeRole Z 5% L 7=#&. AssumeRole Zf#IFH L T. Red Hat Advanced Cluster Security for
Kubernetes % Amazon Elastic Container Registry (ECR) & i&TX X 9,

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,
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N

Image Integrations 24 > 3 > T Amazon ECR #:&IRL £ 7,
3. New Integration 22 1) v 7 L& 7,
4. LTFD7 4 —IL FICFE#ZRALET T,
a. Integration Name: ff & D & Hil,
b. RegistryID: L X k1) —® ID,
c. Regionn LY XA NY—=DY)—2 3> (fl: us-west-1),
5 IAM R L TW3HB AL, Use container IAMrole ##IRL £3, ThUADHBEIE. Use
ciu_s;om IAMrole R 7 ZDEIR % kR L. Access key ID & &£ U Secret access key = A1 L

6. AssumeRole #{#H L TW 315 EI1E. Use AssumeRole Z3ZIRL. UTD 714 —JL KOFEMA
ABALET,

a. AssumeRole ID: 5| X% (750—)LD ID,

b. AssumeRole External ID (#+ 73 3 V): AssumeRole THERID #FHA L TW3HEIE. &
k_ ‘L_ljjf % i _a—o

7. Test Z: R LT, BIRLULELIVZAMN) —EDOMENMERELTVWEIEZTAMLET,

8. Save = EIRL 9,

1.3.3. Google Container Registry = FEITRET %

Red Hat Advanced Cluster Security for Kubernetes % Google Container Registry (GCR) E#iETE &
E

([} =355
o H—ERT7AIYMNF—DPRUETT,
e BAETHHY—ERTHUY NI LIYRN)—IIT IV ERATEZRENMHYEY, 21— —5
LMD FOY Y M GCRADT VR %&FFAI§ 5 Ai%IE. Configuring access control &
SRLTCEIV,

® GCR Container Analysis 2B L TW3H&EIE. Y—EXT7AHD Y MIxOO—-LEMFE5T S
WHWELHY XY,

o AVFF—Hif/ —hE21—7—
o AVTF—aMEERRIE2—T—

o AMNL—YATVTHVNE2L—T—

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICB&IL £ 9,
2. Image Integrations £ > 3 > T, Google Container Registry = &R L £ 7,

3. Newintegrationz 2 ) v 7 L& 7,

10


https://docs.aws.amazon.com/IAM/latest/UserGuide/id_roles_create_for-user_externalid.html
https://cloud.google.com/container-registry/docs/access-control
https://cloud.google.com/container-registry/docs/container-analysis

BIEAA—JLIRAN)—EDHSE

4. LTFD7 4 —IL FICFE#ZRALET,
a. Integration name: 1 7 L —2 3 v O£,
b. Type: Registry #:&R L £7,
c. Registry Endpoint LY X MY —D7 KL &,
d. Project: Google Cloud 7”AY =¥ 4,
e. Service account key (JSON)EREEICERAT 2 —EXT7 AU Y b+ —,

5 LYZRNY)—~OEHmETAMNETICHEZENRT 2% &1, Create integration without
testing ZER L 7,

6. Test #:BIRL T, BIRLAEL VRN —LDHBRENEELTWSEZEATAMNLET,
7. Save #EIRLZF T,

1.3.4. Google Artifact LY A M) — 5 FETHRET S

Red Hat Advanced Cluster Security for Kubernetes % Google Artifact Registry E#i&TE 9,

AR

e Artifact Registry Readerldentity and Access Management (IAM) O—Jb
roles/artifactregistry.reader TH—EX7h VY X —DUETT,

FIR

1. RHACS ;R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,
2. Image Integrations £ 2 3 > T, Google Artifact Registry Z:EZR L £ 7,
3. Newintegrationz 2 ) v 7 L& 7,
4. LFD7 4 —IL FICFE#ZRALZ T,

a. Integration name: 1 7 L —2 3 v D&,

b. Registry endpoint LY X MY —D7 KL X,

c. Project: Google Cloud 7”AY =¥ 4,

d. Service account key (JSON)EREEICERA T2 —EXT7 AU Y b —,

5 LIYZAN)—~DOEHmETANMNETICHEZENT 2% &1, Create integration without
testing ZEZER L 7,

6. Test Z:BIRL T, BIRLAEL VRN —LDHBRENEELTWEZEATAMNLET,
7. Save i EIRLZF Y,

1.3.5. Microsoft Azure Container Registry # FEI TR ET %

Red Hat Advanced Cluster Security for Kubernetes % Microsoft Azure & TE £ 9,

1
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AR

FIR

EREFICIE, A —Y—RBENRRT— RHARETT,

RHACS R—# JLC. Platform Configuration - Integrations ICR8IL £ 7,
Image Integrations £ & 3 ~ T Microsoft Azure Container Registry ZE#R L £,
New integrationZ 7 ) v 2 LX ¥,
LUTFD7 4 —IL FICFE#ZRALZTT,
a. Integrationname: 1 V77 L —< 3 VD 4&HI,
b. Endpoint. LY X MY —D7 KL Z,
c. Username & Password

LYZAN) —~DEHRETZA M TICHREEZEKT 215513, Create integration without
testing ZER L 7,

Test ZFEIRL T, BIRLAELIYAMN) —EDMEDKELTWSEIEZTAMLET,

Save =EIRL X7,

1.3.6. JFrog Artifactory * FE) THRET

Red Hat Advanced Cluster Security for Kubernetes % JFrog Artifactory & fi& TE £ 9,

AR

FIR

12

JFrog Artifactory CTEREET B ICIE, A —H—RENRRT— RHBERBE,

RHACS R—# JLC. Platform Configuration - Integrations ICR8IL £ 9,
Image Integrations £ > 3 ~ T, JFrog Artifactory &R L £,
New integrationZ 7 ) v 2 LX ¥,
LUTFD7 14— FICFE#ZRALET,
a. Integrationname: 1 V77 L —< 3 VD £&HI,
b. Endpoint. LY X MY —D7 KL Z,
c. Username & Password

LY R M) —~D#EHGEIC TLSSEARE Z A L TWRLWIEEIE, Disable TLS certificate
validation (insecure) %#:&R L £ 7,

LYZAN) —~DEHRETZA M TICHREEZEKT 235513, Create integration without
testing ZER L 7,



7. Test %

8.

FEEAA-—JLIZAN)—LDOHE

f‘,ﬁﬁ

ZIRLT, BRLELVLIYRAN) —EDMENMEELTVWEIEZTAMLETY,

f‘,ﬁﬁ

ZRLET,

Save %

1.3.7. Quay Container Registry = FEI TR ET %

Red Hat Advanced Cluster Security for Kubernetes (RHACS) % Quay Container Registry &#i& TX %
-a—o /ko)jj_li%ﬁﬁﬁ L/T Quay t%}thlzlf%i-a_o

Quay ST Yy I YRS R — (LYR MY —) & DA COFETRBEIBEDY £ A,

ARy N7HOY NeFERALRE Quay T4 R—KL IR N —EDHE: TOHETIE.
Quay TERAYT20RY h7AHD Y M 2ERT 2RENDHY T3 (HER), FFMIE. Quay
documentation &M L T XL,

watﬂubewmsz$vf TR < Quay RF¥F v F—%EHT %: TOHETIEAPI
ZEA L. SREEIC OAuth h—2 VA E T, "Additional Resources” M "Integrating with
Quay Container Registry to scan images” Z &R L T XLy,

AR

FIR

Quay 7ZAR—MLIYZMNY—TORIEICIE. ORY N7HD Y MFEIEOAuth h—2 >
(GEHEER) ICREEM T b BRBRILE,

RHACS R—# JLC. Platform Configuration - Integrations ICR8IL £ 9,
Image Integrations £ > 3 > T Red Hat Quay.io #3ZR L £ 7,

New integrationZ 7 ) v 2 LEX ¥,

Integrationname # AH L £ 9,

Endpoint £/ldL YA M) —DF7 RLRAZAHNLET,

a. Quay /N7 Yy I YURI N —EEET BHE L. Type T Registry &R L. JRDOFIEIC
ﬁ%i’a—o

b. Quay 7ZAR—FL IR KNY =BT 215E(1E. Type T Registry #:ER L. XD
74— RICERZEADLET,

® Robotusername:Quay ARy K7 HO Y MEFRALTLYAMNY—=IZT7VEALTW
3imalE. 12— —%% <namespace>+<accountname> DX TANDL XY,

® Robot password: Quay ARy h7HD Y MEFERALTLYRAMNY—=IZT7IEZALTW
GElE, ARy N7AD Y MOI—HF—ZDIRXRAT—K%ZAALET,

e OAuth token: OAuth h—7 > GE#ER) Z#FERALTLYRAMNY—IZT7 IR LTV
BlE. TOT74—ILRICAALET,

F7av: LY R MN) —ADEKRIC TLSFERAE AR L TWAR WAL, Disable TLS
certificate valldatlon (insecure) Z#IRL £ 7,

FFav:TFAMNETOLTICA VT IL—> 3V %EERT %ICIE. Create integration
without testing #EIR L £ 9,
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https://access.redhat.com/documentation/ja-jp/red_hat_quay/3/html/use_red_hat_quay/use-quay-manage-repo#allow-robot-access-user-repo
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8. Save = EIRL £,

pz o-1o)
Quay 1 Y77 L —2arveiRELTVWENERBHREEH L LAWEEIL Update
stored credentials "EIRINTUVWAWT & =/ERELE T,

1.4. BELEER

o M A—TU%kAF+ T B7HD Quay Container Registry & DIEE

1.4.1. 1BM Cloud Container Registry * FEI TRET %

Red Hat Advanced Cluster Security for Kubernetes % IBM Cloud Container Registry Efi& TE X9,

AR

® |BM Cloud Container Registry Tagsl g 27O D APl ¥ —HME,

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,
2. Image Integrations £ 2 3 > T, IBM Cloud Container Registryz &R L £ 7,
3. Newintegration® 2 1) v - L%,
4. LLFD7 14—V RICEFHZRALE Y,
a. Integration name: 1 7 L —2 3 v O£,
b. Endpoint: LY X M) —D7 KL R,
c. APl key.

5 Test ZFERL T, BRLAELIYZAKMN) —LDMENHBELTWVWEIEZTAMLET,

[9))

. Save #EIRLZFY,

142.RedHat AV FF—L RN —AFFHTHRET S

Red Hat Advanced Cluster Security for Kubernetes % Red Hat Container Registry Efi& TE £ 9,

AR

® Red Hat Container Registry TOFREEICIE I —H—R &/ T — RN E,

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 7,
2. Image Integrations £ 2 3 ~ T Red Hat Registry ZZR L £ 7,

3. Newintegrationz 2 ) v 7 L&,
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https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_security_for_kubernetes/3.73/html-single/integrating/#integrate-with-qcr-scanner_integrate-with-image-vulnerability-scanners

BIEAA—JLIZAMN)—LDEHE

4. LTFD7 4 —IL FICEEMZRALE T,
a. Integration name: 1 7 L —2 3 v O£,
b. Endpoint: LY XM —D7 KL &,
c. Username & Password

5 LIYZANY)—~OEHmETAMNETICHEZENRT 2% &1, Create integration without
testing ZER L 7,

6. Test 2 EIRL T, BRLAELIVZAKMN)—EDREDKELTWEIEZTAMLET,

7. Save #EIRLZF Y,
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F2ECI Y AT LEDHRE

Red Hat Advanced Cluster Security for Kubernetes (RHACS) (&, X F X F 4GNS T oL —> 3
YCHHEBEMREIN, A AXA—VETTOMTIRICEINRBES LT 7O BEOEF2) 74 —Ib—
W BATEEY,

Red Hat Advanced Cluster Security for Kubernetes I, 41 X =Y HEI RINTLIAMNY—IZT Y
YaXINE CINRATSAVICHEINET, RMWCAXA—252Tv2a1952ET, AREE i
DCITANDEKE, V¥ —EKR., FLEZTOMOBBALEHIC, R)—FRITHLLRA S,
T—T14777 MNDTRAMNEHETTEET,

AgECHNIE., N—TaVEBEY X T L%EL T, RedHat Advanced Cluster Security for
Kubernetes F T v 7 ST EI RRAT—IDKKRLEFBEICTIVI) VT A NERIEFT—VY VTR B
NY—UINBVNEDICTAay I T20ELrHYET,

Red Hat Advanced Cluster Security for Kubernetes 4 Y XA h—JLICF7 V7 EAL T, 4 X —*‘)75‘%7@ L
TFEWRZ7z—XR)O—ICERM L TWEINEI DN ERIRT B EITLY. ClEME DA I HEEE

T, RUI—EBRI’HZHEIF. RYS—0DFHRA. HRIEBHIRRL, 1P‘IE¥I||E7&t0)u¥’fH17&X v t— /73‘21
VY—=IAJICRRINET, FERYD—ICE, A7 a VvoBRARENESEFNATVWET, EILR
7x—XDBEADEDHICR) O—%2<—0 LiigEa. TOR)—ILKRTZ &, 77472 MI€ERD
PADITZ—a—RTRTLET,

Red Hat Advanced Cluster Security for Kubernetes % Cl ¥ X 7 A EEET B ICIE. ROFIRICHKEWE
ER

1. EWRRY)S—%ZBET 2,
2. LYRAMN)—REERET %,
3. Red Hat Advanced Cluster Security for Kubernetes 1 Y X9 V RIC 7V A %EBET %,

4. ClINA T4V EBET 5,

21 EIL KRR O —D&E
EJL RHIC Red Hat Cluster Security for Kubernetes IR ) & — %8R9 5 1CIE, &I, AV TFH—5

A7 4 IDEINR 7 z—XICERING R —452BETIHNENHY FT, RIC, EILRFICA
A—IRNTyoaIhadalLyYRN ) —ERETHIUEIHY FT,

Q1L EBEOEIN R 7T —XRY) O —AFEET

RHACS R—# JL & L T. Red Hat Advanced Cluster Security for Kubernetes T&E L -BEFDE
WRIZz—XRY S —%HRLET,

FIR

1. RHACS R—# JLC. Platform Configuration - Policies ICR&L £ 7,

2. 7O—/\)LZFR%HER L T, Lifecycle Stage:Build ##%& L £ 7,

2122 LW RF LR o —DYERK

TI7AIDMNDRY >—%FEHT S &ICIMA T, RedHat Advanced Cluster Security for Kubernetes T
ARY LR —%ERTHIEETEET,
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https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_security_for_kubernetes/3.73/html-single/integrating/#configure-build-policies
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_security_for_kubernetes/3.73/html-single/integrating/#configure-registry-integration
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_security_for_kubernetes/3.73/html-single/integrating/#configure-access
https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_security_for_kubernetes/3.73/html-single/integrating/#integrate-with-your-ci-pipeline

FIR

1.

E2ECI VAT LEDKRE

RHACS /R—# JLC. Platform Configuration — Policies I(CF81 L £,
+New Policy =2 1) w7 LZE T,

R)>—D Name = ANLEFT,

R —D Severity LRIWVEBIRLET: 2714 A), &, . FEIFEK,

Build. Deploy. F7cl& Runtime "5, RY U —HAEA I NS Lifecycle Stages %#1EIR L £
T, BRORT—V%EBIRTEET,

yzo-1o)
ClYRATLERETR-ODHLWRY) O—%ERT 2H8IE. ZA4 7947
JIRAF—IE LT BuUild &8IRLZF T,
o bl RBFR!Y ¥—I&, CVE ¥ Dockerfile FIFREDA XA =T 74 —I)LRICEBAINET,
o FOAMEDRYI—ICIE, TRTOEIRBEORY) S —HEEAESHDZIENTEZXT,
/-, BET— RTODEFTY Docker T—EVYVYH Y ROV N E, 15R5—BEHL
LDT—4YERMBETDHEETEET,

o SUHALRY -, TRTOENRBEETTOMBORY D—HE LUV %
1 LFDTOERAERGICET 2T 928D ENTEET,

Description. Rationale. & & U Remediation 7 41 —JL RIZARY > —ICEAT 3 EHREADLE
T, CIDEINRERIET D E, TNO5DT A —ILRDTF—IDNRFINET, L >T. K
)Y —%HATE2IRTDBEREEH T LI,

Categories KOy 740U AZa—h5ATI)—%FIRLET,
DR —DERNPEELLZEZICTS— MNBNEZZET2@RMNOY T I A Za—H
5 Notifications B8 % EBIRL £ 7,

p=a-13]

7Z— MBH%EZ{ET BICIE. Red Hat Advanced Cluster Security for
Kubernetes % Webhook. Jira. PagerDuty 2 E DB 7ONA ¥ —EHET S
BEARHY Y, BAEEEIX, BFH T O/N1 4 —% Red Hat Advanced Cluster
Security for Kubernetes &fi& LIIZBICOARTIINE T,

. REDY S RAH—, namespace, XIEFINIIIHLTOHIDRY —2BMICT I

I&. RestricttoScope AL F T, EHDRI—TABML Y. namespaces & FRILD
RE2EX CIERKREFEMLALYTEIEETEEY,

. Exclude by Scope 2R L T. 704 XY k. U524 —. namespaces. BLUVSINIL%

BALET, COT714—ILRIE BELAEI VT AT 4—ILR) Y= ERINABWV EER
LET., BHORO—T%EML7Y. namespaces & TNILD RE2EX TERKIBAFEAL
UTBIEETEET, AL, TTAMX Y NOBIRICERRIBAFHAIT DI EETEE
A,

BRAINEAA—J (ENRZA 7L ILDH) DIFE. R)—DEREZ M) H—L7L<R
WIRTDA A= %) ZAMDSHERLET,
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R

BRAINIEZAA—J (EWNRSA 7L IMDH) REI. BGEHA VT I L —
VAVVRTLA(EWRSATHAINAT =) TA A=V F v V9515
BICOHEAINE T, CORYP—%EFRALT, ETHFOTIOM XY N (T
TOASATHAIVINART =) ERESVIAMLTITIETA—(ZV94
LSATHAINAT=I)F v U254, DREHY FHA,

12. Policy Criteria /23> T, R —%2N)H—F5BEEZZELET,

13.

INRJLANY & —T Next ZZIRL F T,

14 FILWRY S —R_RILIZIE, R)Y—2BWLEBEICN Y A—Ih2EROTLE2—H

15.

16

RRINFT,

INRJANY & —T Next ZIRL F T,

R —OEREEERIRL 9, BAKENL. Lifecycle Stages # 7> a Y TEIR LR
T—YVTOMHMEATEEY, R)P—%2EAL TEREZBETZICIE, ONEZBEIRLET, &
RDO&HEHRET HICIE. OFF 2ZRL T,

R

BWHOIRDEWI, SATHYAIILDERAT—ITERY FT,

Digk

Build 77— TldE, 41 XA—=IUBRY S —DFBIC—HT % &, Red Hat
Advanced Cluster Security for Kubernetes I& Cl EJL KIZKEL £ 9,

Deploy 2 7—< Tld. Red Hat Advanced Cluster Security for Kubernetes
i, R Y—DRBIC—BT BT a1 DEXRE7 Ay 2 LET, PRIy
varvadyhO—Z—EAINTWVWSE Y 5 RAY—TIE, Kubernetes F7=
I& OpenShift Container Platform % —/N—HD' 9 R TOIFEHD T FOA X >
70Oy I LEY, DY 5 XY —TIE. RedHat Advanced Cluster
Security for Kubernetes AFF#RD T 7 OA XV M ERE L T, Pod B’ R4
TVa1—IlEINBWEIICLET,

Runtime 2 77— Tld. Red Hat Advanced Cluster Security for Kubernetes
RS —DFRBIC—HT 2T RTDPod HZILELFE T,

H
[=]

RY—DEAIK, RITHFOT7 ) 5r—avFELEIHEETOCRICRE
EEZ ZEREMAHY FT, BEA T a vEEMICTIHEIIC, TATO
FEFREBICGBHNL. BENEARAT Y aVICHmT3AFEEETELTLE
T LY,

22. LY RN —EDERE

AA=—VBRAFXT VY VT DI, EWRRALATSAVTHFEALTWEBA A=Y LIYRARN)—ADTIER
% Red Hat Advanced Cluster Security for Kubernetes ICIRIt S 2 BN H Y £ T,
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F2E CIVRATLAEDHE

221L.BEDL VAN — 855 HRT 5
RHACS R—# I AFRAL T, LYAKN) =T TILRAEINTVWEINE DN AEETETET,

Fa
1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,

2. Image Integration 7 > 3~ T, BARRINT Registry ¥ 1 ILEIRLF T, 91 ILITIE,
FDIAINCT TICREINTWE T7AM T LDHERTIINET,

LYR MY =8 A UDRBRTINTOWAWESR. BHICA A—ILIR M —EHATELEND
L) i’a—o

2.2.1.1. BAEER

e (M A—YLIYRN)—LDIE

7O EADETE

Red Hat Advanced Cluster Security for Kubernetes (&, IA~¥>Y RS54 >4 >4 —7 x4 X (CLI) roxctl
%12#t L T. Red Hat Advanced Cluster Security for Kubernetes /R1) & —% EJL K/ TS5 4 V |ICEE
ICIETESEDICLET, roxctl CLI F. FIEICET 25 FMEHRE TOBERAEZHNL T, HRE
DAVTFT—FATH A VDN RT—Y TRKELZHRTESLIICLET,

Red Hat Advanced Cluster Security for Kubernetes APl % —/X—|Ixt L TR 2ICEREE T % ITIE. AP
N—V >V EERT DHENHY XY,
2.3.1.roxctl CLI %= {3 L /= 5R5E

FRREIC I, BREE N — 7 Y EIFEEBENRT—RZHATEEX Y, RedHatid. Fh—J VICKEDT
7 E AGEERAEIY HTONTWE D, ERERETRAEPN -V Vv 2ERTE I EIHERINK
_a—o

ROFIRZFEA LT, BEEM—7 v ZERLET,

FIE
1. RHACS R—# JLICKEL T,

2. Platform Configuration - Integrations IC#&1L £ 9,
3. Authentication Tokens 17T —F CFICAZO—JLL. APIToken® %2 ') w9 LZET,
4. Generate Token% 7)) v  LEd,

5 b= D&FIZAAL, BEBRLANIVDT VLR Z2RHT 20— ZERLET (L&A
I&. Continuous Integration % 7= |3 Sensor Creator),

6. Generate 27 ) vV LZY,

BF

ERIN b=V V%2 E-LTREIREFELIT., BERTTDIEIITER
TA,
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https://access.redhat.com/documentation/ja-jp/red_hat_advanced_cluster_security_for_kubernetes/3.73/html-single/integrating/#integrate-with-image-registries
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R

REEN—V v EER LIS, Eh%E ROX_API_TOKEN Z#& LTITV RR— ML ZF

ER

I $ export ROX_API_TOKEN=<api_token>

N—O 2 AR T774ILICIRTEL T, token-fileZ4 7> av e s HIcERATR22EETESE
I, UFICHERLET,

I $ roxctl central debug dump --token-file <token_file>

-password (-p) + 7> 3 >~ & -token-file # 7> 3 v OmMAEREEICFERT S
EIETEE A,

4 TIZ ROX_API_TOKEN Z#% %% L. --token-file # 7> 3 v A&#E L TW
%A, roxctl CLIIEEINAN—0 V7 74 IV EFRELICERLE Y,

9 TIC ROX_API_TOKEN Z# %5 E L. --password # 7> a v &IEEL TV
331546, roxctl CLIFIEEIN/A/NRAT— RARELICERLEY,

232.N4F ) —%F 5 O0—RKRLTroxctiCLIZA4 YA h—JL

roxctiCLIZA4 VA M—=)LLT, AV RZAM V(49 —T x4 AH5 Red Hat Advanced Cluster
Security for Kubernetes &XEET X £ 9, roxctl I&, Linux. Windows., F7zl& macOSIC1 VA h—Jb

TEEY,

2.3.2.1. Linux A® roxctl CLIOA A h—JL

ROFIEAEHAL T, Linux IC roxetl CLINA F 1) —A A VA RN—ILTEET,

FIR

i3
qEI-I.l

20

. roxctl CLI DFFiN—yavadorO0—RLET,

I $ curl -O https://mirror.openshift.com/pub/rhacs/assets/3.73.5/bin/Linux/roxctl
. roxctl /N4 7Y —%=RTHBEICLE T,

I $ chmod +x roxctl

. PATH EIZHBZTa LU M)—ICroxctl /N4 ) —A2BEBELZET,
PATH 25529 % 1CIE. U TFoav Y KEETLET,

I $ echo $PATH

AVAM=JL L7 roxctl DNX— 3 U AFERLE T,

I $ roxctl version



E2ECI VAT LEDKRE

2.3.2.2. macOS A D roxctl CLIDOA >~ A M—IJL
ROFIE%FERE LT, roxetl CLI /XA F 1) —% macOS IZA VA R—ILTEE T,

FIR

1. roxctl CLIOZFN—YavasdoryOo—RKLET,

I $ curl -O https://mirror.openshift.com/pub/rhacs/assets/3.73.5/bin/Darwin/roxctl
2. N F ) =D L INTOHERBHEZHIFRL X T,

I $ xattr -c roxctl
3. roxctl /N1 F 1) —ZRITHREICLET,

I $ chmod +x roxctl

4. PATH LEICHBT4 L2 M) —iCroxetl N1+ ) —%FEELF T,
PATH 2529 % 1CiE. U TFoa~v Y KEEITLET,

I $ echo $PATH

o AVAM—JLL7roxctl DNN— 3 U AFEZRLET,

I $ roxctl version

2.3.2.3. Windows ~® roxctl CLIOM4 XA b—JL
ROFIE%FERE L T, roxetl CLI /XA F 1) —% Windows IZ4 Y A MN—JILTEE T,

FIa
o roxctlCLI O&#FH/N\—Yarve=d¥oO0—KLET,
I $ curl -O https://mirror.openshift.com/pub/rhacs/assets/3.73.5/bin/Windows/roxctl.exe
o fVAM—=JLLZroxctl D=2 3V EHELET,

I $ roxctl version

2.3.3. 3V 7 F—5D'5 roxctl CLI DEFT
roxctl 7 54 7> MiE. Red Hat Advanced Cluster Security for Kubernetes roxctl 1 X —< D5 7 # )L

ROIVRNY)—RAVINTT, AVFTFF—AA—=Troxetl 7547 MAaERITTBICIE. LTFETW
F9,

=L 1R A7 L
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AUESRTT
o FY. RHACSR—Y IV LR N—V VEERT Z2RELNHY FT,
FIr
1. registry.redhatio LY X N —iICOJ/ 4>V LET,
I $ docker login registry.redhat.io
2. roxctl CLI DJRF DAV T F—A XA—T% TV LET,

I $ docker pull registry.redhat.io/advanced-cluster-security/rhacs-roxctl-rhel8:3.73.5
CLIZA YA M=)L L7t ROITY REFERALTCLI ZRITTEET,

$ docker run -e ROX_API_ TOKEN=$ROX_AP|_TOKEN \
-it registry.redhat.io/advanced-cluster-security/rhacs-roxctl-rhel8:3.73.5 \
-e $ROX_CENTRAL_ADDRESS <command>
pa 3]
Red Hat Advanced Cluster Security Cloud Service T, Central 7 KL 2= E &9 %
roxctl A< > REFERT 335 4A1CI&. Red Hat Hybrid Cloud Console @ Instance Details
IV avILRRIINS Central f YVAYVAFZRLRA #FHALEY, =& xIE, acs-

data-ABCD12345.acs.rhcloud.com DS Y | acs-ABCD12345.acs.rhcloud.com %
FARLET,

B®EE
o AVAM—JLL7roxctl DNXN— 3V AFEZRLET,

I $ docker run -it registry.redhat.io/advanced-cluster-security/rhacs-roxctl-rhel8:3.73.5 version

24.CI X1 T54 v DA
INOSDFIBEAERTLEDS, RORATY I CINRATSAVEHMETHIETT,

BCIYRATLTIH, DINICERDZBZENMBEICADGZGENHY T,

2.4.1. Jenkins DA

StackRox Container Image Scanner Jenkins 72 74 Y & EHA L T, Jenkins EMELET, 2DTS
T4V Jenkins 7Y =294 TOV I MNERL TSAVOEATHEATEET,

2.4.2. CircleCl O{#FH

Red Hat Advanced Cluster Security for Kubernetes % CircleCl E & TZX £ 9,

AR
e Image ')V —2Z®D read & write #EfREZ/HD M= U HH B,
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https://plugins.jenkins.io/stackrox-container-image-scanner

E2ECI VAT LEDKRE
® DockerHub 7HD Y hDA—H—ZENRRT—RKHH %,

=S ]
. CircleCliCEZA4 v LT, B0 7OV Y hMEELLH, ILWITOY I MEERLE T,

2. ProjectSettings 27 v 2 LZ9,
3. Environmentvariables#%2 1) v -7 L9,

4. D Add variable #7 1) v 2 LT, RO 3 DDOBREBELEHEERLE T,

® Name: STACKROX_CENTRAL_HOST - Central D DNS & & /I IP 7 KL &,

e Name: ROX_API_TOKEN - Red Hat Advanced Cluster Security for Kubernetes IZ77 7 £ X
T BHDAPI h—0 v,

e Name: DOCKERHUB_PASSWORD - DockerHub 7 A7 >~ hD/IXZAT— K,
e Name: DOCKERHUB_USER - DockerHub 7 A7 > b a1—H—%,

5. CircleCIBEZ 7 A IDFELAWERIEF, BRLATOY I hoO—A)LI—RKYRI b
J—DI—hT4 LU M)—IC circleci EWD T4 LI M) —%ZER L ET,

6. .circleci T4 L7 M) —DRDITIC config.yml sRE 7 7 1 L EER L E T,

version: 2
jobs:
check-policy-compliance:
docker:
- image: 'circleci/node:latest’
auth:
username: $DOCKERHUB_USER
password: $DOCKERHUB_PASSWORD
steps:
- checkout
- run:
name: Install roxctl
command: |
curl -H "Authorization: Bearer $ROX_AP|_TOKEN"
https://$STACKROX_CENTRAL_HOST:443/api/cli/download/roxctl-linux -o roxctl && chmod
+x ./roxctl
- run:
name: Scan images for policy deviations and vulnerabilities
command: |
Jroxctl image check --endpoint "$STACKROX_CENTRAL_HOST:443" --image "
<your_registry/repo/image_name>" ﬂ
- run:
name: Scan deployment files for policy deviations
command: |
Jroxctl image check --endpoint "$STACKROX_CENTRAL_HOST:443" --image "
<your_deployment_file>" g
# Important note: This step assumes the YAML file you'd like to test is located in the
project.
workflows:
version: 2
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build_and_test:
jobs:
- check-policy-compliance
Q <your_registry/repo/image_ name> Z L VA N —& A A=Y NRICEEMZAF T,

9 <your_deployment_file> #7704 XY N7 7 A LADNRRICEETZ F T,

pa

)R MY —IZ CircleCl D config.yml 7 7 1 LD G TILH B HE L. BEEDR
E77ANVICHEEINCFHEZECHLW a T YavaEmMLET,

7. BRET77ANEYRIY M) —ICOZIy b LA, CircleCl 4w 2 2R— KD Jobs F 2 — IR &)
LT. EIRRYS—DFEREEERLET,
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%33 PAGERDUTY & &S

3% PAGERDUTY & O#ES

PagerDuty =8 L TW %5 &1E. Red Hat Advanced Cluster Security for Kubernetes A* & PagerDuty
K7 52— MNZBXTEET,

RDF|EIE. Red Hat Advanced Cluster Security for Kubernetes % PagerDuty &6 57 DE L
NIDT—770—%2KLTVET,

1. PagerDuty ICFFLWAPIH—EXZEBIML., MEF—ZEBEBLET,

. A F—%FAL T, RedHatAdvanced Cluster Security for Kubernetes TBi %% E L £
ER

BHZEETEIR)Y—%Z2HEL. TNOHDRY —DBHBEZEFHLE T,

3.1. PAGERDUTY D& FE
FLOWH—ERZEHR L. MEF—ZES L T, PagerDuty EDIEEZRIBELE T,

FIR

1. Configuration - Services ICFBEIL £ 7
2. Add Services = EIRL £,
3. General Settings ©. Name & Description 23 8E L 9.

4. Integration Setting @ Integration Type KO 74 > X =1 —TC Events v2 APl %33R L
7-IRRET. Use our APIDirectly =2 ') v 2 LE 9,

5. Incident Settings T. Escalation Policy #:&R L. BHEEE A VTV NIA LTI N5k
ELEY,

6. Incident Behavior & Alert Grouping D7 7 #JL FREEZZIFTANZ D, BEIZGUTEREL
x7,

7. Add Service#7 1)wv U LZE 9,

8. Service Details *—Y T, IntegrationKey ZXEL XY,

3.2. RED HAT ADVANCED CLUSTER SECURITY FOR KUBERNETES D&%

=

&£

MAEF—%EHL T, RedHatAdvanced Cluster Security for Kubernetes ([CH L WEE =M L £ 9,

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICREIL £ 7,
2. Notifier Integrations 27> 3 TFICA2ZO—J)L LT, PagerDuty #3&RL 7,
3. New Integration(add 74 3A>) %20 ) v U LZET,

4. Integration Name D& = AN L XY,
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5. PagerDuty integrationkey 7 1 —JL RICHEEF—%2 ANLZF T,

6. Test(checkmark 71 1) %7 ') v - LT, PagerDuty & DIFEHLHEREL TW B T & A2 FERR
LE9.

7. Create(save 74 aA) &7 ) v/ LT, BEZEHRLZET,

33. R —BHODETE
VATFLRYS—DTFS—MNBHAEBMICLET,

FIa
1. RHACS R—# JLC. Platform Configuration - Policies ICR8IL £ 9,
2. 77— hDEBHRERBZRY -1 DUERIRLEFY,
3. Bulk actions T Enable notification % 3EiR L £ ¢,

4. Enable notification 7 1 ~ K7 T, PagerDuty notifier Z:#iRL £9,
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2. SRER—I D BasicInformationtz7 2 3 ~ T, Incoming Webhooks %3&3R L % 9 (Add
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BUAF A A —VRBHUEZF ¥ F—EOEBE

4 A=Y DI FRIC DTS 57-01C. Red Hat Advanced Cluster Security for Kubernetes %
CoreQOS Clair E# i TZ X9,

FIR

RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 7,
Image Integrations £ > 3 >~ T, CoreOS Clair #3ZR L 7,
New integrationZ 7 ) v 2 LX ¥,
LUTFD7 14— FICFE#ZRALZTT,
a. Integration name: 1 7 L —2 3 v O£,
b. Endpoint AF¥ v+ F+—D7 KL X,

F7av: LY R MN) —ADEKRIC TLSAERAE AR L TWAR WAL, Disable TLS
certificate valldatlon (insecure) Z#IRL £ 7,

A7 av: Test @BRL T, BRULELIZAMN) —EDMEDBELTWDZEETAML
i’a—o

Save #EIRLZF Y,

14.2. GOOGLE CONTAINER REGISTRY & D#E&

AVTFT—oREMBERF ¥ > D72HIT. Red Hat Advanced Cluster Security for Kubernetes %
Google Container Registry (GCR) &Efi&TE X9,

AR

® Google Container Registry D —EZXT7hU Y b —HDNE,

o FEMITONIEY—ERTADYNMI LYAMN)—IZT7VEATES, 2—H—BLTHOD
7OV MIGCRADT V2 A%FFA T %Akl Configuring access control Z#5H8 L T
T,

® GCR Container Analysis 2B L TW3H&EIE. Y—EXT7AD Y MIxROO—-ILEFELT
Wxd,

o AVFF—9HhH/ —~ Ea1—7—
o AVFFT—oMEERREL—T—
o AMNL=UATVTHIIE2L—T—
¥
1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 7,

2. Image Integrations £ 2 3 > T, Google Container Registry #:#R L £ 7,
Configure image integration’ Ry 7 AW AT X7,

3. New Integration 22 1) v 7 L& 7,
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4. LTFD7 14 =L RICEFEMHAESZALET,

a.

b.

o

e.

Integration Name: i & D & Hil,

Types: Scanner &R L £ 7,

Registry Endpoint LY A M) —D7 KL X,
Project: Google Cloud 7”AY = 7 M4,

Service Account Key (JSON)ZREERI DY —ERXRT7 AU Y b F—,

5. Test(checkmark 74 Q) % #IRL T, BIRLAELVAN)—LDREIHEELTVWE I &
ETAMLET,

6. Create(save 74 1) &ERL T, BEZEKL X,

143. 1 X—=TJ%XAF v ¢ 57HD QUAY CONTAINER REGISTRY & D

e

A A=V % RAF v T B7HIC. Red Hat Advanced Cluster Security for Kubernetes % Quay Container
Registry EfiETE XY,

AR

o A A—=U%ZAF YT BICIE. Quay Container Registry TEREES 728D OAuth k—7 V H%ih
E£TY,

FIR

1. RHACS R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,

2. Image Integrations £ 2 3 ~ T Red Hat Quay.io Z3&IRL £ 7,

3. Newintegrationz 2 ) v 7 L& 7,

4. Integrationname Z# AL 9,

5. Type T. Scanner ZERLEXT., (LYAKN)—EEHET 5% AL, Scanner + Registry %=
BRLUET, YUTO7 1 —IL NICEHREASDLET,

Endpoint: LY A MNY—DT7 KLREAALET,

OAuth token: RHACS N API = L CERELE S B 7=DICER T 5 OAuth h—2 % AL
i_a—o

7 7> 3 >: Robot username: Scanner + Registry 25X E L CH Y. Quay ARy hT7HD
YEMEFERALTLYAMNY =7 I7ERALTWSIGEIX. <namespace>+<accountnames>
OEATI—HF—ZEANLZET,

7 7> 3 >: Robot password: Scanner + Registry % L TW T, Quay ARy K7 AHD
VINEFRALTLY RN —IZ7I2ALTWRGEE. ORy 7AYo —H—
BDNRRAT—RZADLET,

6. 773V LY AN —ADEHIFICTLSSAEAEAFA L TLW R WHEIL. Disable TLS
certificate valldatlon (insecure) Z#IRL X9,
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7. 773V T ANEGTOTICA YT I L—2a VA ERT SICIE. Create integration
without testing #:&IR L £ 7,

8. Save =EIRL 9,
pz o-1o)

Quay 1 T 7L —>avaiREL TLWBHIEREREZEH L7 < RWEEIE. Update
stored credentials PMEIRINTWARWT & &2HEELE T,
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Jira = L TW3I5HE1&. Red Hat Advanced Cluster Security for Kubernetes 5 Jira IC7 5 — b %
X TEEY,

RDF|EIE, Red Hat Advanced Cluster Security for Kubernetes % Jira &8 27D DH L RILD
J—J70—%KLTVWET,

L JiraCTa—H—%%ELET,

2. Jra®URL, 2—%—%&, /R27T7—RK%ZEML T, Jira Z Red Hat Advanced Cluster Security
for Kubernetes &#i& L £ 9,

3 BHZEEETEIR)Y—ZRHEL, ThOoDRY Y—DBHMBRELZFHLET,

15.1. JIRA D& FE
FLWIA—Y—AERT2ENDIED., BYIAO—-ILEHERZEY Y TET,

=55
e HAETZTOVLY MNTHRELFRBLVRET /DO DERERD Jira 7HY v MHIBE,

FIa
o BEAEXRTZIOV Y MITIVERATES1—H—% Jira ILERRL T,

o ILWIA—HY—%ERT BICIE. Jira RK¥Fa X2 MMEY D Create, edit, or remove a
user #ZMB L TLEI W,

o A—H¥—IIFAY I/ MDA ET TV —= a3 VvADT I EREHFTT ZITIE, Jira

RE¥ax> b MEY YD Assign users to groups, project roles, and applications Z&8R L T
IV,

R

Jira Software Cloud = L TW3F&ld, 21— —%/EML7E. 1—
P—DIN—=—VVEERT BDVEIHY ET,

1. https:;//id.atlassian.com/manage/api-tokens IC7 7 X LT, LW
h—OV%EERLET,

2. Kubernetes M Red Hat Cluster Security #5889 % & Xld, b=V V%
INZAT—RELTHEALTLLEIW,

15.2. RED HAT ADVANCED CLUSTER SECURITY FOR KUBERNETES @

21—

ax AE

Jrah—N"—OURL &E21—H—DV L7+ I)L%EFERL T, RedHat Advanced Cluster Security for
Kubernetes ICHT L WS A ERR L £ 9,

Fa
1. RHACS ;R—# JLC. Platform Configuration - Integrations ICR&IL £ 9,
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2. Notifier Integrations 22> 3> &R/ 0O—/IL¥ D> L. JiraSoftware &R L £7,
3. New Integration 22 ) v 7 L& 7,
4. Integration Name DEZFIZ AL XY,

5. Username 7R v 7 X & Password or APl Token’ Ry J I 1—H%—DU L FVovILEAAL
9,

6. Issue Type IC. BRIAR Jira lssue Type (Task. Sub-task., Bug &) Z AN L £,
7. JiraURLAR Y 7 RIT Jirah—/"—DURL ZABDLZET,
8. MEEERTZ7O0 Y hDF—7% Default Project Ry 7 ZICAALET,

9. Annotation Key For Project Ry 7 2R L T, IEFIFAJira 7O Y M THREEEK
LE9.

10. Jira 7OV NCTHRILTSAAY 71 —%EAT 515E(1&. Priority Mapping b 7L %
FRALTHRILTSAF) T4+ —%2BRELZET,

N JRAZOYVIY NTCRADHRY LT 14 —I)L REFERT 235413, Default Fields JSSON
(Necessary If Required Fields) " 2 ZIC JSON{EE LTAALET, UTFICHAIERLET,

{
"customfield _10004": 3,

"customfield_20005": "Alerts",
1

12. Test(checkmark 71 O ) #3&R L T, Jira EDHEENEEL TWDBIEETAMLET,

13. Create(save 74 JV) 2#FIRL T, BREZFEHMLET,

1521 X FIFAJira7OY Y NCRABEERT S
Red Hat Advanced Cluster Security for Kubernetes #:&E L €. X FXFA Jira 7OV Y N TRIE%
ER L. BUARF—AILEEBRETESLIICTHIENTEET,
CIE= Jia
o 7S5—MNAERETZEIAVIIMITIECATEDZT7HY Y MHRE,

FIR

1. 7704 YAML 7 74 VISRODE I BT/ F7—>avaEBmMLET,
I jira/project-key: <jira_project_key>

2. Red Hat Advanced Cluster Security for KubernetesCluster Security 5 E 9 % & X
l&. Annotation Key For Project 7 1 —JL K T7 / 57—< 3~ % — jira/project-key =/ L %
EP

BRENTZTT LR, TTOAX Y MDYAML 7 74IVICT /) T—2avhgFNTW5SIBE. Red Hat

Advanced Cluster Security for Kubernetes (EZ D7 / F—> a VI EINA7OY I MIT7S5— b
HEELET, ThUADZEIE. 75— M T74) 07OV MOEEINET,
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15.2.2.Jira COHRYLTSA A YT 1 —DHETE

Jra70 I NTCHRILTSAA) T4 —%FHLTWSIHES

Security for Kubernetes TZENHLZRETEE T,

FIR

¥, Red Hat Advanced Cluster

1. Red Hat Advanced Cluster Security for Kubernetes T Jira fiGZs8&8E L TWB & X
IC. Priority Mapping k7' )% 74 > IC L &9, Red Hat Advanced Cluster Security for

Kubernetes & JIRA 7O0Y 49 N AF*F—< &5

L. CRITICAL_SEVERITY. HIGH_SEVERITY. MEDIUM_SEVERITY.

LOW _SEVERITY 74 —JLRDEABEAALZET,

BLV

2. JRATOV Y RBEICEDWT, TS5M4A) T4 —DEEAHREFT/ITEFRFLET,

3. Test(checkmark 74 Q) %##IRL T, Jira EDHEEHIHEL TWEBIEETAMNLET,

4. Create(save 74 V) %#&RL T, REZEKL T,

R

IS—DRELEBEIIK. JnEeDd STy a—FT4 T €02 avOFEICED

i’a—o

15.3. R o —BHDEE
SATFLRY)S—DTFS—MNEBHAEBAMICLET,

FIR

1. RHACS R—# JLC. Platform Configuration - Policies IC#8IL £ 9,

2. NDEELRERDZR)—F1DUERIRLEFT,

3. Bulk actions T Enable notification #:ZR L £7,

4. Enable notification 7 14 > K T, Jira notifier 28R L 7,

R

MOBmEEFZREL TLWARWEGSE., AT AILEMKEE

+— /#%TbiTo

5. Enable =2 ) vy -2 L%9,
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ENHYET,

o BEHIF, BEDTS—MINLTIERITEEINEY, R ¥ —ITBHKEE
Y ETEBE, ERICE>TH LW = M ERINAWRY . BRIERZE
IhFE A,

® Red Hat Advanced Cluster Security for Kubernetes (&, RO+ 1) A IIx L TH
LW75— M2 LZET,

o RUY—EBRIFE., 77OA4 AV NTHDTHELET,

o SUHAMLTI—ADR)Y—ERIFZ. ZOFTTOA XY MNDRY >—IIx
TBLURIDS VA LT S—NfBRLABDODTTOA XY NTERELE
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BAJIRABRED NS TV a—FT1 7
Jra 7OV NTHRILTSAF Y 74 —FLRBBEDHRY LT 14—V REFERLTWSIHE.
Red Hat Advanced Cluster Security for Kubernetes % Jira Software i L LD &ET B ET S —HH

£35HEMDHYET, IDIT—E EREEBEET 1 — IV RDEN—HLTWARWI EHREE
THEIARMELDHY TT,

JRAZTOVIV NDARILTSAF ) T4 —DEIRDLHISWIEEIL. roxctl CLI 2 L T JIRA
wmEaEOTNyTasEaMICLEY,

FIR

LJRAZOY I MDOARILTSAF Y T4 —DEERIBT SICIE,. ROITY REETL
T. JRABEDT NNy O aAICLET,

$ roxctl -e "$ROX_CENTRAL_ADDRESS" central debug log --level Debug --modules
notifiers/jira

2. 8RICHE > T, Jira A B D Red Hat Advanced Cluster Security for Kubernetes %% 7€ L &

T, BEETANTDE BETAMKBMLUEBETEH, ERINEZOJICIGJIRA 7OV T
JRRAF—REARILTZA4F) T4 —DEFNET,

3. TNy JEREEMEINI Zip 77 MIILE LTIRET ZICIE, ROITY REETLET,

I $ roxctl -e "$ROX_CENTRAL_ADDRESS" central debug dump

4. Zip 77 AIVERELT, JRATOYV Y RTHERAINTVWDIARILTSA4F) 74 —DIE
EERELET,

5. 7Ny IO A T7ICE BT, ROIATY REETLET,

I $ roxctl -e "$ROX_CENTRAL_ADDRESS" central debug log --level Info

6. Jira fi& D 7=®IC Red Hat Advanced Cluster Security for Kubernetes # BERE L. 751 %
)54 —DEAFEBLTHRYLTSAF ) T4 —%2BELZET,
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F16E X — )L EDFEE

RVY—EBRICATEZ75— MNEBEDEFA—ITO/NA ¥ —ITEET % &£ 5 IC Red Hat Advanced
Cluster Security for Kubernetes (RHACS) Z8&E L £ 9,

RHACS BN OiFEDBEF A —INTONA T —ILT 53— MNadnE T2 2 &1C4& Y. BRAAEELTETF
A—)VEFHETEET, RHACS 7Sy NI A —LDSBFA—IT RLRILTS—MNEEET DI
i&. Default Recipient 7 1 —JL KA A L TIREDERBEF—LILEFA—ILEEETEH. 770
AAVINT /) T—2avaERLTEBNORKRELIEELET,

T)TF—=avdF—%{FEALT. 7704 AV bFEIE namespace ICBEEMITSNTWE R > —&
RICOWTBHIT 24 —TA IV REERCEET, TIAM XY NIT/T—2avhHdBE. 7
JT—=2avOENTIAIMEEA—N—FA4A RLET, namespace ICT7 / T—2avhH 35
A. namespace DEMNT 7+ MEE EEX LT,

o FOAXYINMIT/)T—YavdF—EBEINAEAT—FTAIVADHBHBE. F—ICL>2T
EHZEINEFT—TFTAIVRICEFA—IDIEEINTT,

o FAOAAYMIT/T—2avE—IRWEA, namespace TV /T7—>avx—HFz v
JIN, BEINLA—TAIVRICEFA—IDAERFINET,

o T/F—vavIF—ABELAVES. BATEEINTLEF I 4L FNOBEZICET A~
IVBEEINE T,
161 AXA—=ILTSTA4VDHETE

RHACS BAI#EEIZ, 1 VT VL —>a Vv THREINALZEBICEFA—ILEEZELLY, 7/57—
vavEFRALTREEEZRAELLYTEET,

VI)T—2avaEERLTEFXA—IOREZZEMNICHEIT S ICIE:

L 774 A MYAML 7 7 A VISRDBID & S 78T7 /77— avaEBmMLET, 2
T. emailld, EF X — LA TIEET % Annotation key TY,

annotations:
email: <email_address>

2. RHACS Z &% E 9 % & Xk, Annotation key for recipient 7 1 —JLRT7 /F7—2a>vF—0
email ZERAL X7,

Pz
T70O4 AV bFEFlE namespace DIFEREERTEET,

T)TF—=avEFRALTTIO4 A2 bFEIE namespace & E L7<%E. RHACS 75w b7+ —
LZT /) T—Ya Vv THREISNLEEFA—INITSI— b 2ZEELET, ThUADFZER. T74 1
DEEBILTS—MEEELET,

FIR

1. Platform Configuration - Integrations ICBE# L £ 7,

2. Notifier Integrations £ > 3 > . Email 2:ZRL X7,
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12.

13.

BI6E A — I EDHE

New Integration #3&R L £ 9,
Integration Name 7 4 —JL RIZ, EF X —ILIEEDEZREIZANLET,

Emailserver 7 1 —JL RIZ, BFA—IWHY—NR—DF7RKLRAEAHALET, EFXA—ILHY—
N—=T RLRITIE, B2BEERAAVE (FQDN) ER—FBSHAEEFNET, LEX
I&. smtp.example.com:465,

T a v BRI TWAWLSMTP #{FA L TW3I5E(E. Enable unauthenticated SMTP
EBERLET, CNIFLRLETIERL, #HEINFIEAD, 1T 7L —2avIilL>TRBRE
ICRBGZENHY T, &ExIE, R uIE’éLZ\%t LARVBHICHEY —N—%2FAT 3548,
CDFATavaBMTINELNHDIGELHY T,

Pz -
REEAERALUTCERIEINTVWAWSMTP BT 3BEFOEF A —ILI VT
JL—2avaZTETLIEETETEA. BEOAVFIL—a v el

L. Enable unauthenticated SMTP %2R L TH L WA Vv TFI L —>a v &
BT BZHELHY FT,

muIEL.ﬁFHT%"T l:7\ jj'jy F@l—ﬁ—%t/QZU—l\“%)\ﬁbiTo

AT a3V EFA—ILBHMDO FROMAY ¥ —IIRRT 24H1% From 7 1 —JL KICAHDL &
9. =&z &, Security Alerts 72 &€ TY,

BFA—ILEHODO SENDERANY ¥ —|IRTRTDEFAXA—IT7 KL A% Sender 7 1 —JL KIZIE
ELET,

Default recipient 7 1 —JL NIZ, BHI%ZZET2EFA—ILTRLRAZEELXT,

Z 7> 3 >: Annotation key for recipientiC7 / T—> 3 v F—%AHNLET, 7/ TFT—> 3
VERMBL, 7704 XY MFEIE namespace ICZDIEDF—HHZHE. BRIET / T—
YIAVDEFA-IT RLRICEGFINE T, TnLUADIFE. @KL Default Recipient
74—V RTHEESNALEFA—NICEBINES,

7 7 3 : Disable TLS certificate validation (insecure) %#3&R L T, TLS #FHE TICEF
A—LEZEELET, StartTLS #FEA L TLWARWRY, TLS #EMICLABVTLEI W,

pz o-1o)
BFA—IIBRICIETLSAFERALE Y, TLSHARWE, IRTODEFXA—ILIE
EELINTICEEINT T,

ZF 7> 3 StartTLS 2 % ICI&. Use STARTTLS (Requires TLS To Be Disabled) N
Ay 747> A =21—T Login £7zI& Plain &R L ¥ 7,
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StartTLS 2T 5 &, Ty ¥ a vORSIEIEIIINRIIC. VLTV Iw
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® login/N\T A —% —%35%FE L7 StartTLS 1&. base64 TLY 11— RKIN7iX
FHTRIEI LTV vILEZEELET,

® Plain /XS XA —4—%IRE L/ StartTLS (&, AV LTV vILETL—V
THFANTA=IL) L—ITEBFLET,

16.2. R ¥ —BHDKE
VATLRY DT S—RMNBHMEBMICLET,
FIa
1. RHACS R—# JLC. Platform Configuration - Policies ICB8IL £ 7,
2. PS—MDEEFXRERBR) O —H1DUERBIRLE T,
3. Bulk actions T Enable notification #3&3iR L £ 7,
4. Enable notification 7 1 ~ KU T, &F X —JL notifier Z3#IRL £,
Pz -

MBOBEEEREL TVWARWEE, YRATAIRBNEENZREINTWAWLWL Y
t_‘\/“i){i%ﬂ__\ L/i_a—o

5. Enable =2 ) vy -2 LX9,
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