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2.1./PROC
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TY, A— =7V r— a3 VB IDITI7ANVATATYARATLDA—RIVREEHET DI &
NTEZET,

lproc T4 L7 M) —IClE, YRTFLN=—Rz27BLVCRERTHOTOELRICET 2EREEEZN
F9, Iproc 77 AWV AT LDIFEAEDT 74 IEHEAMYEBERTED, —8BDOT7714J)L (EI
/proc/sys D7 74 IN) #A—HF—BLVOT7 TNV r—2a Vv BIELT, REDERE H—RIVITEE
TEEY,

proc 74 LY M) =TT 74 ERRESVIRET 25EIE. Red Hat Enterprise Linux7 & 27 LAE
HEDHA R Z28RBLTLEIV,
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2.3.1. top

top ¥ —JUI& procps-ng /Xy S —V TIREI N, BEFOL A 7LD TOEREZHHICRKRRLET, ¥
2T LEHP Linux A—RIVTHREBEINTWE IRV ) A MR EIFIFABERERTIES 2 &
NTEEY, £, BONTEWE IO ZRELEY. YA TLOBEEBREHIFTEHRE
BEZTIBEDKEERD>TWVWEY,
T7ANMTRETOCRIECPUMARICHLLIEZETRRINSG O, REV VY —REHEELTVS
TOEREABEICEDOFZIENTEET, BDEXISCHERRTOKEHITSEETE S LD top TER
IEBBERELVCZOEFIIVTNESERRENTRETT,

top DFEVHIZDVTIE man R—I & TEL 230,

I $ man top

2.3.2.ps

ps Y —JLIE procps-ng /Ny 7 — YV TRI N, BRULAZRTHIOECROIIN—TORFv T avy
NERBLES, T74/ILMTEH. ZORRINL—TRIBITI—F—DPREZEDO TOEZRTps 5E1T
LTWa2mKRICEAEMIFINTWS TOERICRONET,

ps Tld top & UFHMIRBMRERTIEDZ I ENHTRETTN, TIAILMDORREIDT—IDRF Y
T3y NOEDDHT, 7OELRIDIREICKRRIINET,

ps DEVHICDWVWTIE man R—I & TEL LI W,

I $ man ps

2.3.3. RIE X E Y —D#iET (vmstat)

REXEY) —#EtY — )L vmstat TIEV AT LD TOER, XEY—, R=IVJ, 7Oy AHEB.
YA, CPURMMAREICETZA VRAY VY NLAR—MNERHELFET, Y F) Vv ITDORRERTE
TEBEDIFIFVTINIALIGEVWS AT LADT IT A ET 4 —5BRIBIENTEET,

vmstat I&, procps-ng /Xy I —JICL WVIRBINE T, vmstat DEVWAHICDVWTE man R—TI % TE
T,

I $ man vmstat

2.3.4. System Activity Reporter (sar)

System Activity Reporter (sar) EZDBREE LAV AT LT IVT 1 ET 4 —%NESLIVRELE T,
T7AIMDHEATIE, TOEHDEZY (00:00:00 - A7 L7 Oy 7ILKE) H 5 10 2fEET CPU
DOEAEI’RRINE T,
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I $ man sar

2.4. PERF

perf V—JLIEN—RI 2 T7NRIT3—RVANIVI—EA—FIVNL—RARA VY NEFERLTY AT A
OMDOIAXTY KR T7FYr—>2a VOB BILE T, perf OFEHY 7YY NE—BIA/NRT £ —
RYZARY NOIFETERTB L UREEKLEEY ., BRLAT—YEIWMLTHRELELYLET,

perf EZDH TAT Y ROFEMICOWTIX, [lperfl] Z8RLTLEIW,

F/e. LYEFELWERBBIZRed Hat Enterprise Linux 7 BiREHA RE=SR LTIV,
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turbostat & kernel-tools /Xy r —Y TIRMHEINF T, Intel®64 7O v —THD SOy H— kRO
U—, AR, 714 RUVEOBHREOKEHE. BHEREREARELET,

Turbostat (FBENFEEY 714 NIVEEAREDNIEMRL Y —N—%28FET HBRIKRICIEET, T,
ELTWBYRT LAEREY5AH (SM) DLEABET 2BAICHENTYT, . ThaFERLT,
EREEDAEDYWREZRIET DI EHTEET,

Turbostat MEITIC I root HERAMEBICAY FE T, F/2. UTFOo7OtyHh—HR—MEREICRY F
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turbostat DHAH L I EDFHAEY HEDEEMIE. [turbostat] ZHRLTKEIL,

turbostat MEFHMIE. D man R—TUAESBLTLEI L,

I $ man turbostat

2.6.I0STAT

iostat 'V —JLId sysstat /XNy 7 —I TR I N, EEEIMIET 1 AVBETAEAERTDONT Y A%
DHEERETEDLIIL. YVRATFTLDABATNA ADFHAAEERE L UHE LT, iostat

Y —ILiE, iostat NREBICETINARRILIFEEUR., Oy —F@ET71 XAOFERAKRR%E
WELFT, iostat() man R—Y TEBEINTWVWENRIA—Y—%FHTDE. BEDT /N1 ADHE
DHADDH%ERRTEZET, await DEE TDEIEWVERDEFEMICDOWTIE, RedHat FL v I R—
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irgbalance I&. YRTLNRT A=V 2AEAELIEZLHIC. TOEYH—2FIN—RD T TEIYA
HEDWTZIATY RSM4 Y —ILTT, irgbalance DiE#lIL. Tlirgbalance] F7zld man R—T %
SBLTCREIW,

I $ man irgbalance

2.8.SS

sslEV Ty MIET A HETERERTI DIV RSA VY —ILTY, REBICHAESDT/NA 2D/
TF—XVAEFMTZIENTEET, TIAIMTRERGABILTWSA—TYTYyvRVLT
WRWTCP Yy RERRLETH., 7149 —5NIREHBREFEDVY T Y MRET 24T
YaviEHEEINTWVWETY,

Red Hat Enterprise Linux 7 Tld ss (& netstat ZEA L THEAT2 I L A2HELTVWET,

—MRERAED1DIC. YUy MEFERLTTCP Yy b XEY—FRE L0702
A7 55FMiER (WHIERZ2L) Z2KRTT 5 ss-tmpie b'H Y X7,

ssld, iproute /Ny S —I TRFEINF T, FHMIE man R—VETELL LIV,

I $ man ss

2.9. NUMASTAT

numastat 'V —JLiX. NUMA / — REFGTOTOECRBLVARL—F A VIV RTF LD AT —H4E
ERRLET,

T 7 A4 M TIE, numastat (Z. A—RIAXE)—=7O5—9—D5DNUMAEY NRTEDY AT A
METARTLET, RBER/NT +—<7 > RE, &L numa_hit {ES & MEL numa_miss {EIC & > TR
INFJ, numastat IE, YRATLARDNUMA / — KRBTV RATLABLIVCTORAXEY) 55875
FEERTSHOOAT VY RSA VAT avERBELET,

J—RZEDnumastat HH%A CPU Z&ED LA HAEHMESRBLT, XE)—DHYHTENLTWS
BL/—RT7OBRAAL Y RAEITLTWB I EE2HRT B EEFTT,

numastat (& numactl /Ny 5 —Y TREINE T, numastat DFEWVWAIZDWTIE,  Thumastat] =5
BB LTIV, numastat DEEMIE man R—TI A TELL LI,

I $ man numastat

2.10. NUMAD

numad B &0 NUMAFHIMEEET—EVTY., YATALARDNUMA hAROY—¢& )Y —RAEHE%
BEHRLT, BNICNUMADY) Y —REIYHTEEE (DFYIRTLNRIA—IVRA)E2HELET,
VRATLADAFICIE LT numad 13NN T7 =TV ABEEDRAKS0% DRELAERRLET, T, D
VaTdBEBYRATALILLZ VI I LZEOTOERICELIZCPUEXTEY =) Y —ZXDHHEI/NA
VTAVITERBIDZTLTIL—AAXA VY N RRNA RADY—ERXEHELTVET,

numad I&. /proc 7 7 A IV AT LDERICEHRNICT VR THIET. /—RTEICFIRAATRER Y
ATL)Y—REEHLET, BEINLYY—AFHRED L RNILE#EE, BEIIBLCTNUMA J/ —
REIT7OEREBFHLY Y —REY Y TNSYRADBHRAEEITVWET, YATLADNUMA / —K®D
7y NCEAEFrZLVW O 2B ELRITZ2 IS THREANUMA R T + —I Y RORKE %
BELZEY,



F2E NI A —TVRAEHRHY—IL

numad IEEICELWY Y —RBEEEL, YRATL)Y —A2EOFDEEDOY Ty NRICIRES

NE7OERATRBISEYEGTLTWS O0CAD’ERHZ VAT LICRIBET, T, EEH NUMA
J—RICETBN)Y—REHEETEZT7 TV r—>a Vil BWRGBErHY FT, L. YAFTLY
Y — ZHEEOEMICHED numad TELONZRIFERL X T,

TOERADERTERBAFIADEATHo 7Y, HETZ V—ANERWEA, numad ICEL B/
74—V ADHAERZHFVHFTTEEA, KREDXAEY —HAT—IR—R7E, FRHTRAREMRXE
=T 0 ANG =V RGHICEOND L DRI AT LADIFEE numad ICL 2MRIGEAFTE FE
Ao

numad DFEWAHICDWTIE, Thumad ZFEA L7z NUMAZRMMEOEEIEE] . humad] . man
R=TREBETELIEIN,

I $ man numad

211. SYSTEMTAP

SystemTap A L —RB LV TO—T%TILDDY—ITY, ARL—FT 4 VI RATL FEICH—
XV DT I T 1 ET 4 —%FHMICERLOHEIITVWET, top. ps. netstat, iostat R EDY —ILDH
NERBOBRERBLETH, WELAET—YDT ALY VIR ETIBLYEZLLDF T 3
VHIRABRINTWEY,

SystemTap 2R T2V RTLTITAETA =T T r—2 a3 VEIMEICET 5 & YU CIER
BOWHATESD, HEICEREZREDIFTZ2IENTESRLDICRY ET,

System Tap ICBE9 % 5E#IZ. Red Hat Enterprise Linux 7 SystemTap EF¥+—X# 4 K &Red Hat
Enterprise Linux 7 SystemTap # v 7w N 77 LV A &SR LTI,

2.12. OPROFILE

OProfile &Y AT LAREKDN T A =T VR EERTZY—ILTY, 7Oty H—DNRNT+—< > REH
BEAN—FROz75FRALA—RILP AT LETARE7 74 NVICET 2EREHFZAHL. FEIAXRY
NORESEE, IEZIEXAT) —SRBORERPAC 2Ty vy Y12 EROBH, N— RO T7ERDZ
EFEOHaE%AELET, T 7Oy Y—DFEREYE > S HHBEIFERAINTVWE 7)) r—

IV —ERDEFEICHEERTEZXY,

7272 L. OProfile ICIZW < DHEIEDHY £,

o NIF—TIVADEZNN VISV TILDNEETIEEWGEEL DY ET, TOaty H—LIESE
BYICEREZTLAWVGELNHZDT, EYIAAEREIGIBEREATIEARL, BLDIE
IO Y Y IV ERERT 2AEELrHY T,

e OProfile I 7O AN EHEICHZ> THIA. BILEITBZEEZEELTVWET, DD, &
HDOERITHOLDY Y TIVDOREIAEET T, RICIDERTHNSEBIY Y TILT—Y DEEIBE
BIBENHY T,

o 7HUEANCPUICREINTWA O RADBEOEEICEELTWET, ZD7H, oA
RYPMNTCOYIEFELTWSIEIIRA) —TREDTOERAERHET 2HEICIIRICIEEY
/\JO

OProfile MEEMICDWTIL, TOProfile] F7 Ik Red Hat Enterprise Linux7 ¥ A7 LABEBEDHA K
EBRLTLLEEI W, F/l, /usr/share/doc/oprofile-version iIl#Hh 2 AT LD KFa XY N ESR
LTI,
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2.13. VALGRIND

Valgrind @7 ) o5 —>avDnR7 4=V R EWET 270REETOT 74 v T %THIY—IL %
RBELET., XEV—PRLY REEOIS—Of, =7, R¥v U, FLADF—N—5ViaE%R
BRETEZRO, 77UV 5—2 3V I—KNHNOIS—%2BREICEDIFHLTBETZIENTED LD
IKRYET, Fh, Fryvrave—7 QRFHOTOT774 YV T%&ITW, FTVr—>avnE
EExmbAEY —DOFERE4R/NMRICHNAZ2ABEEOH 2 EREHET DI EETEET,

Valgrind (&7 7V r—>a v a2 o274 v CPUTEGFTLTBREZ 7V /r—>a>vya—RD1 V2R
MLAY REFTWEDT ) r—2a v aSHLET, RIS, 77V r—2a vETICEET 2470
TREI-Y—EBEDTI 7M. T7A4IEBRF. Fldry bT—0V 7y MIBERICENT 24
VhEBRALEFT, A VAMLAY MEDLR)LIE, R LTWS Valgrind Y —ILEEDEREICL 5T
BRYZFTH, AVAMIAYMLED—ROEFTIZTBEDEITLY 4EH5 50 FORENNH DD
THERLTLLEIW,

Valgrind [dBI Y/ RM LB FICZDEET7 TV r—> a3V ETHERATEEY, LA L. Valgrind ida—
FROBMBEDOREICT /NNy JIEREFEIDT, TNV TEREEMCLTCT IV r—avs LU0y

R= A4 TZ) =23V M)LLTVWRWEEIF, BOVRAILLTTNY TEREZEFEI L%
WRLTUVWET,

Valgrind (&7 /3y 813 % 58 % 7% GNU Project Debugger (gdb) Z##i& L TWE T,

Valgrind BL TEBDY —ILIEAEY —D7O7 74V ETIBEIENTY, YRATLAXAEY—DF
A7 74 JLIC Valgrind 2R3 3 AEICDOWTIE, Valgrind 2R LAET7 TV r—> 3 VD AT —
FERED7O0774 )7 #B5RBLTLEIW,

Valgrind ICB89 2 5£#liZ. Red Hat Enterprise Linux 7 A& A4 RESRL T LIV,

Valgrind DEWAICDWTIE man R—I & TEBELEI W,
I $ man valgrind

valgrind /Xy =2 DA » X —JUBFICIE. TE®D KN ¥ 1 X > b & /usr/share/doc/valgrind-version |
EHYFEY,

2.14. PQOS

intel-cmt-cat /Ny A —I D SF AR pqos I—T 1 VT 1 —%FAT R E. HED Intel 7Ot Y
B—TCPUF vy Yae Xt —BHEBEZERSLVCHETEET, ThiZ, 7—/0—-RODHE
R RIUVFTFYRNTTOAMA Y R TONRT A=V RAREDALICFERTZIENTEET,

VY =274 L8 —F77/0Y— (RDT)Heety hOSUTO Oty H—#EEE2 AL T,
TSIV T

® Cache Monitoring Technology (CMT) % {3 L 7= Last Level Cache (LLC) DERKR & HE
DER

o XE—FHIIEESR MBM) TV /AY—%2EALALRALY RTEDXAE) —FIEHIEER
ALY KT

o *rvylaFOs—arvyy/OY—(CAT) 2FERALL. BEDAL Yy KLU 70Ot
ZAIEETES LLC AR—RADEDHIHE
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F2E NI A —TVRAEHRHY—IL

o I—RBLUVT—YEBEE(COP) TV /0 —%FHALLLC TOOI— KRB LVEEDH
il

LUFoa~v Y REFALT, YATLTYR—FMINZ RDTH#EEEZ ) XML, IREDRDT REA KT
L/i-a_o

I # pqos --show --verbose

BEE R
e pqos DFEMICET ZEEMIL. pgos(8) D man R—IY BB L T EZX W,

e CMT, MBM. CAT, LUV CDP Oty U —#eEDFMIL. Intel DARRF AV MM VT
Weyy—2 - 5F4Lo%—-5F0/0Y9— (4 VFTI°RDEBRBLTLEI,

1
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532 TUNED

3.1. TUNED D&

Tuned (Z. udev #FR L TEHFRINLET NI RAEERL, BRLA7OT7 74 INVICKLDTY AT LR
EEFMICTF1—=V I $TB55F—FEVTY, Tuned ICIE, ERIL—Ty b, BLAFVI—, BENR
ED—BM BRI - —ABITOERFATOAT7AILDRZHEFThTVWET, 70T 71 ILEITIC
EEINZIL—IEETBEL, BEDTNAADF 21—V I HEEDARITAXTEET, HFEDOSO
T7ANWILE DV ATLAREICINAOGNAZTRTOEREATICETICIE,. BOTO7 714 ILICHYE X
B5H., tuned b —ER%EIETIVT41 TILLET,

pa

Red Hat Enterprise Linux 7.2 LA T, Tuned % no-daemon E— K TE{TTX XY
N, BEXAEY—REMBEHY FHA, TOE— KT, tuned BBEEZBERLTKRTL
¥F9, D E— KT D-Bus Y R— b, Ky NTSTHR—b, FLEFFZEOO—I
Ny JHR— K E, %< D tuned BEEED 72 LN 28, no-daemon E— Ki&F 7 #JL K
TEMICHR>TWEY, no-daemon E— K #FWICT %L, /etc/tuned/tuned-
main.conf 7 7 1 JLC daemon=0 #:%EL £ 9,

BN Fa1—=UJIE. EICERIERIN sysctl 5RES L U sysfs X EDEMA & ethtool 72 & DHEE
DEEY—INDTI a3y NFITANR=—2aVTEHREINET, T/ Tuned TP AT LI VR—X
VINOFERAEERL, TOERBRICEODVWTY AT AREEEFNICF2—=V I LET,

FHRFa1—=V I Tl FIEDY AT LDKEEEFICEESATLOAVR—RY NEERBZHET
FERTZAENERINE T, L&A, N"—RKRSATEREERSLICOTM VIFICHEEICERION
FTH Web TSI H—PEFA—NISATYNREDTT) =Y avaa1—H—IEILFERTS
BEIXIFEAEFRINETA, ERIC, CPUERY NTD—0F NS XX, BR2Z294 IV T TER
INFEY, Tuned X, THhE5DAVKR—FXVMNDTIT4ET4—%BEHL., ZOFEHADOELICHIGL
9,

EEOFIE LT, —BHNRA TART—I9RF5F—2avaEZFTT, BE. A —UXvy bRy hT—
DAV =T A RFIFEAEFRAINT, IFADHEDODEFA—ILHFITEZEINDH, Web

R=IDPPER—IO-—RINBZRBELELET, TDLEIRARDHZE. XY NIT—V( V5 —T x4
AETI7AIVRBREDELIICEBILESEETEET Z2HEEIHY FHA, Tuned IZIE, XY NT7—0F
NARDEREF 12—V TDTSTA VR HY., THICLYZDETIVT1ET1—2BRELTEH
BICZEFDA VY —TTAADEEATIFRIENTESRLD, BEIEHFHRENMEL LY FJ, DVD
A A=V HESFIO—RLTWBEE, FERBRELRTAI7 7M1V ETOEFA—ILDEVTWVWSIEE
REAVI—TAADT VT4 ET 14 —DREBEICHIZ>TEMT 2 &, tuned T AEBEH L.

TI9TFAETA—=LRILPFEVEICA VY —T A ADEEEREKNICKRELET., ZORAIK, CPU

BLUON—RTFTARIDMBDTS A4 VICEFERAINET,

9 F 1 — = 7| Red Hat Enterprise Linux Tl& 7 O—/NJLICESNIC/ARY . /etc/tuned/tuned-
main.conf 7 7 1 L= #RE&E L. dynamic_tuning 75 7% 1 ILCEBE T2 ETHMIITEET,

31 . 75014 >

Tuned &, BEETS01>¢ Fa—=20 05010 >D2@EDTS01 > #FRALET, E=4 Y
VITSTA VI BEFOVATLANSIERENES T 2LDIFERINE T, RBE. UTOERTS
TAVHNEEINTWET,

disk
TNAZABLIVHEEMRBBZEDT 4 RV &R (IO BREDE) #BFLET.
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net

XY RNT—=Uh—RFBLIPRERRIEDRY hT—7 8% EREFH/NTY OB ZEF L X
-a—o

load
CPUBLTHIERRIE D CPUBREREBLET,

EERTSO4AVOHAE, BNFai—=v i AFFa—ov IS4 vk >TERTEET, BE
REINTVERHNFa2—=V I 7ITNALIE, RT3 VRAEEBEADNS VY RAERB8H, /N
T7A—VRATOT7 74 IVTEDRYEST (tuned 7OT7 7 IV TRERLZ DTS 74 VOB F a1 —=
VIEBNELITENICTEEY), BRI 71 Vik. BHRWThHAOF 21— TS5 514 VT
ARN)y IR BRERESICHTEENICA VRV REINET, 2D20F 21—V I TS554 2 TH
CTF—9HDPBERIBEEIF. BERTSTA VDAV RI VAN DEFERIN, T—9AHEBEINZE
ERS

BFa—z=vI7S5014 0k BAUOYTYRATFLAEF 21—V L, tuned 7OT7 7 A ILDSERES
NBZEHDINSA—H—EWEBELET, Y TVRFTAIE, Fa—=VITSTA4V0ERNA VRS
VATBEINZEHEDTNA R (EBD CPUD XY NT—IH— RAE)EBHDEIENTEET,
T, BTN ZDBEEDHREE Y R—bINFET, BEINWATOT7 74 VIET714IL RA— KA
ALTEADY TV ATLDTRTDOTNARERELET (ChEZEETIHEDOFEMIIONT
&, TAZYLT7O774)0] #2BRLTLLKEIWN) . ThiIZ&LY, 7574 VIERERBEZE GBIRX
NE7OT7740L) I TCINSDY TV AT LAEF 12—V I TEEYT, A—F—DNEETIH
—DZ &, ELWtuned 7O 7 7 M ILAEEIRT B2 ETY,

RERTIE. WFOFa2—=v TS5 74 UPEREIMTVWET BNF1—=VTIEIhs50—5H0
TS24 VDHATEREIN, TSTAVTYHR-IINAENRATIA—S—F) A MINET),

cpu

CPU #i/\+—7% governor /X5 X —4 —TIEEIN/BEICZRE L. CPU &I LT PM QoS
CPUDMA LA TV —ABMICERLFE T, CPU BT load _threshold /X5 X —4% —TiEEX
NELYEEWGE. L1 TV >—Id latency_high/X5 A —49 —TIREINLEICKREINZE
T, ThUADIZEIL. latency low THREINEICREINE T, LA TV —5EFEDMEIC
BEIL, ISICHNICEBRELRVWEDICTEZIEHETEEY, INhid. force latency /X5 A —4 —
ENBRLATYY—BICRET DI ETERITTEET,

eeepc_she

CPUEBTMRICIGC T FSB REAEMICREL T, ZOMEEIX—EHDRy T vV THRATE, Asus
Super buf Engine & L THHLNTWE Y, CPU &1 load_threshold_powersave /X5 X —4 —
TEEINLEUTDHRE., 7771 Ik she_powersave /X5 X —4 —TIREIN/{EIZ FSB D
REZRELET(FSBABEHENIGT 2MEOFFMIE. A—RILDODRF2 XAV MNESRLTLES
W, IFEAEDI—HY—ITH L THEET 159 TY), CPU &1 load_threshold_normal /X5
A—H—TIREINELULTH 215G, FSBEEIL she_normal /X5 XA —4% —TIREIN/EIC
BREINFET, BNF1—=VJREYR—bINT, 735374 VILEBRICEDICRY 9§ (2D
BEDN— Rz 7HR— DB REINABRWGE

net

wake-on-lan %= wake_on_lan /X5 X —4 —TEEIN/{EIZFRE L £ 9 ( ethtool 2 —F 1 1)
TA4—ERAUEBXEFERLET), T 1 V9—T 1A RADFEARRICIGELTAI VY —T7 214 A&
ErSMICERELET,

sysctl
TSTAVNRIA—I—THREINLIFI LA sysctl FFEAHREL £9, #XIE name=value T
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¥, name (F sysctl V—ILORET B EZFERALTY, COTS VA ViE DTS4V TERE
TERVEREAZLETIMNELNHZBARICERALET (L. REERFED TS/ VTHEETE
BB TOTS T4V EFERATZIEMHEREINET),

usb

USB 7 /34 D autosuspend ¥ 4 LT 7 k%, autosuspend/XZ *—4% —THEE L1{BICERE L
9., BN 0 DHBEIE. autosuspend HEEDICARY 7,

vm

transparent_hugepages /x> * —% —® 7 —JUL{BICIG U T, Transparent Huge Page Z B & 7= id
BOICLET,

audio

F—T4A0—7Tv U D autosuspend ¥4 LT T M%&, timeout /X5 A —% —TIREINT(EICFE
ELET, IRE. snd_hda_intel # & U snd_ac97_codec B’ R— kI TWE T, E0 I,
autosuspend MR >TWB I EZEBHKRLE T, /2. 7—ILE/NS X —% — reset_controller
Ztrue ICERET S ET, A bhO—F—Z@FNVIC Y NTBIEETEET,

disk

elevator % elevator /X5 X —48 —THEINEICKRELFT., /. ALPM Z alpm /X5 X —
HY—TIREINLEIZRE L. ASPM % aspm /N5 A —8 —THREIN/EICEREL. AT a1—
5 —79 % % L% scheduler_quantum /X5 X —4% —TIEEINLIEIL. T4 RIREVS IS
A4 LT h% spindown /N5 X —4% —TIEEIN/={BEIC. disk readahead % readahead /X5 X —
H—THREINLEICEETEEY, £/, BEDT 1 XY D readahead fBICIE
readahead_multiply /X5 A — 4 —CIREINLEREZRETEXET, ILHIC, ZOTFTA4VICE
Y, MEORZA TERAKRICIECT RS TOBELRENEERE & spindown ¥ 4 LT T MNEE
NEMICERINE T, BINFa—=V T, T—ILE/RF XA —4 — dynamic THIETE, 77+
IV ETEMITAR>TWET,

pa )

BDTF 4 R D readahead [EAIEET 2 tuned 7O 7 7 ILEEHET D E, T4 R
JEFMMEDREN EEEXTINFE T (udev L—ILEFRAL THREINTWVEIHBE).
Red Hat lZ, tuned Y —ILAFERALTT A RV EGAMEEAFAE T EAHRELE

ERR
mounts
disable_barriers /X5 A —89 —D T —)LEICIGC T, YTV hONY) FEBNEFLIFEDICLE
ERR
script

DTS TA VI, A7 740 AO—RFALRET7yO—-RINAEZICETTEIHNERYY T K
DETIERINET, CORI) T ML, B8 FIE FIE TEZ 12031 8ICL > THRUEI L
T (FO7 71 IVDHEHFAHEICR VY TRHAFOCHEINED, PYO—RINEZNMIL->TE
BRYEYT) . RVUT N7 714ILEKIE, script/XT A —8 —THRETEEFT, RVYTMTELET
92aVEELKEREL, ERELAITRTOREZRE TV a VHILTICRIMENHH B &
ISEBLTLES Y, EHE, B8 Bash ANAR—20 ) TNEFT7AINTA VR MN=IEN, 7
TEEINTVWAIFIELREMAEA VAR—PMNLTHERTEEY, JOMEIX. FICEAEHRLES
MIFT2DICREINET, COMEIIRKFERE LTFERAL, REARELIBETE MDY
STA VI ERETZHEIE. TOTS A VA FERTRZIEHNHEINRET,

14



£33 TUNED

sysfs
TSTAVNRGA—F—THREINLIEFI LR sysis SREERE L £J, #XIE name=value T
¥, name [EEFAT 2 sysfs /XA TY, ZDTZ 74 VIE. HOTS T4V THERETEAVWEES
EHRIIMENHZGEICFERALET BREEREDTZV/4M4 VTHRETEZHEIE. TOTSS74

VAT EMERINET),

video
ETZAHA—RDIFIEREBENLARNILEHREL T FREEATIE, Radeon H— RDAHDHYR— K
INFET), AEALRIIL radeon_powersave /NT X —4 —%&FHALTIEETEEY, HR—b
INBEIE. T74) 6 D, auto. low. mid. high, &V dynpm T3, FHMICDOWT
I&. http://www.x.org/wiki/RadeonFeature#KMS_Power_Management_Options S8BT 72X
W, ZOTZ74 VEERENTRASN, SERDY ) —RATEEIND I HB I EITERL
TLIEIW,

bootloader
A—RINT—RARY RSFAVIING A= —%BMLES, TOTST4VIF LHY— GRUBI
BLUVGRUB2 #HR— b L. & 5IC Extensible Firmware Interface (EFI) 239 % GRUB %
R—MLZET, grub2_cfg_file# 7> 3 VT, gqub2BEET7 71 ILDHRYI A I NFIZEUA
DBFFERETEET, INLDNRATA—F—F, BEDgrubREEZTDT Y TL—MIEMI N
9, A—FRIWNRSA=F—%ZFBMITBICIE. IV VEBEBTI2HEIHY XT,

NIA =G —ERDBIXTHEETEEY,

I cmdline=arg ¢ argo ... argp.

3124 VA M=)V EFERAE
tuned X 5 —I %A VA RM=J)LTBICIE, root & LTROOAY Y REERITLET,

I yum install tuned

tuned Sy T —I DA VA R—IL T, BEVDOYRATAICRBELRTO7 74 IILEHRICEEINE
T, BEFETIH. UTFTOHARY YA XAERIL—IVICKSTT 74 OTOT7 74 ILDBRINE
£

throughput-performance
i, AvEa1—4%9—/— K& LTEET % Red Hat Enterprise Linux 7 7R L —7 4 Y T X7
LATERIGEBRINET, TOLDIBRIRATLOENR, RIV—TY M7 4—T Y ZDHRKIET
ER

virtual-guest
ZhiE, RETY Y THEINIGRRINET, COEMIENRT7A—I Y RADHKRKRIETYT, mEHR/N
74—V RCEERA R WFE X, balanced 707 7 1 )L E /2L powersave 7O 7 7 1 JLILER
THRIEEBBMOLEYT (25R) .

balanced
hiE, DI ARTDT—ATHANCERINE T, COBMIE. NT74+—TVRAEETEHEDHE
MTY,

tuned ZEENT B ICIE. root TUUTOIAYTY RAEETLET,

15
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I systemctl start tuned

TV UDEENT BT tuned ZBEMICT BITIE. ROIATY REAALET,

I systemctl enable tuned
TO77ANPHOTOT 7 A IVORRADE, TOMD tuned AV FO—ILICIE, UATEFERLET,
I tuned-adm

ZOAX Y RTlE, tuned Y —ERBERITINTVWEIHRELIHYZET,
AVAN=VEINRAATRERTO7 7ML E2SRTBIIE, UTFOITY FERTLET,
I tuned-adm list
RETIVT47R27A7 74V BRI BIE, UTFOITY FERTLET,

I tuned-adm active
TO77ANERBRELET VT4 7T I UTFDAYY RERITLETS,

I tuned-adm profile profile

UFICHZERLEYS,

I tuned-adm profile powersave

ARENTREINAHEEE LT, BROTO7 714V E—EITBIRTZIENTEET, tuned 77
Ji—oavid, O—RARICEALETY—YLEDELEFT, BFEAEMPRELLBRIE. RRIEBEIO
70774V DRENBEINE T, ThIFEBNICIThN, EAINZ RS X—9—0DiEadahtE
NEUTHEINEINMEIF v IINELA, HBFEYURKEZATICZOMEAFERTZE. —ED/NS
A= —PREDAATF1—=VTIN, EFEUINEDNSLVWI ERHYFT, TDLDAKTDH
& LT, throughput-performance 707 7 4 JL%{EMA L. [ARFIC spindown-disk 707 7 4 LT

TARVAEVS DV BWEICRETZIET, VW RL—TY NDOEDICTA RV EHRELF

To UTDOHITIE, RETS VY TORITTNRIF—IVRAERAETEZEI VAT LDRBELEIN,
BRIC, BHBENEZ2ERT LD VATLNFa—ZVvIINET (BHEENHIREBETH DIHE).

I tuned-adm profile virtual-guest powersave

BEOO7 74 EZEBELEY, A VA M=IILRIFEALZOERLCAY Yy 75 FRALEZYETIC
tuned Y AT LICRBEARTO7 74 IV ERETESLLHICTSICIEFE. UToav Y REEFLET,

I tuned-adm recommend

Tuned BXICIE, FEITEITIZBAICFERATEZ2EBMA Y avsrbyFd, L. 2TOF T3
VIIHEEINT, FICTN\Yy TERNTRHEIhTVWET, FIBEEREARAs Travid, UTFToavx Y R4
FHLTRRTEZXY,

I tuned --help
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313. h R4 LTOT7 74

FAANIE2a—YavEBEDOTOT7 74 )i, /usrllib/tuned/ T4 LU M) —ICREINET, &7
A7 74 ILICIIRBDT A LY N —b2HYET, FO7 74J)LIL tuned.conf & WD ZRIDX A >~
BRET7AINE, T3 VTANIVNR=RI ) TN REODMD T 7AITEREINZET,

TOA7 74N ENRIRA AT Z2RERHDIHEIE. 7AT7AILTaA LI N)—%AHRYLTOT 7
AIICEBINS letc/tuned/ T4 L7 MY —ICaF—LEd., ACERIDTAT7A4ILDN2DH 315
AL, letc/tuned/ ICEFNB 707 74 IILDMFERAINE T,

Ad-FA LI MN)=IIHMBDOTOT7 714 IILEER LT, BEDNSA =4 —HIHABFLIILEEETINEL
IRRET /usr/lib/tuned/ ICEFE N2 7O 774N AaEHATZ2ZEEHETEET,

tuned.conf 7 7 1 JLICIEFEEDE Y a v EENE T, [mainl o> a v 12HYET, ot
D0aVETSTA VA VRV ABITORETY, [mainl 2/ > avEE0ITRTOEI Y avids
FLavTE, Ny VARE #) CHEZFEIAY FTT,

[main] 2> a3 vilid, ROF T avhhpyUzEd,

include=profile

BELEZTOZ774UDEENET, =& 2L, include=powersave (& powersave 7O 7 7 1 JL
NEEFNET,

TSTA VA VR VADEBRINE I3 vk, UTOLSICERILINF T,

[NAME]
type=TYPE
devices=DEVICES

NAME (&, OV TERINDZ TS T4 VAV AYVADELEITY, Zhid, FEDXFEINTY, TYPE
. Fa—=V I TS0A4VDIATTE, Fa—=VTTSTA4VD) A MNEFBICODWTIK, [F
ST4Y] BBRBLTLEIW, DEVICES &, ZDTSTA VA VAYVADNEBT BT/N1 DY)
A NTY, devicesTICIE. YR K, TA4IRA—KR™*). BLUVBENEEDHRIENTEET, &
o, W=ILEHFEDLEDZEETEFEIdevices THRWVWIGEEIE. TYPE DY R T AILEFEHET ., &
FIIETERINAEIRTDTNA AN TS TA VA VA VAL >TUEBINET, Thid,
devices=* A FHTRHBALERALTY, TSTA VDA VAIVADNIEEINLRWES., 755714 Vid
BHICRYFEATSTAUDNEILIIZLL DI T avaeayR— N B358E. ST4vwo> a3y
TITNLDTSTAVEBETDIEETEET, £/ arvpMiBEINARVE, T7 4 MEDFERH
INEFT (A VIIL—RINETZT74 VY TURIKEEINTVWARWES), 7571447 arnl)
ARMIDOWTIK, 757942 ] #SRLTLEILW,

BIBA TS T4 04V RY Y ADEH

LLTFDFITIE, sdaX sdb 72 & D sd THREZIRTDEDIC—EL, TNHICHT BN 7I3HE
MY FH A,

[data_disk]
type=disk
devices=sd*
disable barriers=false
LTFoBITIE. sdal & sda2 AT T RT—HL T,

I [data_disk]
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type=disk
devices=Isdal, !sda2

disable barriers=false

TS5TAVAVAIVADARY LZEBBEHRT, RETF7AILTAVRAYVADERN 1D LR
WA, Tuned I TOREWESXA Y R—MNLET,

[TYPE]
devices=DEVICES
ZDIGEIE. type TEEBTEXET, 94 TEABKIL. 1 VAIVRAIEZIMTSRINE T, LED
Blix, UTFDLIICESBIBIENTEET,

[disk]
devices=sdb*
disable barriers=false

if the same section is specified more than multiple using the include option, then the settings are
merge FEED®H, REZY—I TERWERIE, BREN’HIURDEREL Y EHELHIREDESR
NMEBEINET, BHEICL>TE. UAICEZRINLABIDOOLLLBVWI ENHY ET, DL D RIG
Ald. replace 7—ILEAX T a v AEFERALT, % true ICERETEE Y, CnIICLY, ALCERID
DRIOEZNTARTLEEIIN, v—Y I ThbhIEHA,

F7-. enabled=false # 7> a VARELTTSIA VEEMIITEIEETEFT, Thid, 1R
HUADNERZRINLWEEERURRICAY ET, included 7> a v L UBIOEHZABEZHL. B
RALTAT7ANTTSTAVETIT 14 TICLEBWGEIE. TS574 Vv EEWMITZEENTY,

LUFIE, balanced 7E 7 74 ILAER—RE L, TRTDT/NA ADALPM ABEREEAICKEINS
SOICHBERINEZARYALATOT 74 ILDBHITT,

[main]
include=balanced

[disk]
alpm=min_power

BAFIC, isolcpus=2 A h—FR I T— NIV RSAVICEBMT 2 DRI LTOT7 74 ILDFIERL Z
_a—o

[bootloader]
cmdline=isolcpus=2

TEART ZICIE,. TO77MIIVOBEBRRICYY VABREFTILELGHY T,

3.1.4. Tuned-adm

VAT LEFHMICONT B EE. FEBICHFBOINBEETY, RedHat Enterprise Linux 7 IZI&, —
BRI —T7—ABITOERFA7OT7 74 ILHSEEEEFNhTVWET, ZhbiE, tuned-adm 1—
TANVTA—%2FALTEHREICTITAR=—KINTEET, 7O7 71 EER. EE. BLVHIRT 2
ZEBLARETT,

FMEATREALTO7 7 MILEYRAMNKRRLT, BET7IVT4 71270774V ERBETSICIE. UT%E
EITLEY,
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I tuned-adm list

BET7IT47287O774ILDHERTRT BICIE. ULTEERITLET,

I tuned-adm active

AMOTOT7 74 IVICHIVEZ2BE6IF. UTFERITLET,

I tuned-adm profile profile_name

PlermLET,

I tuned-adm profile latency-performance

ITRTCDF 12—V T2 EDICT BB UTZRTLET,

I tuned-adm off

— BRI — AT —2ADEMNERFTADTOT7AILDY) A MNEUTICRLET,

e

UTFTo7azrz4bid, FRAINTWBYRIMN) =T 74 ILICB LT, R—R/Ry
G=YUTAVARN=ILENBBEEINBVWGELRHYET, YATLIZA VA M=)
INTWD tuned 7O 7 74 I ARRT BICIE, root TULTFOOAXR Y RAEETFTLET,

I tuned-adm list

AVAN=ILT B tuned AT 7 M IILD—EERRT BICIE, root TUUTFTOIATY K%
EITLEY,.

I yum search tuned-profiles

tuned 7O 7 7 A4V EV AT LICA VA MN—ILT BICIE, root TUUTODIOY Y RAEET
LEY,

I yum install tuned-profiles-profile-name

profile-name (&, 41 YA M= TZTOAT7AIVICEZHTAZET,

FIAINDEEANTOT7 740, RTA—IVREETHEDNS VYV RAERNEZENEBNTTY,

AeERFRY., BERAT—) VvV EBEFa—=V I A5 FHALESDELET, FEAEDAFTTEWL
BRAELLLET, BH—OREBFILATVI—PEBMTEETT, IRED tuned ) ) — X T

&, CPU, T4 RV, BFE., BLVETH TS 74 UHREMITARY. conservative /N F+—hE%p
IC72Y) £, radeon_powersave |3 auto ICEREINE T,

powersave

BENINT+—TVRAEERETZ 07714, EEOEEEAHR/IMET B7=0DIC/NT7 +—~<
VAHAETEXZET, IRED tuned ) ) — A TIE, USBBEEIH ARV R, WIFiZdEH, LT
SATARRANTHTH—DALPM BEADBRICRYET, T/, 9497y TEIMMBEWVWY R T
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LDRIIFATDEEN%E AV 1—)L L. ondemand HN\F—EBMILET, I5IT, ACI7
BRABNE., VAT LKL THDA-Intel BEN (10MDE A LTI M) BEMICARY £F, KMS
BEMRYR—PMER Radeon 75714 v I hH— KRBV RFTLICEHEINTWRHEIE. BHEE
FNEEINZE T, Asus Eee PC Tld, EIRYZA Super Hybrid Engine BB ®IC/RY £7,

e

BEHTO77M4UDBT LEREDRNTHZ EIIRYEFEA, EEINLEDE
(ETIDGE (e, BB 774V E NSV RAOA—RT2RENHBIHE) 2E X
TLEIW, NZYROA—=RDBIZINRD—TEITINZBEIC, IV UDNDBRWEN
EHETBRIEDNHYET, INE, FRIDBTCICET L. I UDT A RIVIKRE
ICRY, FEBICUERNLBRESENE—NICBENICYEDLDLZ I ENMHBHTT, %
D—AT, ABINLII VT I 74NV E NSV RO—RTBE, IVVIENIVR
d— RHAICDRVWEAABEELZTTH. WIBICEHBEANNY., 2EAMNEEEHIZES
KRB EHYET, TD/=, balanced 707 7 1 LA —HRMICE T A 7
vavilikryEd,

throughput-performance
BAN—Ty MIRBEEINAY—N"—=TOT7 710 )b, BBEAAADZZXLDERITRY ., sysctl BRE
EEMICLT, T4RY, 2vy bT7—210, 8LV deadline 27 Y1 —F—~DEYEZLEZTL
9, CPUH/NF—IL, performance IZEREINZE T,

latency-performance

BLATYY—IlRBIEINAY—N"=TOT7 74, BEAAAZZXLDEDIIRY., L1TV
Y—%MALEIHE S sysctl RENBMICARY £9, CPU H/3F—Id performance ICEEE I, CPU
BV CREEICO Y & ShEF(PM QoS & ).

network-latency

BLATYY—2y NID)—9Fa—=VJ@EFTO7 74, latency-performance 7O 7 7 1 )L
IKEDWTWET, Fh, SBMREARR—TY & NUMA REAESICKRY ., BHOMORy 7 —
JEED sysctl KT A—F—DNFa—=VJINhZET,

network-throughput

2N—Ty hxy ND—9Fa—=VJEFFTO7 71 ), throughput-performance 707 7 1
WILEDWTWETY, ke A—FIbRYy hT—I RNy 77 —PEMINFT,

virtual-guest
IVH—TZAXAML—=UFO7 74 ILICED W, RedHat Enterprise Linux 7 RIEX > v & &

U'VMware ¥ 2 NAIFICERE SN /27O 74V T, BODY RV OB T, REXE)—DRVy T
EHSLT 4 AU Dreadahead EXEPLET., T4 RN FIEEMITAY FHA,

virtual-host
enterprise-storage 7O 7 7 1 JLICE DK RBARR MEIF 7OT7 71 )L, REXEY—D

swappiness &5 L. T 14 XY D readahead [EZIEP L, ¥—T 1 —R—I D & Y BB RE% 7]
BBICLEY,

oracle
Oracle 7T—49 R—A@EFIZERBEIEIN/ZFO7 7 1 )LiE. throughput-performance 707 7 1 )L
ICEDWTHEHMAEFNET, ZhiZkY Transparent Huge Page AMESNICA Y, —ERDfthd /X
T4 —XVAABBN—RIWNRSA—F—PEEINET, 2OTO7 74L& tuned-profiles-
oracle Ny r—I THIFATE XY, Ik, RedHatEnterprise Linux 6.8 LA TFHIFARIEET Y,
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desktop

balanced 7O 7 7 A ILICE DL, TR My FICRBEINAEZTOT7 74, WEFRT T r—
avOREERALIEZRY V1 —S5—F— N TIL—THEMIILRY FT,

cpu-partitioning
cpu-partitioning 7O 7 7 1 JLiE., Y RAT L CPU EDBINANIRF—EY Y CPUILHEIL F
T, PRESNZCPUDY v S —EEIYRAAEROST OIS, TAT 71 ILIEDEESI N CPU %,
A—H—FETOER, TEBA—FRILALY R BIYIAHNY RS— BLVH—FILITA =D
SHHIFRL XY,

NIRF—EVTCPUIE, IRTOY—ER, YzI7OER, BLUVH—FILAL Y REETT
TFEY,

/etc/tuned/ cpu-partitioning -variables.conf 7 7 1 JL C cpu-partitioning 7O 7 7 1 L 2 RET X
F9, REA SV aVIEUTOLSICARYET,

isolated_cores=cpu-list

DBETBHCPUZY R MRRLET, PBESNACPUDY A MEITA VI TRYZH, 1—H—7"
BEZEETETEY, 3-5R2EDYyY12FALTHELZIEETE 9, Z0F TV avidw
ATY, TOYRMIRWCPU K, BEIMICNTVRAF—EY T CPULRLBINET,

no_balance_cores=cpu-list

/7\7_‘L\§12'50)7°Dt7\0)ﬁﬁ§3\ﬁ515#£:\ H—RIVICEEINBTWCPUDY R hAEKRRLE
T, DA T avIiEETY, BFE. Ihidisolated cores EEA LY X MTY,

cpu-partitioning MFE#lIL. tuned-profiles-cpu-partitioning(7) @ man R—I SR L T X
LY,

pa )

ISICRBEELR O 74 IILE I —R/RX—=F 4 —8®D Tuned 7O 7 7 1 ILDF
AR EDHYET, TDLHILTOT774ILIEEE. ERID RPM /Ny &r— TR
IhZxEd,

~

EBIMDEREHZOT 74 )Lid. Optional F+ > xJLTHIFAREEA tuned-profiles-compat /Xy r—<
TAVAM—IUTEET, INSDTAT 7M. BRAEREEZHET 2OICRHII N, RAREIT
bhTWwEtA, EXRNv5—I0—BURTO7 74 IVEFERTZE. FEAEDHE. BEDIE
PENUADZ EETAET . FAREHNLDWRY, BERXRvs5—o0707 74V E&ERT &
PHEINhET, BETO7 74 LIEUTOEHY T,

default
Zhnid, FIRFEREATO7 74 ILOEAENANDEENREEL., AR INEZDCPUTSTA4UE
SUOTARITSTAVDHERMICLET,

desktop-powersave
FRONY TORFLABATOHETOT7 74 )b, SATAKRRANTZY TH—D ALPM EE &, tuned
DCPU, 41— Ry b, BLVTFARITSTA Vv EBMLET,

laptop-ac-powersave
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ACERTHE TS/ — MY IAVEFEENTOT 740 HEEIEHR), SATARANTF I T5—
DALPM BEHN. WIFIZEH, 8LV tuned DCPU, 1 —H Xy b, BLOTARITSTA4 Y
EAMCLET,

laptop-battery-powersave

Ny TF)—THRETZ2Zy My TAFERENTOT7 714 L (RREEIEK), IRED tuned RET
l&. powersave 7O 7 71 ILDIA)T7RATY,

spindown-disk
AEVE Y VR ERAKIET S, RO HDD A EHEINATI VAIFTEAENTO T 74 )b, tuned
BENANZZALEEMIL, USB BEIY ARY REEIMIC L. Bluetooth ZEMICL. Wi-FiEE
HNEBMIL, OVORBPEEMICL, T4 RI54 MNy VBREEEY L. T1 27D
swappiness 255 LE T, §RTD/N—F 14> avid, noatime 4 7> a > TCEIYVY MIhE
E

enterprise-storage

/O ZIN—T vy hamgKIET 2D, TVI9—FS4A PO L—VEFY—N"—=TOT 74

Jl, throughput-performance 7O7 7 1 JLER UE&REA T VT 14 X— b L. readahead 2 % %
HL. root ADNR—=FT 42 avBLVT— M =F 423V PADN—FT 1423V TNY 7% E
MICLETS,

e

¥R~ < > T atomic-host 7O 7 7 1 L AEA L. kI8~ > >~ T atomic-guest 7’0
77ANEEALEY,

Red Hat Enterprise Linux Atomic Host @ tuned 707 7 1 JL&BF&ICT % ITIE. tuned-profiles-
atomic Ny 75— %AV AM—=JLLET, root TROAY Y FEZXTLET,

I yum install tuned-profiles-atomic

Red Hat Enterprise Linux Atomic Host FBIC Fa—=> 7 X2 20707 74 LIERDEHY T
ER

atomic-host

Red Hat Enterprise Linux Atomic Host I} ICRBIL I N TAT 71, RTAZIJLH—/R—T /'J'\
ANV RTFLE LTHERT 2%E1E. throughput-performance 7O 7 7/ LA FERLE T, X
IC. SELinUXAVC ¥+ v a2 & PIDHIRAIEIM L. netfilter BN F 1 —=> J X hiﬁ'o

atomic-guest

Red Hat Enterprise Linux Atomic Host [} IC&REIE I /=T 07 7 4 )L (virtual-guest 7O 7 7 1
WICEDWTH ANV ZAFLE LTHEAINBHE), 51, SELInUXAVC ¥+ v 2 & PID SR
MBI L. netfilter BEHBHAF 2 —=V I INF T,

e

BEEEFLIEY—RKNX—F 1 —D tuned 7O 7 7 A LA FEITETT, TDLHIRTS

77 AIIIEES,. BRIODORPM RNy F—I TRHINE T, A—FIATVYRZA VD
WEATHEEICT D tuned 7’07 7 1 JL 3 D( realtime, realtime-virtual-host. & & U
realtime-virtual-guest Y/*fIH CX £ 9,

22



£33 TUNED

realtime 707 7 1 LEBMICT % ITIE, tuned-profiles-realtime /8w r—Y %4 VA M—=JLLET,
root ROIXY RERITLET,

I yum install tuned-profiles-realtime

realtime-virtual-host 7’07 7 1 L. & & U realtime-virtual-guest 7O 7 7 1 L EBMIZT 3 IC
i&. tuned-profiles-nfv Xy 5 —I %A VA M—=JLLE T, root TROATY REZEFTLET,

I yum install tuned-profiles-nfv

3.1.5. powertop2tuned

powertop2tuned 1—7 1 ) 7 1 —I&. PowerTOP DIRENSHR Y LD tuned 7O 7 7 1 )L % fERK
TEBY—ILTT,

powertop2tuned 7 ) r—>a a4 VA M—=ILT BITIE, root TUATFDIAYY RERTLET,

I yum install tuned-utils

AR LTAT7AIVEERT ZICIE. LTFOIYY Rroot TERITLET,
I powertop2tuned new_profile_name

FT72ILMT, BERIRINTWS tuned 7O7 71 L ER—RIC letc/tuned T4 L7 K1) =L
O7 74 IHERINE T, BLEDEHMNS., TXTOD PowerTOP Fa—=V JIFRAMFLWT
O774IILTEPDIR>TVWET, ThEAMICT 3ICIE, /ete/tuned/ 7’0 7 7 1 Jituned.conf T,

WROF21—=VTDAX Y MR LET, —enable # T avFEhkid-edA T avaFERL

T. PowerTOP B’ RETBIFEAEDFa—=V I THLWIOT7 7ML EERTEE T, USBBEE
HPARY RRED—EDBRBF 12— JIEBIEHMEIEMIARVET, IThS5DFa1a—=ZVIHRE
RIGEIE. FETIAXY MERTIZBVENHYET, T74IMTIE. FHFLWTOT774NMET I T4
I TWEHA, BWICTZICE. LTOaAYY REETLET,

I tuned-adm profile new_profile_name

powertop2tuned B’ R— K § 24T avDELAY XA MIDOVWTIE, UTFOIYY REAALE
-a—o

I powertop2tuned --help

3.2.TUNED & TUNED-ADM [C& B2/ T =<V RAFa—=V )

tuned F1—=V Y —ERAFAHTZE, Fa—z=U /70774 EZRELT,. BEDT7—/0O—
RTLEIYBRLKNRIA—TVREREBTBLIICAR L —FT A VIV RATLARFAERT DI ENTEE
¥, tuned-admIAY Y RSA VY —ILAFHATEE, I—HY—RELZFa—=v /70774l %
PUBZZIENTETET,

tuned 7’07 7 1 LOBE

— BRI —R T —RITIEWL DD DERIERBFATOT77AUDEENTUVE T A, tuned TIEH R
SLTOT77AINEERETSHIEETEEYT, 20TO7 74 0IE. FRIEHREFA7O7 741D 1D
HER—ZICTBIED, EONOERT S I EELABETY . RedHat Enterprise Linux 7 Tld, 77 #Jb
h@ 707 7 1 Ui throughput-performance T9,

N
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tuned TIREINZTOT7 7MLk, EEAH O 7 74 )L & performance-boosting A7 7 4 )LD 2
DOATIN—IIDEINFE T, performance-boosting 7O 7 7 1 JLDFE L. ROBIEICESRHIE
MET,

¢ ZML—IUBLURY NT—2IC80 L THRWEFEEFRH
o AMNL—UBLURY NT—VDFEWVWRIL—Tv b

o REYYYDINTA—T VR

o RIILKRAMNDNRT+—TUR

tuned 7— hNO—4—TS514 >
tuned Bootloader 7S 71 >~ R LT, NS X—49%—%5Hh—X) (F—bMFkiddracut) A<v VK
SAVIGEMTEXET, GRUB2 7—hO—4—DHHN Y R—rZh, 7OT7 7M1 ILOEEAEEHT 3
ICIEHBEEDPVERIEIERELTLEIV, &2, quiet/XT X —4—7% tuned 707 7 1 JLIC
BN %ICIE. tuned.conf 7 7 1 ILICRDITEEHET,

[bootloader]

cmdline=quiet
BOTOT77AIICHIYEZZH. tuned Y —ERAEFEITEILET R E. BIMD/INS A —9 —HHIBRI

nEd, YRAT7LEV Yy MO VELRBBE#S:TZE. A—RIW/AFTX—4—d grub.cfg 7 7 1 )L
TAFIEINET,

BB ET 704 XV~ tuned #H&5AAEEEL

GRUB 2 (2 E D E#11% I tuned-adm profile profile_name % 3217 L TH 5 grub2-mkconfig -0
profile_path #3179 % &, Bash RIEZHZFHATE £T, Zhid grub2-mkconfig DETEICERM
INFT, &AE LTOREZHIE nfsroot=/root ICEREINZF T,

[bootloader]
cmdline="nfsroot=$HOME"

REZHORDY ICtuned B FHATE XY, LLTOHITIE. $ {isolated_cores}|d 1,2 1C B Ih
7. h—FI)IL isolcpus=1,2 /X5 A —49 —TiEEBIL 7,

[variables]
isolated_cores=1,2

[bootloader]
cmdline=isolcpus=%{isolated cores}

LFDfITIE. ${non_isolated_cores} (£ 0,3 -5 ICEBII 1. cpulist_invert D AA AL 0,3-5
I THUHINET,

[variables]
non_isolated cores=0,3-5

[bootloader]
cmdline=isolcpus=${f:cpulist_invert:${non_isolated cores}}

cpulist_invert B#i&. CPUD—EA2REELFJ, 6 CPUT YV DIHE. KREld 12 T, h—XILIE
isolcpus=1,2 XYY RS A VIS A—4—TRELZXT,

tuned RIEZEHZEAT 5 &, DELBANDENHIREINET T, AE INAEREEBHIC, IFITFIR
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HAAABERAFRITZIEETEET, HAAABRBD —— &\ IRWVWIEEIE, Python THZR
4 LEMEERL, 7574 VDOFEAT tuned ICBIITEE Y, tuned 7EA7 7 A IUD TV F 4 R— b
INEBE. THEAAAABEITETRHICT IO A Y NINE T,

ZHIIERID T 7 A I TEETEET, =& AE. LLTFDIT% tuned.conf ICBINTEF T,

[variables]
include=/etc/tuned/my-variables.conf

[bootloader]
cmdline=isolcpus=%${isolated_cores}

isolated_cores=1,2 % /etc/tuned/my-variables.conf 7 7 1 JLIZBINY 5 &, A—FRIIE
isolcpus=1,2/35 X —4 —TCiREIL X7,

FI4IBMNDY AT LAtuned 7OT7 71 IVDEE
FIAIMDY AT L tuned AT 7 A IIAEZETBICIE, 2 D0D0FELHY £9, tuned 7OT 714

T4 LY MN)—AFBIERT 2D, YATLT7OAT774ILDT4 LY M) —A23EE—LT. %HEILD
CLT7O774IVaRETEET,

FIE3A1EH L Wtuned 7OT 7AMIT a4 LT M) —DYERK

1. /etc/tuned/ T, T2 7O7 74 ILERBLHFLVWT ALY MY —%/ERL EI(
/etc/tuned/my_profile_name/ ),

2. 5\ LWTF ALY MN)—T, 774)Ltuned.conf Z{ER L. SEEBICLATDITABMLET,

[main]
include=profile_name
3. 7O77MINDEREAEHET, & Z2IE. vm.swappiness DIE% T 7 # )L b D 10 TlEA <

5IZE%%E L T throughput-performance 7O 7 7 1 LA L DREEFHT 2 ICIE. LLTFDIT
EBmLxd,

[main]
include=throughput-performance

[sysctl]
vm.swappiness=5

4. FOT77ANETIVT4R—MTBICF. ROATY RERTLET,
I # tuned-adm profile my_profile_name

FLWtuned.conf 77 M1 ILTT 4 LI M) —%ERT B E, YRAT LA tuned 7O7 7 1 LDEFHEIC
TA77AINDEEEITRTRFTCEET,

Tk, YRFL7AT7 7ML EELT 1« LY M) —% Juser/lib/tuned/ H* 5 /etc/tuned/ ICOE— L &
I, UTFICHIERLET,

I # cp -r /usr/lib/tuned/throughput-performance /etc/tuned

RIS, MEICH LT letc/tuned TTO7 7ML ERELE T, AILCEZROTO7 74D 2 DH 315
&3, letc/tuned/ ICH B TOT 7 A IIDFAAFNBEZEITFELTLEIWL, 2077 O0—FDRE
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. Fa—=v I INE7y 7L —RBICVRATLATOT7AIHIEHFINTE, BEHFVWEEI L
TenN—Y 3 VIR EEARIN AW ETY,

ESPENES

FHHICOWTIE, Ttuned] BELY Ttuned-adm] ZSHERL TL XV, tuned & & U tuned-adm D
FRICEAYT 23EMIE. tuned(8) B &V tuned-adm(l) D man R—I BB L T EZX W,
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$F4%Z TUNA

TunaV—ILEFERALT, ATV 1—5—ORERENSA—F—, Fa—=-VIJAL v NKOBELE.
IRQN\Y RS—, CPUIT7EVY Y NDDBAEITOCENTEET, TunaldFa2—=VJTH9RIDE
TOBEMIABETIONENTHEAINE T,

tuna /Ny =Y %A VA M=)V LEL, BIALTtunad~Y Y RZEALT, TunaZ> 71 Al
A—H—A U9 —T7 1 A(GUN%EEILZE T, tuna-h A REFHAL T, fIEFTEAITY RS A
VAVI—TIARCL)A T avaERRLET, tuna(8) D man R—I TlE, 7> a v EEMHF
ARBAINDZEITEFRELTLEIY,

TunaGUI BL U CLI K, AEDHEZRELET, GUIIE. BBEZFELY T THEHI. 1D0EH
EICCPU hARAOY—%KRRLET, TunaGUI T, RITHDRAL Y REZEZEBRETEIENTE, TEHED
HRAIEICHIRTZIENTEFTY, CLITI., Tuna REHDIAT Y RSA VRS A—49—%(FH
TE, INSDONRFTA—Y—%|BRINEBLET, chosoavy N, ZREaAY ReELTT7TY

T—2avOER YY) FNTHERTZIENTETET,

Tuna x
Monitoring | Profile management  Profile editing
Kernel Monitoring

Filler CPU Usage IRQ PID Policy Priority Affinity Events Users
“ 3 I 17 0 -1 -1 0-3 50 timer
~ 1 I 16 1 -1 -1 0-3 106202 8042
) I 18 8 -1 -1 0-3 1 rtcO
“® 0 I 18 9 -1 -1 0-3 60742  acpi

12 -1 -1 0-3 9601883 8042
16 -1 -1 0-3 0 i801_smbus

PID Policy  Priority @ Affinity @ VolCtxtSwitch NonVolCtxtSwitch CGroup Command Line I
1 OTHER 0 0-3 22401 5517 0::/init.scope,1 /usr/lib/systemd/sy
2 OTHER 0 0-3 2119 9 0::/,1:name=sy kthreadd
4 OTHER 0 0 9 0 0::/,1:name=sy kworker/0:0H
6 OTHER 0 0-3 2 0 0::/,1:name=sy mm_percpu_wq
7 OTHER 0 0 116153 157 0::/,1:name=sy ksoftirqd/0
8 OTHER O 0-3 2540854 477 0::/,1:name=sy rcu_sched
9 OTHER 0 0-3 2 0 0::/,1:name=sy rcu_bh
10 FIFO 99 0 23407 0 0::/,1:name=sy migration/0
11 FIFO 99 0 26890 0 0::/,1:name=sy watchdog/0

Tuna GUI DEEfR 4 7

BF

tuna --save=filename 2~ > R &AM AL T 74 LB EHICERL T, REDEREERE
FLET, 2OV RIE, TuUna ' ZEETESZIRTOA TV avaEREFEES. h—=x
WALY ROZEBEDH5REFELEF T, EERICETINTOVWAVWSOCRIIREINE

A,

41. TUNA AFR L7 AT LDHEER
EEATOIFNC. Tuna 2FHEL TV AT ALADBEDRRARRTAIENATEET,

BEDRY O—EBEREAKRTT SITIL, tuna --show _threads A< R&FRLE T,
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# tuna --show_threads

thread
pid SCHED_ rtpri affinity cmd
1 OTHER 0 0,1 init

2 FIFO 99 0 migration/0
3 OTHER 0 0 ksoftirqd/0
4 FIFO 99 0 watchdog/0

PD ICHIGT 2HRHEDAL Y RP—HT 27 REDH%ERRT 5ICId. --show_threads DAE]IC --
threads = 7> a v AEBMLZF T

I # tuna --threads=pid_or_cmd_list --show_threads

pid_or_cmd_list BI#I&, PID F/2iEa<x Y RERY—VDIVIREIY YR NTT,

BEDOEYVAABEKRKIRQBLUVENLDT 74 =274 —%FKnd 5ICIE. tuna--show_irqgs A< K
ZFEALET,

# tuna --show_irgs

# users affinity
0 timer 0
18042 0
7 parportO 0

IRQBSICHNT 2HEDENYRAAY JIAMP—HT S IRQAI—T—BDAHERTT BIGEIE. -~
show_irqs DFIIC ~irgs + 7> a v #BIMLE T,

I # tuna --irqs=number_or_user _list --show_irgs

number_or_user list B|#Z., RQBFEFLE1—4—EZGRX4—rpa2V<TEXPY YR NTT,

42. TUNA #{FEHLACPUDFa1—=V 7%

Tuna OY Y RIFMERID CPU AR/RICT DI ENTEEYT, YATLLEDCPU Z—ERTRT 2ICTIE.
Tuna GUI @ Monitoring ¥ 7 £ 7zI& /proc/cpuinfo 7 7 1 L =SB L T 72XV,

ATV ROHEEZITZCPUDY) R MEIBET 2ICIF. UTEFERALET,
I # tuna --cpus=cpu_list --run=COMMAND

CPUZEDBET D&, ZTDCPU LTIRERITLTWRIARTDSY R MRICFIATEER CPU ICKEEIL
F9. CPUZDRET 2ICIE. UTFZEITLET,

I # tuna --cpus=cpu_list --isolate

CPUZE®HZE, BEDCPUTRAL Y REEITTEHIENTEET, CPUZEDDICIE, UTZEE
TLET,

I # tuna --cpus=cpu_list --include

cpu_list BIEUE, IV YEYPYD CPUBSDY R MTT, fl: --cpus=0,2
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43. TUNAZFERALAZIRQDFa—=v

VAT ALATRHRAEFTLTWS IRQ D—E%FK/RT 5ICI1dE. Tuna GUI D Monitoring ¥ 7 & 7213
/;)_roc/interrpupts 774V %ESBLTLZILV, tuna-show irqs OY Y REFHETEIEHTEE
IRV ROFEEZITHIRQDY X MNEIBET BICIE, ~irqs /S5 X—9—A@FALET.

I # tuna --irgs=irq_list --run=COMMAND

ZYIAAZIBED CPU ICBENT B ICIE. -move NS A -5 —%FALET,

I # tuna --irgs=irq_list --cpus=cpu_list --move

irg_list 51#E. RQBESFXLE1—HY—EZNXY—VDAVIRYY )R KTT,

cpu_list BIEUE, TV YRHYD CPUBSDY R RTT, fl: --cpus=0,2

&2, ARiN' sfel THREDIITRTODEYIAAEI—45 v MILT, 220 CPUILHELT BITI.
UTFEEIFTLET,

I # tuna --irgs=sfc1\* --cpus=7,8 --move --spread

RELLEEEZRIT 51213, ~-move /XT A —4 —TIRQ 2ZE T 2H1H & U1RIC --show_irgs /X7
x_&_%ﬁﬁﬁ L/i-a—o

# tuna --irgs=128 --show_irgs

# users affinity
128 iwlwifi 0,1,2,3

# tuna --irgs=128 --cpus=3 --move
# tuna --irgs=128 --show_irgs

# users affinity
128 iwlwifi 3

INT, TEDRIEIC, BIRLAEIRQ DREALLLEBRTZIENTETET,
= o-1o)
Tuna GUI 25 EDIZETHEATZELYEBEHITY, ETTS5 CPUEZIEELTIRQ B&
VALY RERBEITHE, CPUT R DERICERDOFIENBEE RSB0, BEHIHD
MY, RELRTTREMLAHY FT, TunaGUI IZZ DB AEBEIMEL X3, TunaGUI T

id. ALY REIRQZBRLTEMD CPUANRS Y I T2 EHTESRD, RO
V—DEENEHEICRY T,

44. TUNA AR LEZYRIDFa—=24

ALy ROR) Y —BLVCBEEDEREZLET 2IC1E, —-priority NF XA —4—%FHL XTI,

I # tuna --threads=pid_or_cmd_list --priority=[policy:]rt_priority
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e pid_or_cmd_list BI#IL, PID F/2Ea<x Y RERY—VDIVIREIY YR KT,

o KNUYS—ASHYRAEVDBREIZFRRICEEL. 774 MRY Y—DBEIFRAIC
FIFO. £7/ET 74 MRS —DBEAIE OTHERICSEREL X7,

R7T1a—=Y VIRV —OBEIF, TRT72a—)VIR)>—0DfREE] #5RLTESX
LY,

o rt priority 155 99 F TOHEATRELET, 10BEELFREEAY., 99 DBEENE
e RYETd,

UTFICHZERLEYS,
I # tuna --threads=7861 --priority=RR:40

HRELEEREEZMIRT BICIE. --priority /35 X —4 —DEFER] & & IC --show_threads /X5 X —4 —
EEALET,

# tuna --threads=sshd --show_threads --priority=RR:40 --show_threads
thread ctxt_switches
pid SCHED_ rtpri affinity voluntary nonvoluntary cmd
1034 OTHER 0 0,1,2,3 12 17 sshd
thread ctxt_switches

pid SCHED_ rtpri affinity voluntary nonvoluntary cmd
1034 RR 40 0,1,2,3 12 17 sshd

INT, ZEORIEIC. BRULERAL Y ROREBEZLEBRTEHIENTEET,

4.5. TUNA O &R

B4 E CPUANDY RV EIY HT

LTFDFITIE, 42U Lt07OyH—%F DO ATLEFEAL. §XTDssh ALY K% CPUO
BLITITEITL, CPU2BLUIDITARTD http ALY RZEEITTE2HEZRLTVWET,

I # tuna --cpus=0,1 --threads=ssh\* --move --cpus=2,3 --threads=http\* --move
ERoaTy RElE, UTOBREZIERICEITLET,

. CPUOBLTTZERLET,

2. ssSh TIHREZITANRTDAL Y RZEEIRLZET,

3. FBRULAEAL Y FZEZFIRLACPUICBEILE T, tunald, ssh THIB ALY RDT 74
ZTA—RAVEBEYIRCPUICEREL X T, CPUIK, OB LT, 16 EHY XY T 0x3,
FR@NAF)—T MM ELTRIIENTEET,

4. CPUYRRZ2BLTV3ICVEYMLET,

5. hitp THAEX 2T RTORL Y REBIRLET,

6. BIRLAEZAL Y FZEERLACPUICHBEIL XY, Tunald, http THEZ AL v FO7

TA4ZT4—RAVZBEYRCPUICKRELE T, CPUIL, 28LU3, 16 EBYRIT
0xC. F@FNAF)—TIE1M00ELTRIIENTEET,
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$43E TUNA

=) N ]

TREDRR

LR DI, --show_threads (-P) /X5 X —4 — %A L TRITOHREEZRRL. BXLALEENE
EEBYIITbhcZEETAMNLET,

# tuna --threads=gnome-sc\* \

--show_threads \
--cpus=0\
--move \
--show_threads \
--cpus=1\
--move \
--show_threads \
--cpus=+0\
--move \
--show_threads

thread ctxt_switches

pid SCHED_ rtpri affinity voluntary nonvoluntary cmd
3861 OTHER 0 0,1 33997 58 gnome-screensav
thread ctxt_switches
pid SCHED_ rtpri affinity voluntary nonvoluntary cmd
3861 OTHER 0 0 33997 58 gnome-screensav
thread ctxt_switches
pid SCHED_ rtpri affinity voluntary nonvoluntary cmd
3861 OTHER 0 1 33997 58 gnome-screensav
thread ctxt_switches
pid SCHED_ rtpri affinity voluntary nonvoluntary cmd
3861 OTHER 0 0,1 33997 58 gnome-screensav

EERoaT Y REE, BLTOBREZIRFEICEITLIT,

1.

2. &

10.

1.

gnome-sc CIAE 2T RTDAL Y REZERLET,

RLERALY RERRL, A——DT7 T4 =ZT14—VRIVERTOBREAERATES
EIICLET,

CPUO ZEIRL X7,

gnome-sc AL v K& REIRL 7 CPU(CPUO)ICKEIL T,
BEBOERERRTLET,

CPUJZRMNZTIZYEYMLET,

gnome-sc A L v K% EIRL 7= CPU(CPUNICREEILX T,
BEOERERRTLET,

CPUO%Z CPU )X MIZEMLET,

gnome-sc AL v R&EREIRL 7 CPU(CPUO BLUNICBEILE T,

BEOERERTLET,
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#5% PERFORMANCE CO-PILOT (PCP)

51.PCPOES LT Y —2R

Red Hat Enterprise Linux 7 I& Performance Co-Pilot (PCP)DHR— %212 LF93., Thid. ¥R T
LLNVDONT =3V ZAAEEZER. GRIL. RE. 8LUHT2HODY—IL, ¥—EX. &
LUVZATSV—RA =TT, BERDR T —FTI9Fvr—ThHBIENOEHERY R T LD—TTH
BAOMICHEBISELTWEY, NT74—< YA M) vy RIE Python, Perl, C++, BLUCA v
H—T A A%FERALTEBNTEEYT, 9V —ILTIEY 547> bD API (Python, C++, C) 2 E#
FATE, Uy FRWeb 7T 5= a3V TIEJISONA V9 —T 24 A% FER L TRHBATRERTART
DIRTA—X VAT — Y EHRTDIENTEET,

PCP TIRUTZTIZENTEET,
o JTPIIALT—YDEREER
e BEET—40OYERIG

BET—5%FALT REOBRET DA TINLT—I%LBRL. BEDOHZ/NNI—VEDHT
5ZENTEEY,

Performance Metric Collection Daemon (pmcd)id, "R NI R F AT T =XV ZAT—9 % INE

L. pminfo ® pmstat R EDIFIFRISA TV MY —ILEFALT. ACKRAMFELIERY b
T—)TIDT—FEREB. Rn. 7—h4 7, BLUCUEBTZLDIFERTEET, pecp/ivir—v
. ARV RSA Y=L E, ERMOEEZRHELE T, 73714 DY —IVITIE pep-qui /Ny & —
UHNBETY,

PCP TEMINDI VAT LAY —EREY—ILO—EICDWTIE, FAT [Red Hat Enterprise Linux 7 T
Performance Co-Pilot IC& UEBHEINSD VY AT LY —ERX] & FA2 RedHat Enterprise Linux 7 T
Performance Co-Pilot IC& WEHINZ Y —IL] #BRLTLEIW,

ESPENE

® PCPIntro &L\ D ZRID man R— Tl&, Performance Co-Pilot ICDW TN L TWE T, Fl
BAaERY—ILDY) A b FEFTRARELS 7> a Vv 0iHE. BLUEET S man —TD Y
ZNBREINE T, 774 MTIE, SEMA RF 2 X > M /usr/share/doc/pep-doc/
T4 L2 MY — ($FIC TPerformance Co-Pilot User's and Administrator's Guide ] & & U
FPerformance Co-Pilot Programmer's Guided ) IZ4 Y XA h—ILINFET,

® PCPICDWTIL, RedHat # 24 < —KR—4% JLDIndex of Performance Co-Pilot (PCP)
articles, solutions, tutorials and white papersA S8R L T 72Xy,

o FTTICHEBLTVWSRHWY —ILOKEENH S PCP Y —ILERARDZUENH 2HBEIE. Red Hat
F Ly I R—RMDEEESide-by-side comparison of PCP tools with legacy tools Z58R L T £
T LY,

® Performance Co-Pilot DFFMIZAREREA & FERAAEICDWTIL. DOCUMENTATIOND 5 A7
PCP R¥a XY haESERLTEIV, RedHatEnterprise Linux T9 <IC PCP 2 EH T %15

&lE. PCP Quick Reference GuideZ&MHB L TL IV, AR A PCP Web %4 MZIE, FAQ
(LL<HZEBDYRAMN EEFNhET,

5.2. PERFORMANCE CO-PILOT IC& B XFS 7 7 A IR T 4 —< 2V AD 5
M

CIZTIlE, PCPXFSNRN 74— VAXA N EZDFERAEICDODWTERBL XY, Performance
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Metric Collector Daemon (PMCD) W2&1d 2% &. 1 ~ X h—JL I i/ Performance Metric Domain
Agent (PMDA) Do/ 7 #—X VAT —HDINEZRIBELE T, PMDA X, Y AT ALATERICOA—NZE
clg7>v0—RTE, ACKRAMNEDPMCD ICL > THITEIINE T, PCPDOXFS 77 ALY AT LD
NIA=RVANIYIT—Y%RETBICIE TTFIVMDPCPA VR M—ILD—EBTH % XFS
PMDA BMERINE T,

PCP TEMIND AT LAY —EREY—ILDO—EICDWTIE, FAT [Red Hat Enterprise Linux 7 T
Performance Co-Pilot IC& UEBHEINSD Y AT LY —ERX] & FA2 RedHat Enterprise Linux 7 T
Performance Co-Pilot IC& WEHINZ Y —IL] #SRLTLEIW,

521.XFSPMDA %4 YA M—JLLTPCP TXFSTF—4% % IN&E

XFSPMDA (Fpcp Ny =2 D—8& LTREI N, A VANV TR T 7 2L NTEMICR>TW
F9, PCPEAVAM=ILTBITEUTEITVET,

I # yum install pcp

pcp BL Y pep-qui Xy 5 —I DA Y A M—JLRICKR A X2 Y TPMDA Y —ER & BibH L VL
T2IIE, UTFOaOYY REERITLET,

I # systemctl enable pmcd.service

I # systemctl start pmcd.service

PMCD 7OEANKRA N TETIN., XFSPMDANBETEMICAR > TWB I EAREET 578,
PCPIRIZICV T —%4T5ICIE. UTFZAALZET,

# pcp
Performance Co-Pilot configuration on workstation:

platform: Linux workstation 3.10.0-123.20.1.el7.x86_64 #1 SMP Thu Jan
29 18:05:33 UTC 2015 x86_64

hardware: 2 cpus, 2 disks, 1 node, 2048MB RAM

timezone: BST-1

services pmcd

pmcd: Version 3.10.6-1, 7 agents

pmda: root pmcd proc xfs linux mmv jbd2

XFS PMDA OF&j(4 v X h—Jb

XFSPMDA »', PCPREDZHAHE LICEHEINTWAWESIE. PMDATI—Y IV NA2FETI VR
hN—JLLEYT, PMDAA YA M—=JLRYV ) T RICL 2T, PMDAO—I/LDIEEERDOLNFE T
(collector. monitor, both),

e collector O— /LA {FHTZE, MEDVATALATNIA—TVAAN) Y AERETEET,

e monitor A—J/LZEAT L. YRATALEEA—ANIRAT AL, YE—MNRAT L, TLIFED
mMAZEREETEET,

FI7 A MDF T 3 I collector & monitor DFEH THY., IFEAEDT T A TXFSPMDA D
EBICEFTEX2LDICLET,

XFSPMDA #FEI4 VA R—ILTBICIE, xfsTa LI M) —ICBELET,
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I # cd /var/lib/pcp/pmdas/xfs/
xfs 74 LI MN)—T, UTFEZABDLZFT,
xfs]# ./Install

You will need to choose an appropriate configuration for install of
the “xfs” Performance Metrics Domain Agent (PMDA).

collector  collect performance statistics on this system
monitor allow this system to monitor local and/or remote systems
both collector and monitor configuration for this system

Please enter c(ollector) or m(onitor) or (both) [b]

Updating the Performance Metrics Name Space (PMNS) ...
Terminate PMDA if already installed ...

Updating the PMCD control file, and notifying PMCD ...

Waiting for pmcd to terminate ...

Starting pmcd ...

Check xfs metrics have appeared ... 149 metrics and 149 values

522.XFS/NRX 74— VRAANY v IDERES L CHREE

pminfo TD X 1) v o OIREE

PCP A1 YA b—JLE N, XFSPMDA ABMICAR > TWBIHEIE., XFSPMDA%ZA VYA M—ILL T
PCP TXFST—4%I45%k] TFIEZFATEET, PCPBLUXFS THARBERNT +—T 2V X X
M) w2y aESRT Z2RLEELFEIX pminfo V=LA FRATZIETYT., ThiC&Y., FATRER
NRIF=XVAA Ny JICETIEBRIRFIINET, A< Rid, XFSPMDAILL > TIRHtEI N3
FATRERAN) Yy 2 EITRTERRLET,

XFSPMDA ICL > TIRHINZFIAFRELA N Y IR EFTRTERRTDICIE. UTFERITLET,
I # pminfo xfs

UTFDA T avaFRLT, BIRLEXA NIy IDERERTILE T,
-t metric

BIRLZXA MY v U %&BBAT AL TERE1ITTERRLET,

-T metric
BIRLAEAMN) v EBRBATALYFMAANILTTFFRANERRLET,

-f metric
ANy O RICWIET BN T4+ —T V ADREDFHAIARYEBERTLET,

ANV IDTIN—TFIEERDX Ny DIl -T. BLCAA T aVAEFRATEET, IFEA
EDANY)wHOT—8E, T7O—EVIBICVRATALALEDTIY NINFEEXFS 774 ILY AT AIC
RB#tIhxd,

Ky NOZERYIYXFEE LTERAL, ER2 JIL—TFDBIL—KXFSA KNy 2OFHLW)—7 /=K
ICRDEDICBBEINDIXFS AN vy ODTI—TI3EHHYEST, V—T7/—REeEIVTavY
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(RY M) IEITRTOPCP XA MYy 2ICEAINET, FVIL—FTHRHTEZ AN v I OEHEOH
Zid, RAZIXFSDPCP A MY v 7I—T] #BRLTILEIL,

Tl XSFSORF2AXYMIEXFS 7 7AWV AT LDERICET 510 2 3 »Chapter 13. XFS
MonitoringBAZENTWE T,

5.1 pminfo Y —ILEFEA L/ XFSHAEZ A N v 7 OREE

xfs.write_bytes X £ ) v 7 &5HBAT 2 T1EHRE 117RAT 2IC1E. ROIATY RERTLE
-a_Q

# pminfo -t xfs.write_bytes
xfs.write_bytes [number of bytes written in XFS file system write operations]

xfs.read_bytes X N v 7 %#5RBAT 2 L UEHMABRANILTTF A M ERRTZICE, ROATYY K%
EITLET,

# pminfo -T xfs.read_bytes

xfs.read_bytes

Help:

This is the number of bytes read via read(2) system calls to files in
XFS file systems. It can be used in conjunction with the read_calls
count to calculate the average size of the read operations to file in
XFS file systems.

xfs.read_bytes X h U v ZICHIET B/ 7+ —<F YV ADREDHANYEERET ZICIE, kDO
T REEITLET,

# pminfo -f xfs.read_bytes

xfs.read_bytes
value 4891346238

pmstore TDX M) v U D%

PCP TlE., $FICXA N vy W HIEESE L TEMET 2354 (5 - xfs.control.reset X h) w o) | %
EDAN) Y IVDEEZEETEET, XM Y IDEEZEET SICIE, pmstore Y —ILAERALEFT,

f515.2 pmstore Z [ L 7= xfs.control.reset X ) v 7 DY) v b

Z D%, xfs.control.reset X k') v £ T pmstore Z £ L T. XFSPMDA DiEskIhichv >
Y—EEEOIC) Y NTBAEERLTVWET,

$ pminfo -f xfs.write

xfs.write
value 325262

# pmstore xfs.control.reset 1

xfs.control.reset old value=0 new value=1
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$ pminfo -f xfs.write
xfs.write
value 0

523. 77 AN RATALATEICFIRATES XFS X M) v DIREE

Red Hat Enterprise Linux 7.3 &4, PCP [ XFSPMDA ZBMICL. YUY RINEEZEXFS 7714 ILY
ATLICH L TRHEDXFS X M) v I DHEZTRERICLET, ThilLY., FEOYI Y MINE
T77AINYRTLADEBAREL T, RI74—TVRETFETEZIEINBRICAYET, &FTIL—TD
T7ANWDRATLAZEICFERTEZAN) Yy VOBEOBMEICDOWVWTIE, RAL [T /42T EDXFS
DPCPAKYw I TI—T] #BRLTLLEIN,

pminfo 7YY RiE, YOV MINEEXFS T7 AV AT LD Y RAY Y AMEZRET 27 /34
AZEDXFS A MY v O =RHLET,

xfs.perdev.read [number of XFS file system read operations]
inst [0 or "loop1"] value 0
inst [0 or "loop2"] value 0

xfs.perdev.write [number of XFS file system write operations]
inst [0 or "loop1"] value 86

# pminfo -f -t xfs.perdev.read xfs.perdev.write
inst [0 or "loop2"] value 0

| 5.3 pminfo TOFT/NA R ZTEDXFS A M) v I DEF

5.2.4.pmlogger TO/XT7 #—X YV RF—=40OF >

PCPA{FHAT2E, BTHBETEZNIA—IVAAN) v IEEZOJICEHTZIEHNTE, HEHN
BINT =XV ADMIERATEE T, pmlogger Y —ILAFERAL T, YATLTREIRLEARN) Y
DT7—hA4 707 %R LET,

pmlogger 2T 5 &, YRATALALTREFRTDIAN) VI ELRRTIMELIBETAHIENTEE

Ea—]

9. T 74 bD pmlogger 5%%E 7 7 1 JLIE /var/lib/pcp/config/pmlogger/config.default T3, 5%E
T774LTIE T5ARY—DOFVITA VY RIVRICL>TEEFEIND AN v I EEELET,

pmlogger ZEA L TO—AILTI VYDA NY v I {EEZOJICERT 2IC1E. T4 3)—aF¥yi4
VAV AERIBLET,

I # systemctl start pmlogger.service

I # systemctl enable pmlogger.service

pmlogger BT, T 7 # I MDEET 7M1 ILHEREINTWBIHEIE. pmlogger 7 PCP & E IC
EFENET,

# pcp

Performance Co-Pilot configuration on workstation:
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platform: Linux workstation 3.10.0-123.20.1.el7.x86_64 #1 SMP Thu Jan

[-]
pmlogger: primary logger:/var/log/pcp/pmlogger/workstation/20160820.10.15

pmlogconf TD pmlogger :%E 7 7 1 L DIRE

pmlogger # —EXDETHIC, PCPIFHRRANEDT 74 MDA MY I 2Ly MO JICEEHLE
¥, pmlogconf 1—7 1 YT 4 —%2FEALTT 74 REZERE L. DEILSLCTXFSAFX YIS
W—T%EBPIITEET, BMITZEER XFS FIL—TFITIE. XFSinformation. XFSdata, & &
Wlogl/O traffic 7 IL—THEFNhE T,

pmlogconf D 7OV T M- T, EETEZNITA—TVRAN) v VDT IV—TEBNE L ITED
K 2E. BWARRIIN—ToOXy JERESIELEYS, JIL—T%BRTZICE. 70V T MR
ZELTy((yes)TXlE n(no)= L F 9., pmlogconf TINAPCP 7—H4A4 7OOH—REEXER T I
wRET2ITE. ULTEAALET,

I # pmlogconf -r /var/lib/pcp/config/pmlogger/config.default

pmlogger 2 7 7 1 L DFERE
pmlogger XE7 7 1 IV EFHTHREL. BELLBEARBTRHEDA N v/ ZEMLT. OF VY JEE
EERTEET,

f515.4 pmlogger SR E7 7 1 ILE XFS A K v &

LUTOFIE. FEDXFS X b v 725801 E 17z pmlogger config.default 7 7 1 L Dik# &R L
TWEY,

# It is safe to make additions from here on ...
#

log mandatory on every 5 seconds {
xfs.write
xfs.write_bytes
xfs.read
xfs.read_bytes

}

log mandatory on every 10 seconds {
xfs.allocs
xfs.block_map
xfs.transactions
xfs.log

}

[access]
disallow * : all;
allow localhost : enquire;

PCPOY7—h4 7OB4%
ARNYwOF—HDEFEE. UTOAETCYRATLDPCP O T7—hA4 T72BETEET,

e pmdumptext. pmrep. pmlogsummary €D PCP 1—7 4 7«4« —%2FEALT. OV %7
FARTZFANWMICZTYVRAR—=ML, RTLY RY—MNIAVR—FTBIENTEET,
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e PCPCharts 77— avdD5r—49%5B4L. YRATLDREDT—F EEEIC. F57%
FRALCRENT—9 %8R LET, [PCPCharts TOREEN] 2#5BLTLEIL,

pmdumptext V —I)LZERALTAJ 7 74 )L KRR TIEXT, pmdumptext 2> &, FEIRL 7% PCP
OJ7—hA T L. % ASCI T—TIICT I RR— K TEZF T, pmdumptext V—ILEFERT
28, T—HAA7Q72E %55V TIHIENTE, AXVRSAVTANY v I EEBELTOTLIS
BIRLEARNY Y VDEDHEYT Y TETHIEETEET,

TcE 2K, SHERTT —h4 7IIEI o xfs.perdev.dog X M) v I DTF—4%RRL, T
TOANYF—%KRRTBICE, ROATY REETLET,

Time local::xfs.perdev.log.writes["/dev/mapper/fedora-home"]
local::xfs.perdev.log.writes["/dev/mapper/fedora-root"]
?0.000 0.000

none count / second count / second

Mon Jun 5 12:28:45 ? ?

Mon Jun 5 12:28:50 0.000 0.000

Mon Jun 5 12:28:55 0.200 0.200

$ pmdumptext -t 5seconds -H -a 20170605 xfs.perdev.log.writes
Mon Jun 5 12:29:00 6.800 1.000

‘ BISSHFEDXFS X MY v o OJIBROERT

L. pep-doc/ Ry r—IUHSFATE S pmdumptext(l) man R—I A BB L TL LI,

5.2.5. PCP Charts TOHEE B

7274 AIVRPCP Charts 7 7 r—a v aERY 2IC1E, pep-gui/Xy r—Y %A VXA M—=JLL
7,

I # yum install pcp-gui

PCPCharts 77U —>avaFRAL TN IA—TVRA N Y VEETSTILTRIENTEE

¥, PCPCharts 77— avaERT2E. BHOFvr— MN2ARKFICKRRTDIENTEET,
ARy Olk, PCPAOYT—HATDAN) Y I TF—9BRT—IDY—RELTHERTIREL S
2avERDIBGELIBEROZA TRAMDOREINE T, ITY RZ 4 U5 PCP Charts & i
Y ZICIE. pmchart O~ REFHRALET,

PCP Charts D&%, GUI BRRINZET,
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PCP Charts - [u] x

File Edit Record Options Help

i+ (= - B
P A e @ QM

;|||||||||||||||||||||||||||||||||||||||||||||||||||||||||||
Db 17:17:40 17:17:50 17:18:00 17:18:10 17:18:20 17:18:30
GLIVE Mon Oct 23 2017 CEST-2

PCPCharts 7 7)o —av

pmtime Y —/N\—ZREIXTERICHY £, start R V5 &V pause Ky V&2 FHT 2 &, LUTF %I
TEEY,

o PCPHAXNY YO F—8%KR—Y2VITHREME
o BET—SDXN) vy IDAMNS LUV
File » New Chart (CBEIL. RRAMZEFALIETRLREZBELT, O—ALIIVEYE—bTIY
DEADSA N IEFERLET, TOHE., VE—FMRRARMDISNRT =T VRARNY) v I 5ERIRL
F9, mEAREA TV avilid, Fy— NOEEAFETHRET 2. L0770y NOBEFE
TEIRT NS ENET,
PCP Charts THER I a—%5E8kL7cY, A A—VEEIBT 24 TV avidERHY F7,
® Files>Export&x7 ) v/ LT, BEOEL1—DAXA—Y%REFLET,
® Record—> Start%=7 ' v/ L TiEiEa2MABLEY, Record>Stop %27 ) vV LT, HEAZ
IELFET, FEDEILEE, BEINARN) Y IVRBETRRITEELIICT—HA THERS
ni-a_c

PCPCharts 1 Y9 —7 T AR HAITAXTDE, UTEECEHDAETNRN 74— VALK
)y OhBLTF—F5RRTEET,

o NIRRT/ Z7
o BEJST
o HAWKRISZ

PCP Charts Tld. Ea— EMENDI XA VERETZ7 7A4ILICL Y, 1DULEOFv¥— MIBEERMIT LN
A T—HHRETEET, COAIT—HTIE, FHRAINZARN)YvIP, Fyr—NRE, Fv—
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MUIEAINRTEBRLET, hRAYL E1—FZEZFEKL. File-> SaveViews 7)) v L TRE
L. BTVieWRELZFHZAAL I ENTEEY, Ea—RET7 7ML EZTDOEXDFEMIL. pmchart()
Dman R—IHHBLTLIEIN,

f515.6 PCP Charts D view 228 E CDEH LEIFF vy — TS5 7

PCP Charts Ea—F&E 7 7 1 ILDBITIE, IBEDXFS 774 I AT L loopl ICTHAEZ I N
BRI MUERTRBA LT F Y — NI ST HRBALET,

plot legend "Read rate" metric xfs.read_bytes instance "loop1"

#kmchart

version 1

chart title "Filesystem Throughput /loop1" style stacking antialiasing off
plot legend "Write rate" metric xfs.write_bytes instance "loop1"

53. 774NV AT ALAT—9%IRET 57-DDHR/NED PCP XE

UTFDOFIRIE. RedHat Enterprise Linux THiatZIN&E T 57 DICHKRIERD PCPEREZ A1 Y A h—IL T
2HEERLTVWET, REROBREEZITIICIE. SBRODTHICT -9 EZNET 2 DICRLELRRE
ROy r—Y ZREB AT LICEBMLET,

ER X1 % pmlogger H D tar.gz 7—H A 7id, PCPCharts REDIFXFAPCPY—ILAFEAL
THOMTE, DR T+ =TV AERY —RELRTEET,

L pepNw—2%A4A VA M—=ILLET,
I # yum install pcp
2. pmcd H—ERERBEILE T,

I # systemctl start pmcd.service

3. pmlogconf 1—5 1 U 7 1 —&Xf7L T pmlogger ¥ E & FEH L. XFSER. XFST—%,
BLUOTIVO RS T4 v I TN—TEBAMLET,

I # pmlogconf -r /var/lib/pcp/config/pmlogger/config.default

4. pmlogger Y —E X &BHE L £,

I # systemctl start pmlogger.service

5 XFST7 74 IV AT LALTERIEEEITLET,
6. pmlogger t —EX%#ZIELE T,

I # systemctl stop pmcd.service

I # systemctl stop pmlogger.service
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7. HAEREL, RAMEZEREOHBICEDVWTEZIIN G T ok targz 7 7 1 LICIRTEL
-a_Q

I # cd /var/log/pcp/pmlogger/

I # tar -czf $(hostname).$(date +%F-%Hh%M).pcp.tar.gz $(hostname)

42



$6E CPU

6% CPU

AZE Tld Red Hat Enterprise Linux 7 T7 IV —> 3 VDR 73—V AILRE%R 52 % CPUN—R
VITHLIVREL T aVITOWTHBIRBLET, [FEEE| TERT7+—IVRIFELES
2% CPUBEDERICOWTEHALET., 74—V 2ADBBEDEEREZHT TIE CPU/N—R
DITPRENBICEET /N7 —7 Y ZADREEZ 2179 % Red Hat Enterprise Linux 7 Y —JLIZ D
WTEBAL TWE ., [#2ERE] Tl Red Hat Enterprise Linux 7 T CPU ICEBS %/87 #—< v R
DEREEZFRT BBICFIATESY —ILPRAMNSTY—ICDVWTERBHALTWET,

6.1. BEEIR

DI aAVEHRAT, YRATLET TNV —2a3VDINT A —IVANRODERICL>TED LD
HEAZITOINEEBBMLTLETY,

o TOtwH—NREDLIIICHEIL, BLUAEY—REOEAEY Y —RICEHEINTWLWBED,
o JOtywH—ICLBEITHALY RKODRTV1—-ILAR

® Red Hat Enterprise Linux7 TO 7Ot v #—Il & 2EYVIAANED X

61LLYATFLDMRAY—

BEDY AT LD LIS T Oty Y —%EHIESH L TLW B/, central processing unit (CPU - R4
BEEBE) EWHOZEINBRBEBLBNADHYET, ZOLIBEHO IOy H—FEHIAEDL D ICE
EINTUVBA, MDY Y —REREDED CEHINTUVEN (VYRTLD MROY—) A, &
ATLRT TN 5—=2avDNRNT 3 —IVABELIVYRATLAF 11—V ROBEFRICKENFES
RIFST e HY £,

BEDQAVE1—FT 4 VI THERAINTVWS MROS—ICREIC2FEEDYA THHY T,

SMP (Symmetric Multi-Processor) h7/RO Y —

SMP A ROY—IC& Y, §RTOTAYH—DERBICAEY) —ICTIEZATESLIICAYE
T, 1L, HEBLUVEZEDOAT) =TI 2RIE, FEWICTRTOCPUDILDAEY—T I+
AR ) T7S54XG3D, SMPYRATLDRT—) U JHIHPNA—BRICFAETERVWEDELT
RERINFET, TDEDH, BIEDHYH—NRN—=YZAFLIFTRTNUMAT YV TY,

NUMA (Non-Uniform Memory Access) DEE (E=> %)

NUMA A ROY—id, SMP RO —& Y HZEMAEINE L7z, NUMA Y X7 AT, BHD

Oty —2N120V 4S5y NETYEMICTIL—TIEINET, EYT Y MIEXE) —EHDSE
BhAaHY, AE)—AOO—ALT I EAD’HZ2EHRO Oy —%FEHTVEDD/—KE

MATWET,

EL/ —RO7OtyH—IdZD/ —RDAE)—NVIANIEETCTIEATE, IO/ —KD
AFBY =NV IANDT I ERIMEEICRYFET, LA >TAO—AIAEY —LUAANTIERT S
BRI I A=V AMETFLET,

CDEEERTDENTA—TVRABEREOT7 TV 5= a3 VIENUMA hROY—DBET T r—
vavAEEFLTWA Oty —¢ AL/ —RICHBAXAEY—ICTIEAIEEZELDHICLT, T
XBREFFVE—RMDXEY)—ADT7 I ERITEBTBEIICLET,

NUMA NROY—DYRATFALATT T r—2avDNRI4+—<I VAR RARTBZES. 7 ) r—

SAVHAERTINBEHBAELTETRA Y MIEBEWXEY =NV T B ENICRDEDDZEREL
THBLIEWEEERYET,
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NUMA ROV —DY AT LTI, Isys 7 7MY AT A, 7Oy — XEU—, 8LV
B D#es DEFERAEICET 2IERASENE T, /sys/devices/system/cpu 71 L 7 b 1) —ITIE,
YRTLAOTOEYH—DBEWMIEDL I ICEBINTWENCET 2FMIEENE

9, /sys/devices/system/node 71 L U b YU —IllE. ¥R T LHDNUMA / — RICEAT 315
& ENHD/ — REOHEMEREICET 5EHRIASEINET T,

6.111 ¥ ZF LD b RO S — DRI

NROY—%BRAITZDICHEIIDATY RHAFIEEHY £9, numactl --hardware I~ RAFRHT
&, YVATLDOMROY—DEEAHBL I,

$ numactl --hardware
available: 4 nodes (0-3)
node 0 cpus: 04 8 12 16 20 24 28 32 36
node 0 size: 65415 MB
node 0 free: 43971 MB
node 1 cpus: 26 10 14 18 22 26 30 34 38
node 1 size: 65536 MB
node 1 free: 44321 MB
node 2 cpus: 1591317 21 2529 33 37
node 2 size: 65536 MB
node 2 free: 44304 MB
node 3 cpus: 371115192327 31 3539
node 3 size: 65536 MB
node 3 free: 44329 MB
node distances:
node 0 1 2 3
0: 10 21 21 21
1: 21 10 21 21
2: 21 21 10 21
3:21 21 21 10

Iscpu O< ¥ NiE util-linux /Ny 7 —Y TRHEINF T, CPUR. ALy RE J7#. vy ML
NUMA / — R E, CPUT7—FT 0 Fv—ICET2BEHRZMEL X T,
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$ Iscpu

Architecture: x86_64

CPU op-mode(s): 32-bit, 64-bit
Byte Order: Little Endian
CPU(s): 40

On-line CPU(s) list: 0-39
Thread(s) per core: 1
Core(s) per socket: 10

Socket(s): 4

NUMA node(s): 4

Vendor ID: Genuinelntel
CPU family: 6

Model: 47

Model name: Intel(R) Xeon(R) CPU E7- 4870 @ 2.40GHz
Stepping: 2

CPU MHz: 2394.204
BogoMIPS: 4787.85
Virtualization: VT-x

L1d cache: 32K
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L1i cache: 32K
L2 cache: 256K
L3 cache: 30720K

NUMA node0 CPU(s): 0,4,8,12,16,20,24,28,32,36
NUMA nodet1 CPU(s): 2,6,10,14,18,22,26,30,34,38
NUMA node2 CPU(s): 1,5,9,13,17,21,25,29,33,37
NUMA node3 CPU(s):  3,7,11,15,19,23,27,31,35,39

Istopo < > KNIk hwloc /Xy Iy —Y TIRMEI N, YRT7LE2T57 14 HIVICEKRRLZT, Istopo-no-
graphics v Nid, ZFliRTF A MEAZRHEL X T,
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| NUMANode P#0 (B4GE)
Sockel P#0
| L3 (20ME) |
| L2 [256KE) | | L2 (256KE) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 [256KB) |
| L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d {32KB) | | L1d (32KB) | | L1d {32KB) | | L1d (32KB) |
| L1i (32KB) | | L1i(32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) |
Come P#0 Comr P#IE Com P#8 Comr P#24 Comr P# Com P#IT Comr P#0 Com PE25 Com P#2 Com PE#1 8
| PU PED | | PU P&4 | | PU P&2 | | PUP#12 | | PUP#& | | PU P20 | | PU P#24 | | PU P#28 | | PU P#32 | | PU P#38 |
| NUMANode P2 B4GE)
Sockel P#2
| L3 (30MB) |
| L2 [256KE) | | L2 (256KE) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 (256KB) | | L2 [256KEB) | | L2 (256KB) | | L2 [256KE) | | L2 [256KB) |
| L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) |
| L1i (32KB) | | L1i(32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KB) | | L1i (32KEB) |
Comr P#0) Comr PEG Comr P#3 Comr P#24 Comr P#1 Com P#IT Comr P£2 Com PE25 Com P£2 Com P& 8
| PUP# | | FU P&5 | | PU P& | | FUFP#13 | | FUP#IT | | FU PE21 | | PU P#25 | | FU P#29 | | PU P#33 | | PU P#37 |
| NUMANode P# ([B4GE)
Sockel P#1
| L3 (30MB) |
| L2 [256KE) | | L2 (256KE) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 (256KB) | | L2 [256KE) | | L2 [256KB) |
| L1d (32KEB) | | L1d (32KB) | | L1d (32KEB) | | L1d (32KB) | | L1d (32KE) | | L1d (32KB) | | Lid (32KE) | | L1d (32KB) | | L1d (32KE) | | L1d (32KB) |
| L1i (32KE) | | L1i(32KE) | | L1i (32KE) | | L1i(32KE) | | L1i (32KE) | | L1i (32KE) | | L1i (32KE) | | L1i (32KE) | | L1i (32KE) | | L1i (32KE) |
Comr P#0) Comre PE#G Comr P#2 Comr P#24 Comr P# Com P#IT Comr P#2 Com PE25 Com P#2 Com P& 8
| PU P&2 | | FU P&5 | | PUP#D | | FPU F#14 | | PUP# & | | PU P&22 | | PU P#26 | | PU P#30 | | PU P#34 | | PU P#38 |
| NUMANode P#3 (B4GE)
Sockel P#3
| L3 (30MB) |
| L2 (258KB) | | L2 (2568KB) | | L2 (258KB) | | L2 (2568KE) | | L2 (258KB) | | L2 (258KE) | | L2 (258KB) | | L2 (258KE) | | L2 (258KB) | | L2 (258KB) |
| Lid (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | L1d (32KB) | | Lid (32KB) | | Lid (32KB) | | L1d (32KB) | | L1d (32KB) |
| L1i {32KB) | | L1i(32KB) | | L1i {32KB) | | L1 (32KB) | | L1i {32KB) | | L1 {32KB) | | L1i {32KB) | | L1 {32KB) | | L1i {32KB) | | L1 ({32KB) |
Comr P#0 GComre PEG Comr P#3 Comr P#24 Comr P#1 Comr P#IT Comr P#0 Comr PE25 Comr P#2 Com P& 8
| PU P&3 | | FU P&7 | | PUP#1 | | FUF#15 | | PUP# 9 | | FU FP#23 | | PU P#27 | | PU P#31 | | PU P#35 | | PU P#39 |

Istopo A~¥ ¥ RDH A

612 A Ta—Yvy
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Red Hat Enterprise Linux Tld 7O AETDR/NEfIE ALYy K EMATWET, YRATLRYT
Vai—5—F ALy RERFTTRZTOEvH—&. ALy KOETHBEEZRELE T, 2L, ¥R
TALICE>DTODRBHABEBIE VAT LAEERBRBEICEEETHBLD, 7TV r—>avnn
T74#—XVREVWIBRANSERBEBRRAT Y a—) I TlERwWhArELIhEHA,

frEZIE, NUMAYRF AT/ —RBO7OtyH—FABETEICAR>LEET T r—vavid
J—RATEFTHREIZERELET, /—RBOTOty H—a2BEIREICIRDH, Ry T a1—
S—ET7TV5—=3vDALY RD1D2&/—RKBILBEILEY., LML, TOF7FVr—2avR
Ly RIZBIEIHE/ —RADXEY) —~ADT7 IR ENEELFT, BFLZALYKIZF/—KBT
EITIN, /—RADATY—FZDAL Yy ROO—AHIAXEY) =Tl 23D, 77 ERIHERM
BODZELIICRYET, /J—RAOTOY Y —AHETEZLIILAZ I THET ZEEN. O—
AIAEY—ICT7IVEALTURID/ —RTRL Y RERTTIEBMEIYE, TORLY KB/ —KB
TERITA2RTIT2REOANRS LD AREMELHY F7,

NI A= VREREDODT7 TNV T—23vilidk. <L DBE. ALY RBPERITINZIBFAERET 2FB
PEBEDERELAZIFERIENTEET, NI +—IVREHOT7 IV r—varvn=—XIlEdd LD
WUNCALY RORT TV 12— AETIHEICODVWTIE., TR Va—) v IR)—0ifAZE] #8BL
TLIEI W,

6121 h—XRIT14 v

Red Hat Enterprise Linux @ |B/8— 3 > Tl Linux A—RIVIESE T TR ZIEERRDHE CPU ILE
HMAEIYIAAET>TWELE, TOBREFERALTCIOECROR TV a—) v 7P EBEIEICEAT
ZREETFTLTWE L, COEMMABREIYAAZA—RIV 77 v 0 ERATWE LT,

AT TIIIEEDH ST EIMNIEADLLT T v ZIFRELTWELE, D2FY., 74 RILRREDO
TTHo>THEIYAHSEE EHMICEFIINZ OB EEN SR> TWE L7 (&RA 1000 fZ/

M) DDV AT ALARRIEDx86 7Oy Y —ICHBEHINTWET 1 —FT R —FIREAERMIC
FMATZENTEEHATLE,

Red Hat Enterprise Linux 6 8 & U7 TIE A —FRILIET 7 4 )L M TIEEIHEIMEWVW T 1 KILIKEED
CPUICIFEIYVRAAZZE LIBWEDILRYFET, T4 v I LRAA—RILEFEINZEETT, RTLTWL
289 2 BNPIRVEE, EHHREIVAHEF YTV ROEIYRAHRICRD o TWEHT A RILIRE
D CPU IFZDREZIZETNUTOENHEREICL YR HRFINHE LAY FT,

Red Hat Enterprise Linux 7 TIEBIMART 1 v ¥ L 274 7> 3 ¥ (nohz_full) AR I h1—H—5Ei54
2VICEBN—RINDFHEERBRTDIETRERDISICALEINTVWEY, ZOAF T3y

&, nohz_full H—FIIIRS A —4—%FALT, BELAIATZTEMITEZES, A7 THSYay
EEMICT S ERBEEEICEATLZ 7V T ET 1 — X ITRTHSEBICHNOAVWITICBEINE
T, A—HY—BEOIRINA—RIVIAI—T 1 v VEEDOFEEBICY A 7 OMBLATHNG H 2
BMREREERY TILY A LDOGTEEZMNEE T 2EEICEFNTY,

Red Hat Enterprise Linux 7 TEIRQT 1 v 7 L AENMEZBMICT 2 AEICDOVWTIE. [Hh—FIbT 1 v
V54 LDHFRE] EBRLTIEIL,

6.1.3. IRQ (Interrupt Request - | Y ;A HEK) DALIE

BYAAERFZIZIRQ K, N— ROz T7O—AS5 7Oy H—ILEBICEEIND VI FILTT,
VRATLADETNA RICIZEEREYAAEEETEELIVEDELIFEHRD IRQBESHEYHT
SbhEd, ElVIAAEENICTZEEYAAEREAZITERSZ Oy H—FEYRAAERICGE T 5
DBIEDT TV r— a3V ALy ROETEESICHETLET,

BEOEEEZELT DD, BIVAAENFITNIEYRTLDNRT =<V ANELLETT 26N

DHYEY, BVRAADBRHMMEZRET 5. FLFBEEDBEVERDEIYIAH%ZE 1 DD/ F (B
DENYRAHZEFZTEDDZ)ICLTERFTHIETEYRAAICH D DEREZEBYT S5 EAHETT,
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HYIAABRDIAEICDODWTIE. TAMDG4 B £V Intel 64 TOENYAAIRAMDETE] FiiE
[Tuna ZEA LA CPU, AL v K, BIYAADEMMEDERE] #SRLTLKEIV, Xy kT —2F|
USAADEFMICDOVWTIE, 9B Ry fT7—2 BBBLTLEIL,

6.2. /X7 A —< VY ADREBEDER & 228

Red Hat Enterprise Linux 7 TIEY AT LR T A= VY ADERS L0y —2 7Oy H—D5%
EICEETZNT+—TV ADBEDZ AT I BRICEN LY —ILHBEW ONEEINTVWEY, D
T2 avTIERIHILEY—ILOBE, L0708y —BEEONRT7+—<T VABBELERS LU
Wi 2AE%5B =R LTHBLTVWEET,

6.2.1. turbostat

Turbostat IXIEEINLBRTHY VY —DFEREHAL, BELEAFERE. T4 —TRY—TREE
IKCAD ZEDKK, Y AT LBEEEYAASM)DBRBEIERINDRE, y—N"—TFHLRVE
EABETIDICBILET,

turbostat 'V —JLIZ. kernel-tools /Ny 5 —I D—ERTT ., AMD64 B LU Intel® 64 Ot v H—#E
DYATLATDFERICHRLTWET, root ERDET. REYALRY Y THho 49—, APERF &
LUO'MPERF ETILVEBEDL VR —HDREICKHY X,

FRBAICDOWTIE man R—J A TEL X,

I $ man turbostat

6.2.2. numastat

BF

Z DY —)lIE Red Hat Enterprise Linux 6 24 744 Z )L TRIBABFATTHATWE
T, 774N MDOEAIF AndiKleen ICL YRR I WAL ) DFILY —IL & DB %
BELTWEI N numastat NDA T2 a v eNRSA—9—%5FIFE2ERICOVTIEZOH
ADLRELEEINTVET,

numastat 'V — /L. TOERBLVARL—F 4 VTV RAFLDNUMA J —RTEDXE) —#Et%E
RERL, 7OERAEY) DBV RATFLLEKIIDBINTWVWSED, BED/ —RKRTERLEINhTWSE I %A
®rLET,

numastat HAZ 7Oty H—T&D top HAEHESRL, 7OCIXE) —DEYHETLATWVWS
AL/ —RTFOCRRAL Y RAERIFTLTWRZE%2ERELET,

numastat [& numactl /Ny 7 —I TIREINZF ., numastat HADFEMIE man R—I 2 TELC X
LN,

I $ man numastat

6.2.3. /proc/interrupts

/proc/interrupts 7 7 1 JLICIE, BED I/O T/NA AW S ETOL Yy H—ITEEINLEIY AHDEA
—BRRINFET., RBEFEIYIAAER (RQ . &0y H—TUEINLY A THIEYAAHEK
., REINLBYVIAAS 1T BEBEIYVIAAERICHE LT NNA RE I VI TR >/ R ML
IKRRY XY,
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BEDT ) r—oav i3 T/\4 ANKREDOEYAHEER LY E— D 7Oy H—ICREBIH
EOELTVWRHBERNRN T A=V RICHEEARIFTHREEIES<RYET, COLIRIGEEETDT
TVr—2avERET A ZNEYRAEREZWELTWS / —RRL/ — ko7 Oty —(IC0E
HIHDEIICTEHENRTA—TVADEBTERBTEIENTEET, FYAALEEZRED SO
Ty H—ICEYYHTEIHEICDOVWTIK, TAMD64 8 £ U Intel 64 TOE| VY AHFHIMMEDEZRE] %S08
LTI,

6.2.4.pqos TOF v+ v 1B LUA T —BIHDER

intel-cmt-cat /Ny A —I DS AR pqos I—T 1 VT 1 —%FAT R E. HED Intel 7Ot Y
P—TCPUF VY1t XE) —FEHEREERTEET,

pqos 1—T7 A )74 —IF, topI—TFT 14 UT4—EARKRIC, FrvPatXEY—DERY I %R
HMLET, UTZERLET,

o HAUILTEDHE (IPC),
o HIRLANJIDF v v MISSES DE,
o LLCTRHRE®DCPUTEITING OIS LDY A X (FO/X1 ML),

o O—AIAE) —~DFEIE (MBL)

) E— M XEY— (MBR) NDHIHIE,
DTFoavwy ReEERLTERY—ILERBLET.
I # pgos --mon-top

HADT AT LI LLC SBEOEWVWRICENEAZSNET,

BEEE R
e pqos 1—T 4 ) T4 —BLVEEOY H—HEOMEIL., [(pgos] #HRLTEX
LY,

e CAT %{fF L T. DPDK (Data Plane DevelopmentKit) D&y N7 —9 /17— VA T/ A
IV—RAN—REILVOFEERNMRICT 2HEICDOVTIE, Intel K74 hR—
/N—Increasing Platform Determinism with Platform Quality of Service for the Data Plane
Development KitZ SRR L T I L,

6.3. LR TE

Red Hat Enterprise Linux TIEY AT LADEEICEILDY —IL W DMEELTWET, 20t s
TI3VTIRIO LAY —IL=REEICERBE L. Red Hat Enterprise Linux7 TZ®DY —ILAFEE L TFO
Yy —BAEOCREZBRRT 20 ZBNT LI,

631 A—RIVT AV I LDERE

Red Hat Enterprise Linux 7 &7 7 # )L N TR T4 vV LRAA—FRIEFRALE T, TOH—RIVIZETE
DI=HT A RILRKED CPU ILIFEIY AHEiThEAVL I ICLTHLLW IOy =274 —FR
)—THREICANSZ LDICLET,

Red Hat Enterprise Linux 7 TIEBINT 41 VL ADA T2 a vEEEINTVWET (T 7 4L b TIHE
M) BMRERETERY TILY A LADOFGTELAESFERBICELWHHNDOH 2EEICENTT,
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BEDIATTEMNART v I L AEBEEEMICT ZICIE. nohz_full /X5 X —4—%FRALT. h—X
WA Y RSAVTENSDATAEIBELE T, 6 A7V AT ALK S nohz full=1-15 E15ET % & &)
T4y 7L RABEN DS I5ETOIT7 TEMCRYBEEBEITRTRIEEDITZICBEINE T
(A7 0), ZDEMEIE. ¥R T LADREIRIC—EFRIICEMICT 25, /etc/default/grub 7 7 1 LD
GRUB_CMDLINE_LINUX #+ 7> a VA FBH L CARBEHICEMICTEE T, KGHAEEAE5IC

I%. grub2-mkconfig -o /boot/grub2/grub.cfg I~ > K= ET L CHREEZFELET,

BT 4 v I L AEBEEZBMICT 2BEEFEEILZIBEEIDEICRYET,

o JAFTLNEBEILAESFEETrcu ALY REFEEBICFHNOAWITICBEHLET, 20D
BEAT7 O ICBELTWET,

I # for iin “pgrep rcu[c] ; do taskset -pc 0 $i ; done

o A—IAXYRKSA v Tisolcpus 'NZ A —49—%[FRALT. FEOIAT7 21— —FEHI R
IDLNEELET,

o F 723> TH—RILD write-back bdi-flush Z L v Kd CPU ##1E% housekeeping 3 7 IC
BMETDHIENTEET,

I echo 1 > /sys/bus/workqueue/devices/writeback/cpumask

BT A v I LABESLELLEELTWAEMNERDOYY REETLU TR LTI, stress ICIE171E
CPUTZETLTWR OV SL5AALET,

I # perf stat -C 1 -e irq_vectors:local_timer_entry taskset -c 1 stress-t 1 -c 1

stress DRKEBEDV & DIC, while:;dod=1;done W EAETT BRI T rAEZSNF T,

TI7AIRDA—RIVIAT—REIF. EZ—RCPUDIOO0 T 1 v I ERLTWVWET,

# perf stat -C 1 -e irq_vectors:local_timer_entry taskset -c 1 stress-t 1 -c 1
1000 irg_vectors:local_timer_entry

BT AV I LAA—FIERETDE. KDYIKTTA4 v IDNRRINZIZTTY,

# perf stat -C 1 -e irq_vectors:local_timer_entry taskset -c 1 stress-t 1 -c 1
1 irg_vectors:local_timer_entry

6.3.2./N\— RO TT7NT =TV AR I —DFRTE (x86_energy_perf_policy)
x86_energy_perf_policy VY — /L& ERT 2 &, BEEF/NT+—T VR EIRILF—PRDOENHIA
BEEEAEHTCEET, TOBRIE. RI7+—TVREBITHEEBNEROBTANL—RNFT7§24T> 3
VERBIRTZE, COMEAYR—NT2 70y —ILHEASEZ2LDIFERATEET,

FIFIWIRTIE, RT7F—T VR E—ROITRTOTOtYyH—TE#EL FI, CPUID.06H.ECX.bit3
DEEICE>THRIN, root ERTEITITIMELIHY FT,

x86_energy_perf_policy (&, kernel-tools /3y r —Y TR I N F I, x86_energy_perf_policy DfF
FAEE. x86_energy_perf_policyl F7ld man R—=I 2SR L T LI,

I $ man x86_energy_perf_policy
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6.3.3. taskset O A DIHMMAETE

taskset 'V —JLIE. util-linux /8w 5 —I TIRHEIN F T, taskset ZFHT D&, BEEIIERITHD S
AtE2070tyH—T7 71474 —%2BBLTERELLY., B0 Oy Y —T7 74 =71—TC7
At XA5EELEZYTEET,

BE
taskset (IO —HILAXAEY) —BIYHTARIELFHA, O—HILXEY —ZEYHTICLS

EBMDINT =<V A LD EAINERGE. Red Hat (& taskset D4 Y I numactl
HERATHZIEAEWELET,

taskset MFFMIE, [taskset] F/cld man R—IYZSRLTLLEI W,

I $ man taskset

6.3.4. numactl T NUMA $flM % &1

SEIEE (T numactl EFEBE LT, BELART Y 2a—Y Vv PFEEIATY BB RYY—CTOtERA%
EITTEZTT, numactl 1T, HEEA T — AV MNELE 774 ICKERY >—A28%EL. 7Ot
ADTAEYY =T T4 ZFT 4 —EAETY) =T I4 T4 —5RETDIEETEET,

NUMA RAROV—DYRFATRTAEY Y —DAE) —ADF7 IV EAFEER IOy —EXE —
N BRI ZIFERTLTVWEEY, LA >TNRI2—T VY RERODT7 T 5—>3 0D
BAIRXE) —BYYTAETEBRIIEEHEDXE) — NV IDNDSITILIBRETEIENEEERY
F9, XEY—ECPUIRRLCNUMA /—RDEHEDAEFERTZ2ONRZETT,

NI F—=IVAILBRETZIILFALY R7F)r—yavig, BEOT7Oy H—TIEREED
NUMA / — RTEITINBDLDICHET S IET, XUy MDELNET, ThiETLHLE DI,
VATLRT TN =2 a v DEHICL>TERYET, #BRO7 Y s—>av Ly RAEL
FryaXINET—YILTIERATSHE. ABL7O0y—TCIhS5DRAL Y RERTTBLIIC
BRETDHIENBURBELHY ET, EL, BRE2T—FILTI/EAL, Fvvrad2EHDR
Ly AR L 7Aty H—TERITINBBAE, &AL Y K&, UBIOZAL Y RICE>2TT7 IR
Frviar—9EIEY NTBAEBEEIHYET, DFY, ZTRTRDALY R Fv+ vy a1%&IR
T5HD. AT —DoT7— 9 ERYBT-OETREZRERELTF vy Y21DANBAATWE
9o [perf] ICEBEHEINTWS perf V—ILZFEHAL T, BFELGBDOF v v 1IXR0OAREZHRTE
9,

numactl & 7O Y H—EXTFY =T I74 =271 —DBERBILRIDZL DA TV a v aRHELET, 55
MICDWTIE, Thumastat] F/zld man R—IJETEL LI,

I $ man numactl

pa )

numactl /8y 7 —J I libnuma 14 73 —hAEFhTWEd, D1 TS —
&, A—FRIHDBHYR=—KFTBENUMARY =LY TR TOTZIV T4 V9 —Tx
A RAERMBEEL, numactl 77— a v L YUEETOMHOVARRICHERATEET, M
[Eman =T % TEL I,

I $ man numa
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6.3.5.numad #{FH L 7= NUMA IR0 BEEIE

numad IZFBEINUMA 7 74 =54 —BEF—FVTT, NUMA UY—RDEIY LT EEEAEFMICHK
ETEHHIC. YVATLARDNUMA hROD—¢E )Y —2DERIRREEERL T,

numad i3, IFIFAVITEBVRATLTIIN—TEZTLTL—ZAXAY N7 RNNL XA —ER
HIRHEL, Thoo ORI/ TZ CPUBLIUVXEY =YY —RDMENA VT4 Y TDYR—b
ERMBELET, numad AERTHABETZ 74 ILELTEGFTLTVWEZDOM Y —ERELTEITLTVWSEDD
IKADLLT DT LT L—RXA Y N7 RRNA Z%EFBTEIEHNTEET,

numad ODFEWAICDWTIE, humadl FElEman R—=IAESRBLTLEIW,

I $ man numad

6.3.6. A7 a—1) VR —DAE

Linux 27 Y2 —5—TIRAL v FOEITIGMEETHEZRET 2REROR T2 —-1) VIR
V—EERLTVWET, KEKPIFBEBERY S —EYTIIALR)S—D2BOAHTTY —IC
DIFSNFT, BEALY NI, BEOBEEDOYRVIEAINET, V7S ALRY =& &
ML TRT T 2HEDHZEFRNHEHNDOHZ I R VICERINES,

DTPIVIALALY RiF, 94 LRZAZADHRTEHY FEA, 2FY,. 7OvI3INnB, 8T
3. BENICELTS, JYBEEDOFEVWAL Y FABD TRDLOZRENRIBDITETINIT, &
LEBEEDEVWYTILIALZALY RiIE, BEDOR)Y—%Z/HDOAL Y RORICRAT Y a—ILInZF
-a—o

6.3.61LRAyTa—Y IR —

6.3.6.1.1.SCHED_FIFO =B L -#MEBLEDR 21— VT

SCHED FIFO (H#MBEERTI1—1) Y /EEREN3) I, &ALy RCBEEDBEESES
2YT7INIALR) =TT, COR)Y—%FFTBEARY NOREFEEZRELFEEEAZER
IEZIENTESH, REBIEETLAVEEMNGINOHZY X7 L TOFERNMHERINET,

SCHED FIFO #3935 &, A4 Y a2—5—Id SCHED FIFO XL v RO—EA#BHLEIRBICAF vV
L. ETEBITETTCVWERAL Y RTRVBEEDEVWALY REXRFYa—LLE

9., SCHED FIFO AL v RDBHEELRNILIZIHS 9 FTOEEDEMICTZIENTEET, 2D
BE, VIREELEWVEBAES L TUEINET, RedHat TIRHEMIFBEWVIBM CTHEAERFEIKBL. &5
BRICRE T 2RIEN R ON o B AICDOA R L IBEEE EITTWKCAEEHELTWET,

gk

==
[=]

DFZINIALALY RIFZALATA RIEEFELRWZH, Red Hat TIXELE

O DEREIFHRELTCVWEEA, COBEEZFEATZETOERIEHBITRAL Y R
PEHEIALY REBULBELANIICTEZEICAR>TLEVWET, TORLY RA
BEIL—FICEY JOv o InNdERAL Y ROETFTEEAAREICAYET, B—D
Oty —%2F O RATFLIE. TORRTIRERBICANYTLET,
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‘E1E&(Z SCHED_FIFO BigiigZHIR L CT. V7NN IA L7 T ) r—varvo7ossv—n7oty
B—RETDVTNIAN LI RV ERIBLBVEDIICTEIEHNTEZEY,

/proc/sys/kernel/sched_rt_period_us

ERONRS A= — 37Oy H—HEED 100% EHRINZIRNEE[ETA VOV TERELE
¥, 77 #JL MEIE 1000000 DHEs (1#)TY,

/proc/sys/kernel/sched_rt_runtime_us

ERDONSA=F—FEIVTINIALAL Y RODEFTFTICHTONSEREZYA 7O TERELE T,
7 7 #JU MElE 950000 DHEs F 7=(% 0.95 ¥ T,

6.3.6.12.SCHED RRA2FAHLASY Y ROEVYARDEBXLRER Y21 -V T

SCHED_RR . SCHED_FIFO > %> ROEVIRTY., TORY S —id, EROAL Y RERLE
HELRIVTEITTZHEIHBIZEIRICIEET,

SCHED_FIFO & [@#kIC., SCHED RRIZZAL v RICEEDNBEEEZEERT DV TILIA LK) V—

T, A7V 1—5—1F, IRTHDSCHED RRAL v RO—EBABEEIRBICAF v L., ETEE
TETCWBRALY RTHRVEBEEDSVWAL Y REXFYa1—)LLET, 7 L. SCHED FIFO & (%
BERY, ALEBEEAEAFE DALY NI, BEDYAILAZAARNTSO Y ROEBEVYARICRAT Y 12—
IhEd,

ZDIALRASAADIEIX. sched_rr_timeslice ms 1 —RILINTS A —4 —
(/proc/sys/kernel/sched_rr_timeslice_ ms)Z= A LTI YMBEMTRETI X T, ENIWMER
IYRICRY FT,

6.3.6.1.3.SCHED _OTHER 2l L/ @E DR a—I)L

SCHED_OTHER (&. Red Hat Enterprise Linux 7 DT 7 # IV NDR T2 a—) v JRYS—T9, D
K1) 2 —Id Completely Fair Scheduler (CFS) 2L T, TODRY Y —TRT2a—)LINTWVWEITAN
TORLY RADRAETOE Yy H—T IR EHFTLET, FEDAL Y RPT—5 DUBHIAEERS
BICRZIDR)Y—DANPRVEIBI TR 2 EMEMBRRA 7T 2 —ILICRY T,

ZORY)Y—DBERINZE, RTV21—5—1F&7OEZX AL Y KD niceness BICED W TEIMA
BEIBAY A NEERLET. BEEERITTOEAD niceness BEAZLET DI L TETETHRY
Va1—F—DEMNRBEV AN ZERERE TSI EEFTEEEA.

7O+ 2D niceness DEFE AT 55EM(E. Red Hat Enterprise Linux 7 ¥ 27 LABEBEDHA K 55
BLTCEIWY,

6.3.6.2. CPU D43

isolcpus 7— h XS A —=49—%FAL T, AT TV21—F—HmH1DLULEOCPUADBETEET, I
IKEYRTY2—F—HEDCPULICHZI—HF—EBORAL Y RERT7Ta—IILLARWELDREL
i’a—o

CPU ZRBEI B /2358 CPUBMMED Y X7 Ad—I)bD numactl A< > RZERALTED CPU ILF
BTTOEREZEYETRTNIERY FE A,

3EEDCPU L 6 FEEDNDL8HFEBHDCPU 2RI EBIZRIFUTZA—RILDITY RS54 VITEN
L/i-a—o

I isolcpus=2,5-7
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TunaV—I)LAFERALTCPUZDBTZIEHTEET, Tunald, BEIRFICEZIFTARLS, WOTEH
CPUARDBETEZ T, L7EL. TDAHEL isolcpus X5 A —H —EIEKRELKER B, BT
isolcpus ICEEY 2/ T7 =<V ZADELEFERLEEA, V—ILOFMRICDOWTIE, [Tuna ZEMA
L7 CPU, ZL v R, BIVAHADHRAMMEDEE] Z2ZRBLTIEIW,

6.3.7. AMD64 £ & V' Intel 64 TODE| Y IAAIRFIM DR E

EYRAHBRICIK., BVAABREZWETZ Oy — 42 EHRTIEESTZ 771 =574 —70ON
T 4 — smp_affinity *HYET, 7TVr—2arvDR7 43—V RAEBELEIEZICIE,. EYRAAHD
HMEE 70 20HMMEEE L Oty —FAEELCAT7ICHZ2 Oy H—ICEIYLETET, &
NICEY, BEINALEYIAAET T T—2a VALY RF vy aSAVERETESR LD IR
YEg,

BF

AXtoavTiEk, AMDEA LW Intel64 D7 —FF U F v —DAHEHBALE T, Y
AHBEMMEDEREIL, DT —FF IV F v —EREKRECERVET,

FlE6.1 £ Y AHDEHEIDER

e BIOSANUMA hROY—%IT 4V RAKR—MT 254, irgbalance H—E R &, H—EXEZEK
THEN—RIIT7ICRLTO—AIERD/—RTEYRAAEREHEMNICNETEET,

irgbalance D% EICBT 25FMMIE. [lirgbalance] ZZHL TSIV,

FlE6.2 B1YAHDFENDEX
L RETZEYIAABERICHBT2T/N1 A &R LET,
Red Hat Enterprise Linux7.5 & U, Y A7 AW REREIY AABRINEEFEDT /N1 AB LU
ITNODRSAN—ICEBFNICERETDLIICRY F Lz, BHNMEEFETHRET Z2LEIEH
YEHA, THIFUTOTNAS RETRE LET,
e be2iscsi NZA N—%FHTZT/NM R
e NVMePClI F/31 &,

2. 73y N7 —LDN=—RIITHEBRERDIFIET, YRTLDF Y Ty MEIVRAHZDS
BICHISLTWAAE I M afERL X,

o ZDIHFRICIE, UTOFIRICHK > TEIYVIAAHEEZRETEET,

e, Fy Ty MRV RAHDOSEUCERT 27T ALZHEB L T EIWL, BIOS
IKE > TRENVAALRELRET BT T avhHyYFET,

o EFHTHWES., Fy 7y NEBICTRTOEIYIAAAE 1 DDA CPUICIL—FT 14~
JLET, FHINDCPUERET DI EIITEEHA.

3. YZAF LT, ED APIC (Advanced thumbnailer Interrupt Controller) E— RMMEHRAINTWLS
MR LTI,

MEBLUAD TSy NE—R(ZF Y NDHA, EHD CPUADEYRALDHEESR— L E
¥, COE—RIE, CPURBRKASDYRFATOHHATEET,

I $ journalctl --dmesg | grep APIC
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AT Y REAT, UTFAEITFVWET,

o UAT LN flatADE—RZFRALTWEIHEIF. APICIL—T 4 VY TDWET S v kA
DERE ERRDITHRRIINE S,

o CDEIBAYE—IDNRRIINABWVWGEEIE., YRATFTLdflatE—R=2FERLET,

Y RT LD x2apic E— RAEFERALTVWAHEIEF. 7—MO—49—BEOH—RILITY RS4
> nox2apic # ¥ a v &BML TEMICTETES,

. smp_affinity TRV %2EE LT,

smp_affinity {Eld. X TLADITRTOTOEYy H—%2KT 16 EHEY kYR &L TRE
IhET, BEY MIERZ CPUEZRELE T, RHBARIMQEY MEICPUOTY,

TRAIDT 74 MEIZEITYT, 2FY, BYRAABRIIVATLARADED IO Y H—T%
MIBTEFT, COEA1ICEETZE,. 7O0Y Y —0DHNENYIAAENIBTEET,

FIE6.3 TR DETE
LN F) =TI, BYIAAHENIETZCPUICTIDEEFRLET,

& ZWE CPUOBLTUCPUT7 TEIYVIIAAZAIET % IZI1E. 0000000010000001 % /X A
FY—I—R&ELTHERALIEY,

RKGICPUDNAFY—Ew N

CPU 15 1 1 2 M 1 9 8 7 6 5 4 3 2 1 0
4 3 0

R"A4F 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1

y—

2. N F)—O—RE 16 EHICETHRLFT,

& Z W& Python ZFERLTAAF ) —I—REZE#TZIC1E, ROATY RERTLE
-a—o

>>> hex(int('0000000010000001", 2))

'0x81"

7Oy Y —NDRNEEBAZVRATALTIE, 32EY MTIL—TZ&IC smp_affinity % X 1]
ZRHENHYET, &2 6470V Y= AT LDRAD 32 TOty H—DHHEL
AABERICHIET B & DICT BICIE. OxFffffff,00000000 = {FAH L £,

. smp_affinity T2V EBRELE T,

BFEDEIY AAHAZKRDEIY AABRMMEDEIZ. BEEMIT SN
Iproc/irg/irqg_numbersmp_affinity 7 7 1 LITIREINZE T,

AEINAEYRIVZEET 7AIVICEETRAAET,

I # echo mask > /proc/irg/irq_number/smp_affinity
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Bk
o HYRBRRFTYVIEHR—NTBYRFATIE, EIYAHERD smp_affinity 70/
TA—%5ERGTDHEN—RIVITHREIN., h—RIUDOSONARLICKED O Y H—
TEIYAAZNIBT ZRENN—RTD T LRILTITHOIhET,

BYIAHRTT )V TICOWTR, 9B Ry f =7 2BRLTIEIW,

6.3.8. Tuna Z{EHE L7/ CPU, AL v R, ZYAHFDMIMEDEE
Tuna IZETHOTOEREFAET L-HDY—I)ILT, CPU. ALY R, BLTVEIYRAAFT 714 =

T4 —5HETEES, T FIHTEZIVTFATA—DIATTEILZLLDTIVavERBELE
9, Tuna DFMIE. 4ZTuna BB L TLIEI W,
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572 MEMORY

ARZETIE, RedHatEnterprise Linux7 D X £ —BE#EEICDOWTHFBICHIALE T, EEFIHE]
TRINT =TV RAICHEBEEZDXAE) —BEEOZERICODWTEHMALET, N7+ —7v Y XDRE
DEEREFMT] TIRAEYY —DOERVERENRICEET 2/87 + —< » ABED2HTIC Red Hat
Enterprise Linux 7 DY —ILEFAT 2 AEICOVWTHBEALTVWET, [YATLXAEY —BEDH

£l & [HugeTLB Huge Page W% %E ] TI& Red Hat Enterprise Linux7 TXEY —ICEET 5/87 + —
IVADHEEERRETIBICFHEATESY—ILPARNSTI—ICDWTERBBLTWE Y,

VAR =]

Red Hat Enterprise Linux 7 (&7 7 # )L h TIZBEAEFAITICKBEINTWE Y, EHATZ7 7Y
F—2aVvERLIBARPIRKEDOAE) —2REBEETRHRIE. YATLNMREXAE) —%2EEBT2HE
HEEETDE, PTTUVT—23 VORI +—IVADPREINDBENHY T,

7ILKREQR=IH A X

MIBAEY —IF, R=VEWEINZEMTEEINEY, RedHatEnterprise Linux7 THR—hIN 3
FEAEDT—FTIVFv—TlE. AE)—R=VDTFTI7#I A XF4KBTT, TDT 74K
DR—=IH A XF, IFIFLRBEOAR%E Y HR— N 9F % Red Hat Enterprise Linux 7 7 & DALY 7R
FRUV—=—FTA VIV RATLICELTWET,

L. BEDT7 TV r—avid, BEDT—ATARERR—IH A XEFHTZIREBONE

o T2EZIE, 4AKBR=YDFEARKFIC, BHEAANA ~, HEFHNNA POKRBED D LEBEHEED
F—5Dty NCEMET B 7 TUr—>avidk, NI74—<VADBEABZ 2EEMAHY T, &
DEIRT—=HEY MIIEB+ED 4KBR—UDBBEBILRDZ ZEDRHBZD, ARL—FT1 VTV R
FTALhE CPUTH—/IANY RONRETBZELIDHY FT,

Red Hat Enterprise Linux7 Tld, KEAQATFT—4 v NaFERTEZ27 /) r—>a Vil L TRERR—
A XEFRATEEY, KEBR—I B A X%EFRATDE. COEIRT ) r—2avnnR74—
RYANEMETEZIENHYET,

Red Hat Enterprise Linux 7 Tl&. HugeTLB g (AZE TId static huge pages & £ HiEh3) &
Transparent Huge Page #8ED 2 DD R4 % Huge Page #REAXFITE ¥,

7.1.2. TLB (Translation Lookaside Buffer) #14 X

R=IF=TILDHEDT RLAIYEY T DFRAAMHIEFEE )Y —RAE2ET 57/, CPU IR
FRALAE7 KL RADF v v a (Translation Lookaside Buffer (TLB)) & & HICHEEINFE T, =& L.
TI7A#IWKRDTLBIE. HREDT RLAYYEY JDHEF vy a1 TEET, BRINATRLR
T YEYIRTLE ICARWNES (DY, TLB AT X, WA SREADT KL ATy EY T&ED
F2HDIIR—IT—TINEaHmHRIZBLELIHY T,

TIN =23 XEY—BEHE, PRLATYEY DX vy P all@BINBZR—IH 4 XBEOMAE
RICEY, AEYV—BHIrEVWT TV Ir—ravig, NETHZT7 SV r—2 3V AT, TLB X
2ILEBNT =TV ADETOHEN S RBAEMELHY ET, LN >T, JETHNIETLB
IREMERT BDICIIEETT,

HugeTLB & & U Huge Page D EEDE A2 EAT 2 &, 7V r—> 3 vIid4KB2BABZR—V%
FRATEFT, ThICLY., TLBIIRBEINTWBT7ZRLRAFLYEKDAEYY—52BBTEFT, &
NICEY, TLBIADBBIN, PV 5r—2a3avdnR7+—<IVAPEELET,

7.2. 87 #—< V ADBBEDELLE & Sk
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Red Hat Enterprise Linux 7 TIEY AT LD T # —I VYV RAEBRP I AT LA E) —ICEAET Z/XT7 +—
TV ADEEDBM AT OBRICEF DY — LAWK OOPABRINTWEY, 2Ot avTilRIIL
o — IV ERBICERBAL. XEY—FEEONT7 -V ABEEER, ST 25505 EH L TH
BLTWEET,

721.vmstat ZFA L/ X T —FHEDER

vmstat |& procps-ng /Xy I —I TRHEIN, P RT7L0T7AOER, XEY— R=I VT, AHAID
70Ov 9, BYiAH, BLVPCPUTIT1ETA—ICEATRLARA—bEHALET, REBICTVVE
B LIRFRFLEIREOBREET OILERNSODARY NEYEZBRFICRELF T,

ROAR Y RIFBTBEARYNAT VI —BLUVOAE) —HETORERR~LE T,
I $ vmstat -s

vmstat DFEWAHICDWTIE, [Tvmstat] Fzldman R—IYA2SHBLTLLEIL,

I $ man vmstat

7.22.Valgrind 2R L7 7V r—>avo ) —EFEHE0707 74 )07
Valgrind (&, 2 —H%—Z@NAFT Y —~"DA VA MAVT—2 a3V aRHBETEZIL—LT—UTT,
TATSLDNRT—IVZADTAT 74 )V ITRRMICERTESY AW DM Ih TV E
T, DLV 3V THEINTWLWS valgrind YV —J)bid, #EIEINTOWARWXEY —FEPTEL]
BRAEY)—EYHTPEYLHTERREDAE) —IZ—2RHTEZDITERIBLET,

valgrind © L IZZ DY —ILZFERT 2 ICIE, valgrind Ny 5y —2 %4 VA =L LET,

I # yum install valgrind

7.2.20.Memcheck 2 L7 X €Y —fHEO 07714V Y

Memcheck (77 #JU b @ valgrind YV —ILTY, Zhid, LTFDLIBEZLDAE) —IT5—%KH
L. RETBIEDPHHERDZAEMDHZAETE) —IF7—ICDODVWTRESLTRELE T,

o REIANITRHRWAEN—TIER

o REBFLBWHEINTULWRWMEDER
o BOoTHRINILE—TAEY —

o RAVH—DEHE

o XEY—=UY—=7

pa )

memcheck I, TNOEDIS—DHAEZRETE, TS—DREEHSCIEEETEEE
ho BE, BIAVT—YaVERDPERETZLOARETTOTSALICLE AT =T
JEANMThbhNEE I A T—Y 3 VERIBEELEY, 272 L. memcheck I[EE
DEMICIS—XAvytE—Ya0O7ICEELET,
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memcheck 14 VA MILXA VY F—2 a3 V% FRT 3775, memcheck TEITINDZ 75— a3y
I, BELYE10EBHIS30BELRYET,

77— 3T memcheck #2179 5IlId. UTFDIYY REETLET,
I # valgrind --tool=memcheck application

LTFOATYavaFERLT. BEOREY M1 7T memcheck BEAHICEFRTZIEETEET,

--leak-check

TINr—2a3vDRITIETT5E. memcheck IEXEY =)=V 5BRRLET., T74IME
\d --leak-check=summary T, REINXEY —)—I D %EHH L FJ, --leak-check=yes %
7% —-leak-check=full ##§E L T. {ERD ") —V DFMAEENTETET, |EMICT 2T, --leak-
check=no Z#EEL ¥7,

--undef-value-errors

7 7 #JU MEE --undef-value-errorszyes T. REZDENMFEAINTVWIHEICITI—%HKEL
F 9, --undef-value-errors=no 23EE T2 EHTIXZET, ThIlLY, TDLKR—MPEMITA
). Memcheck " E&EFEZEICAY £,

--ighore-ranges

AEY =T KL RATEEM AR T BBEIC memcheck N EIRT 2 1 DU EDEHEEZIEELET (6l :
--ignore-ranges=0xPP-0xQQ,0xRR-0xSS ) .

memcheck #+ 7> 3 v O£ —&I(Z. /usr/share/doc/valgrind-version/valgrind_manual.pdf ICE £ h
TWBRFaAYRZSRLTLEIW,

7.2.2.2.Cachegrind #ff L /=¥ v v > affRAEO 0774 )

Cachegrind ¥, Y 2T ALDF+ v aEBHLIVRPBEFHEDOT TV r—>avOREEYIaL—
PLET., YaIL—YaVINEBE-—LANLDERET—9F vy Y 1DFERAEZEBIL. ZOLA
LOFvy Y1 TRRRTFYr—vava—RORYEYERBLET, . XEU—~DT L
2EBHTBEOREOLALOF vy 1 (B2 ERBEILAL) HBHLET, 20k

&®. cachegrind TETINZT7 TN r—ra vk, BELYE20EH 5100 FEL RY F T,

Cachegrind (. 7)) 7r—> 3 VvOERTHICHETZNEL. VY —ILIIENEREALET, 77
r—< 3 VT cachegrind ZE179 % 1l1d, UTFOITY RZEITLET,

I # valgrind --tool=cachegrind application

UTOATvavaERALT. HFEDMREIC cachegrind HAICEHTHIEHTEET,

--I

--11= size. associativity. line_sizeD & 5, DL NIV DEETF v v 1D Y1 X EBME,
THA X ZBELEY,

--D1
--D1=size. associativity. line_sizeD & 51, BE1LNILDTF—FFv v a1DY 71X ER
M. THI X EEEELET,

--LL
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--LL= size. associativity. line_sizeD & 5 IZ, REDLRILDF v v aD Y1 X BEREME 17
A4 X EBELZET,

--cache-sim

FrvaT Il ERABLVCIRDBONEEZEDLILEBEMELES, ThIZT T4 MTEY
IC% > TW X ¥ (--cache-sim=yes), TD# 7> 3 & --branch-sim OEA % H{NICT S
&. cachegrind ICIZINET 2 BHRMN R AY X7,

--branch-sim

TSV FREERITFHBONELEEMEEIEEMELE T, ThiFT 740 N TEMICKR S
TW& 9 (--branch-sim=yes), T D+ 7> 3> & --cache-sim DA % F\MICT % &, cachegrind
IIFINER T 21D R RY T,

Cachegrind . iR 707 74 Y Y J1EHK%E 7O+ R T & D cachegrind.out.pid 7 7 1 JLIZE

TIAHE T, pidlETOERIDTY, ZOFMBERIE. ROL DIV /N4> cg_annotate V —
I TESICAEBTEET,

I # cg_annotate cachegrind.out.pid

Cachegrind  cg_diff V—ILHRHELE T, ThiICLY., O—ROZEFERIEICTOTSLDNT +—<
VAEBEBICERTEET, HAT7 7ML ELET2ICIEROOATY RERITLET, first ICIZHER T
O774IDEAT 74I), second ICIXRODTAT7AIVDEAT 74 ILEAADLFT,

I # cg_diff first second

cg_annotate YV —ILAFERAL T, HAO7 7ML UEFMICKRRITEE I,

cachegrind + 7> 3 v @£ —&I(4. /usr/share/doc/valgrind-version/valgrind_manual.pdf ICE £ h
TWBRFaAYRZSRLTLEIW,

7.223. Massif &L/ —FERyYyvo@EETar74 )T

massif (. FEEINLZT7 TV r—avicd>THEREIN S e—THEEAHEL T, AERRIE.
BRLGEES LUEET. FABRAICEHY Y TONTUVWSEBMBEEOmAICARY F I massifld. 77 75—
AaVDAEY—FEHEERS LT, RTEEERD. 7V 5r—2avR Y AT LADRD Y THEE%E
FWNNZEREM AR S T HERAIEBMR T ZDICEBIISGET, massif CEITINZT7 U r—ravik, &
ELYEHN20EELRYET,

7Y —2 3V Tmassif #RTT2I0E, UTFOaAXY RERITLET,
I # valgrind --tool=massif application

LTOATYavaFERALT, BEORBEIC massif ENET74—HRTBIEETEET,

--heap

massif " e—7%2 70774 )T TN EINEIRELE T, T 74/ MEIE --heap=yes T
T, e=TF7TOT774) T EEMIIT BITIE. I % --heap=no IZFREL T,

--heap-admin

E—=707a7 74 ) T EBERNCLEGEOERIFERTZ 7Oy 7D\, MIEIEELE
9, T 74 MEIX8/NNA KTT,
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--stacks

massif " A9 v &5 TOT 74 YV TTEINEIDERELET, Ry 20O 774) VI T
i massif B KIBIGELS D AREMD H D728, T 7 # )L MEIE --stack=no TY, ¥ v /D70
T7ANVTEEMICTBICE. ZDF T 3%k -stack=yes ICEREL £F, massifld, 70O
T77ANHROT TV r—oaVICEETZRAI Y VA ADEREA L YBEYICRTHIC, XA
VAN EOTHES I EZHIIRELTWVWET,

--time-unit

massif » 70774 ) v VTS5 RETIRBEEELE T, T2 MER T (RARTI
h3) T9. ms (IYRFLIZIYTILIMAL) BLUB (E—THELVRI v I TEYVHETHN
oA M ERIZEIY B TRIRINANA M) ZHBETEIEETEIY, N—RUITHERZH
BTHRIFBENTRALOEREARTOT7 ) r—2a v T XA NEBHNOBEICIEEIYETLOH
ToNA "NEMERT 5 & RICIIBET,

massif (70774 1) V7 F—4 % massifout.pid 7 7 1 JLICHALZE T, TIT. pidlFIBEIN
77V =23 yo7O0RBRFTT, ms_print V=)L, COTAT7 74 )V ITF—9%T5
LT, PFVT—2aVORFTICEITZ2 AT —HEE, AT —FYHETOE—JRICEIYHT
EITOYA MIBET2EFMBEREZRTLE T, massifout.pid 7 71 I BT—9 %7579 BIC

i, UTFoaAx Y REERTFTLET,

I # ms_print massif.out.pid

Massif + 7> 3 v D£—&I(Z. /usr/share/doc/valgrind-version/valgrind_manual.pdf ICE £ h TL
ZRFaXVRESRLTLEIY,

7.3. HUGETLB HUGE PAGE D% E

Red Hat Enterprise Linux 7.1 LAB%, Huge Page = F#1 92 AiEld. 7—MNREETVIAMLBRIZD2D
DHEDRHY T, BHFFICFNTZE. XE)—DERENZRIFETDbhTUWARW D, KIIDH
BEMEAE<RYET, L. NUMAT LU T, BHOR—IUA NUMA / — REITEEIMICHEIX
NEYT, ETREDHETIE. NUMA / —RZ &I HugePage # FMTEE 9, V914 LFHHNT—
N 7OEROBWERRETITOh2E, XEY—DFEIELIUVESRY FT,

7.3.1. i2ENBF D Huge Page D& E

HBEIFFIC Huge Page 25X ET 2 ICIE. A—RIWT— POV RSA VIRODNRZ A =4 —%BINILZF
ER

hugepages
T—MEFICA—RINVIEREIN D ke 2 —VR—V D EEELET., 774 MEIKOTY,
MEBMIOAEREIR—IDP+RICHBHBEICL DN Huge Page ZEIY HTH I EIETEEHA, &
DINFZA—=—H —TFHINZR—VEMOEMICIEFERTETIEA,

ZDIEITFRENR ICAEE S 5 ICIL. /proc/sys/ivm/nr_hugepages 7 7 1 L DIEZZELE T,

NUMA ¥ 27 LDHBE, TD/INTA—4—TEY KT/ Huge Page 1§/ — REICEZFICHEIINZE
9, /— KN®D /sys/devices/system/node/node_id/hugepages/hugepages-
1048576kB/nr_hugepages 7 7 1 L DIEZZEET 5 & T. T V491 LBKIC Huge Page ZHFED
J—RICEIYETZIENTEET,

H¥#ix. 57 # )L b T Jusr/share/doc/kernel-doc-

kernel_version/Documentation/vm/hugetlbpage.txt iCf Y A b —I)ILINTWVWBEAEHL—RILD K
FaXVMESRLTLESI WY,

61



Red Hat Enterprise Linux 7 /X7 —<Y Y XRFa1—=VJH4A4 K

hugepagesz

BEEFICHA—RIICEEINIAkIEE 1 —SR—VDOYA XEEHZLET, FHATXZEIE2MB &
1GBTd, 74/ NEIZ2MB TT,

default_hugepagesz

EBHFICH—RIVICEREIN KK Huge Page DF 7 4L hDH A X5EHELET, FRATIZE
IE2MB & 1GBTY, 774 MNMEIX2MB TY,

A—FIT =R ATV RSAVIINT A =4 —%BMT %HEIE. Red Hat Enterprise Linux 7 71— % JL
BEAM ROEIEN—FINNTA—F—BLIMEDRTEZSRL TLLEIL,

FE71EEBHEEEIC1IGB R—U AT

HugeTLB Y 7Y AT ATHR— M INBZR—I YA AR T—F T I/ F v+ —ILE>TEARY ET,
AMD64 B & Wintel 64 7—F TV F v —DiFA. 2MB D Huge Page & 1GB DEAR—IHHR— b
IhEY,

1. root & L T /etc/default/grub 7 7 1 LD H—RIVAXR Y RS54 VA T2 3 VITROITEEML
T. 1GBR—IY D HugeTLB 7—IL &R L F T,

I default_hugepagesz=1G hugepagesz=1G

2. IBELET 74NV T7 7ML EFRALTGRUB2EREEZBEMLET, BOS77—LT T 7 %
FAHLTWEYRTLADBEIXRODOYT Y REEFTLET,

I # grub2-mkconfig -o /boot/grub2/grub.cfg

UEFI 77 —LD 7% FRALTVWE Y AT LDBZAIIRODITY REETLET,
I # grub2-mkconfig -o /boot/efi/EF1/redhat/grub.cfg

3. LLFOHWAET /usr/lib/systemd/system/hugetlb-gigantic-pages.service &\ D ZEID 7 7 A
WaERLET,

[Unit]

Description=HugeTLB Gigantic Pages Reservation
DefaultDependencies=no
Before=dev-hugepages.mount
ConditionPathExists=/sys/devices/system/node
ConditionKernelCommandLine=hugepagesz=1G

[Service]

Type=oneshot

RemainAfterExit=yes
ExecStart=/usr/lib/systemd/hugetlb-reserve-pages.sh

[Install]
WantedBy=sysinit.target

4. LLFDOWZAT /usr/lib/systemd/hugetlib-reserve-pages.sh & WD ZRID 7 7 1 L EER L &
ER
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echo "ERROR: $nodes_path does not exist"
exit 1
fi

reserve_pages()

#!/bin/sh
nodes_path=/sys/devices/system/node/
if [ ! -d $nodes_path ]; then
{
echo $1 > $nodes_path/$2/hugepages/hugepages-1048576kB/nr_hugepages
}
reserve_pages number_of _pages node
153

B DITT. number_of pages = F#1 9 % IGBR—YDEICE XA, node TN HDR—
VEFHNTE/ —ROZFIICESTRZAE T,

f517.1node0 & £ U'node1 THOR—IY DFH

7=& Z 11X, node0 IC2 DD IGBR—U & nodel IC1GB R—UBFEIRT D ICIE. REDIT
EUTOI—NICBESH#ZIZET,

reserve_pages 2 node0
reserve_pages 1 nodel

BEICGCTEERELLY, T2EBMLTXEYY 2D/ —RICFHNTZIENTEIY,

5. AV ) T M ERTHREICLEFT,
I # chmod +x /ust/lib/systemd/hugetlb-reserve-pages.sh
6. EADT—FFHEBAMILET,

I # systemctl enable hugetlb-gigantic-pages

pa 3]
nr_hugepages ICW D TEHEEZRAAZITVWN. TVI M LRFICIGBUEDR—IYZFHL

THTLEIW, 72120, ATY—DOHBEICLZEEAEHCADIC, BB 7O H
ICIGB DR—V EBEICFHLE T,

7.3.2. 2178 D Huge Page DX E
RDINT X —H —7%FH L TEITHED Huge Page DENMEICHEA 525N TEET,

/sys/devices/system/node/node_id/hugepages/hugepages-size/nr_hugepages

FEENUMA / — RIZE|Y BTBIEEY M1 XD Huge Page % EHE LT, Zhld Red Hat
Enterprise Linux 7.1 D5 DR HICTRY £ 9, ROFITIE, 2048 kB D Huge Page % node2 (BN L
Y,
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# numastat -cm | egrep 'Node|Huge'
Node 0 Node 1 Node 2 Node 3 Total add
AnonHugePages 0o 2 0 8 10
HugePages_Total 0O 0 O o0 O
HugePages_Free 0O 0 O o0 O
HugePages_Surp 0O 0 O o0 o0
# echo 20 > /sys/devices/system/node/node2/hugepages/hugepages-2048kB/nr_hugepages
# numastat -cm | egrep 'Node|Huge'
Node 0 Node 1 Node 2 Node 3 Total
AnonHugePages 0o 2 0 8 10
HugePages_Total 0 0O 40 0 40
HugePages_Free 0 0 40 0 40
HugePages_Surp 0O 0 O o0 o0

/proc/sys/vm/nr_overcommit_hugepages

==Yy MAE)—EZNLTYRTLTERI N, FEHATESENMD Huge Page DA %
E&ELET, TOT77M4NICEOLUADEEEEZIAD &, K Huge Page D F—ILAEFEWEI>TL
FoBEICHA—FRILDBER—IDT—IL I BIEE L7 Huge Page A BB INE T, ZORE
Huge Page ICDWTIARFERICARZ EMBBINA—RILOBE T—ILICRINE T,

7.4. TRANSPARENT HUGE PAGE D& €

Transparent Huge Page (THP) (&, HugeTLB Db Y &%V 1—23a>»TY, THP Tk, A—=x
JLIZE Y BEIMIIC Huge Page A 7O RIZEIY HTHN 37D, Huge Page IEFHTFNT 2HEN
HYFEth,

THP #EEICIE. Y AT ARKETOECRATED 2 DDOHMEE—RKDHYET, THP K'Y AT LLRKT
BWRIGE., h—FRIIE Huge Page ZEED 7O RICEIY BT LD & LFT (Huge Page #E|Y 4

T3IENTE, 7OCADNABRELERREA T —EBEEFERALTWEEX), THPATO®R D
EILBMICR>TWBIBAE, h—FILiE, madvise() VAT ALAI—I)LTIEREINLE4DTOEZAD X
E!) —BIHICDH Huge Page #EIY HTE T,

THP #EETIE 2-MB DR—Y DHH Y R—FIN B EITERE L T LIV, Transparent Huge Page
BT 74NN NTERCRYET., REDRAT—F R EHEBISICIE, ROATY RERTLET,

I # cat /sys/kernel/mm/transparent_hugepage/enabled
Transparent Huge Page ZBMICT 2IC1E. ROATY RZEETLET,

I # echo always > /sys/kernel/mm/transparent_hugepage/enabled
TI)Vr—2avhhBETHUEDAE) )Y —R&EYHTED%HCICIE. Huge Page &2 R
TLRETEMCL, ROIT Y R%EEFTL TMADV_HUGEPAGE madvise ) — 3 Y REBTD &
Huge Page ZBMICL X7,

I # echo madvise > /sys/kernel/mm/transparent_hugepage/enabled

Transparent Huge Page ZEMICY 2IC1E, ROATY RZEETLET,

I # echo never > /sys/kernel/mm/transparent_hugepage/enabled
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BHNAEYHTOLSI Ty —MEKRBZ &, AMBEBORVEIYVE T THREN 74— VR %&T<
ICRIRTDLYEBEENSKARYVET, COLIRIFE, THPEZEMICLAAZFFICLT BEEER %
‘P ICTEET,

EfE#MEIE. Huge Page DEIY ETHOREAXEY) —E#ETY. BEEHBEZEMCTIE. XEY—O
REFFRIEINFEAD, BELAR—VBEEORERFICLAI TV —HIEL LD AEMENRY £7,
J— 70— RKATHP S ZE LK BARZHBAIC. NI —IVAMETTE2RIEELTLETIY, B
BEEBEEMICTBICIE. ROOY Y RERITLET,

I # echo madvise > /sys/kernel/mm/transparent_hugepage/defrag

Transparent Huge Page D E1EMRIEIRICD W TIE. kernel-doc /Xy 57— D4 > X b —JL1ZICFIA
T ¥ % /usr/share/doc/kernel-doc-kernel_version/Documentation/vm/transhuge.txt 7 7 1 L =S8R L
TLEIW,

75. AT LA EY —BEDHRE
IDEIYaAVTREXAE) —DEREZWREY 2BAICRILDOAEY —EEOA—RI/IAZT A =4 —I(C
DWCEHRBALTWE T, /proc 77 ML AT LADHGT 27 7M1 IVDEEZEETZIET, TAK
B T—RMICERET DI ENTEET, I— AT —RICRBEBR/NT A —I VR ZERT 2EZREL
Teb, syscetl v Y RZFEA L TKMICERET D22 ENTEET,
XE)—OFEAEF—BIICIEA—RILNFA—F—ETHREINET T, —RNIRET 25HEEE
/proc 77 ANV AT LARDT7 7AIIDORBZEEB L, KENICEET 256, procps-ng /Ny 7 —
VTRHEIND sysctl V—ILEFEHLTITVWET,

7o & Z £ overcommit_memory /N T X —4 — & —BMIC 1 ICERET 2 HEIROIAT Y REETLE
ER

I # echo 1 > /proc/sys/vm/overcommit_memory

Z DIE% KIEHIICERE T B ICIL. /ete/ sysctl.conf IC sysctl vm.overcommit_memory=1 %810 L T
NS, UTFOaTY REEFTLET,

I # sysctl -p

YRATLICH T BINSA =Y —DFBEHRT DIGEICIE—RNRRENMENTY, NSA—F—fET
HETRBERBONII L 2B LALLOKBHNAREZITVET,

- s 0

EMH# % R0 B 1TI1E. Red Hat Enterprise Linux /87 # —< Y A F a2 —=> % (RH442)
No—=vJa—ROBHFEHELET,

7S5LREAEY —DINS A =4 —
DI aVICYRAMNINTWENRAS XA =4 —E, FITEBEHNLWRY /proc/sys/ivm ICHY £7,

dirty_ratio
N—=—tEYTF—IDE, BELLN—EY MEDEF AT —DEEINZEVRATLIEETDEE%
pdflush EETT 4 RV ICEER LIBDHET, 77 4L MEIK 20/8—=> N TT,

dirty_background_ratio
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N—=—trT—IDE, BELENA—tY MEDEE AT —DPEEINDZEVRATLIEZTOEE%
NP TSV RTTARVICER LIBHFET, T 74 MEIZ10/8—EY M TT,

overcommit_memory

REXAEY —DEKREZHTTE2NMEETI2NMRETDRGEZEHELITT.

FIAIMEILOTYE, T7A4IMTIE, A—FILIE, FIATERXE) —SEERZITIBZERD
KBAEFRATBIET, Ea—VRFAVIRAEY—DA—N"—23Iy NLIEBEEFTLET, &
L. XEBY—IZEREATZILITYILTERSE2—)RT4 v I TEYHETENDH, D%
ETIEXAEY) —%Fd—N"N—O—RTBENTIET,

TDINSGA—F—H1ICEETDE, H—RIVEXFEY)—DA—N"—3I vy MLEBAERITLEE
Ao THICEY, AEY—DF—N"—O—KRI2TEEIPELELETH, XEY—EFEFRESZID
/(’77]'_7\/7\7bf|ﬁ|ibi-a_o

CDIRFA—=H—% 2IIRET D E. A—FIIK, FAFTRER swap FBEDEETH LV
overcommit_ratio CIEEINTWVWEIME RAM DEIGER LN, ZIRULEDA T —EKREIETL
T, ThICEY, AT —DF—N"—OIYv MDY RIDPBEREINFTITH, MEXEY—LYE
KEWRD Y TEEAH DV AT LDOMIHWRINET,

overcommit_ratio

overcommit_memory H* 2 ICEREINTWBIGRICERINZIYIERAM OEIGE2EELET., T
7 4L MEIZ 50 T,

max_map_count

TOERERAEERXE) —<y THEEBOSGABEERZLE T, 77 4J)L MEB5530)IF. FEA
EDHZBEHIGELTWEYT, 77U Tr—2avlITIO7 714 VBULEOEET Y EY TTHREN
HEHBERFIDEEEPLET,

min_free_kbytes

VATLAERTHR T 2ERMEOR/IMEZFONA MEUTEELFT, IhZzFERLTEEXE
)=V = VICEY)MEIEEI N, TOY A XITHHILEZEFHUR—IJBNEY B TONET,

Digk

==
[=]

BREEBNMET EBEVRTLEFIBT 2/NDHY £, min_free_kbytes %
FEIENMEICRET DE, YVATLADNAEY) —AEINTERSAYET, &
NIZEY, YRAFLDBNYT L, 7OEAH OOM TEFHERT S B ageEd
HYES, 772 L. min_free_kbytes DIREN BT ED (VATLXEY—D
BEtE 5-10% 2 &) ICBRET D E. YRATLDAEY —FEDIRREICEIEICA
Y, SRFTLICAEY —DEUICKEIIIY TEET,

oom_ad;j

VAT LDAEY) —=FRRBITARLY ., panic_on_oom /IXT X —4 —H 0 ICREINTWSIG
&. oom_killer B3%1l&. oom_score *&EEEVWTOEANSLHBLT. YATLDEIHTSZET
TOtER%EEHEKET LET,
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oom_adj/N\T A —4%—IF, TOERD oom_score 5RETBDIHILEET, TD/INTA—4—
E7OERID CEICEREINE T, -17 DEIE. TOTOE XD oom_killer ZEICLE 9, fhd
BiEIX -16 S5 15 F TTY,

y 13!
?
P AEINCTOEZATEHNT 2 TO0ERIE. TOE XD oom_score &L £,

27w

swappiness fE(0 2*5 100 £ T)id, Y RATLDPEBELHA T —F L@ R—IFv v a1%BKETIL
RIVEHIELET, EFPRKEWVGEIE. 77AIVRTLADN T —I VADREIN, HFEYE
ETIERWTOEZAN RAM D SIEBIICRAT Yy TINET, ENNIWVGEIE. XETY)—D60D7
AEXADRAT7y THAEEINET, BECDGEIK. LATYY—METLEITHI/ONRT+—<
VADNBHICARYET, 774 MNMEIEZ60TY,

Digk

==
[=]

swappiness==0 23X E 95 . A7y THABBHICEEINET, Chilk

Y, XEYV—BLTI/ODEANEX BHEICOOM ICL ZEFHIRT DY R0
rEFEYET,

75277 ANV RATLDINTGA—4 —
DOtV avVICYRARNINTWENRNTA—F—F, FITIEBENQWRY /proc/sys/fs ICH Y £7,

aio-max-nr
TRTCDT7 I T4 7RIEAPARAI VT FANTHAIINZARY NOBRABEERZELEY., T
74I)L MEIX 65536 TF, CDEEAZBELTCH, I—RILT—IBEEEICEIYYETEY., o1
ADEENINBWVWT EICBELTLEIW,

file-max
VRATLRETDIZ 74N RILORAEB%ERE L F T, RedHat Enterprise Linux7 D7 7 # )b
MEIX, mK8192 X/ E A —RIDEEBFICFIARIERZEIXE) —R=JDI0DD1TY,

CODEARET R E, FIATRER T 7AILNAY RILARWEDICTS—4BEATEET,

753. H—RIWINFG A= —

Iproc/sys/kernel/ 74 L7 M) —IZHBLUTDINS A= —DFT 7 4 )L MEIK, FAAERS AT LY
V=R TRBBFICH—RIICE > TEETEE T,
msgmax

AvtE—VF1—HADIA Y=V DRRHFETA X %N, NEMITERLET, ZDfEIF. F1—
DY A X(msgmnb) % B2 5 EIETEFHA, VAT LDIRED msgmax E%=WERT B 1TIE, KL
TEFEALET,
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I # sysctl kernel.msgmax

msgmnb
BE—DAyvtE—YF1—DRRYAX%E/NN( MEFATEZRLET, Y AT LDKED msgmnb (E%
I BICIF. LTF2EALET,

I # sysctl kernel.msgmnb

msgmni
Ay tE—IF 21 —FHHFORAE(DFYF1—DHEAE) Z2EHLFT., YATLORED
msgmnifE%= 2T 5I1T1E. UTFAFERLET,

I # sysctl kernel.msgmni

shmall

—EBICVRATLATHEHATEIHEXAE) —R—VDEAELEERLET, BAAIC. AMDEA BL T
Intel 64 7—F T 7 F ¥ —TIE 1 R—I1F 4096 /N4 MIHEYLZXT,

VAT LDIRED shmall [E4 R T 51, UT=FERLE T,

I # sysctl kernel.shmall

shmmax
HD—RITHBINZ ITHBEAE) —EITA Y NORAYA X%/, NBENTERLET, VAT LA
DIRTFED shmmax [E=fERT B I, UTA2ERALET,

I # sysctl kernel.shmmax

shmmni

AT LEBRDHEBEAE) —ETAV MNDRABEZERELE T, INTOYRTALTR, T74)
ME(X 4096 TY,

threads-max
VATLARRERTH—RID—EIFERTIZ2ALY ROEABEERZELFT, YATLDORED
threads-max B%= 2T 511k, U TA2ERALET,
I # sysctl kernel.threads-max
T7 4 MEIEX, UTFTOXTEHINET,
I mempages / (8 * THREAD_SIZE / PAGE SIZE )

&/MEIF 20 TY,
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EBEEAMNL—TJETFAIIART A

FEEEARNL—VETF7FAITYRT A

AZE Tld Red Hat Enterprise Linux 7 T/ O X 7 7 A IV AT LICEAT 27T r—2avnR"or—<
VAL EBEEZBDRB I 7AWV AT LBLIVEREA TV a VICODWTHBICHRBALEYT, [HE=E
JH] TRENRNTIA—TVRAICHEEZBZZ1/0BLUVT7 7MWV AT LEEDERICDODWTEHRBALTVWE
To N7 =TV 2ADBBAEDEREZE] TIEI/OR I 7MLV AT LADRERNRTICEET B/
74—V ZADMERE% 9179 % Red Hat Enterprise Linux 7 Y —JLICDWTERBAL TWE T, [E&RE
Y —Jl] TI& Red Hat Enterprise Linux7 TI/O® 7 7 M IV AT LAICET BN 7+ —<T Y ADEE%
ARG BRICHEATES Y —IPRANSITIY—IIDWTEHRBALTWET,
8.1 BE%EIH
AML=—UBLVT7ANYATLDNRN T F—IVAICBLERERXZDOA ML=V DOFERABRICKE
IRTFLET, JOBLUV T 7MY RATLDNRT =TV RE, UTFOWThAIADERICLY HE%
ZITHAEREMENADHY FT,

o FT—HDEZXRAHEHARY DN —Y

o BEBERDIAAN)—EDT—HAE

o JOwIHAR

o J7AINYVATLDYAX

o VUv—FIHYAXELVIHEN

o T tABBEDREG

o F—HDIEHEMMIR

e EFICTIVFTERT—4

o T4 AVHEIBOEREIY YT

o 77 DMKIt

o )Y—ADHE
ZDEEFHAT, 774NV RTLDRIV—=TYy M, RT—ZEUT 1, HEME. YY—ROFER. &
SUOTHAMICHEETZ 7+—< Yy MBLUVYI VY RNFT T I VICDVWTERLTLEIY,
SILLI/ORT Y 1 —F—

ARNL—=UFNRAZTD /O DEFTREYPEITDIANIVIEZRETLIDONI/O RSP 21—F—TT,
/OZLR=4—EEHEMENRTVET,

Red Hat Enterprise Linux 7 TIZ 3D /O R Y a—5—%HELTVWET,

deadline
SATAT A RVUHADTRTOTAY I TNARENFTDT 74 KNI/ORT P 2 —F5—T
9, deadline (&, BEXRNI/ORT YV a1a—F—ICEETEIRANODERORIEINIZLA TV —
EIRBLEIELET, TORTV2—F—RIFEAEDI—RT—RITELTWETH, BHEIC
IRCTHICEZAAIMELYFRARYSEOANBEICEI 21— —RAITELTWET,

F1—RFEI/0BKRIE, FHAMY FLEFEZIRAHFDNY FILDFLNTHDL, BRLTWEHRET
Oy 7 RLRIBICEITRTYa—IVICAhSLNhET, 7)) r—YavidEamy yoc/oy
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V9 BAREEDAINEWVLD, T7 4 NTEEARYNY FOAREZAANYy FLYEBELEIN
F9. Ny FHAUEIND &, deadline FZEXAHREA O Y H—BFEAFEVRL L ZFE%
R L. BDEICIGLC TRDOFAIRY FLEESAANYFZRATF a—I)LLET, 1/\y FTUNIET
ERE. EZRAAFADONYFIDIIHLTRITTEHAMY D/Ny FEH, ERIPHRUINICARSZET
DEFEREFTTARNTCERE. BEELNABETT, FMiE. [ldeadline RV a2—5—DFa—=>7]
HECELETIW,

cfq

SATAT A RV ELTHMINDTNARICBY T I7AILNERBZAT Y21 —5—TF,
Completely Fair Queueing A ¥ a—5—cfqid. 7AEREZY TILI A L, RANI 74—k,
TARILDIDDISRICDEILET, YT IAM LI SADTACRITEICRA NI 74— bD
TOEALYEICNEBIN, RAMNI 74— bO7OCRETA RILISZAOTOERLYEICWN
BINET, 2FY., VFZIIALISZADTOCRIFE, RAMNITA—MBLUVT7A RILDIS
27O AEBAEES CEICRYET, 74T, 7ORRERAMNI T+ — M7 S RICE
YHTohEd,

cfqidBET—4Z2ERALT. 7V 75—y avMEWERIYSESD /O BRERKTTZ2HE DD
EFRALET. SYUSBLDI/ONFRINDIHZE. ciqlid, EOTAEIANSD I/0O HNMLEB %R L
TWBIZATE HILWI/OZ/HTHL D74 RILREICRY XY,

cfqRT T 21—5—ET74 KUYV ITRREBIZRYPTWEH, BERMNARARATHhARWVEREY, — I8
BEZCBEIRVWNA—RI I 7 EFFRALAVEIICLTLEIY, F, RAM=—IDN—FK
DI F7RADIY MO—5—%E, AEHNETEIRMBOR Y2 —5—DHFREBEITTLEX
W ZHOLAERTV1—5—%ENRZEFEEBIRCARZEEIHYET,

cfq DEMEITEERREMNAETY, FMid. [CFQRTYa1—5—0DFa—=v7] #S8RLT
CTEEW,

noop

noop /O A7 ¥ a—5—F, BHAFIFO (ANEHL) R2a—Y Y I7)La) AbmxEE
LErd, BXIEBEMA ast-hit F+ v azN L TRED7OYIETY—YINEY, Ihid,
BEBRAMNL—=YEFRLIZCPUNAS Y RV RATAILRBERI/ORY V1 —5—RY ET,

BRZ2TI74NWMNI/ORT I 1—5—%BRETDHE BEDTNARAIHDAT Y 2 —5—%1BET
DHEREICOVWTIE, [EBREY—IL] #SRBLTLLEIWL,

812. 774 IV AT A

AtV 3V &EHFD E Red Hat Enterprise Linux 7 THIGL TW2 7 7ML AT A, #HEINZER
BB, —BICT 7MLV ATALAICH LTERTESZ 74—y hEXIVNAE T arvREIIDOWT
BETEZIENTEET, 77MINYRATLZRABRT HEOHEREICOVTIE., N7 4+—T UV 2AWE%
BRELET7AILYRATLADRE] 2TELEIWL,

8.1.2.1. XFS

XFS EBRETIRMEDEW 64 EY N7 74V AT LA TY, RedHatEnterprise Linux7 TlE7T 7 # )L
FOT77AINDRTALICRYET, XSFSTIRHRIVATY MR—IODEY HTE, Faigly HTOELEE
YU TAESOERDEY Y TRAF—LAFATETY, EMEYETEEERY L TAFERTSE, I
FAEDMER L. N7+ —< Y RADPALLET, T, X979 v—F )V I#gEEdR—rbIN3
O, V59 anbBRICNANY—TEFT, XFSIIYIYMNLTT7 V714 TRREDF FHKBIE
PIARE1TD 2 &N TEFJ ., RedHat Enterprise Linux 7 TIEXFSEB®D /Ny 2 7 v FETAI—
TANTA—ICHBLTWET,

Red Hat Enterprise Linux 7.0 GA B S IE&m K7 7 1 L4 X500TB. 7 74 I DixKA 7w ~ 8EB

70



FEEEAMNL—TJETFAINIRT A

(sparse Z 7 AIL) ICRIELF T, XFS ZEHET % HAICD W TIERed Hat Enterprise Linux 7 A b L —
VEBAA FESRL TSIV, BRBICXFS ZHET2HEICOVWTE, IXFSFa—=v7 ]
EHRLTLLLEIV,

8.1.2.2. Ext4

extd T ext3 77 A IV AT LDIEEESD T 7AWV ATALATY, T74ILNOFETIFEALE
DEZEISELTWEY, L. WL TWE 7 7ML AT LDRAY A XIEE50TBE T, 7714 )b
YA XEHRKI6TBETICAY ET, extd DEEIZDWTIERed Hat Enterprise Linux 7 A hL—U&
BAA RZZRLTCEIY, BHBIC ext4 ZAET2HEICOVWTIE, Text4DF1—=V 7] &
SRLTCEIV,

8.1.23.Btrfs (77 /Y —FL Ea—)

Red Hat Enterprise LInux 7 D7 7 AL D7 74 )L A7 Il XFS TY, Btrfs (B-tree file system) &
EEERBIET L L copy-on-write (COW) 7 7 A IV AT ALATHY, 77/ 0V =T Ea1— &L TRHES
nNEd, —FWOI=—07% Btrfs DHEREIILLTDOEHY T,

o J7AINYRTFLLERTIIRLLBEED I 7M4Ib, RYa—L, FLEFYTRY)a1a—LDORF Y
T3y NEEST DHEE,

o EHU\N— 3 ¥ DRedundant Array of Inexpensive Disks (RAID) % R — k
o XY TIYOIS—%T7AINIYRTLATO LY MIHSR

o EBMALEMUS—FT14YavEDITRTDT 74 IILHABHNICERE).

o T—HEAIT—HIDF Y IYH L,

Btrfs IFREM R T 7AW AT LAERBINE TN, AENMRITINTVWD D, AL 711
VAT L ELRTEBEY —ILEED—EOMEEIZREM T,

BHERTIE. BEAME (RFTyToav b, BB 727407 —9F v IHLRE)DPVELBE
&, Btrfs A38IRT 22 ENMWEYITT A, NRI7A—TVRARFEIHICEETEHY FEA. BELHEE
BKREBETHWGEIIT, BEASRKELLY., BEEEEHIINTA—TVAMETLEY 570, 5D
T77ANIRTLEFRTEZIENHREINES, MO 77 ANV RATLEHRLABEDRDR S
&, Y R=FMINBZERIT7AIVRATLY A XINS50TB THB I ETT,

FEMICOWTIE, BtrfsDFa—=>7%] & RedHatEnterprise Linux7 A hL—UEBAHA K D
Btrfs DEAZSRL T ZI L,
8.1.2.4. GFS2

Global File System 2 (GFS2) I&. 7 R4 —1{tT7 74 I AT LDHR— b % Red Hat

Enterprise Linux 7 IZ324t 9 % High Availability Add-On ®—%T9, GFS2E. 195 A9 —RDELY—
N—TEAMDHZ2 T 7 ANV AT LA RXA=V%RMfL, Y—R=—"D1DOHBET 7MY AT ALICH
TEHAMY EEZIAAZITIIENTEDBLDICLET,

GFS2 774NV AT ALIFRKI00TBDH A XX THIHLTWET,
GFS2 DEEICE Y %5 ML Global File System 2 £ 7z |&Red Hat Enterprise Linux7 A N L —V BB H A

RESIBLTLEIW, BBBICGFS2 #AT 2 HEICDOWTIE, [GFS2DFa—=>77 ] %#58R
LTLEIW,

8I13. 7 7MYV ATLAD—RHRF 12—V I TEEIARER
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Kt avTRIRTDI7AIINDATLAICHBLEFERICOVWTEHLTWEY, HFEDI7 74
WORTFLADF 12—V JICEATAHBEEBICOVWTIE, NI 4—vT VYV AREABME LT 74
VAT LDEE] EIRBILIWV,

SI3LEAHD 74—~y MIETBEES

—EDIT 7AWV AT LEREIES—BRETDE, TNARADT+—< v NEILEETETF A, X7
VAVTRAMNL—=UTFNAADT7+—< vy MEETORICREL THEI RIFNIERSAWA T 3
ICDWTERBAL £ 9,

Size (¥4 X)

J— 0—RICBELEYA XD T 7AINVRATLEERLET, 7274V ATLDY A XHINE
FHIZEBIL TNy 27y FICETZEBEEAY., 7714V RATLDF Y 7ICHhDH2EE[E
PAEN)—EDBLLTITHET, L. Z7ANLNVRTLADNNSBES EFANRBAIEICEL B8
T4V ADETIEELET,

JOy 94X

Ay ik, 774NV RATLADEERMATY, 7AV I A AT, E—07 0Oy JICIREFERRER
F—HENREZDT, 1BILEZXIAAFLEHZARY IhIRNT—YE52ELET,

F7ANLMDTOYIHAXE, IFEAEDI—RAT—RITELTWET, L. 7Oy 754
Z(FREFEHETOy 704 ) E—EILHARON2F/LEEZIAFTFNZI BN RT—YELH
CHABEBFREVADL I Z7AILVRATLADN T =< VADNELELT—9 % L YMRMICEINT 5 &£
SICRYFET, 7744 XINILLTHE I 7O IV LEIMFERINET, 77 MILIFERD T
Oy 2ICDBTEFTN, SVUIA LD —/IN—~Ay RAEZ ZE8EMLAHY T, /=, 77
AWDRTLICE>TE, BFEDTOY VDA LRER>TEY., 7741 AT LDRKREH
RINFET,

TNNA 2% mkfs AX Y RTI74—< v bNT 25, 7AVvIBAXET 7MY AT LDL S

avD—EELTEEINET, 7OV ITA XEBETEINSIA—Y =T 74 I AT AIC
SOoTERYET, FMIEImkifs D man R—VETELEIW, EZIE XFST 74 IV AT A
HIA4A—< Y ML BBAICHIETE2 A Y3 Vv AaRRIEBICIEROITY REERTLET,

I $ man mkfs.xfs

ECiE

T7ANVRATATVFARN) =, 774N RTLALETOT—YDONEUCEGEIHY T, ¥
ATLTRADRBREDAMNSA TLRAMNL—V%FERTZHEIE. TNXARADT+A—< v MEFIZT—
IELUVRITFT—IBTBILHBAMN L=V TIA XN —ICEDLETHETZIET, NT75—<X
VAEBLEIBRZIENTEET,

ZLDTNARSHEERDIFAN)—EZTIRR—KL. TRNAZADPFED T 7AIVY AT LT
74— Y RINBEZDIFXAN) —DEHENICKEINT T, TNARATINODHEEEIR%
TYRAR=PMLABWEGEE, FLBEREINIBRELZEET 5. mkfs TTNA R%Z2T74r—< v
NIBERICUAX N —ZHETI2REDDHY IS,

TF7ANWYRATLAIAAN) —ZHBETBNIA—I—RET7AIVYRATLICE>TERYET,

HME, 77AILVRATLDO mkfsman R—VESBLTLKEIW, HEAE ext4 774l R
FLADIT A#—<y NEFIFERTERZA TV aVvaRRIEDBAIIROIAT Y REEITLET,

I $ man mkfs.ext4

HEBY ¥ —F I
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Sv—F VT T 74N RT AL, BEEERITTDRIIC. Dv—FTILT7 74 IVICEZIAAHIEEH
IKMAGNZEEEZXELLET, ChICLY, YPRTALIVSYVaAaPEREEDORERICA M
L—UF NN AHWRIBT ZEEENET L. BRSO EEIEINF T,

A9F—HENBDT—r0O—RTIE, Sv—FIAOBEFHEENEBICEZL ALY FET, Vv—F
IHKREVWE, JYUSKDAE)—%2FERALETH, EZIAAREFOHEEIFEBRLET., I5IC,
T34 =AML=V ERBLUDN. TRULOEEDERAIAMN L —JILVvy—FT I EBRETZ I &
T, A9T—9EHNEBED7—/70—RTTNA ADY— I BRBEERETEEY,

gk

==
[=]

NI v —FIDMERRTED I EZHALET, ARMDI v —F I T/ AN

KbNZET7AINVATLADNHBEELET,

HE v —F I, 73—y MEFITER L., YOV MBI Y —F TN, RAEBET ZHEN
HYFET, FMIE mkis BELU mount ® man R—IYESBLTLEIWL,

I $ man mkfs

I $ man mount

813.2. VYUY NEIDIEER

DI avTI, FEAEDTIFAILY AT ALIGERIN, TRAAADT I MNFICIEETE 3
Fa1—=VITDREICODWTEHRALET,

AV
T7ANWYRTLN)TILELYAST—INELLIEFBEY ICKKRA ML —JICEZIATH, EFE
BRICIE fsync TEF LT — 90D THRFINS L DITAY £9, RedHat Enterprise Linux DB
N=I 3V TRIFZFAIVIRTLN)TEEMCT B E fsync ICKELIKETE7 ) r—>ay
PINSRT 7 AN ESEERLIZVEIBRLAEYSTZT7T) r—2a Vv REDREENELLETT S
ZErHYFELE,

Red Hat Enterprise Linux 7 TIE 7 7 A LY AT LNY DRI —I Y ADBREI N, 771
ATFLNYTHEENCLTE, N7 —IVRAICRTEIHEE LS DITMTARY T (3% K.

FFHllZRed Hat Enterprise Linux 7 A L —YEE A RESR LTIV,

Access Time

T77AWDHARAEND WIS, TDAIT—HIET VAL FEE LR (atime) TEHINFE
T, OB BIMOEZAA /O ThbhET, [FEALEDHE. RedHat Enterprise Linux 7 (&7
7#)LhTatime 74 —ILRZEHT 57D, URIOT 7 £ AFEREI&EDZEE (mtime) 723X
F—4 2ZE (ctime)&L Y HEHWEAICDH atime 74 —IL RAEHFINF T,

2L, TOXYT—9 DEHICHEBOOMNZIGETIERAT IV 2 RABFET—9 MRELRWEEIC
&, noatime ¥ UV MNF TV I VERBELTIZ7AILVRATLEIYD Y MLTLEIN, ZORE
T, 7274V DOHEHFBRYBFICAY T—INDOEHINEMICARY £9, /2. nodiratime HIEELEW
L. TA4LIMN)—DHFEARMYBEICAIT—IADEFEEMICLET,

73


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/7/html/storage_administration_guide/index

Red Hat Enterprise Linux 7 /X7 —<Y Y XRFa1—=VJH4A4 K

$c5iH (read-ahead)
EHAlE, TCICHBICARZAEEI M BVWT— 92 LICREBEL TR—YF vy 2ailO0—RT5 2
ETTARIDBIYBRLK T—Y5HAIHT I EDNAREICARDD, 7714IWT I EADEEIE
{1pY FT, read-ahead BHAREIWIFE, ISICERIICVRATLADT =97z vFINET,

Red Hat Enterprise Linux I&. 7 7 ALY AT LICDOWTHRE LARBICEDWT, B4 read-
ahead [EDREEFHAE T, 2L, ERABRENBICARETH S EIERY FHA, LEZIE R
ML= F7LADE—DLUN ELTYRTAICKRRLULEBEIC, YATALIFEDE—D LUN Z1&
HEBDT, PLAICHE LT read-ahead BIFEREI N EFH A,

BRI/ OZKEILRAN) =3IV JF25T7—70— R, read-ahead EZE <L T2 MRV H BHE
% \WTT, RedHatEnterprise Linux7 THEINTWA R ML —VEEDREREEFATOT7 714 )L
TIELVWM RN SA T42EAT2OETAMEPBCEREINTVET, LML, ZOREI BT L
LHOWBEEEFICTRLDIFTEDY FHA,

EHAINEATERTD/INGA—YI—E T 7AIVRATALICLYERY £9, ZFHIE mount D man
R=—TIBETELLREW,

I $ man mount

8133.XYFF VR

774N RATLATRERAOTOY I EBETZIEE. YVIY RRT—I T4 XY (SSD) LUV v
TOEYVIZVIRML—YDWThDZATHHED TS V74 ATY, KMEATO YV OWESE
BNy FRREAVSA VIRRD2BY DAFEDHY FT,

Ny FHEE
DA TDREIL fstrim AT Y RO—ZPICHKRY FE T, 774V RATLRICHDREROTOY
JT, BEEMEELEEII—BITDZ2EDAETRTHEELET,

Red Hat Enterprise Linux 7 |&. ¥ERMAIREIREEICRET 2 XFS B LUV ext4 XD T /X4 A TD
Ny FHEEEHYR—MLZET (DX Y. /sys/block/devnamel/queue/discard_max_bytes D{EA
O TIE7ARW HDD 77314 R, /sys/block/devname/queue/discard_granularity D{EAY 0T (& 74 LY
SSD 7/81 &) &

T4 VEE
ZDYA TOWEEEIEY DY MFIC discard # 7> a Vv AFEALTCEELE T, 2—HF—DNA
EHRBEETYTIIALTRITIINET, L. V54 VIBEIIFERBRHILEXDIREICHE
FLTWE 7Oy Y ULHEEL 2 A. RedHat Enterprise Linux7 TIEXFS B L Wextd 7 # —
XY MNDFNARTHY A VIEEEYR—MLTWET,

NI =V AMFICA Y S VRN BERIRRC Y AT LDERER LNy FRENRTTE
BWEDRRRERRE, Ny FHREOEAZHRELTVWEY,

EHRIBEIYAET
ERIEIYHTTIE, BBICT—92EIAL LR, T7MIVICEIYVETEAELTT 4 RVE
Hav— LET. IhiE. T—IOMAEY. HHFRYDNT 3 —T VY ADERT X BI5EIC
&IIB5 F 9, RedHatEnterprise Linux7 Tld, ¥~ REED XFS T/31 R, extd T/NA A, &
P GFS2 T/NA A TORBOERIEIY B TICHIELTWET, F7 MY RTAICHELZ/INT XA —
HF—IZD2WTIE mount man R—UASRBLTKEIW, 75— 3 V4, fallocate(2) glibc
MUOHLZFEAL T, BRiEYSTLARBONREZFERTSZIEETEET,
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82. /87— YV ADEBDER & 2K
Red HatEnterpriseLinux7'6‘62t‘”/7\7_‘.b\/<7zr IVADER., /OBLUVT7AIVY AT LR EDEE
EICEET 2/ 4=V ADBBEDZM AT O BICEMNRY =LAWL OHMARINTVET, 20
O aVTEIDLEY—ILOBE, BLTI/OBLUV T 7MY AT LEED/INT £ —< >~ AE)RE
ARSI, BTS2 AEEBIEMERAL THIALTULWEEY,
8.21Lvmstat ALY AT LN T A —<T VY ADER
vmstat IEY AT LAREDOTOER, XEY—, R=YVJ, 7AOv Y 1/0, EYiAH, CPUT I T4
EF4—ICOVWTHREATWVWET, BEEEBEIOY—IEFHTZIET, N7 1+—< Y ADMED
/O TYRTFAILLDEDI EHBTLP T AYET,
l/ONT =TV RICKRHLEAET ZBEWRILLTFOIASLTY,
si

A0y TAVERIERT Y THEELSDFHAIY (KB HAL),

SO
27y TTONERIERT Y THEEBADEZIAH (KB B,

bi
TOv o4 vERETOY VEZAHRE (KB BAL),

bo
JOv o7 NFERLIETOY J5EHEY BRE (KB BAL),

wa

/OREDTET ZHFH L TWBF 1 —DED,
swap fBElE T =9 DR LT NS RCHZBE. ATV TAVERTDYTT7IRNEIAEY —FEHEDE
2E L THICEILET,
F /=, free. buff. cache DEIASLIESA MNy VIBE AR T BREICHEIIS T T, cache DENZR
SATEMN > T free DIEMEBZDELDIRIBE. 24 MO ER=IDF vy aDEMENBE ST
EEBLTWVWET,

vmstat ICE BT, /OB TVRTALDNNR T A=V ZABETDRERERTHS I %2R LTWBIFE.
EIEE (T jostat AL TEEDH B /O T/N1A A ZHIBTET T,

vmstat |& procps-ng /8y 7 =Y TRE|EINE T, vmstat DFEVFICDOWTIE man R—T & TBL K
LY,

I $ man vmstat

8.2.2.iostat AL 1/O /NN T —< Y ADELR

iostat |& sysstat /Sy A —V TREINE T, YATLRD /O TNA ADEFICDOVWTIHRELE
T, vmstat ICL DT, /OB TV RTANNR T A—IVZAETEELELTVWE I ENRTIATY
25EE, jostat ZFEALTI/OT NS RICEAT 2ETAHBITEET,
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jostat D man R—Y TEHBEINTWVWBINSA =Y —%FHT &, iostat LR—MDHAICT+—h
ATEET,

I $ man iostat

8.2.2.1. blktrace {8 L 7=5¥#72 I/O 247

blktrace IX. /O Y TV AT ATEYINEBICEAT 2EMERER®ELEYT, a2 Ava—
T4 ') 7 1 — blkparse (&, blktrace S5 RKIMTDHNDZ5EAENY . blktrace IC& > TEEFKI NI A
NBREODANBIHFHTEE2ENEZEXKLE T,

ZDY—ILDFFHMIE. blktrace(8) & & U blkparse(l) D man R—IY S L T ZI LW,

I $ man blktrace

I $ man blkparse

8.2.2.2. btt # &M L 7= blktrace H DL #r

btt 1—7 1 Y7 1 —Id. blktrace /Xy I —YD—8E L TRHEINZF T, blktrace HAOZHH L. 1/0
A9 )DEBBTT—IDNEP LEEEERRTZ7O. /O T RAFTLDRRMNLRY 7 DEFED
BHICRYET,

blktrace X I =X ALICE > TEHIN, btt ICL > THONINBEBERARY NO—EIZRDELY T
£

o |/OARYKNDFa—1>7(Q)
¢ RSAN—ARYE () ADI/ODT 1 RNy F
e |/OAMRY KD5ET(C)

ARY NOEAEDLEEZRIEL T, I/ODNRT =TV RIEAEST2EREZSVFLIERATE LN
TEEY,

BUYOTNARDY TR—MNDIAIVITERETZICE. IJOTNRNIRADF+ TFv—3Ihik
blktrace 1 XV NEDY A IV JEHELEF T, L&ExE, UWTFOaAY Y RIE, RFy¥a—5— K3
AN— BLUN—KRIzT7LAVY—%2EC., h—FRILI/ORF Y I DTFMEBRICEY I N-EETHFE
(Q2C) %= FHBFRIDIEHE L THREL X T,

$ iostat -x

[...]

Device: await r_await w_await
vda 16.75 0.97 162.05

dm-0 30.18 1.13 223.45
dm-1 0.14 0.14 0.00

[...]

TNA ZADBERDUEBICRVWEB L ONNBIHED2C). 7/1N1 ADNA—/"—O—RKLTWBH, T/10
ACEEINALT7—70—-RHPRBETIIAVWTEEIHYET, AMNL—UFT RS AT 1 ANy FX
NBENCTOY 7 /O AREBEF 2 —ICENM N TWBIBAE(Q2G). FAFDR ML —UH1/0 B4R
HTERWTEERTHZBEDPHYET, 72& XL LUNDF 2 —2BHRDRREICARY, JOER ML —
VFNA AT A AR FTERWI EDHYET,
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BIEDI/ODIAIVIEARDZE, RMNLRY IDIRADBDMNYET, &2 bttATOY VB
ICEEINEY VTR NEORERE(Q2Q)A, 7AY I LAV —TEPLPINALERODAETERE@Q2C)L Y
ERXREVWCEERTIBE. JOBKE I/OY TV RTLDBICT A RIVEBAHY., JOH T RT A
DRI =TV 2ADOBEEELY LAWY’ HZ I EE2RBKLET,

B 1/O D Q2C EA LR T BE. ANL—VHY—ERBBOLEEEL2RIIENTEET, EIFUT
DWTFNMITHRY FT,

o NIWVWEETIKIZIF—BELTWS,
o NHEBETIHEENAEL., AMNL—YUTFNA RBITOEERIBDEREEL D B,

ZDY—ILDFEMICDOWVWTIE, btt()) D man R—I % TEL LI,

I $ man btt

8.2.2.3.iowatcher %#{#f L 7= blktrace B D47

iowatcher Y —JLI& blktrace HA%FEAL T, I/O #BEFNICT/ S 7TEET, TDY—ILiE, T4
27 1/ODFMEBTOY VT RLR(LBA)., 1BHIYDAIL—Ty b (XAHNA ML), — 08B &
VCIOBEICERABVWTIWEY, IhEFEATEIIET, 71 ZADEREOHD LRICEHREST 25 1
IVTEHILY IS RY X,

ZDY—)LDFFEMICDWTIE, iowatcher(l) D man R—TU % TEL LI,

8.2.3.SystemTap = L/ X b L —Y DEER

Red Hat Enterprise Linux 7 SystemTap EF¥F+—XH4 RillE, A ML= RT74x— 220707 7
1) TBLVEBERICEMNREROY Y TILZAI) TRHEEEFRTVET,

LTF®D SystemTap DYV TIVAI ) TRERA ML =Y NRT7 =<V RICEAEL, ANL—UF G
T7ANYRATLDINT =TV ADEBZBMT 2BRICRICIDHBENHYET, 7724 T,
Z T 51 /usr/share/doc/systemtap-client/examples/io 74 L 7 b —ICA VA M—ILEINZE T,
disktop.stp

TAR)DHEAMY PEZRAADREEZSHTEICFv I LTEMIOMLDTIY N —2HALE
_a—o

iotime.stp
AN BLUVEELAHOEFICEL LICHERE., STAIRY EEEAHDONS M IZEZHALET,

traceio.stp
BERLEBBEI/ONS T4y ZICISCAELEMIOMDOETHRET 7MLV 2BHHALET,

traceio2.stp

BETNARH L THRADMY BLUVEZAADNRET B EZTDERTAERTI7MII2ETOERID
EHAOLET,

inodewatch.stp

BEDAY v —F I FT—T /31 A LDIBE inode ICT L THARY PEZAHDEET S
WICEFDEFTEAREI7A4ILELZETOERAIDEREALET,

77


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/7/html/systemtap_beginners_guide//

Red Hat Enterprise Linux 7 /X7 —<Y Y XRFa1—=VJH4A4 K

inodewatch2.stp
BEDXA I v —FETA T —FT /N1 ZEDIETE inode TRUENEEIN D UPICEDERITAIEE
774I)% FOERID. BEEHEALES,

83.VUY RRT—I T4 RY

Y1)y RAF—MT 1RV (SSD) I&. BE#HKTZv ¥ —TlE<. NAND 725 v >¥aFv T%FH
LTkIET—9%2RELET, RIEJOVIT7RLRAOLEHEICODIZ>TTF—9ADT7 VU ABEBIE—
FEICRYET, FHNA MBDA ML —VEEHE LTREIYEMT, ANL—VBENDLRLLAST
WEFTH, HDDITEER, LA TV Y —DEL, RIL—Ty M ELR>TWET,

SSD DERFEADTOYIN, TARVBEEZHBLTKSE, BENT+—TVRIFETFLET, N
TH—XVADBETRLRIVERV ST =L >TERY FITHN, COLDIBRKRTIE, §RXTDT/NA R
TRIF—TVAMNMETLE T, BEEFEZBEWICTZE, COBTERRTIET, FMIE. XY
THVR] ESRLTLEIV,

TI7AIWBMDYORT TV a—F—EREAE)—DA T 3 VIESSDERICELTWET,

SSD ICEAY 2E¥MIC DWW Tk, [FRed HatEnterprise Linux7 A AL —YEEBHA K] OV v KR
T—hTARVDBEAHA R4 VDEESRBLTLEIN,

SSDDF 11—V JRICERINER
SSDD/R7 =TV AKHBERETAREMEDH ZRELTIBAINE. UTOREEBL TLS
(A

I/ORT Y a—F—

/ORT T 21a—F—IFENTH, FEAEDSSD TEYICHET DI EMNMBEINEY, L. D
AMNL—=U A4 TERKRIC, BEDT7—70—RICRHTI2RBEAEREERET DDIIRYFI—JFE
MEITO>CEEWELET, SSDA2FRT 25%BE. /ORTV1—F—DERIIRENT—/O0— KD
NYFI—VFHIEZITOBEICRD I EZHELTWET, JORTV1—F—2PYEZDHE

I&. /usr/share/doc/kernel-version/Documentation/block/switching-sched.txt 7 7 1 L Z S8R L TK
ZEW,

Red Hat Enterprise Linuxnbsp 7.0 Tl&, 77 #JL b®D |/O R4 Y 12— —I|3 Deadline T4 (SATA K>
1 TDIFEEMRLS ), SATARZA T T, CFQRTI7AIMDI/ORTY2—5—T9, @RAbL
L—2D%E. Deadline /X7 #—<VZRECFQEZLEAY, FRFa1—=V I a2EmLA ELE
NZ/ONT =V ADEBLNET, £REL. TOTFT 74 MEI—EDT 1+ XY (SAS DEET 1 R
PRE)VICIFBEIRWEELNHY T, TOHFAICIE, JORTV1—F—%2CFQILEELZET,

REAEY —

/O RTYa—F—EAKRIC, REXAE)— (VM) YT RFAIKIENRF2—=VJI3nEHY F
A, SSDDI/OHNEETH D EWVWIMHEE L, vm_dirty_background_ratio & vm_dirty_ratio D% 7E
HERIFEDELTLKEIN, ESHLOT7IT1ET 4 —DBATH, BEIFT 1 RI LOMODIEED
LATVY—ICBEEEBEZRWEHTY, L. 2OFa—=VJTHI/ONENENT 56
BH27H, 7—70—RICEBOTANEERBLAWRY ZOF1—=V JIIHETEIEA,
27y

SSDIERT Yy FTFNRARE LTEHFERATE, BER—IVTIINSLUR—IA VILBNNRNT -7V
AR LET,

8.4.EY—I
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Red Hat Enterprise Linux TIERA ML =R T 74 IV AT LDREEIT O BICIRIIDY =LAWL D
MHBINTVWET, 2OEV2aVTRHID LEY—ILABEICERA L. Red Hat Enterprise Linux 7
TEDY—IEFRALTI/OBLV 7 7MY R T LBEEDOHEBA RS 20BN LET,
841LANL—YRIT 3= VRAAWFF1—=v I TOT 71 ILDEE

Tuned Y—ERIE. BEDI—RAT—ZADNRT#—IT VR ABLEIEZEHICHBTINALETOT7 7ML
EEMIRBHELET, ROTOT77AINIEARNL =D T 4 —< VY AREIHFICEIGET,

® latency-performance
e throughput-performance (77 #JL b)

VARATFATTOT7AINEBRETDICIIROOATY REEFTLET, name ICIFERT2 707711
2EANHALET,

I $ tuned-adm profile name

tuned-adm recommend <7 Y Rk, YRATFAICETATO7 74 IV EHELF T,

TO774IIVOFMBLVREL T2 a v REICODVWTIE, Ttuned-adm] ZSHR LTI,

842. 77 #IN MO R 1 —5—DHKRE

TI7ANWBMDYORT YV a—F—&ld, TNAZATHDRT Y 2 —5—%BARNIIEE L AL > HE
IERAINE AT Y21 —5—T9,

TI7AIVRDRT T 2a—F—PEEINTWVWRWEE, cfq AT 2—F—ESATA RS54 FICHERAX
. deadline 2721 —5— 3D ITRTDO RS A TIFERINET, DI a v THIETZF
JBICH > TT 7AIVMNDRT Y 2 —5—%BELEBEICIE. TDTIFINIRATT1—5—HNFTART
DTNA RATBEHRINET,

TI7AIWNBMDYORT Y2 —5—%ZET ITIE. Tuned V—IL%FEHT ZH. /etc/default/grub 7 7
1IN EFHTERELET,

Red Hat l&, Tuned V—ILEFERAL T, LV RATALATTIZANIMDIORT 1 —5—%8ET
ZZEEWELET, elevator/XT X —9 —%RET BICIE, disk TS 71V EBMTLET, disk
TST14VOFMIE. TTunedd OED 7574V #BBLTLEIV,

GRUB2 ZFRALTT 74 NDRS Y1 —F5—%2FET 2I01E. BERFLIEY AT LOERBEIC,
A=AV RZA4 Vil elevator'N\Z X —4% —%BMMLFEYT, FlEST [GRUB2 =R LT 7 #
IWRIJOATVa2—5—DFRE] THHAINTWSE LI, Tuned V—ILEFERTZH. FHT
letc/default/grub 7 7 1 L = ZEETE XY,

FIE8.1GRUB2 #EMA LT 74 M I/O R T T2 -5 —DRE

EELTWEYRATLADTI7AILMNI/ ORIV a1a—5—%KREL., BREFHERLEREEMIFTDITIE. U
TOFIEEZERLET,

1. /etc/default/grub 7 7 4 JL®D GRUB_CMDLINE_LINUX 1TIC elevator /N2 XA —% —%EML %
EP

# cat /etc/default/grub

GRUB_CMDLINE_LINUX="crashkernel=auto rd.lvm.lv=vg00/Ivroot rd.lvm.lv=vg00/lvswap
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I elevator=noop"

Red Hat Enterprise Linux 7 Tl&., FIFAAERR T Y 12 —5—(3 HifR. noop. 5L U cfq T
¥, FMIE. kernel-doc /Xy T —2 DA Y A M—JLRICFIARRER. A—FRILORFa1 XV b
ICd % cfq-iosched.txt 7 7 1 L & & U deadline-iosched.txt 7 7 1 L Z SRR L T EI L,

2. elevator /X5 A —4%—%EBIML T, ILLWEREEZEHRLZET,

BIOS 7 7—LU Tz 7A2FHALTWEY AT ALAEVUEFI 77—ALYz7A2HRALTWEY AT A
ETlE, GRUB2EREZ7 7M1 ILDIBFANERY EFT, UToav >y KowdghhrzEHEL T,
GRUB2BRE7 7M1 ILEBEMLET,

e BIOS77—LAD 72 FERALTVWAEEIEF. UTOaY Y REERALIT,
I # grub2-mkconfig -o /etc/grub2.cfg

e UEFIZ7—LD 7% EALTVWEHAEIE. UT0aAYY FaERALEY,
I # grub2-mkconfig -o /etc/grub2-efi.cfg

3. VRATLEBEEHLT. EEZAMLET,

GNU GRand Unified Bootloader /A—3< 3 > 2 (GRUB 2) DA ERICD W TIL, [Red Hat
Enterprise Linux7 ¥ A7 LBBEDHA K] OGRUB2 ICDWTEIYavaSRLTKES
LY,

843 NADT7OY I TNARFa—=VTINSA—4H—

DOtV avVICYRAMNINTWE—BHNGRF 12—V J/N5 X —4%—I|d, /sys/block/sdX/queue/
TALIRMN)—=IZHYVET, VANINAF2—ZVINRIA—9—FI/ORTY1—F—DF1—=
VIERBIIN, TRTDI/ORTYVa2—F—ILHEATEET,

add_random

—ED /O A4 RV M, /devirandom DTy hOE—7—LICEMLE T, TNSDEBDA —
=~y ROEIEFRERIGEIX. TONRSA—F—% 0 ICRETEET,

iostats

T 74 MEIE 1 (FR)TT, iostats = 0 ICERET D& T/N AD I/O FRETDINEDEIIC /2L
F9, TNITELY. IJONRRDA ==~y RHBDOTNICHIRINE T, iostat = 0 ICFRET 5 &,
BHEDNVMe VY vy RATF—FAPML—=UFNA B E, BICEHERERTNAZRDINT +—T v
ANEFTELT ZEAEMELIHY T, HEDA ML —IJETILIIRY I —ICL > THIIBEINT
WARWERY ., jostat Z#BMICLZFFICLTHELL ZENHRINET,

iostats = |MNICT D&, T/81 AD I/0 #iEH& /proc/diskstats 7 7 1 WICKRRI A Y £
9, /sys/diskstats DAZEIE. sar*° jostats 'R ED |/O Y — IV EBERT Z7HD I/O BFEHRDY — R
TY, LEDN>T. 7/N1 RD iostats /1N A —H — &\ T D E, T/8 RUE /O BERY —ILD
HAIKKRRIW R RY FT,

max_sectors_kb

/OEBRDEARY A X% KBEMTHEELET., 774/ MEIZS5I12KBTY, TD/IXTA—=4H—D
RMEIE, ARNL—VUTFNRNA2OBEBTOY VB A XTHRFVET, TODNIRSA—Y—DHRKIE
l&. max_hw_sectors kb DIEIC L > TREINZE T,
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—EBDYV Yy RATF—FT4R71E, JOV I ITRAMDPAREEETOY I A4 LY ERETLENS
T74—XVADNBILES, YATALIKTIVFTEYN Y RRT— T 1 RAVETIHNINICEK
LIENEHTBICIE. N—RITTORVY—|CHEL, RV —DOHTEEIFICHKWVNE T, Red
Hat Tl¥. max_sectors kb =B ICRER /O YA AEAREEETOY V14 XDBRUICT B &
EWRELET, APL—YIUTNRARCE>THEEINTLARWGEEIE, WINHD/IASX—4—(C
logical _block _size D&% FH L X7,

nomerges

BRET—VR, FBEAEDT—IVO—RTEATY, LEL. TNy JOEMTIE, v—J% &
WICTBEFERTY, 774 MTlE. nomerges /X5 XA —H—IZ 0 ILREINTHY., v—IH
BUMIRY Y, BAI1OOY—Y % EMICT HICIE. nomerges = 1 ICERELFE T, ITD
A TDI—I%EMIZT 5ICI1E. nomerges % 2 ILERELE T,

nr_requests

—EIXF1—FEIELZIENTELIHAMY EEZIRAAEROFARZEBELE T, 7740
B3 128 TY, 2F Y, HAMY FLRBEZIAAECERTZROTOELINRY —FTREICAZH]
IS 128 EIDFAEY BERE 128 FBERABERZEF 1 —ICANBZ I EHDTEZEY,

BEDOHEAZITPTWVWT Y S—23VDGE. 54 MY I I/JODREZRAAERTT/NA R

Fa1—%BRICTERVEDIICT B0, TONRFTA—Y—DEEEL LTAML—YDaT VR
Fa1—DFIEZFHRLET, TNM RADF2—DERICRZDEVOFEERITLED ELTWVWA1
D7OERAEF21—NMEATEZLIICAZETRY —TREICAYET, BEXRIFSH > ROy
ARTEYLHTOHN, 12O7OCAIBZEL TCF 2 —DIRTOEEHAEFRALAVWEDICLET,

/O RT Y a—5—HD /0 BIEDRAEUL nr_requests*2 T3, BIRD L 5 IZ. nr_requests |£
FAHRMY BLUEEZRAHENERINE T, nr_requests 1Z1/0 AT 1 —5—HD 1/0 &1F
ICDAHBERAIN, BEBERDZTNARIERICT 1 ANy FEINTWS IJOBRFEICITBERINARWNT
EIEBLTLEIV, LEDA ST, T/NMRICHT 2KRNED /0 #BIED LERIG
(nr_requests*2)+(queue_depth) T. queue_depth | /sys/block/sdN/device/queue_depth T.
LUN Fa2—DRIEEMENE T, 7m&z . TOKRMLEOD I/0 ##EDEEHEIL avgqu-sz FID
iostat DIH A TR TE X,

optimal_io_size
CDINSGA—H —TRBERI/OYAXEHRETIAN—VTNRAREHY FET, COEIRES
n3Bak. TEBRTREINAZEBEL/O YA XIEDLEZDOERD /0T T Y sr—2 3y
TRITIETBIEZHELTVWET,

read_ahead_kb
B A IAPRIERICARL =T A VIV AT LDFARBD I ENTESZRAFONS MU EER
LEd, TDER. RO —FT 0 vI)lmAHRYICHL, BREBERY ZDRBERIEH—FRILR—=T
FryPaHIlT TICHERET 2780, mARYDI/OBREIALLET,

%< DIHE. T/NA AY v/N\—I read_ahead kb DEAEWNEWVWHIFELHYET, vv ITT5%&
FINA ZCx LT 128 KB DENEEIAFRBRICAY I H. read_ahead kb DfE% 4-8 MB |C18
PTE, RERTFANDY—T Vv VGmAHFRY D THONET7 T Tr—2 a VRIETOD/N T 4 —
JUAHNEMET BaEMLHY £,

rotational
—EDOY )Yy RAT— T4 RVE YVIVYRRAT—RDRT—HRA%EZELLLRHEETY., ko
BTARAJ7ELTYIO VY MNINET, YUY RAT—=MTNNA AN IN%E 0 ICBEIMICERE LAWL
BElE. ATV a1—F—TAhAER seek-reducing ATV Yy J EBMICT D LD ICFFTHRELE T,

rq_affinity
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T7AIKNTRIVOBREZRT LATOYy Y —EIEERZ 7Oy Y —TI/ODET 2UET S
ZENTEZET, rq_affinity = 1 ICFREL T OMBEE|MICL., JOBRAEHRTLALOEY
H—TOARTEERITLET, ChilLY 7Oy —DT—9F v vV TOMREIHEZEIN
9,

scheduler

BEDANLV—YTNARICRTV2—F—FERT V21 —5—DBEEEERET ZIC
i&. /sys/block/devnamel/queue/scheduler 7 7 1 L =fRE L X9, T I T. devname IXRET 2
TNA ZDZFNIBEES TR F T,

I # echo cfq > /sys/block/hda/queue/scheduler

8.4.4.deadline R a1 —5—DFa1—=24

HARR AMERAFDIZE. F1—ICANLON I/O BRIFFHAIY TFEZIAAD/NNY FICHEIN.
LBA OEIBICERTH ATV a—ILINFET, 7TV r—2aviEHEsHRY /O T70Oy 7§ 58N
DALPEWD, T74I MTREFADMYNY FOADPEZRAANY FLYEBLEINE T, Ny FHUL
HBXN3E, deadline FEXAAREN O Y H—BEAEFEVRA LAREEZEIAL. BDEICSL
TROFHEY FEEZAANYFERTYa—I)LLET,

LLFD/IRS5 XA —4—|%, deadline R4 1—S5—DEEICHELZET,

fifo_batch

VEDDNY FTRITT 2HARY TLEFESAHDEFEHTY, 774 MEIZ16TY, Ezm
CTBEFENERNESIYIINEERREEEBEMLIS,

front_merges

MAYN—YBEERLABAVWEAIE. 2OFa1—FTILE0ICEETEET, 7=7L. TDFvID
==~y RERELTWAWEY., RedHatldT 7 4L MED1 EHEL T,

read_expire

SYMBMNTEELEY., COBBRICEARYEBRNZATVa—ILINET, T 74/ MEKK
500 (0.5 T,

write_expire

SYMBMNTEELEY., COBBRICEZIAAERNZATVa—ILINET, T 74/ MEKK
5000 (5 #)T9,

writes_starved

TARMY Ny FHEEEELTT., BENYFHEZEICVDELTHLEZIAANYF 2O EDUNEL
FY. BWMEZRET DI ETAIMYNY FOADEBELTUEINTT,

845.CFQAN Y1 —F—DFa—=4

CFQAERT2E7ORIEVTILIAL, RANITA—F, 74 RILOIBEVNTIHIDI SR
IKEREBEINET, VZLIMLDTORRAETRTIRAMNI 74— bD7OERLYEICRTY 2 —)b
INFEFT, RAMI74—PMDTOCRIITRTTA RLDTOCRIYEIIRT V2 —ILINET,
FIAIMTCRTOCVRAERANI 74— DI SRICBEINZ T, ionice AV Y R&FEHET S &,
TOEADYV S RAFHTRETEZET,
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RDING A= —%FATEZECFQRTV1—F—DEEEILICHAETZIENTEET, Thbd
MD/INZ A —4 —I|&, /sys/block/devname/queue/iosched 71 L 7 M) —BETFDIEEINLT7 7M1 )L %
EHITDHIET, TNMIRTEICEREINET,

back_seek_max

CFQICEAY— Va5 ThERRIEEAZXTONSA NTIELET, 7724/ MEIZ16KB T, %
FHY—J3BIINR T+ =TV REETIS-0, KENMEOFERIIHEELTVWEHA,

back_seek_penalty

TARIANY RTRIAFLIBZEANDBRBZRET ZBICEAY—JICH L THEAT 2EHEZEE
LET, T7AIMEIF2TY, T4 ZAI~AY ROAMIBH 1024KB T, ¥ AT LICEBRBOERN
H3HE(1008 KB 5 L V1040 KB %4 &), back_seek_penalty h'14 5> — - BREEICER I N, T 41
AUIEEIAICEELE T,

fifo_expire_async

SUMBMORITEELE T, FRBP NNy 77 —INAEEIAA) OBREZUEBETRET K
ITY, COREEZBEZ CHFRAPOLEFLERMUE) X MIBEINEY., T7 1)L MER
250 I UMTTY,

fifo_expire_sync

B (FAHEY £721& O_DIRECT DEXAH) EXRNMUIBINGDVWE FICAZEFEORY (T UM
Bfy) , COBEEZEET 2 EIERBONEBFLERNNEY X MIBEIINE T, T 74/ MEIE
125 XYM TY,

group_idle

CDIRZA=F—F, TT7AILETO (M) ICHEINFET, 1 (B ICHETSE, cfq Ry
Vai—F—E AV O=IWITL—FTI/OERETLTWEIREDTOCRTT7A K) VI LZE
T, Ihik, KBME/OOY MO—LTI—T%ERAL. slice_idleh* 0 (FFARL—Y) I
EINTVWBRGHRICEIEET,

group_isolation
CDINTA—=F—E, 774 DMbTO (B ICREINET., 1 (B%) ICERET D&, JIL—
TEOLVBADICHBINETH, SVFLRT—/0O0—- NEERGMART7—70— NO@EAICEA
InziH, ZN—Ty NBMETLZE T, group_isolation HEM( 0ICERE)DIHE. BT —
70— RICOARFHEIRBEINFT T, #FH(E. /usr/share/doc/kernel-doc-
version/Documentation/cgroups/blkio-controller.txt IC1 Y A h—ILINTWVWB RFa XY &S
BLTLSEIW,

low_latency
CDIRZA=F—EFET 74 bT1 (BR) IKEEINET, BT E, cfqld. T/XART
/O AHF{TT2E7OERICHEA300 I ) OFHIFEA2IRETEZIET. RIL—Ty NOLAFEMH
EBELET, TONRSA—49—%0 (M) IKRETDE 9=y MLATVI—I3EEX
N, 87TOCRERERIMILRATA A EZITRY F T,

quantum

ZDNRZA—=F—F, cfqD—EICT1DDT /N RUTERFET 2 /O BROHEERLF T, ERHNIC
EF1—DORIEFRLES, T7AILMEIEZ8DDEKRTY, AT ZT/NM RAlIFL YRV
Fa1—ICHBLTVWBAEEMEIRHY £TH. quantum DEE LIFZ ERBEBMEBAET. HICK
EDERY 5B ILHFRERHIH LB EILEETT,

slice_async
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RO O BRARITLTVEIETOERICEIYETEI M LRSI ADEIAEELET (Y
B, 774 MEIZ40IYRTT,

slice_idle

RDEBEREFOHWE cAfqIZTA R 7% iThE2RIZIVMWEBEMTIEELZT, 774/
BEIx0 (Fa—FLEHY—ERYY—LRILTIRT7ARY)TRL) T, T74IMNMEEFRT
ZEMFIF RAID A ML —Y TOMBEANINFREE BY FTH, P—VEMEDORBHIEINT 5720
RAID TIHAWVWAHEZA ML —Y DBSICIXLIBRENONMETLET,

slice_sync

R I/OBRERITLTWRRTOERICEHYLETEI M LRATAIADRIZLTVLEY (TVH
BfI), 774V MEIX100IUYHTY,

8451 mEAML—YDCFQODFa1—=VY
SERLHAMANMN L=V T LAYV Y Y RRAT— T ARVRE, O—IDRFIVT 4 —DPRIWVWN—FR
DIV TR cAqQRT Y1 —F—3F3HEINIEA, COXAML—UTclqaERT2LELNH DHE.
RDBETZ 7 AN ERETDHVEDDHY IS,

e /sys/block/devname/queue/iosched/slice_idle %= 0IZERE L £ 7,

e /sys/block/devname/queue/iosched/quantum % 64(Z5%E L £ 7,

e /sys/block/devname/queue/iosched/group_idle = 1188 EL £,

84.6.ncop A V1 —5—DFa—=VY

noop l/O R a1—5—F, FILEEAMNL—VEFERTEZCPUNT Y R RTALILERIBEY, £
oo —MEHIIC noop I/ O AT P a—F—&, RET 1 RVICH LTI/ OREEETIBEZITREYTY
YCHERAINETH, BHMICIEERIhERA.

noop /O A7 P 1 —5—ICEBDREJRER/NASA—4—EHY FH A,

847. N7 44— VARELXBME LT 7MILY AT LDERE

At Y < 3 Tld Red Hat Enterprise Linux 7 THIR L TWRE T 7 AN AT LAICEBD/INT XA —
H—DFa—ZVTICDODVWTHBLTWEY, RIA—F—ERAMNL—IUFNA 2D 7 #—< v MEFIC
IRSA—=YH—%BETDIEHEEE, 74—y MELETRAAZDT T Y MFIERET 2IFEOVWTNHL
IKAToNET,

NI —<V2ABETOREREANT7 7AILOEKIEFEI1F) Y —ADBEAICHDIEE. —BHICIZ 774U

VATFLDBREETICETNIF—IVAIREINET, L. 7TV Ir—YavVEEAE
TR3BEP»HYET, TOLIRBAICIEIHRYT—HR—MIEKLTLLEIL,

847AXFSFa—=>%

At av TR I4+—T Yy NEETT Y MNBFICXFS 77 A IV AT ALICERTERFa—=V IR
SA—F—DWVWL DM DOWTERBAL £,

IFEAEDFLBETXFSDT 74N I 4=y RETIVREENABLTVWET, TODBREDE
BIIRFEDEEXERICMNELRIFEIRE > TLEITL,

84711 74—y AT av
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INLDI74—<Yy M TavDFMICOVWTIK, manR—IUEHRBLTLIEIW,
I $ man mkfs.xfs

FALIN)—DTOv oA R
TALI M) =070y YA XL/ OMMECEICHEABLEVEBELLZYTET4LI M) —1E
WOBICHEEAEZFY, T4LI7MN)—TOv I 94 XDRIMEIE 7 7AWV AT LDTOY Y
HAZXIRYFST (T 74IN4KB), T4 L2 MN)—TOv 744 XDRKIEIL64KB TY,

FED7AY V494 XDHE, Y141 XDWKEWTA LI KN)—DANNIVWTFa LI MN)—&YUZ
KD EMEELET, FLTALIMN)—07Ov 04 INKEVWTS AT LADANNI N
A ZXLY I/JORMEC EDABRENDBEEEN B RYET, LEF>TT14 LI M) —DH 1 X,
FA4LIMN)—=T7Ov I A XHICTEZLEFNIVWH A XITEBZEEHEBEBLTVET,

RedHat TIEXR81 [Fa4 L2 M) —7Ov I H A XITRHLTHELTWS T4 LI N)—T U K
)—DHEAE IKRITTa4LI2MN)—=T7AOY I YA XTEZIRAADSZWMEEATOT Y M) —#E
SUOHARY DS WMEEATOT Y M) —HMAEBARLRWEKREEHELTWET,

K8ITALIKM)—=TAYIHFAXIHLTHELTWSETA LI M) —T Y M) —DHERAEK

T4LIM)—DTOy 94 BEAIY M) B @EHBYHE BEXTVMN)-HEILAHH'S

x WERAT) WERAT)

4 KB 100,000-200,000 1,000,000-2,000,000
16 KB 100,000-1,000,000 1,000,000-10,000,000
64 KB >1,000,000 >10,000,000

TALIMN) =D 7Oy I A XL > TERDIHFANY PEZIIAADEEIISZAZREIIDWVNT
EXFSIEHED RFa XY MAEBBLTLIEIL,

FALYIN)—DTOY I A4 XERETDICIE mkisxfs-l T avaFRALET, FMIE.
man R—I D mkfs.xfs 5B L T I,

HYHTITIL—T
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Tz, XY NT—ORITA—TVADEEDRBICOWTIFRY NT—O0DY TV AT LEEERET S
DTEBRLT TV =2 a Vil ERBTEIETHERIDZDEDEHYET, —BIITITT TV r— 3
VB posix MUH L ASBRICIT O LORET D EMRT DI ENLLHYET, 7T r— 3 ViEE
KT — 95X 1—FEIHBI LI >TET—VYEFRIIBML THEIHELCXEY—ICRAT Y IA
VILEYRDYTTIORNTBIENTEDLDICRDZIDTT,

931LRXYNT—ONRTF+—<TVREAIFTD Tuned 7OT7 741

Tuned H—ERFE. BHEDI—RAT—ATNRIA—T VR AALEIEZEHIC, IFIFHRTO774
IERHBLET, UTOTOT774ILIERY KD =R 4 —< VOREICEIDTOT 74 ILICHRY
EJC N

® |atency-performance
® network-latency
® network-throughput

TOT77AIIICDWTDOFEMIZ. Ttuned-adm] ZZBLTLEIL,

93.2.\— R F7Ny 7 7—DHE

N—=RO TNy T 7—IlL>2>TRKEDNTry A ROY TINTWBIBEIT. EROERENEZLD
nExd,

ANNST714v 7 DREREIEN
Fa1—%ZWHITEEEZTIFRICE ZEMNSZ T4y IDT7 48— BT EVILFFvY ALY
IW—THOHR. £ TO0-—RF+ AN T4 v VEQHIBEITVWEYS, BENSZ 719D
714 —HEICET 2 MIERed Hat Enterprise Linux 7 ¥ 2 ) 74 —H4 KAESRBRLTCEE
W, WILFF+ X MTIL—TD5EMITE Red Hat Enterprise Linux 7 D9 5 A% Y > JEAED K 2 X
YhESRBLTKEIL, 7O0-RFF+v A MDD NS5 7 1 v 7 OFFMIERed Hat Enterprise Linux 7 &
2T LEBEDHA NELIFRETEDITNARAICETEZ RFa XAV MESBLTLEIW,

N=ROTTPNYyT7—F21—DHYA(AX

F1—DHAXERELTBIETRAOYTINTLEI RSy MNIERBL LA —/N—TJ0O—%[f
XF 9, ethtool ARY RTRY NT—IFTNRA ZAD rx/tx NS A —H—%HEELZ T,

I # ethtool --set-ring devname value

F1—DRLAY (BB L—NOEE
TNAZAMERFTNARAT—E (R V2—)LINTWS 7Oy H—D7 X 10) ICRETE
2Ty MNUESRLE T, dev_weight X\TA—8 —THIEINZTNA ADEHEBPT &
T. F2—DHHINZEELZEPT I EMNTEZ XY, /proc/sys/net/core/dev_weight 7 7 1 )LD
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FOE XY NT—7

NB%EZEET BD, procps-ng /Ny I —Y TREIN S sysctl ZEH L TRKHWICEET S &
T, ZDNFA—H—%—FHICEETEET,

Fa1a—DRLAYVL—MDZTHEIFE, BE. XY NT—VDONRI74—TVABTA2ERT2RLEELRA
ETT, L. TNAAD—EICZETEZ /Ny M AEEDYT &, B0 Oty 4—EEIER
Ih, BO7AEARRT V21— TEFHA, TDOH, NTF—T VA LEOBBEIREET ZAAEMN
RpYET,

9.33.FYiAHF 1 —DERE

DBETLATVY—DEawneE, BlYIAFR—ADNNTy NZETIERLS, R—) Y IR=—ATXY v K
NMESNET,

9331LEY—R—=UVITDFH

E—R—=U 2 JEVY sy NBOO—RKIIRY NT—I9FTNARADZREXF 2 —%R—1) 738, RV
RD— 2 DENYAAIEMICT DI ETERY NT—IVZERIARNOEHEEE[E2ERLET, IhicL
U, BYIAABLIVHERE L TELDAVYTHFANRAYFICEI>TE LD EEDEIBRINE T, 2
L. CPUBRARHEMLET, EV—KR—Y U JIE. CPUDNRY —TREICASHEWVWEDICLET,
ZhIC&Y, BIMOETEENRET DZHAELLHY T,

EV—R=U Y TET 74 NTIREPITAR>TVWET, UTOFIBETHEDY Y hTOEY —R—
Vo TEBMCLET,
e sysctl.net.core.busy _poll = 0 LA DEICRELEF T, TDNRNTA—F—FY Iy hDR—)
VUEBRBATNARF 2Ty Ml 5REZBELET (V1 7 OMEA), Red
Hat (&, 50 DEEHEL F T,
e SO BUSY POLLY 4y hATFvavavysy MOBMULET,
EY—R—=U>Y 7% 70—/\LIZBMIZT 5ICIE. sysctl.net.core.busy read % 0 LA DIEICERET
DNENHYET, TDNRFA—F—EVY Ty NOTAIRYBT/NA RF2—T/\ry M EFHT 20
RAESELET (VA 2 OMEA), £/, SO BUSY POLL A 7 avDF 74 )L MELBRELE T,
Red Hat Tl&. VY& v NN DARWHEEIZ50. VI Yy MIHAKZWHEEIZ 100 DEEHELFT, V
Ty RNEDNERBICEZ 0BG FEBEUL) KDY ICepoll ZERLET,

EV—R—U Y ITHEILRD RS A /N—Ti L TWET, F7. Red Hat Enterprise Linux 7 T 5t
DRZAN—=ITRYFT,

® bnx2x

® be2net
® ixgbe

o mix4

® myrilOge

Red Hat Enterprise Linux 71 DS IERDAY Y RERTTE2ETNA AN ED —R—=) VU JIIHHT S
EIDEFIVvITEHIEETEDRLDIICRYET,

I # ethtool -k device | grep "busy-poll"

Zn' [fixed] T busy-poll: 2R TIHE, TNAATEY—R—Y VT2 FRATEXET,
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934.Y v NZEF21—DERE

DICEY, VITY RF1—DRLA YL — MBI EZLDIT/NTy M ROy TEhTWBZ &N
TERINBE, RELTELBINT -V ADBEZERBLT DHEN N DODHY XT,

RENI T4V IDREZTIFS

Fa—ICEETIRNCNTY NET ALY —FREBELLEY, TRAZADI A MAETFLYT
52T, Fa—DW0oEWICRZEEAEBLET,

FT)Vr—2avdVysyy hFa1—0DFRI&ELT
YTy RFa2a—DBN—RXNTHIRINIZNS T4 v IEAEZELREBERIF. VY X1 —0DFEX
ERS T4V IDN—RMFAZII—HTELDHIERTE. Ny MAROY TINZDEHKC
ZENTEET,

93412 ENST1vIDEEETITS

RENZ T4V IDOREETITZICIE. BRMNZ T4V IICTAIINI—%DTY, Ry NT—04 Y
S—T A RAN—RDTNRAZAMEZRS LET., RIEMNS T4 v IDT 4 IUVE—FEICET B
I&Red Hat Enterprise Linux7 £¥ a2 714 —H4 RESRLTCEIL,

TNAZMERTNARAT—E (RTY1—)LINhTVWS 70y —0OF7 €2 10) ILZETE SN
Ty hNIESRLET, 7/N ADEHIE. dev_weight /X5 A —4 —|C& > THIEIS N F

¥, /proc/sys/net/core/dev_weight 7 7 1 L DAB%EZEET 5D, procps-ng /Ny 7 —I TR
% sysctl ZfERA L TAMMICEERTEIET, TDNTA—H—5—FMICEETEET,

9.3.4.2. ¥ 1 — DRI ZIFLT

TNV —2a3avYyy Mra—DFIEEPTIEIF,. BE. VyybhFa—DORLAVL—MEH
ETH3ROBEEALFETIN,. REVAMRRICADIAELIFENTT,

F1—DRIEZEPFTICE, LTFTOZEEOVWTIHZIToTY T Y MRENY 77 —DH 1 X%EPL
Y9,

/proc/sys/net/core/rmem_default DIE%IEX T

CDIRFZA=F—F, YTy NDMEATIZENY I 7—DT 74 M FAXEZHBELES, D
fElL. /proc/sys/net/core/rmem_max DEL TR THZHELHY T,

setsockopt #f#fH L T SO_RCVBUF ICKEXRMEXRET B
ZDNRFA=F—IZ&Y, YTy hDZRENY 77 —DRAYA X EFEMLET (/N1 NE
fiI). getsockopt A7 Ld—)LEFERALT. Ny 77 —DIRAEDELZHIETL T, FMICDOWT
I&. socket(7) D man R—T & TEL LI,

9.3.5. RSS (Receive-Side Scaling) D& E

JILFF1—FEFEE HMIEN D Receive Side Scaling (RSS) I&. ®v b7 —U Z{ENBAEEHD/N— K
DITR—ADZEF1—ICOBL. TERYNT—I NS T4y I 5EHOCPUTRIETESE LD
ICLEY, RSSEFAHTZE. 1 DD CPUAEA—N—O—RKLTRETIZEFH Oy >V JIC
BFDBRMLRY VEENL. FYMNT—ILATVY— 5 BBRIERIENTEET,

BEVDORY NT—=IA V=T TAXAA—RPRSSICHIBEL TWBENEI NIRRT 2 ICIE. BH

DEYIAHERF 2 —1 /proc/interrupts DA V9 —7 =4 RILEAEMIF SN TWBEHE D D EFER
LET, EA2E plpl 1 V9 —T7 24 AL HZHBEIE. UTDLHI IRV ET,
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FOE XY NT—7

# egrep 'CPU|p1p1' /proc/interrupts
CPUO CPU1 CPU2 CPU3 CPU4 CPU5
89: 40187 0 0 0 0 0 IR-PCI-MSIl-edge p1p1-0

9: 0 790 0 0 0 0 IR-PCI-MSl-edge pipi-1
91: 0 0 959 0 0 O IR-PCI-MSl-edge pip1-2
922 0 0 0 3310 0 0 IR-PCI-MSl-edge pip1-3
93: 0 0 0 0 622 0 IR-PCI-MSl-edge pipi-4
94: 0 0 0 0 0 2475 IR-PCI-MSl-edge pip1-5

LEEDOHEAIF. NIC RZANRN=Dplpl A V9 —T A RAIC6DDZEFa—%EK LI EERLT
WE 3 (p1pl1-0 15 plpl-5), /o, EF 1 —TUEBINALZYIAAZDEE, EIYiAAH% L7z CPU D3
ERTINET, CDHFE. 774N PMTREIDFEDNC KA N—[ECPUZ&ICTD2DFa—%
ERST 276 D200 T —hrHYET, . TOVATALIZECPUR 6 DHYET, Zhid.
NIC KRS A4 N—BTIEBICT—MHR/NRY—>TT,

Tk, 2y NT7—70 RS54 RX—DFHiAH1&IC Is -1 /sys/devices/*/*/device_pci_address/msi_irqs
DHENEERTZIEETEET, L& ZIE PCIT7 KL ZX5°0000:01:00.0 DF /N1 R %229 515
AlE. LTFOOAYY RTEDTNA RADE|YAABRF 1 —%52—ERRTEET,

#Is -1 /sys/devices/*/*/0000:01:00.0/msi_irgs
101
102
103
104
105
106
107
108
109

RSSIET 74 N THMICR>TVWET, RSSODF a2 —DE (F/ld. XY NI—IT7 I FT14ET 14—
HAIBY S CPUR) IFBRHUTERY NT—OTNRAARSAN=—TEEINZE T, bnx2x KRS 4 /X—
DIGEIE. num_queues TEREINZ T, sfc NS4 NN—DIFHEIE. rss cpus/N5 XA —48H —TREI
nxd, BE. INid /sys/class/net/7/V1 X/queues/rx-queue/ TEREINF T, device lEF v b
T—9 TN ZDEHI(eth172 &) T, rx-queve IXBEVAZEF 1 —DELEITT,

RSS #3XE 9 %358, RedHatld, MECPUI 7P T EICFa— A 1DICHIRT I EAHMELE

To NAN=RAL YT aVTE OHY—ITENOITELTRINETHS, NAX—=ZALvTaV
JREDHMBIATZELINRTODATICF 21— %2RET DI EF. FYMNT—INT =TV RIIHZ
YUEBWHEIEHY FH A,

BWITEE, RSSIFE CPUDAFa—LAMEBEICEDWT, FATERCPURBTRY hT7—2
MIBAGEICHEL F 9, =7 L. ethtool --show-rxfh-indir /X5 X —4% — & £ " --set-rxfh-indir /<
SA—=H—%FHALT, XY NT—VTFI9T71ET1—DOMAEEZERL. BEYMI TOXRY N7 —
DT T1ETA—%MBDIA TLIVEEELREDE LTEAMITTBIENTEET,

irgbalance 7 —E > % RSS EHlAAHLETHERAT S &, /—REDAE) —EGEPFvrv 2215304V
NV ZDTREMERST I ENTEEY, ThiZLY., Ry 7=y NLEDLAFYY—H
BiBInzxd,

9.36.%E/ry NRFTT7Y VT (RPS) DFRTE

RPS (Receive Packet Steering) & RSS ESlTWE T A, /Xy NEZLIBT 272D DRFED CPU ICERE

TEHEDICFRAINET, L. RPSIZFVI NI I FTLRNILTEEINTHY, BE—DRy NT7—94
V=T ITARAN—RKRON—RDzT7HFa2a—DRYNT—OKRNSITAvIDRMNIVRY I ERDDER
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COICRILEE T,
RPSE, N—RJTF7R—ZDRSS & B LTV DHDFADHY £,
® RPSIE, EOXRY NT—V AV —TITAAN—RTHEFEATEET,
o HLWIFORNIIICHBT 27HDIC. YVINITTT4)LY—%RPSICEHEIEMTEET,

® RPSIE, XY MNT—UFNRAZADN—RIzT7EYRHL— I EEBPLEEA, L. 70O
Yy —EEYVRAHIEAINES,

RPS &, /sys/class/net/ 7 /31 X /queues/rx-queuelrps_cpus 7 7 1L TRY NI —D F/Nf X EF
BF¥a— JTEIEREINZE T, deviceldRy NT—0F7 /314 ZDEFI( eth072 &), rx-queue (FE )72
ZEXF1—DHBTI(rx-072 &),

rps_cpus 7 7 A ILDT 7 AL MEIXO0TY, ZDEDIFZEIERPS FEMTY, LA >Try hT—
JEYAHENIEST Z CPUD Ty REMEBLET,

RPS ZBMICT 2T, BEINLRXY NT—OTFNRAZADNLD/NTy NEWRBL, ¥21—%FFT2
CPU TiEtlZ rps_cpus 7 7 1 ILEREL T,

rps_cpus 7 7 A ILIEOVRRYPYDCPUE Y by THFERLET, LAN>T. CPUDNAS VH—
TIMAADZEF1—DEYAAENEBETEDZLIICTBITE. TL—RFILY—RDZDMEBEDES
TWCERELE T, &AW, CPUO, 1, 20 BLU 3 THYIAAEMNIET 5(CIE. rps_cpus D% f
(16 EHDZBEIF 5)ICEELF T, /N0 F U —KRETIE, 1513 00001111 (1+2+4+8) T T,

B—3FEFa1—%F Oy MT7—0F7NNA RUTE, ALCAE)—=RAA VD CPUEFERTBLDIC
RPSA#ETDHIET. REDN T A —IVRAEERBETEET, NUMALADY AT AL TIE, FIAT
BER CPUDN I RTEHERATESZEZEKLET, Xy NT7—JZIYRAAL — MDIERBICEWVGEEIC
&, Ry NT7—0EVYAHENIETZ CPU AR &, N7 4= VADALTEZEDRHY ET,

BHEEF1—DXY NT—OF N/ RATIE, BE. RPSERSSOEAABZRET ZFHITHY FEA, &
NiE, RSSIFT7AI M TCCPUAERZEF1I—ICYY TTBLIICKREINZLDHTT, 7L,
CPULYEN—FRDZT7Fa2a—DANDVPRWVNGEE, BLUVEA—AEV—FKAASAVDCPUZFERT B &L
SICRPS HBEINTWVWBIEAIF., RPSHFIRELH5THEEMENDHY T,

9.3.7. RFS (Receive Flow Steering) D& E

Receive Flow Steering (RFS) (& RPS O&IfE %455k L. CPUFX v v > 2Dy hL—FZEPL. RV
FO—O ATV —%BBLET, RPSIEF2—DRIDAHEDWT/Ny N&EEEL, RFS X
RPSNy TV RaEALTRLBNRCPUZERLET, RICNAT Y N HBETZT7 T r—> 3
VOBMICEDWTARTy MEERELET, LY, CPUF vy Y aDMENENY X T,

RFSIET 7 # )L NTEMIIAR>TWET, RFSEZBMICT I, LTD2D207 71V %2iFET 2
WMENHYET,
/proc/sys/net/core/rps_sock_flow_entries

DT 7AINDEBERFFICT VT4 TILBRDZTHIIEMOFRASKABICKELEX S, AEED
H—/N—BHICIE 32768 DENMMRINE T, ANLAERIRTEED 2 DRETHY LiIFch
i’a—o

/sys/class/net/device/queues/rx-queue/rps_flow_cnt

device =, RET DY NT—0 T4 ZOAFI(ethOR E)ICTEZ A, rx-queve 2R ET 225
Fa—(rx-0 RE)NBEHMAET,

D774 IDE%A, rps_sock_flow_entries DfE% N TE|>/{BEICEREL X T, T I TD NI,
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TINAZADZEF1—DETT, =& zIL, rps_flow_entries A* 32768 ICERE I . 16 DR EFEH
ZEXF1—HIH2HEIE. rps_flow cnt % 2048 IR ETIMENHYE T, B—Fa1—F/N1 R
DiHE. rps_flow_cnt DfEL rps_sock flow_entries DIEER LT,

1DDEFBENSZELAT—YIERHD CPUILEEFEINEEA, 1 DDEETHORETEIT—VE
MDD CPUNMEBTEZEDLY ERZIVIGEEIE. EYIAADEP CPU DAIEE %5 5 372D IC,
JYKRERIL—LYAXEBELEFT, NICAZ7O0—RA T3y FLEEECPUICDWTHRETL
TLIEI W,

numactl 7|3 taskset # RFS &AL T, 7V r—YavaBEnd7, Yoy b, FLiE
NUMA / —RICEET R EERFTLTLKAEIY, ZhickyY, Xy MYIEFBICREBINS EDICL
i-a_o

9.3.8. 77 tZL— Kk RFS DFRE

7O9t2ZL—MRFSIE. N— ROz T7BI%ZEMTSIET, RFSOREREAEIELET., RFS &EH
IS RNy NIRRTy NAERT27 ) —2a vOBRICESWTEEINE T, =720, kD
RFS EXEARY, Ny NETFT—9EBETIZAL Y RIIRLTO—AI &R 3 CPU ICEE®EEIN
F9, 2FYTFTIN =23 v ERIFTLTWSCPU, FEFv v aBEBROZD CPUICO—AIL
ERB CPUDWETNRNICARY £,

RFS &, UTORENBLINTVWEIBEICOAXFIBETEET,
o 7OESL—RNRFSHRY NT—DA V9 —T A AA—RKRFBICR>TWSEIZE, 775
L — b RFS &, ndo_rx_flow_steer() netdevice B TV A R— b5 Hh—RKTHR—FX
nTtwxd,
e ntuple 71 LY —ZBMT2RENHY XY,
INSDOERENHELINDE, REDRFSEEICEDOVWT, Fa—v v EYIA®D CPUNBEEMITHE
BEXNhZEd, 2FY, Fa—TIvEVYIADCPURBRZEF2—ICHLTRIAN—ICL>TEREX
N IRQHEEICEDODWTEEHRINE T, MRDRFS DEREAEICDOWVWTIE.  [RFS (Receive Flow
Steering) MEEE] ZZRLTLEIV,

RedHat TIERFS AT ARIRATRY NT—IA VI —T A RAA—RDBN=RI2zT770t>
L—MIHIELTWBIBEITEICTIESL— NRFSOFERAHELTVWET,
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FEKA Y —ILICDWT

INT #—< Y ADFEEICFEH T X % Red Hat Enterprise Linux 7 D&FEY —JLICD W TREEICERBAL T
WET, FHlELIUVURFIBRICOVTIEY —ILD man R—I & TEL LI,

A.1. IRQBALANCE

irgbalance I&. Y RTLNRT A=V 2AEELEIEZLHIC. TOEYH—2FICN—RKRD T TEYIA
AHEDPWTZIATY RSA VY —ILTT, TIAINIMTIFT—EVELTEFTINZTA. --oneshot
7 a v TIREYDETEHARETT,

NT 4=V RAREITIE, LTFDIRS A =45 —DEFTT,

--powerthresh

CPUNEBHE—RICRBZENCT A RILIREBIZADZ I ENTREER CPUMEZRELE T, LEWE
A BZ D CPUBNTEHD softirg 7— 2 A— K& Y %\ CPU T, 5% LED CPU HEHIDIE
HELBATELT., BHOirqE TN OICEIYETSE, CPUIREENE—NICEREINZET,
BENE—RTHE, CPURIQNZ VY TD—EBTIERWEZSD, FREICHEDZ&IEHY FH

Ao

--hintpolicy
rQA—RIVT7 74 =7T4—EY FNOUMBHFEEZRELE T, BWREIF exact (irg 771 =7 14 —
By MIEIER)., Y7ty b (irq @3NS ANENETH, BWVHETOSNAA T I MET
T4 =ZT714—kEV DY TEY b)), Fldignore (irgq 77 4 =714 —E Y MIZRICEH{INZE
9o

--policyscript
BEIVAAERICH L TETTZRIY T NOBFHAEERLEF T, T/8 R/XR & irq %E%%liﬁlt
LTEL. irgbalance MEETZRTOA—RKEEOIKLET., EEIND RV TITIE, EX
7o irg DEE T irgbalance 274 R$270I1C, EOFLETAULEDOF—EEDRT 515 /"'E“Cﬂg
i-a—o

BWNRBOEDRT7ELTEBINZIDIE, UTFOEDTT,

ban
BWRE true CEINT irq Z08DORA) i false (ZDirgdNSY2 Y TICE 2
28 T,

balance_level
A—HY—PEINLIqQONT VANV ELEEETEIE2HFTLET, TT7A4I TR N
SYALRIVE i EFIET BT /NA ADPCITNA RIS RICETVTWET, 7E
I&. none. package. cache. Z7z(Z core TY,

numa_node

EINZirg Il LTA—AIERFBRINE NUMA / —RDA—H—F—/N"—F4 REHFALFE
T, O—AI/—FRIZDWTOBERNACPI THEEINTULWARWESIE., 7/X4 RETRTD

J— RO OFRBEARINET, BWHRMEIEX. FED NUMA / — REERIT 2EH0 H D)

E.ITRTD/ =KL irgzREFEERGTIEZEETS-1TY,

--banirq
BEERYAABRES 2HFOEVIAHDIRILBIYVIAHA) A MIEMINE S,
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MBAY—ILICDWT

IRQBALANCE_BANNED_CPUS B Z#% f#F L T. irqbalance THEBE XN 2 CPUDT R Y £I8%E
TBIEETEZEY,

FHIE, UATDO man R—YZSHBLTLEI W,

I $ man irgbalance

A.2. ETHTOOL

ethtool 1—F 1 VT 14 —%FAT 2L, BEZFEIXRYNTI—VA V9 —T 1A RAN—RDBEERT
BLPRETEET, BETNARATROY 73NNy ML EDHEHERAER T 25 ICEF
T\‘_a—o

ethtool. ZDA FY a3y, BLCZDOFEAAEE. D man R—IICSENLRHRALHY F T,

I $ man ethtool

A.3.SS

sslEV Iy MBI 2BEHERER AT 2TV RSAVvaA—FT 1) T4 —T, BEEPEBEEBIC
TINARNT =XV REFMTEIENTEET, T 74/ MTI, ssid. BILINERLI'H S
F—=—TVTYVYRYLTWARWTCP Y7y hEa—BRRLETH, BHEDOV Y MIBTIHEEE
BEIBRATIDICRIDOA T avhEH8HY T,

—ERICERINZ T RD1DE s-tmpie TF, $XTDTCP V47 v Mt AER TCPIBHR(). V

Ty hNDXEY—FEHEmM). Y7y MFERALEZTOER (). BLCFHFEBRY 7y MEROERTL
i’a—o

Red Hat (Z. Red Hat Enterprise Linux 7 ® netstat £ Y £ ss Z##¥E L TWE T,

ss |&. iproute /Ny —I TRHFEINF T, FMld man R—TJ A TEI LI,

I $ man ss
A.4. TUNED

Tuned (3. Fa—=VJ7O7 74V ERETHIET. FENT7—/O—RTLIYRLSEET S
ARV —F A VTV RATFLERABTBZFa1—= VT F—FVTY, £/, CPUDRY hT—4
FADEIICRIGETZELIREL, BELTWET NS AT 7=V AEHRELEMEL TULARL
TNAZATIIEBITEEAMADLORELARTLIEETEET,

FHF 12— JOEMEARTET 5 ICIL. /etc/tuned/tuned-main.conf 7 7 4 JL®D dynamic._tuning
NIX—H—%iRELTT, TDE. Tuned FEHNICS AT LRRE ZDML. ThoZzEALTYR
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TLAF1—=VIEREZEHFLZXT, update_interval N5 X —8 —%FALT. ThoDOEHFOER
EMBATHRETCETIET,

tuned DEFMICOWVWTIE man R—I B TELL I,

I $ man tuned
A.5. TUNED-ADM

tuned-adm (%, Tuned 7O 7 7 A JLICHIYEZ T, BEDI—RHT—RATNIT 4 —<TVRA%&EMELX
H22ENTEZATYRSA VY —ILTY, o, YVRATALREML, #EINSZF2—=v7 70O
774 AH DT 3 tuned-adm recommend 7TV REIEELF T,

Red Hat Enterprise Linux 7 Ti&. Tuned ICF 2 —=>7 707 71 ILOBEMEL T IEEMED—
RELTOINATY RERITEBHENEBMINE L, ThITLY., Tuned ITIEE I N TULARLVE
BEAFEAL T Tuned 7O 7 71 L AR TE X T,

Red Hat Enterprise Linux7 Ti&. 7O7 74 )VEE T 71 )LIT include /X5 X — 4% —HLREI NS
=, BEOTO7 74V THED Tuned 7O7 7ML AR—IIT B ENTEET,

Tuned TlE. UTFTOFa1—=v7707 741 ILH4RHEH I 1. Red Hat Enterprise Linux 7 THHR—
PEhTWET,

throughput-performance

MIBEENDHREICERAZH T —N"—TO7 74 IICRYET, T2 MDTOT7 741
TIEFEAEDY AT LICHES-RY T,

ZD7O7 74)iE, intel_pstate & min_perf pct=100 =% E L CHEICL YRR T+ —T ¥
A=EHRLFT, FiBHA Huge Page ZHE%IC L. cpupower % & L T performance cpufreq
HAHNF—%ZBELEY., £7. kernel.sched_min_granularity_ns %

10 DHEs. kernel.sched_wakeup_granularity _ns % 15 DHEs (Z. vm.dirty_ratio % 40% |Z5% 7€
LExY,

latency-performance

BFOEBOERICEREH CLY—"\—TO07 74 TY, c-state Fa—=V %
Transparent Huge Page @ TLB 1M DHEZ B & T 5 RFEREICHNDOH 2 EX G RICHLE
OFA7 74T,
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D707 74)lid, intel_pstate & max_perf pct=100 Z:%E L CHIEICL YRR T+ —T ¥
A=ERLFT, FiBHA Huge Page ZHE%IC L. cpupower % & L T performance cpufreq
HNF—%ZE L. cpu_dma_latency &1 %#ERLET,

network-latency

Ry NI —ODFLEBERICEREH CLY—N"\—TO7 74 TT,

ZD7O774)iE, intel_pstate & min_perf pct=100 %#:%E L CHEICL YRR T+ —T ¥
AzBEHRLFET, BENBERR—I & NUMA BEFEROEAEMICRY T, /. cpupower
%z {#F L T performance cpufreq #i/XF—%5&E L. cpu_dma_latency fE1 Z2EKL FT, X

)

7=. busy_read & & U busy_poll B5fE % 50 DHEs |ZE%%E L. tcp_fastopen % 3 ICEREL 9,

network-throughput

2y M=V NBRENOHREBICEREH CIY—N"\—TOT7 714 TT,

intel_pstate & max_perf_pct=100 Z5ZE L H—RIL DRy NT—O Ny T 7—H 4 X% KX
CLTHEBELUYNT #—T YV RZEHLEX T, EBM%A Huge Page ZBEMIC L. cpupower % f&
L T performance cpufreq /N —%%E L X9, /. kernel.sched_min_granularity_ns %
10 DHEs. kernel.sched_wakeup_granularity _ns % 15 DHEs (Z. vm.dirty_ratio % 40% |Z5% 7€
L9,

virtual-guest

Red Hat Enterprise Linux 7 k78~ > > & VMware ¥ A N TD/NT # —< ¥ AD&EILICER
HEHTTOT774ILTY,

D707 74I)liE, intel_pstate & max_perf pct=100 #:%E L CHEICL YRR T+ —T ¥
A=ERLET, FLREY VO swap ZEE L £9, EiEH% Huge Page ZHB%(C
L. cpupower % {#f L T performance cpufreq A\ F—%%EL X9, F
7=. kernel.sched_min_granularity_ns % 10 DHEs. kernel.sched_wakeup_granularity_ns % 15
DHEs (Z. vm.dirty_ratio % 40% ICERE L X7,

virtual-host

Red Hat Enterprise Linux 7 [R¥EERA N TONR T+ —I VY ADRBELICEREH T TOT 7
1ILTY,

ZD7O7 74 I)liE, intel_pstate & max_perf pct=100 Z:%E L CHEICL YRR T+ —T ¥
2EERLET, FBRETS VO swap Z{ERk L £ 9, Transparent Huge Page ZBICL ¥ —
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TA—IRR—=I L YBREICT 1 RVICEZRLE Y, cpupower % {#M L T performance
cpufreq ANF—%&EL XY, £/, kernel.sched_min_granularity ns %

10 DHEs. kernel.sched_wakeup_granularity _ns = 15 DHEs. kernel.sched_migration_cost
5DHEs (C. vm.dirty_ratio % 40% IR EL £,

cpu-partitioning
cpu-partitioning 7O 7 7 1 JLiE., ¥ AT L CPU ZNDBEINic/NDIRF—E VT CPU ICHE]
LET. DBESNACPUDY v H—ERIYIAAERBSTHIC. TOT7 71 ILIEHBES h/c CPU
., A—HY-—2E 7O, AEA—FRILALY R, EJYRAINY RS— BLVH—FILYA
Y—HHHIFRLET,

NGREX—EVT CPU X, IRTOY—ER, Yz)I7O0R, BLUVH—FRIAL Y REE
TTEFT,

/etc/tuned/ cpu-partitioning -variables.conf 7 7 1 JL C cpu-partitioning 707 7 1 L %= & E
TEET, REAF T2 aVIEUTOLIICRYET,

isolated_cores=cpu-list
PDEETZCPUZ Y RMNKRRLET, DBESINAZCPUDY X MNIOAVTTREYIZ D, 21—

H—AEEAIEETCXZET, 35 R EDY v 1sFHA L CHEAIEETX £9. DA T3
VIEWHATY, TDYRAKMIRWCPU IE, BEWICNTRAF—EYJ CPU ERAINZET,

no_balance_cores=cpu-list

VATLEEDTOEZADERDEFIC. A—RILICEEBINBRWVWCPUDY R RNERTRL
F9, COF TS avIIEERETYT., BE. Ihifisolated cores tFRALCY R KT,

cpu-partitioning D F£#fliZ. tuned-profiles-cpu-partitioning(7) ® man R—J 2SR LT
T,

tuned-adm TIREINZEZENTOT7 7 1 JLDFEMIZ. Red Hat Enterprise Linux 7 Power
Management Guide ZZR L T X,

tuned-adm OFERAFEIZ. O man R—YEZSHBLTLEIL,

I $ man tuned-adm
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A.6. PERF

perf V—ILIZEFRIROTY NEZEHIRBLE T, ZO—WEEAEI D a VICEBEINTWET, perf
DF#MIZ. Red Hat Enterprise Linux 7 BIEE 4 K 28R LT EIV, £hiE. man R—TJ %5
BLTCESIWY,

perf stat

ZDIAXY NIF, ETINALGSCHEELALI7OY IYA 7L RE, —BHANRT+—T V2R
ARY MIBAT 220N BMET2RELET, T7FILMDREARY NUADA XY MIET S
Bt NET 25/ AT a VIS5 75 FERT S t#f%iTonHmEMummnmw64
TlE. perfstat #FEA LT, 1 DUEDIEEINALIY bO—ILTI)L—F(cgroup)iCE D W TER
HIAINI—TEDLIICRYE L,

HICOWTIiE man R—YU B TELL XL,

I $ man perf-stat

perf record

ARV KNIE, R73—IVRATF—49% T 714 JLICEEER L. & T perfreport %= {FH L TOMH
TEEY, FMICOVWTIEman R—IU A TEL XY,

I $ man perf-record

perf report

T7AIDBNRTA—IVAT—F EHAHNY., BREINLET YOO EITWVWET, FEMIC
DWTlEman R—IU A TELZE L,

I $ man perf-report

perf list

DAY RNIF, BEDOYY VY THAAABERARVEAEYZAMRRLET, ThbDARY N
. YRATFLDY I RITTPREENRTA—TVAEBRN—RYI T PICE>TERY 9., FHMIC
DWTlEman R—IU & TELZE W,

I $ man perf-list

perf top

ZDATY NIE, top V—IL ERBRDBEREZERITLET, VT7IVIALTNIF—IVRAAIY
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H—TOT7 74 EERBSLVRRFLET, FMHICOVWTIEI man R—IV % TEBEL X,

I $ man perf-top

perf trace
IO R, straceV —IL EERDMAEERTLET, BEINAAL Yy KFEAIFTOE

2L >THEAINE VAT LAA=NEZDT TV r— a3 VDR ETEIIRTOV T FILEER
LET, BT 29—y hEaEPTIEETEFT, 2YVRAMIman R—IJETELLEI W,

I $ man perf-trace

A.7. PERFORMANCE CO-PILOT (PCP)

Performance Co-Pilot (PCP) 3% < DAY RSA v Y—Ib, 571 HINY =), 4TS
)= E%BATVWEY, IhHDY—ILICETBFEMICOVWTIE. EhEND man R—Y =5 L
TLEIW,

#<A.1 Red Hat Enterprise Linux 7 T Performance Co-Pilot IC& W B INZ S AT LY —ER

Hui B4

pmcd PMCD (Performance Metric Collector Daemon)

pmie Performance Metrics In difference Engine

pmlogger N7 4= VAAN)yoOH—,

pmmgr TOLUEDRET 1 L2 M) —IZH>T. PMCD (Performance Metric Collector

Daemon) #EfTLTW3, MHEINAZ—EDOO—ALBLTY E—FDKRRAMT
PCPTF—EvDIL Y >avEERBLEY,

pmproxy PMCD (Performance Metric Collector Daemon) 70 F & —H —/\—

pmwebd HTTP 7O b a2V %A L T, Performance Co-Pilot 754 7> b API DY 7
v b%& RESTfulWeb 7 7Y r—2a v IiliNA VY RLET,

#<A.2 Red Hat Enterprise Linux 7 T Performance Co-Pilot IC& W BRI N2V —IL

E:11] BTL]
pcp Performance Co-Pilot f Y 2 h—JLDIREDRAT—Y R E&RRL£T,
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E2:T) tEA
pmatop NI =TV ADERZDOLRBIEELN—RI 7)Y —X(CPU, XE—,

FALRY, BLURYNT—D)DVRFLALRNILOEEERRLET,

pmchart Performance Co-Pilot D#EE% T L TRIARIBER/N T # —<T VY AA N v V{E%
HELXT,
pmclient PMAPI (Performance Metrics Application Programming Interface) Z{#f L T,

SKEDYRTLNRITA—TVAA N I AERRLET,

pmcollectl 4 7 RT7 LE7zlE Performance Co-Pilot 7—hA4 77 71 ILOWEFhH DS
YRATLULNIVT I ERELTRRLET,

pmconfig BENIA—Y—DEERTLET,

pmdbg FIFART8E7% Performance Co-Pilot 7/\y JHIfHI 7 5 /& T DEERRLE T,

pmdiff NI =T VAD) Ty aveERRTIBEICEEERDNBEREICDWVNT,
BEINAEERT, 12FLE2D0DT7—HAHSTDITRTDA KN v I DIFEH
Bzt L9,

pmdumplog Performance Co-Pilot 7—A4 77 7 1 ILDFIE., X&F—49. A1 VTV I X,

BIUCREICETZBRERTLET,

pmdumptext Z 4 7 E 7213 Performance Co-Pilot 7—A4 TN HIEI N/ T+ —T VA A
M)y oDEZHDLET,

pmerr TR BE%: Performance Co-Pilot TS —3— R &, ZRICHIET 2T 57— X v
t_:/“%%a_‘ lJ ij‘o

pmfind XY NT—=UTPCPH—ERZRDIFTZET,

pmie —EOHRER, REX, BLON— N2 EHRNIFHET 2#R/T TV, X b
oy glk, 4 T2 AT LF7E Performance Co-Pilot 7—HA14 72774 ILDW
THHODLPEINFT,

pmieconf REFREL pmie B ERTILIFEREL X T,

pminfo NI 3= VAARN) v IICETBIERERRLET. XMV IR 4TV
2T I F721& Performance Co-Pilot 7—HhA 77 741 ILOWTFIHADNSINEI N
9,

pmiostat SCSITNAR (FTT7AIN) Fhld TNRA ARy NR—F 4 2D 1/0 Hst &=k

HELEI(-xdmA T avEFERALET).
pmic 7951 77 pmlogger 1 Y 24V A EREMICRELE T,

pmlogcheck Performance Co-Pilot 7—#HA4 77 7 1 L CEW AT 952 HELET,
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Hul B4

pmlogconf pmlogger X E 7 7 1 VW EERB L VCEBRLE T,

pmioglabel Performance Co-Pilot 7—H4 77 71 LD SRV %HREE. TR, FIFBEL
7,

pmlogsummary Performance Co-Pilot 7—H4 77 7 A JVICHBIAI NI/ T 2 —< VA RN v

7ICEY pREHERESTELE Y,

pmprobe NRI7F—=IVAAN)y JOTRALERELE T,

pmrep BIRLZ, BBICARIIA IR T+ —< VAN v JEICET S L
’_.ﬁ_ I\o

pmsocks 27479 4+—)L%N LT Performance Co-Pilot KA MADT7 V2R %&FHFA L &F
ERS

pmstat VRATLNT =XV ADEREBPEE NIRRT LIS,

pmstore NRIF—IVAAN) Y IDEEZEBRLET,

pmtrace h L —X® PMDA (Performance Metrics Domain Agent) ICAXY Y RS54 A v

H—T 1A RAERBLET,

pmval NRI7F—IVAAN) Yy VDREDEERTLET,

KRAIXFSDPCP X Ny o TIL—7F

ANV IN—TF R#tEhiA Y vy

xfs.* HAEZREOH. RAEZINA MIAESO—MRBARXFS X M) w P, inode A
7S5y aInkO,. 7S5y va bl 7S5RAY —bICKBLEICET
Bho vy —%EHA,

xfs.allocs.* T7AIWVVRATFLADA TSI MOENY YU TICETEA N v I O&E, Zhi
i &, TOVRFYMBELTTOY I DER/BROBIEEFNET, BYHTY

xfs.alloc_btree. ) —DHFRE, HEIEL I— RO E btree i 5 DHIR E DS,

xfs.block_map.* XNy oIiE, Ay oy TOHmARY /EZAHETOY 7 DHIBROEL,

BA. HIR, BLUOBRRDOEEODIIRAT Y M)A MNRENEFNFT, Tk,

xfs.omap_tree.” TOv IRy THLDLE. B BA. BLOYRICET2EBEAY S —,

xfs.dir_ops.* ER.. T b1 —HIFR. getdent DIREDEICH T B XFS 77 M ILY AT LD
TALIRN)—EOHIVH—,

xfs.transactions.* AITF—F NSO avBOhY vy —, RS IR RS o2 3
VH., BLUVEDINSI VYOI a VBN EENET,
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ANV IN—TF RtEhi=AtrY vy

xfs.inode_ops.* ARL—=FT 1 VTV RT LD, BHDERT inode F+ v ¥ a2® XFSinode 1R
RITBOEBDAI VY —, DAY Fr vy adey ML FrvPa3IR
ma‘o
xfs.log.* XFS 7 7AWV RATLENLEOTNY 77 —DEZIAFBDAD V9 —ITIT,
. TARVICEEREINLTOY IDENEZNET, k. ATT7IvvabL
xfslog_tail. CE=ZVTOHDA N v 5T,
xfs.xstrat.* XFS 75w oaT—FVIlE2TI7ovyoainNiTd77A4ILT—9D/N1 ML

ELTARIDERBUILAR—ZAE LI CER L TOVARAVWAR=ZILT Ty aX
Ny I27—8Dho V59—,

xfs.attr.* TRTDXFS 774N AT LA LETODREM get. set. remove, list BIEFDE,
xfs.quota.* XFS 77 AIWY AT LLED quota BIEDAN) vV, VA—9DBEKXREE. 7

A—5F vy aDIRE, Fryvadby ML BLUIF—9F—5DE
ERBONT VI —HEENET.

xfs.buffer.* XFSNy 77 —F TV MIBTEARN) Y IDERE, hovy—Ilid,. _—
URBEICERINANYy 77 —0—)LO. RHLINy 7 7—0Ov 9, Fik
Ny Z77—0Ovo, KELELEEDOOY Y, KRLAEEEDBHRT. Nv 77—
By hBEEFNET,

xfs.btree.* XFS btree MEICEAT B XA KN v 4,
xfs.control.reset XFSHREDX N v O A —5 )y NTDZDIFEARAINBEBEA N v

Y, AvbO—=JLANY v 7k, pmstore V—ILEFRALTHOYEZILNET,

RALATNARTEDXFSDPCP X NYw O T I—T

ANV o IN—TF Rt Y vy

xfs.perdev.* FASIBREOH. JmAZENS MZEU MR XFS X MY v ¥, inode B
75y aIniB, /5y a B 75RY—{bICKKRLZEBICET
ho v —%HHE,

xfs.perdev.allocs.* T77ANYRTLDF T MOEIYLTICEATZA M) v VDR, Chil
. &, TVRFVEBLCTOY I DER/BROBINEENET, BIYHTY
xfs.perdevalloc btree™ ) _qyigses | 3EL 31— ROIERE btree 15 DY & DHE,

xfs.perdev.block_map.* ARMNYw2IiE, 7Oy oy TOFEARY/EZAAHE T OY 7 OBIRDE.
i A, iR, BLURBRRDEOHDIIRATY M)A MNRENEENET, T,
xfs.perdev.bmap_tree. JOv Iy THLDEE, MK, BA. BLCHRKRICEBTBIEAY VY —,

xfs.perdev.dir_ops.* ERt. T b)) —HIFR. getdent DIREDEICH T B XFS 77 M ILY AT LD
TALIRN)—EDOHIVH—,
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ANV IN—TF Rt Y vy

xfs.perdev.transactions.*

xfs.perdev.inode_ops.*

xfs.perdev.log.*

xfs.perdev.log_tail *

xfs.perdev.xstrat.*

xfs.perdev.attr.*

xfs.perdev.quota.*

xfs.perdev.buffer.*

xfs.perdev.btree.*

A.8. VMSTAT

XIT—=I RSB avDEDOAIVI—, ThIZE, ZORSUH I3
vOEE, BBELUVHRBOINS Y HF I a3 VDOBDAV Y MHEINET,

ARL—=TFT 1 VT RT LD, BHOFERT inode ¥+ v > 2D XFSinode %=1
RETBZEBOAI VY —, COATYRMFrvyaDEY ML, FyvPa3IR
meE,

XFS T 7AWV RTFLAENLIZOTNY T 7 —DEZAKDHYT VH—ICIF.
TARVICEZRAFN-TOy IDEPEENET, /. AV ISy vab
VCEZVTDEDANY Yy T,

XFS 75w aT—FVIlLYTIIvoaInkIdI7zAILT—9 D1 MNILE.
T4 R EOEGES LSOEEHEOMEIFIC TSy 13NNy T 7—DBDAY
vE—,

TRTDXFS 7 7MLV AT LATORBMEDIRE., KRE. HIR. 8LTY R MRE
DIEEEDOHT VN,

XFST7 7AWV AT LATDY +—FBIEDA N Yy Y, IHITIE, 74—4%0
I, 94#4—¥9Fvv>aIR, Fvviakby b, 8LV +—9TF—9 DO
DEICETDIHO VY —DEEFNET,

XFSNy 77 —ATV 9 MIBETZA M) v ID&EE, Ao Yy —ITiE. R—
URFBFICERINANYy 77—0—)LOH. RHLENNy 7 7—0v 0., Fik
Ny IZ7r7—0Ovy, KELELEEDOY Y, KBLAZETOBRT. NvIo7—
By A EFNhET,

XFS btree OREICEAT B XA KN v 4,

vmstat I Y RTFLDTOER, XEY— R=IVUFJ, 7OV IDODAED. EYiAA, LUV CPU
TI9T4ET14—ICETELR—PMEHALET, REICYD VEZRBELIZBRELIEIRRDOBREE
Tol-FmRILDARY NEYERIFICRELE T,

TOTATELUkTIT4 TRAE) —%2RRLET,

BEIEMNOD T A —IVHAERTLET, ThIllE fork. viork, clone DY RAF ALAI—ILHEX
N, ERINEYRIVBOEEERLCICAYE T, E7O0EAEA LYy ROFERICEY 1490 F
TZIEEHDIR I TRINET, RRIFBYRINFEFHA,
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-m
ASTERERTLET,
-n
ANy F—DEHMICKRTIINZOTIEARL, 1ERFINSZELHIHEELET,
-s
BEBANRVINDAD VI —EAEY) —HREFDRERRLET, XRIFIEYIRINFEA,
delay

JR— FNEDEBEZMBEMTHEELET, BEZEELRWGEREYY YV EZRRISEE L
EDNDDEED L R— MR —DDAHENINET,

count

VRATLICEATBELR—MOOEEBELET, count MEEINTHE LT, delay NEZEIN
TW3i54a., vmstat (ZEERICKEL T,

-d

T4 AVKEERRLET,
-p

N=F42avE&%EEELTRY., TON—FT4 a3 VvDFEMAHETALR—MNLET,
-S

LR— FCHAINZEMARELE T, BPAMEIE. k(1000 /51 R). K (1024 /81 K), m
(1,000,000 /31 K). Z7=I% M (1,048,576 /X1 R) T,

TARITIT4ET1—ICBI2ENREZLR—KNLET,
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BEAE—NFTRESNZIENDICEAT 255MIE man R—IZ TEBEL LI,
I $ man vmstat

A.9. X86_ENERGY_PERF_POLICY

x86_energy_perf_policy ¥V —IL RT3 &, BEEEF/NA T+ —T VR EIRIVF—HEOETH
REEEATFEEHECIET, INhld. kernel-tools /Xy —I TIRIFEINFE T,

MR —%RRTZIE. UTFTOATY FEETLET,
I # x86_energy_perf_policy -r

7R o —%FETZICE. LTFTOaATY REETLET,
I # x86_energy_perf_policy profile_name

profile_name XD 7O 7 741 ILOVWTFIMNIELEAET,

performance

7Oty —I3AIRDEDNR T+ =TV AEBHICELERA, ThIET 74 METT,
normal
KIGREIRERDAREELRHZIFEIEIA T —RNRTA—IVABETE2HFALET, IFEA

EDY—NR=BLUVTRI by TTRHEBRREICRY FT,

powersave

EAROEBEIXRZEMNE LRBANT A -V RAETOATEEZZITANTT,

x86_energy_perf_policy DFEWVWAHICDWTIE man R—Y & TEL XL,

I $ man x86_energy_perf_policy
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A.10. TURBOSTAT

turbostat Y — /L&, AT LN IFIERRETES LABEEICEAT 23 EMBEHREZRELE
4, Turbostat |Z kernel-tools /Xy & —J TIRHEINh F 9,

T 7 #JU KNTIE, turbostat IV AT LLEDA I VI —HEROBMEAEAL, LW TROBELD
TICEMTEIChY VY —ERE=HDLET,

pkg

Oty —onRyv b —IUKS,
ay

7oty —na7ES,
CPU

Linux ® CPU RE Ot v % —) &S,
%c0

CPU »'&p5 % ) 44 7 LI-BRDEIE,
GHz

CODHENTSC DELY HEAKEWES., CPUIRY—RE—RTT,
TSC

FfREAEOFEE IOy 7 EE,

%c1. %c3. %c6

Oy —hrZEhEFhel, ¢3. FlL c6 RETH > -MBRDEIE,

%pc3 F 7= %pc6

Oty —»n pel 7k pcb6 DEREL > HWEDOREROEIES
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AT IV THY VY —EROBIRAEIEELE Y, & AL, turbostat-i10 #=£17L T, 108
EIERE=HALET,

REID Intel 7Oty H—I2iE c REMNEBIMIN 28N H Y £9. Red Hat
Enterprise Linux 7.0 LAf%. turbostat |& ¢7. ¢8. ¢9. LU c10 DRAEITH KL £
ER

A.11. NUMASTAT

numastat 'V —JLZ numactl /Xy 4 — I TRMEIN, NUMA / —RZ&EIC7ORAB LA RL —
TAVIVRATLDAEYY e BIYHETEY PPIRARYE) #RF-LZET., numastat A<V KD
T2 NDBHATITY —EUTICEHRLET,

numa_hit

D/ —RIZEBICEIYHTORTWER=VH,

numa_miss

WRD/ —RDXE) —HDi2WNdHIZ, TD/—RICEY B TAER—IUH, & numa_miss
A RY MIIE, SI5Y % numa_foreign 1 XY KABID / —RIZHY FT,
numa_foreign
KHOYICHD/ —RIZEYETLONAEID/ —RIIDVWTRINICERINR—IVHTY, £

nZEFN D numa_foreign 1 X ~MIiE, ®E9d % numa_miss 1 XV MDBID/ —RIZHY ET,

interleave_hit

D/ —RICEBICBEIYETONZA VY- —TR)S—R=IDH,

local_node

D/ —ROT7OERAT, TO/—RTEBICEY HTOLNZR—IH,

other_node
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D/ —RETOTOBRICEL > THK/ — RADEY BTITHII LER—IUHE

LTFOATavOWTFnhEIEETDE. RRINBDEBANLAEY —DAHNA MIZEIH (B
SZF2MICRDENET) . LTDL D ICHDEFED numastat HELEBEINE T,

KRTBEROREZEABICHENLET, INid. NUMA / — REDPSEWS R T LATRERATY
A ATLDEE DS LBORERIEHEY FRARMETREHY THA, TOFTarNMERIND
E AT —ER—F\EVWXANA MY EF/TFIFONETS,

/proc/meminfo ICHZERERAKIC. / —RTEILVRATLEEDAE) —FHERREERT
L/ i’a—o

7t®D numastat I¥v Y FERAUIBEHREZRT™LET
(numa_hit. numa_miss. numa_foreign. interleave_hit. local_node. # & U' other_node), I
EBEMELTAANA MEFERALT, B SN T74s—<y hE2RRLET,

-p pattern
BEINENRY—2VD/—RTEDAEY —ERERTLEF T, pattern DEIEFTHREI N

513548, numastat IIBEOEREIFTHZERELET, TRUADIHZEIE. numastat 1X55
EINERY—rAETOERAT Y RSA VY THRELET,

PATLAaVOEBDORICAAINDGATY RTA VBIEUE. T 15 —ITH T ZBIMD/NE —
VERBINET, BMDNRY—iE, T4 —ERYRALDTIERLIERLET,

RRT—YERIBICHVEZ, (total AT LD) AT —HEBEDZVWEDHIRIICKRRIINE
-a—o

72 avTlE, node 2 ET DL, RiFZD node DIASALICLIZD>THUOELONE
T, TOA T avFEARFICIK. LTFDLDIC node DfEIE-s 7 7> avDBERICKITET,
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I numastat -s2

DA T3V EEDOBICEHAR—RAEANBTWVWTL I,

-v
HMBEHRARTLEYT, 2FY., #H 70RO RBERAE 7O RDFMIER A RT
L/ i’a—o
-V
numastat D/N\—Y 3 VIERAERRTLE T,
-z

BIRIFIWRD SED 0 DITEIDAHAZAB LIS, RREMWTOIICHY FTIFSNATWS 0 ITIEW
Eld. RRHEAONSEBINIEA,

A.12. NUMACTL

numactl #{Ff §5 &, BEZEREEINLRT V21—V 7FEXE) —EER) >—T7O
TREEFTTEET, numactl IX. EEXEY) —E XY NFLE T 7AIVICKER) O—5BEL.
TOERADTACY Y —TFT I4 2T A —EAXAT) =T T4 T4 —.RETBIEEHETEET,

numactl i EF LA T aVvAESERHLIE T, 2T, ThodToavyon DHEBN
L. FAAEERRLTVWE TN, B2RLEDOTIHY FHA.

--hardware

J— NEOHEEEMRZS0. YATALATERAATRER/ —RDAI IRV N —%ERRLET,

--membind

AEY—DPRED/ —RHPLDAHEYHTOHNDEDICLET, BEINIBATICH AR
XEY =DH+DICBVGEIE. BYHTIRELIT,

--cpunodebind

BEINAZATY REZDFTOELRADN, BESNL/ —RTOAHAETINDLDICLET,
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--phycpubind

BEINAOAYY NEZOFTOERD, HBESINETOELYH—TOAETINZLDICL
i’a—o

--localalloc

XEY—DBICA—AI/—RKRDOLEYLBTOLNDZLDICEELE T,
--preferred

AEY—%EYYETEZTTERDE/—REEELET., COEBE/—RKHOLATE)—HEY HT
SNBEWEEIE. B/ —RKRE 74—y o ELTHERAINE T,

INLBELIVTMDINT A= —[CDWVWTOFMIE. LTD man R—YE2SHB LTIV,
I $ man numactl
A.13. NUMAD

numad IFEHEINUMA 7 71 =57 4« —BEFT—FE VT3, NUMA YV —XDE|Y X TEEBEAEFHH
ICRET D72HDIC., YRATLRDONUMA hARAOY—&) Y —ADFERARREERLF T,

numad B EMARIFEIE. TOEMEICLYBEINUMA NS YOV DT 7 4L MNBIENEEZ I NS
RICEBLTLEE WL,

A131. %Y RSA4 UH 5D numad DfFEFH
numad ZETAE7 74 I E LTERTSICIE. BICUTAEEITLET,
I # numad

numad OEITHIC, 7V T 4 EF 1 —I& /var/llog/numad.log ICEEBRINET, 7I/T1ET 14—
i, LFOOAY Y RTELEINZITHRIEINETT,

I # numad -i 0

17



Red Hat Enterprise Linux 7 /X7 —<Y Y XRFa1—=VJH4A4 K

numad Z{ZIELTH., NUMA 7 71 =74 —%2WETDEHDIIT>RERIIEHBRINEFHA, VR
TADKIBICEREINSIHE, numad ZBEEXRTI D&, FiLLWFRETTNRNI+—I VA &2E LI HE
2DIT 71 =74 —HDHEEINZET,

numad B EE O RICKHIRT ZICIF. ULTOA T a v TCHRIBLET,

I # numad -S 0 -p pid
-p pid

1B7E pid ZBATHRRR Y A MIMAE T, BESNATOERE numad 7O RDERE
LEWMBICET 2 TEEINEI A

ZhicLY, 7AOERRAF v DY A THOICEREI N, numad EEHLBERMICEEZN S 7O
TRICHIRINE T,

FIATRREZ: numad 74 7> 3 > OFFIE numad ® man R—JASHBLTLEI W,

I $ man numad
A.13.2. numad Ot —EX & L TOFEA

numad IFH—EXE LTETINETH BEDVRTLOT—IO—RIZEDWTYRTLLEE
BICFa—=v I LEdELET., 7Y T7 14 EFT 4 —Id /varlog/numad.log ICEEERINE T,

Y—ERZRBRTHICE. UTFTOaAY Y RZETLET,
I # systemctl start numad.service
BERET—EXZHFITI2HSRUTOIATY FERTLEY,
I # chkconfig numad on

FIATRAEZ: numad 74 7> 3 > OFFIE numad ® man R—JASHBLTLEIW,
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I $ man numad
A133. 7L TL—RAY N7 RINAL R

numad (¥, IFEIFLAVITEEBIVRATATYIIY—TCELZTLTL—ZAAV N7 RNAZAY—E
2EREMHL, ORI TEZCPUBLUAEY =YY —RDHENA VT4 VT ERHELZE
9, numad DETHBET7 7A4ILELTEITLTVWENI Y —ERELTEITLTVWBENMIERRL, &
DTLTL—RAX VY N7 RRNA 2A%5FIBTZIENTEET,

A.13.4.KSM % & 725 numad DEFH

KSM %= NUMA > X 7 L TER L TW3I5HEE. /sys/kernel/mm/ksm/merge_nodes /X5 X —4 —
DEZO0ICZEEL., NUMA / —R2AETR=—IDY—V%EELET, ChEETLAWVE, KSM (Z
J—=RIZELD > TR=VEI—TITEDT, YE—IMAXE) =TI AIERLET, Tk, H—F
IWAEY) —DEELAEKEERIE. / — REATOXREDYT—YVRICIEETNTNOBTHERY 2HBE60H
YET, TDDH, KSMT—EVUDELDAEY) —R—=I%T—2 L72&IC. numad (EF)FATEEAR X
EY—DERREEHAICOVWTRALT 2HEELSHY T, KSMIE., PRATALICAE) —%F4—
N=TIy PLTWBIFEICOH, BALEDTY, YATAICKFERAOXAE) —HDNKEILH S &,
KSM7T—EVA2F 7ICLTEMITEIE TN IA—I VAP BREIHGENHY ET,

A.14. OPROFILE

OProfile |&. oprofile /Xy 5 —I TREINZ A —/N—~y ROZX MDDV, VAT LLED/N
T+—XVRERY—ITY, 7Oy Y —LEIlHEZNT+—T Y RER/N—RIT7%EFERALT, X
T —DSREH, F2LRNLOF vy aBROOH, RUOZFER>7/N\— KDz 7EYAHDEIE
BRE, VATLEDH—FIVERTARET7 71 IVICEAT 21BHREZMB L £ 9., OProfile I&. Java
Virtual Machine (JVM) TERTINZ7 ) 5r—2a v a7 74 )V JERTTEET,

OProfile (LT DY —ILERHEH L T, HEED opcontrol Y —JL & # L\ operf Y —JLISHEEICHE
I THB I EITFRLTLEIY,

ophelp

YRATFLTOEYy Y —THEATRERANRY NEZOBERFRBERRLET,

opimport

Y TINT—IR—RT7AINEY AT LBICHEDNA F1) =IO RA T 14 TOFERKIC
THLET, BREBT7T—FXTI9Fv—DoDY Y TINT—IR—RAEBTT ZEBEICOHIDL T
SavEMBRHLTLEIWL,

opannotate
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FI)Vr—2 3TNy T VRILTAVRAILINTWSIEAIK. ETHEZ7A4ILED
SERMEDY —XB5ERLET,

opcontrol

TO7 74 ) VIERITTRET 2T -9 2RELET,

operf

opcontrol ZEX#Z 52 & ZHME L TWE T, operf Y —JLid Linux Performance Events
BTV RATLEFERT O 1 207OCRFLE Y ATLALEELTTOT774 ) VIR LYIE
FICHRICL, OProfile " AT LA LD T A=V ABEBN—ROD 7 EFERT2MHBOY—ILE
BEICHETESLIICLET, opeontrol &IFERY, WHEARERIVEHY FHA, --system-
wide # 7> a U HMERAINTWARWERY., root #EfRA L THEATEE Y,

opreport

TA7FANVIT-HEBRIBLET,

oprofiled

FT—EVELTEFTLTEIEMICY Y TILT— 95T A RVICEZAHFZTT,

L i —E— K(opcontrol. oprofiled YV —JL, BLVBTOLY VI Y—IL) B EHEEFIATE
FIN, HEINZTOT7 74 ) VITFERERLRY £ LT,

IS5 Y ROEFMIEBERICDWTIE. OProfile man R—YEHEBLTL I,

I $ man oprofile
A.15. TASKSET

taskset 'V —JLIE, util-linux Sy 4 —I TRHEINIFT, ThicLY., EEHFEFIETHROTOCRAD
7Oy —EHMEEREELVRELLY., EEINW Oy —HR{ANMTc O 2EE LAY
TXZEY,
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taskset (SO0 —AHIATEY) —ZHYLUTEFRIELFEA, O—HILXAE) —ZIYHTIC
LBEMDNT +—< VA LD AN BHERIGE. Red Hat (& taskset Tld 74 <
numactl 2FARATHZ & AHELET,

RITFO 7O RD CPUHRMMARZREST 5I1CIE. LFOIYY FEETLES,
I # taskset -pc processors pid

processors =, AVYRXEYD IOty H#——EFE 7Oy —0HEEAICEIBRAET (Fl:
1,3,5-7) . pid 5BRETZ2 O EAOTOLAHIFCEEBRAZT,

RHEOHMMEDC IO RAFIAT 2ICE. UTOIYY RERITLET,
I # taskset -c processors -- application

processors = AV RXEJY DOy H—) A MNELE 7Oy Y —DHETEIRZF
¥, application RT3 377V r—>ary@aAx VR, £ 73y, BIRTBEBRAZT,

taskset DFMIZ. O man R—YESRBLTLEI W,

I $ man taskset
A.16. SYSTEMTAP

SystemTap &, B DA 1 K(Red Hat Enterprise Linux 7 /X\—2 3 > ®D SystemTap E¥F+—XH
4 K & & U SystemTap Tapset Reference )ICEEEH I N TWE T,
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{14%B tAE] FEFE

ET 10.13-59 Mon May 212018 Marek Suchanek
R OEH

tE] 10.14-00 Fri Apr 6 2018 Marek Suchanek
75 GA AR RF 1 XY M D%EAE,

%ET 10.13-58 Fri Mar 23 2018 Marek Suchanek
HFLWEY >3 >ipqos.

%ET 10.13-57 Wed Feb 28 2018 Marek Suchanek
R DOEH

%&T 10.13-50 Thu Jul 27 2017 Milan Navratil
JTAGARBARFa XY M=V 3aYy

ET 10.13-44 Tue Dec 132016 Milan Navratil
JEREADEH

T 10.08-38 Wed Nov 112015 JanaHeves
72GA )Y —REIFTODN—=Y 3y

o&T 0.3-23 Tue Feb 17 2015 Laura Bailey
RHEL 7Z1GA EIFICEIL K,

t&T 0.3-3 Mon Apr 07 2014 Laura Bailey

RHEL 7.0 GA BICHE#E,
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