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TA43V
GUDNN—=F4>avr—TJI 128 S5Rbteo9—DKSA THER
(GPT) T 5551 8ZB

4k €95 —DRSA T=ERAT
%3553 64 ZiB

BEE R

e IBMZA®DLinux A YAY YV ADEZRE
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® What you should know about DASD

23.MBRT A R /N—=FT 43V
N=T42aVT=TEEDT 1 AT DFERD LD, DT 7 AIVY AT LT EI—Y =T —
S DEICHEMINTVET, DHAUPTLTIEDIC. ROFTREAA—FT1>arvT—TILERXY>T
RLTWETY,

BI2AIMBRIX—F 4> avsr—TILHdT1RY

Disk (MBR table)

Unused partition Unused partition Unused partition Unused partition

FEEOETRLIZEBY, R—=F42aVvF—TIRFERALTVWAVWEADDTSAT Y —/R—F 43
YDADDEVVIVIDFONET, TIAX)—NR—TFT1>aviE. MET1RIRNSAT (Fk
I a N EB1DRFEUN—RKRSATONR—FT14>23VTY, BRMEBRSA TIE 1DD/8—
FTALAVDERICMERBRABRETXZET, 2FY, N"—F4YavF—TITEETXBZ754
IY—NR—F4>3vF4DFTTY,
EN=F42avTF—TIITVRN)—=IlE N=FT1VavVOEELRFEIEEFNTVET,

o TAURYVEDN—FT 4 avORBERERT S

o N—FT42aVvDRE(FIT14T ELTIFTEITBIENTEZDIFT1DD/IN—T 4
>avoH)
e N—F4a>vdDIAT
FRIEERTEIE, TARIEDNR—F 4 2a VDA X EBREERLET, —LOARL—FT 1V
JORATFALAT—bAO—4—I3, active 75 7% FRHLEY., DF Y., "active" EX—I INTWB/—
FAAVDIRL—FTAVITIVRATLDBHLFT,

A TER R=F12avOEREH#BNTZIZESTT, —HOARL—FTF 1 VIV RAF LTI, /18—
TA4YavVOEEEFERALTUTZITVWET,

o BEDIF7AINSATLYA THERLET,
o BEDARL—FT A4 VAT ALILEEMITONTWENN=FT 42 avVIlT7 ST 5 FITET,
o N—F 42 avVIlEBEARRARL—FT A VIV ATLAINEFNTVWEIEATRLET,

UTFDORIE, R"=FT142avtM12H2 K54 TDRZRLTVWEY, ZOHITIE, SMD/S—T 4
a3 VIKIEDOS N—FT 423V TOTRILHBMIT LR TVWET,

13
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B22120DONR—F4>avaFODT1RY

Disk (MBR table)

Primary partition Unused partition Unused partition Unused partition
(DOS)

File system
(FAT32)

BIER R

e MBR/\X—F 4> 3v¥4~F

2.4.3BE MBR/N\—F 4 >3 Y

WENHNIE, ¥4 7% extended ICEREL TEBMDNN—F 1> avaERLET,

WERNR—F 4 vavid, TARIRSATIEPTWET, IR —FT 1V avRHICERRIIEEZTND 1D
LEDBEBNR—F 4> avaigEdBEBD/NN—F4>avr—TJILAHYET, RORIE. 2200 T54
TY—NR—F4>aveE 2D0DHBBNRN—F42aVaECI1D20MERNA—FTF 14 arysL0wn<o2p
DRIN—F 42 aVDBREEEE/ATITARAIRSATHERLTWET,

BI2322DF54<)—R—F14>avEHERMBRNA—F 4 avOlAEMATL=ETARY

Disk (MBR table)
Extended Partition
Primary partition Primary partition Logical partition Logical partition
(DOS) (Linux native) (DOS) (Linux native)
File system File system File system File system
(FAT32) (XFS) (FAT32) (XFS)

BRKADDTSATY —R—F 4 ¥ aVEHRA—T 42 a v DHEFATETETH, WEB/—F 4
a3 vVOBICHIBRIEHY FH A, Lnux TIEA—=FT 1> 3 vADT7 I ZRICHRLEHY., 1DDFT 14 XY
RS TTRERISED/N—FT 42 avAFTInIT,

25.MBR/X\—F 4> av¥94 S
RDORIEZ, BE—BHICEAINEZMBRIRA—F 42 avd94TEFNOAERT 6 ERDY A NTT,

14
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RK22MBR/IX—F 4> av¥94 7

MBR/XA—F > arv¥
17

Empty

DOS12 Ew k FAT

XENIX root

XENIX usr

DOS16 E'w k (32M 1L
)

Extended

DOS16 E'w k(32 LU L)

0S/2 HPFS

AIX

AIX 7 — NETHE

0OS/2 Boot Manager

Win95 FAT32

Win95 FAT32 (LBA)

Win95 FATI6 (LBA)

Win95 Extended (LBA)

Venix 80286

Novell

PRep Boot

GNU HURD

Novell Netware 286

26.GUID/N\—F 142 arv5F—TJI

&

00

01

02

03

07

08

09

Oa

Ob

Oc

Oe

of

40

51

41

63

64

MBR/XA—F«>arv¥
17

Novell Netware 386

PIC/IX

[H MINIX

Linux/MINUX

Linux swap

Linux x4 574 7

Linux ¥53R

Amoeba

Amoeba BBT

BSD/386

OpenBSD

NEXTSTEP

BSDI fs

BSDI swap

Syrinx

CP/M

DOS 7/ tXR

DOS R/O

DOStHhV¥ Y —

BBT

65

75

80

81

82

83

85

93

94

a5

ab

a’/

b7

b8

c/

db

el

e3

2

i

15
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GUID /8—F 1 ¥ 3 ¥ F—7JL (GPT) IZ. Globally Unique Identifier (GUID) ICED < /R—F 1 & 3 V&
ERAFXF—LTT,

GPT &, Mater Boot Record (MBR) /8—F 1 ¥ a v F—T7ILDFIRICHL L FF, MBR/XA—F 1> 3
VIF—TIE, W22TBICHHETZ 2TBABADAMNL—JICHBRTEEFHA, KDYIL, GPT I
RKBEDN—RTA RV %EYR—PMLET, P7RLRAEBEARBRRRKT 1 R4 XL, 52b 2045 —
KS4 TaFERTZ5EIE8ZB. 4096b V49— K54 T%ERAT 2581E64ZB TY, IHIC,
TI742IMT, GPTIRER128D T4 —R—F 4> aVvDEREYR—MLET, /S—F 1
avTF—TNILLIYEZLDEEEEYLETT, 7347 )—NR=FT1aVDRRELZLKRLE T,

P2
GPTICIE GUID ICEDLKNRN=F 1> a v 14 THHYET, FED/NIA—FT 1 avIliF
BED GUID AMETTY, =& AL, Extensible Firmware Interface (EFI) 7— b 0O—

=D AT LIX—TFT 14 > 3 VIid. GUID C12A7328-F81F-11D2-BA4B-
00AOC93EC93B "' ETY,

GPTF4 A7k, HE7OVIT7 RLREE(LBA) ENX—=F42av LA 77 NEUTOLDICHER
L/i-a—o

e MBRTARVEDTREBREDLDIC, VAT ALIXEMBRT—4YBICGPTORIIOEY Y —
(LBAO) #F# L. "protective MBR" & WO ZHI%ZEHAL XY,

o 547 —GPT

o ANwH—FE, TNARAD2EFBOHRE IO YV (LBANMSIBFY ET, Ny ¥ —ITid,
FARAYI GUID, 754X —NR—F4>avTF—TIDBAH. AV —GPTAY
S —DIFm. BLVCRCRFzvIH L, BLOTSAT)—NR=—F4>arvrF—TILH
EFnFEd, Fre T—TNICHBNN—FT4avIv ) —DHEEBBELET,

o FIAININTIE., TS5ATY—GPTICIER8D/IR—F 4 avIV ) —AEFENhET,
ENR=F142avIiliE, 1284 MDIVMN)—HB A X R—=F 4> 394 TGUD, —
BEDN—F4avGUDAHY FT,

o HVH—GPT

o YANY—DFEIEE, TSAT)—NR=F4>aVF—TIDPBEBLLEBEICNNY I T Y
TF—TJIIELTHIBET,

o TARVDREDHEEII—ILEEAVIY—CGPTAYI—DPEFINTHY, 53147
)=~y F =B LBEICHEATGPTERZEELF T,

o UTHEFNET,
" 57427 GUID
B AV —R—=F12avT—TIETZM47)—GPT ANy ¥ —DIFfk
" ZThEEDCRC2FyIHA
m EAVYY—NR—=F4avT—TI

B HREAN—T4a VIV M) —DH



i
N
1k
N
EN

N
N
Ta
NI
EN

\’/
w

Bl24GUID N—F 14 >avr—TIWVEELT1RY

Disk (GPT table)

GPT parFition GPT partition GPT partition
(GUID: basic data) (GUID: root) (GUID: home)
File system File system File system
(FAT32) (XFS) (XFS)

GPTTA4RVICT— M A= —%REFEICA VA M—=ILTBICIE, BIOS T— h/X—F 4
aAVHBEETIRELRHYET, T4 RVICTTICBIOS T— b =F 4 ¥ 3 UHE
FNTVWBBAILDOH. BHEAHITETYT, INICIE. Anaconda 41 YR k=)L 705
SLICE >THHIEINZT 1 RIDEEFNET,

27.8N—F4>avd8AT
YA THEEBTZHERIEHRDHY T,

=

~
~o
I
NI
AN
\’1

o fdisk 1—F 1 )T 4 —IE, 6 EHI—REIBEETEIET, HoWIEEDNA—FT 1> 3V
A TICHRLET,

e systemd-gpt-auto-generator (31 =y NP T RXRL—49—21—FT 4 )T 4—T. X"—=FT143av
SA4ATEFERLTT A ZEBEICHBIL. 7Y MLET,

o parted 1—7 4 YT 1 —ld. 7T AHFERLTNA—FT1>avy94TavyvTLE
¥, parted 1—7F 1 )74 —IE. LVM, swap. RAD 2 &, FED/A—F1>avs54 TDo#
ZIBLET,
parted 1—F 1 )T 14—l RDI7ZTDEREEYR—MNLTWET,

o boot
o root
o swap
o hidden
o raid
o |vm

o I|ba

o legacy boot

o jrst

17
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o esp
o palo
parted 1—F 4 VT4 —E. R—FT 42 aVEFRTIEICA TSIV TIFAINIRTLIAS
BIBAEZITHITET, RELZHEDY XA MIDWTIL, parted 2FRAL7z/\—F 4 > 3 VDER 25
RLTLKEIW, BEZFEALTUTEZITVWET,
¢ MBRICNR—FT4vavI75J0%8%ELET,
® GPTIZNR—T14>avDUUIDAATHERELET, LEAIE T7MIVIRTLIATD
swap, fat. F7&E his(ZiE, £ GUD IEEINF T, T 7 4/ MEW Linux Data GUID
T9,

ZDBIHETIE, X"—F42avDI7AINYATALAREREINTFEA, YR—MNTRT7S55E GUD D
HXBLET,

RDT 7 AN AT LDYA THYR—KMNIRTVWET,

e xfs

e ext2

® ext3

e extd

o fat16

e fat32

® hfs

o hfs+

® linux-swap
e nifs

® reiserfs

” e
{ RHELS TXIGLTWAO—ANT 74NNV RTALIZ, extd BLY xfs DA T,

28./N\—F 4 aVHmBRA*T—LA

Red Hat Enterprise Linux (. /devixxyNTEX D7 7 A IV EZEFHF DT 7 A IR—ADGRRRAF—L%HE
ALEY,

FNAZRBLIONR—F 4 vavgid,. LTOBETERINTWET,

/dev/

TRTDTFNART7ANMDEENDT ALY M) —DEHL, N—RTFT4RA7IWENN—=F1> a3y
NREFND=H, TRTON—FT42avaRTI7A4I)LIE/devIiCHY 7,
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PB2ETARINR—FT 123>

XX

NR=FA42aVEDRID2XFIE. N"—F42aVvESUCTNAADYA1 TH#RLET,

y
IDXFIE, "=FT 42 aVvEECREDTNARERLET, /&2, /dev/sda (FHZHD/N—
K71 R7., /devisdb 2 BEEHDN—KT 4RV TY, KA TOENMN 26 #BA BV AT LT
i, ILICELLDXFZFERTEET (fI: /dev/sdaal),

N

BREDXFIE, "—TFT 142 aVaRITBEERLET, BHID4DOD/N—F4>ary (T714<Y—
FIXER) D/IR—F 12 aVilik, 1 D5 4FTOESHTIONET, BEXX—F 135
NotRFYET, L&A /devisda3 X1 BEDN—KF 4 RIDIFZFBDTSA4<)—n"—F«
VavERLIBIERNA—FT 1423V T, 2BBEHDON—KRT 4 RV LD 2BBHDORENN—FT 123y
/dev/sdb6 T3, RS TD/IRN—F 13 VBSIE MBRIA—FT 14> 3avrF—TIILICOIHERIN
F9, NEBICNRN—FT 1Y aVvEERTIEDTIFARVWI EIGERELTLEIY,

pa )

Red Hat Enterprise Linux B8 ¥ RXT DY 4 TOT 1 AV /=742 a v &HHL TSR
TEBHBETEH, 77ANY AT LEZHRIHFBNBVED, INTON=—FT1arvsq
TIREINTWET—FICTIEATEET, L. Z<DHEE. BOARL—
TAVIVRATLAERON—T42avElH2T—FICRBERS TV ERTEZ L
NTEET,

29. VOV KNRAVINETAROIN=F 143V

Red Hat Enterprise Linux Tl&, &/ =714 > a v, 7274 BLT1 LI N)—DBE—FEY M

HR—MNTE2DICHBERAMNL—YD—EEERLET., N—FT12avaEIIVRNTRE BEIN
T4 M)—(ROVMRAV M EEND) ZFBRELTEDNN—FT 123 VDRANL—IN

FIAAEICRY FET,

&z, =T 12 3> /dev/sda5 B* lust/ IZX 7Y MINTWBIHE, lust/ FILHBTRTDT 7
AIET4 LI M) —IEWENIC /devisdas LICHFEHET D EILRYET, 774
/usr/share/doc/FAQ/txt/Linux-FAQ I& /dev/sda5 ICH Y £ 4. 7 7 1 )L letc/gdm/custom.conf [
HYFEA,

T/, ZOPITIE, ust/ LTFD12UEDT 4 LI M) —=HD/IR—=F 1423 0DY IV MRA > MC

RBEREMEHY FT, /=& Z2IE, /usrlocal ICT Y hXNi- /devisda7 /X—F 4~ avhEEND
%A, /usr/local/man/whatis |$ /dev/sda5 Tld7#: < /dev/sda7 ICH Y F T,
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FEIFEN—FT 123 VDEH

TARINN=FT 142 aVEkEEFALT, T4 R 7% 1 D2ULORBEEICHEIL, ENXN—F1>a v
TEMICEEXETEZLEOICLET, N— KT RVIF, X"=F 1423 VFT—TILDET 1 AV /—F 4
LavDgmEYM XICEATIEREAFRELET., COT—TIVEFRTDE, ENXN—FT1>aviix

RU=FT A VIV RATLNDREBT A AV ELTRRINET, TDHR. TNODELXDT 1 AU T
HEY EEEZRABETIENTEIY,

TAYITNARATN=TFT 123V EFRATIHRERADOBEIX, RedHat F Ly IR—ZAY 1) 21—

2 3 7 What are the advantages and disadvantages to using partitioning on LUNs, either directly or with
LVM in between? ZZBR L T EX L,

3.1.PARTED CF 4 AU/ —F 14> 3V F—TILAEVER

parted 1—5F (4 Y54 —%AFALT. JYBBICRA—F 1 avF—TITTOYITNS A%
74— v NTEZET,

Digk

H
[=]

N=FT42arF—TILEFERLTCIAYITNAR%ET7+— v hgTDE. TD

TNARAREINTVWEIIRTOT—IDEIBRINE T,

=2
. AY9 5971« 7 parted >z ILEREHLET,

I # parted block-device

2. TNNARIINR=FT42avT—TIDHENEI D EHRLET,
I (parted) print
TNRARNR=T 42 aVPEEFNATVWBIEEIEE. ROFIRTA—FT1>avzHRLET,
3HFHLWA—=FaoavrF—TIEERLET,
I (parted) mklabel table-type
e table-type %, FHETEZNN—FT12avTF—TILDYA TITBEHRZIET,
o msdos (MBR DIFH)
o gpt(GPT D&
BIBAGUID R—F 1 >3 >vFT—TI (GPT) T— 7 ILDIEEX
TARVICGPT T—T NV ERT 2ICIE, ROAYY REFERALET,

I (parted) mklabel gpt


https://access.redhat.com/solutions/163853

IDARV R ZEANTZE. ZEEOERAIRBEINIT,

‘

4. W=FT423vT—TILVERRLT, ERINLIEZRALET,
I (parted) print
5 parted v TILERTLET,

I (parted) quit

BIERHR

o 7 L E® parted(8) man R—

3.2.PARTED CTX—F 14> av5F—JIDERR
TAOYvITNAADN—=FT42aVvT—TIVERRLT, X"=FT142a3VLAT7IMNEBLDIN—FT 41

SavOFMEwRLET, parted 1—FT 1 VT4 —%ZFALT, 7OV ITNARADNRA—F 423
VIF—TIERRTEET,

FIR

. parted 1—7 1 T4 —%RBELET, L&z ROEAIEX. F/31 R /dev/isda = ') Z b
L/i_a—o

I # parted /dev/sda

‘0

2. N=FT142avr—TJIERRLET,

(parted) print

Model: ATA SAMSUNG MZNLN256 (scsi)
Disk /dev/sda: 256GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos

Disk Flags:

Number Start End Size Type  File system Flags
1049kB 269MB 268MB primary xfs boot
269MB 34.6GB 34.4GB primary

34.6GB 45.4GB 10.7GB primary

45.4GB 256GB 211GB extended

45.4GB 256GB 211GB logical

a b=

3 ATV IaVIRIARDZTNNA RICPYEZET,
I (parted) select block-device
print A< RO ADFEMIZ., LTFZEZSRLTILEIV,

Model: ATA SAMSUNG MZNLN256 (scsi)
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TARYA4 T, WET. ETINES. BLPAV9—T 1R,
Disk /dev/sda: 256GB
TOYITFTNAAAND T 7AIVIRRERA RN L —VBE,
Partition Table: msdos
T4 R SRIVDFER,
Number
N=FT42avES, LEZE, T4 F7—FS1ONX—FT14>aviE, /devisdal ICREL X7,
Start $ XU End
TINNA RIZBTB/—F 14 > 3V ORIRIGAT &R T IHT,
Type
BWRYA TLIE A9TF—%. 7U— T34<)— Hisk. FLIFHETT,
File system
T7ANY AT LDEE, 774V AT LAOEENFRELIFEIE. T/814 2O File system
74 —ILRICENRTIINERA, parted 2—F 1 )71 —&. BESEINLET XA DT 714
VAT LERHETETIEA,
Flags

NR=FT42aVDIZTHRE) A, FIRARERGT ST
I&. boot. root. swap. hidden. raid. lvm. F7(d lba TY,

BIER R

o 7 L E®D parted(8) man R—

3.3.PARTED 2R L//N\—F 1 > 3 VDEK

VRATLEBEEIL, parted 1—T 1 ) T4 —EZFRALTT A RVICHLWAA—FT 4> a Vv EEHRTE
i’a—o

pa 3]
WBIR/IN—T 4 ¥ 3 VId, swap. /boot/. & T /(root) TT,

Gl s
o FARIDN—=FTa>avr—TI,

* 2TB%EMBAZ/\—7 1> aVE&FMTY 215G IE. GUID Partition Table (GPT)TT 1 27 %
74—y bLTEL,

FIa
1. parted 1—7 1 VT4 —%ZRELET,
I # parted block-device
2. BEDNR—F 12 avF—TLERRL, tARESEEIHENEIDERBLETS,

I (parted) print

22



FEIZN—FT 1> avDEH

o +AREPEIRENBRWEEIE. X—FT 142 aVOHYAIEERELTLEIY,
o N—TFT142avr—JLhb, UTaHRLET,
o MLWAR—F 4 avDRBRERT A
© MBRT., EDNR—=F 143y FITgRED
3HLWA—F 43 VEERLET,

I (parted) mkpart part-type name fs-type start end

® part-type % primary. logical. F7z|d extended ICEIX#X £7d, INIEMBR/S\—F 1
YavF—JNICOHFBRAINET,

e name ZEBDN—T 4 L aVRAICBEEI|MAET, NI GPTNRN—=FT 1Y aryT—TIIC
BRETY,

o fs-type Z. xfs. ext2, ext3. ext4. fat16. fat32. hfs. hfs+. linux-swap. ntfs. F7
I reiserfs ICBE XX F T, fs-type /NTA—F —(FEERTT, parted 1—F 14 )T 1 —
. N=F 4 2a VT 7AWV RATLEER LAV EIEFRELTLREIW,

o startCend%, N—FT 4 aVORBRERTRERET DA IICBEESHRAETT (71

AU DEREBNSHAT Y MLET), 512MiB. 20GiB. 1.5TiB 2 & DY 1 X#HEFHZFEMAT
XET, TIAILIYAXDEAFIFAH/NNA MTT,

BIB.2 INXITSA4< ) —NR—F 14> a3 VDVERK

MBR 7 — 7 JLIC 1024MiB A5 2048MiB £ TD TS5 X —/"—F 4 ¥ a VEERT B IC
& ROV REFEALET,

I (parted) mkpart primary 1024MiB 2048MiB

ARV RKEANTRE, TEDOEAIHEBINET,

4. K=F42avT—TIERRLT, FRININRX—=F4>avDN—=F42avv¥47,
T7AIWVVRTLIALA T, YA XD, R"=F 1423 VF—TIIMIELLRRINTWSR I &%
EEELET,

I (parted) print
5 parted v TILERTLET,
I (parted) quit
6. FIIRTNNA R/ —REZEH LZET,
I # udevadm settle
7. A= LWAR=—F 4o a3 VaBHB L TWBIEEERELET,

I # cat /proc/partitions
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BIER R

2 X7 I E®D parted(8) man R—
parted TF 4 RV IC—F 423 v F—TIL AR

parted TNX—F 1> 3> DY A4 XERE

3.4.FDISK T/N\—F 14> av¥4 TDEHTE

fdisk 1—5 1 )54 —%HHALT. N"—F1>avd9A4TFzLE7578%ZETEFT,

AR

FIR

24

FARIEDIR—F 13,

A9 590714 THMdisk o)L ERBHLET,

I # fdisk block-device

MEDN—FT423vT—TIERRLT, X"=FT423vDI(1FT—BSEZHERLET,
I Command (m for help): print

REDN—FT42av84 Fid Type 5T, ThIIHIET 2914 7 IDIF IdFITHERTEF
_a—o

N—=F42avd4 ATV REAAL, Y4 F7—BSEFALTNNA—F1>ava&ERLE
_a—o

Command (m for help): type
Partition number (1,2,3 default 3): 2

AFoav:)AM &6 EHI—NTHRRLET,
I Hex code (type L to list all codes): L
N=F42av94TERELET,

I Hex code (type L to list all codes): 8e
THEZEZIAH, Hdisk >z ILEZRTLET,

Command (m for help): write
The partition table has been altered.
Syncing disks.

BEZHRSZE LTI,

I # fdisk --list block-device


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_file_systems/partition-operations-with-parted_managing-file-systems#proc_creating-a-partition-table-on-a-disk-with-parted_partition-operations-with-parted
https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_file_systems/partition-operations-with-parted_managing-file-systems#proc_resizing-a-partition-with-parted_partition-operations-with-parted

FEIZN—FT 1> avDEH

3.5.PARTED C/N\—F 4> a VDY (4 XZEH

parted 1—F7 4 VT 1 —%FRALT. X—=F 4 a VLR LTERFEROT 1 RVESEFMABLL
Y, R=FT42avaiEh L TZORELIFIETLEMNICHERALELZYTEET,

FIE=S 0
o N—=F 4> aVvaINTIRICT 9%V ITvTT5,

* 2TB%EMBAZ/\—7 1> aVE&EMTY 215G IE. GUID Partition Table (GPT)TT 1 27 %
74—% v bLTEL,

o N—FT 14 aveEiENTZEAIE. YA XEEBLENRN—FT142aviYRELALERVED
IS BRI 7 7AIRATFLERENMNLTH <,

“’ ¥
4 XFS 3N L TWER A

¥R
1. parted 1—7 1 VT4 —%ZRELET,

I # parted block-device
2. WEDODN—FT4>avr—TIVERTLET,
I (parted) print
N=FT42avrF—TIhb, ULTE2HRLET,
o N—F4avD~vAF+—&S.
o BHEDNRN—FT1oavDEEY A XAEREROHLWVKT <.
3 N—=T42aVDYAXZEBLET,
I (parted) resizepart 1 2GiB
e 1%, HARXEERETEN—T42a3VDIAFT—HBBIEIBAZET,
¢ 2%, YA RXZEETEZN—T42avDHFLWRTREZRET 2 XICES|AET

(T4 RVDOREHGL ATV MLET), 512MiB, 20GiB. 1.5TiB 72 & DH 1 XEEFH % F
ATEET, 774N MY A XDERIEAANA FTT,

4 NR=7142av7—TIVeRRLT YA XEZBLLNA=T12a>yDYA I R=74
2avT—TJITELKRRINTWS I EZ2MRBLET,

I (parted) print
5 parted > TILERTLET,

I (parted) quit
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6. N—FRIDBFHLWAR—=FT42aVvaBHRLTVWEIEAEHERLET,
I # cat /proc/partitions
7. 7723V R—=F4 2 aVEILRLEGRIE. TIKHD2T7 7M1V RTLEIERLET,

BIER R

o 7 L E® parted(8) man R—

3.6.PARTED C/8—F7 1 & 3 VDY

parted 1—7 (4 V714 —%&ERATBE. TARIN=—FT42aVEHIRLT, T4 RAVEBEMBEBT
XFE7,

¥R
L. AY9 59717 parted >z ILERELET,

I # parted block-device

® block-device %=, /N\—F 4 > 3 VEHIRT 2T /84 AND/RNR (ffl: /dev/sda) IZE X # X
7,

2. BEDN—=T42av7—TNLNaRRFLT, BRI Z2NRN—FT12a3 DV, F—BESEHIAL
9,

I (parted) print
3 N=FT142aVvEHIRLZET,
I (parted) rm minor-number
® minor-number %, HIfR9 B2/X—FT 12 avDIA FT—BSILEIBAZET,
DIARVRZEERITTBE, TCICEREOEA’RABINET,
4. N=F42a3VT—=TLUOoNR—=T142aVPHRINIEEZHRLET,
I (parted) print
5 parted T ILERTLET,
I (parted) quit
6. N\=T A aVNHIRINALZIEZA—RILDEZRLTWD I E2HERLET,
I # cat /proc/partitions

7. N—F 42 avhFIET BIEEIE. letcistab 7 7 AL H/NR—F 4 avaEHIBRLET., HIR
LienN—F12aVABEELTWBRITZRDIF. 7714 IUD6HIKRLET,
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BIE/N—T1avOEH
8. YARATLDF L\ letc/fstab iR EEZEHRT LI, Yo b1y NEBEKRLET,
I # systemctl daemon-reload

9. Ay TNR—F 43y, FLEELUMO—HEEIBRLZBEIK. h—RILIAITVYRSA VDS
N=F 42 a VvV~ "DEREITRTHIKRLET,

a. PIOTATRA—RINF T aveE—BRRL, BRSINX—FT1>av%a28RTDF
T avhmuWhERLET.

I # grubby --info=ALL
b. BRI N/ —FT 12 aVvaSRIZD—IIVAF T avEHRLET,
I # grubby --update-kernel=ALL --remove-args="option"
10, 7= =T = RTFLICEEZFZHRT 210, initramfs 7 7 (LY AT LEBIBELIT,
I # dracut --force --verbose

BIER R

o 7 L E®D parted(8) man R—
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BABE TA RV ZBRET DA TI—
TARIDNR=FT 42 aVEBRETDHEIERHY FT, ThIFUATHIrEEFIIET,
o R—T42avhPEINTVWAWEZIEEHEIFIATE S,
o REHDNN—F 1 avhHFATETH B,

o PUTATILEAINTWEN=T 1Y aVvDEIBEENIFIATETH 2,

pa )

UTDFIE. YT T HLOHICEMEINTEY. EFERIC Red Hat Enterprise
LinuxZ#4 YA M—=ILTBEEZDERBRN—FT 1423477 MERBMLTWEEA,

41 8—F 4 2 aVUhPEIINTWAWEXMEEOFER
FTTIKNEBEINTVWBENR=—FT 42 aViEIN—RTARAIVLEKRICEFLENSRVWED, EHEINAL/NNA—FT 4
aAavICIFEENRVWKREY Y TOEBIEINE T, ROMIE, IR EDLDITHRDZIERLTW
i’a—o

Bl41/1R—F 4 2 a BB Ih TWLRWEXBEELAH DT 1 XY

Disk (before) Disk (after)
Primary partition Primary partition Primary partition
(DOS) (DOS) (Linux native)
File system File system File system
(FAT32) (FAT32) (XFS)

RAOHEIE, 120 FT A4 —NR—=F 4 a3V EREYYTHEEBODDIREED/N—T 1> a Ve
DFA4RAVAERLTVWET, 2HFBOMIE. AR—ZADEYLETOHNE2 DOERFH/N\—FT 13V
ERHDOTAARAIVERLTVWET,

KEADN—KRT4R2EHEZOATIT)—ICEINE T, B—DEWIX, IRTOEEIFIERINE
N=—FT142aVD—ETIERWI &ETY,

HFLWTFARITIE., RKEAOEEINSMHERN—FTF 42 aVvEERTIET, IFEAEDARL—
TAVIVRATAIE, TA4RYRSA T EOFBRREREEZTARTEETELDICEKEINRTVE
_a—o

42. KMEA/N—F 1 > 3 VDOLEFOER

ROFDZRMDEIE, REFDNN—FT 423 VaEFOIDT1RAVERLTVWETY, 2FBBDOHIE, Linux
DARFEAN—=—FT42avDBEYLETERLTVWET,
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42 KRERDNR—F1>arvdHd714 R

Disk (before) Disk (after)
Primary partition Primary partition Primary partition
(DOS) (DOS) (Linux native)
Unused partition
File system File system File system
(FAT32) (FAT32) (XFS)

Free space Free space

RKEADON—FT 12 aVIlBYHTONLBEZFERTSICIE. N—FT1>avaHIRLTHAL, Kb
U ICEY A Linux S—F 4 > avaEFERLET, FhE. 1 VAN 7OEREICKFERD/NA—F 4
vavEHBRL FILW—F 1> avEFIMTHERLET,

A43. 70T A4 TIRNN—FT 42 avDEXEEHDER

TTIERAINTWE T I T4 THRNR—F 42 avilid, REREIEENZSENTWSEEZH, 207
O ADERBIIR#BLIGEDHYET, IFEAEDHE. VI NI THERICA VA M=ILINRTW
A1 —49—DN—=KTFTA RV, ZRVL—FT A VIV AT ALAET I 5 RFTEIRIL/N—
FA4avMrI2E8FNET,

Digk

==
[=]

FOFATRI—F 42 aVTARL—F 1 Y TYRF b (0S) &Y 288

&, OSEZBAVAMN—ITEUEIHYET, YVIMNIZTHEFICAI VA M—
LEINTWE—EOIVE2—49—IllE. TDOSEBA VAM—ILTBHDA
VAMN=IATATHEEFNTVWAWI EITERELTLEIY, TD/NRN—F 1> 3
VEOSAVARN—IVEWET DHEIC, N OSICHTIETEZINERLTLLES
W,

FERAARLAZEIREDOEAZRBECT 2101 BRI LIEIFRIENQNN—T 1 >3 VBREDHE%
FERATEET,

4.3.1. IR BRE

WENLRN—FT 4 aVEEREEE. N—RKRRSATONR=—F142avaEREEL, KDYICWLDHD/NM
IB/N—=—FT42avaEERLET, COAERERLIIAVYTVYEEIBRTZAEO, TONRXN—FT1>a v
DOMBLRT—IHNY I Ty TLET,

BEDODAR L —T 1 VIV AT LRBICNMNIRRNR—FT4 23V EERT B E, LUFAAEREICRY 9,

o YIMIITDEHBAVAM-I,
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e FT—4YDETT,

® Red Hat Enterprise Linux 1 > 2 k —JLDEAA,
UTORIE, BIRAQ/N—T 423 VEREDAEEZFEAZERICILTVWET,
B14.3 74 R L COBENLZB/NN—T 1> a3 V0l

Disk (before)

Disk (after)

Primary partition Primary partition Primary partition
(DOS)

(DOS) (Linux native)
File system File system File system
(Uncompressed) (FAT32) (XFS)

Dig¥
Of

DXy RliE ThD/

=T 42 avVILREINLET 92T XTHIBRLET,

4.3.2. RN E BN —FT 123V

FHMIEM RN =T 1 Y a VBRETHEH, T—9DBERLGLICN—FT12a VDY (X %=LEBLET, &
DOFEREREETETEITN, KREQARFA TTRLUBICEFEIDDY T,

IR, IR/ —T 1 ¥ 3 VBREDRBICRIDOA VY FOYRXKMTY,

o BET—YDENE

—HMDOT—Y DRFHBMEIERTTE A, ThILY., BREGYAIANDN—=T 423 VvDH AL
ENMGIF O N, RREICIRIENA/N—T 4 a VBRETALANVEICRDTRELNHY Y., BF
DIN=FT42aVTT—92ERT2E. REIGLCTNN=T1Ya VDY (A X%ZEETEEY, &

o, ERARLEEIREZEALTSZIEETEEY,

LToOMIE, o705 @EbLAEDTT,
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B4.457 14 R LTCOT—4 E#

Disk (before) Disk (after)
Primary partition Primary partition
(DOS) (DOS)
File system File system
(Uncompressed) (Compressed)

F—HBROTREMALOET I, ERTOERAEHBITTREN NI 7y THEERLET,

o BIfEN—F4>avDHA XEHR
BEONRN—FT 123D A X%a2TBTEE, JUSKDBEEFZERTEETT, HRIE. Y1 XZEEBY
ThITICLYERRYET, ELDFE. TDNR—T423aVERLIYAITDOT A=<y hIhTWL
BOWFLWARA—F 4 >avaERTEET,
YA XZEBEOFIEL. FRTZ2Y I T7ICLYVERY T, UTOHITIE. L L DOS (Disk
Operating System) /8A—7 1 ¥ 3 V&HIBR L., KDYIC Linux /X—F 123 VAEERT B & EHBEL
F9, YA XZEESOCRERAT 2R0IC. AL T 1 RV ICRBEMNMERL T I,

Bl4557 41 A9 LTCONR—FT142a>vDYA XER

Disk (before) Disk (after)
Primary partition Primary partition Primary partition
(DOS) (DOS) (DOS)
File system File system
(Compressed) (Compressed)

o F T a3V EHIHRN—F 4 avDER
— DY A XZEEY I M I 27, Lnx R—ADY AT LEYR—MNLTWET, 2OHBE. 14X
ERBICHIZIERININN—FT 12 a3V EHIRTDIVEREIHDY FEA. FILW—FT12 3 VDEKR
HiEE, FHTZYVINIIFICE>TERY ET,

UTFDOEIE, FILWA—FT 42 a Vel BR80T 1 27 DREEZRLTWET,
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B4.6 ZREN—FT 4 aVEBEDT1RY

Disk (before) Disk (after)
Primary partition Primary partition Primary partition Primary partition
(DOS) (DOS) (DOS) (Linux native)
File system File system File system
(Compressed) (Compressed) (XFS)
Free space Free space
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#5553 kENLHEZEHOHE

SB5E KitBN s on AR IE DB E

VAT LEEEIF, KA BBEEZFERLTAMN L YR 1—L25RL,. BEBZMAELIT
THEETETBRAMNL—VUREZBRIDILEIHYIT,

5.1. 3Bk R ZRBEDT X ) v b

Red Hat Enterprise Linux Tld, R L —Y 7/ R &HRIT 2 HEDNERHY T, FICKTATA
DAVAN—LURRRZIATDOEI =Y MEFICR LT NARICTIVEALBWEDIZT 270
BYARA T aVvaFERLTET NS ZAEHANTEIEHNEEICRY T,

fEK. /devisd(XA Y v —HES)NIA FT—FS) OMADIEKTARERIE. AMNL—UFNA RE2SRT
B7BIC Linux ECHERAINET, AVv—BBEXM T —BSOHE. BLUEET 5 sd Rld. &
HINBERTNARICEIYHTOENET, D2FY. T/ ROBREIBFEAIEDLD E, AT v —BSE
VAT —HBSOHE., BLUVEET S sd BEOFEMITHAEHLZAEELHY T,

CDESRIBFDOEEIL, UTOIRRTHRET 28I DY X7,

o U2FABEITOCRADLEINLICELY ., YRATLRBETEICERBIEFTANL—YFTNA R
7’J\$ﬁll:|:ll = TUL 74I_I:lo

o FTARIUNEEILAEMND/Y, SCSITY MO—F—IIXIEE LA >LBE., TOBEEF. BF
DTFNARTA=TILLIYBRHEINFTA, TARVIVRATLILT I EZATERLIARY, %
BOTNA RLBEET ERD sd BHEEND. ATV v —BEBLUVYA FT—BSOHEHIH
YEF, &zld, BE sdb EMIENZT 1 AP BEINLWE, sde EMEIENET 14 XY
MNsdb & L TRDYICKRRINET,

e SCSIOY hO—5— (KRR MR THTH—F/<Id HBA) HHIHILICKEL L. ZD HBA (LI
INTVWBTRTDT 4 RAIVHDPREINAD > IGE, BEDTO—TIN/K HBAILERLT
WBT14R71F, BIDAY v —BEBELVYA T—BSOHHE. BLUVEET 5D sd &H°
YHTHIET,

° /ZTAh§&6&47®rBA#ﬁE?6% &, RSAN—HHLDIEFEHIZEET AR
HYFET, ThiCkY, HBAICERINTWET A RV P ELDIBFETHREIN S AREMEN
%UiTQit\mmﬁyfowmwpmzm/hh%@Lt G CHORET HHAENELDH
Uij—o

¢ ANL—=—UTULARFHTERAA Yy FOERIINALBERE, ANL—=IYTFTNNA 2N 70—
TEINFEEIL, T7A4NX—F v X, iSCSI, FLIFFCoE 7H TH —%EHEDY AT LAILER
INETARIDT IV CATERLSRDAREDIGHY FT, YRATLNEHT S F TORFE &
UERAML—=V T LADA VY SAVICRDETORBOANRWVIGEIC, EROEERICVR
TLANBEETSE. COBENRET ZABEELGHY FT, —HOT77ANN—FvRILKS
A IN—IEWWPN Y EY IADKEESCSIZ— Y NIDABET DA DA LEHR—bL
FIN AV —BEBLUVVA T —BSOHEPEET 2 sd BIEFHINT., —BEHEDOH
5SCSI¥—47y NIDBEBSDAMNREINET,

FD=D, letc/istab 7 7 A IR EICHDTNNA RAEBRBITDEXIIAI vy —BESLUVUYM T —FS
DEFEVCEET S sd & FHITDZIIEEFEFLL DAY EFHA, BoltTNAANTYI VY NEN, T—
YDEEIE T A EEMENHY T,

LHL. BRICE >TIMDOAANZZALIMFERAINZIZETEH sd ZOSENMVEBICRZGZEEHY X
317A4Zh$UI7 BREINDHBERE), TNk, Linux h—FILIET /A 2ICET B HhH—%
WAy E—ITsdB (BLUSCSIKAR, FyRIL, =Y b LUNY FI) 2EATZHT
-a—o
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52. 77 AN AT LAELCT/INA ZDHBIF
T774IY AT LDENFIEZ. 774V AT LBFICEAERMITONET, —A. T/85 ZADHEBIF
. MEB7OYy 77N\ A AT IFONET, BUIBRANL—VEEBAZITHICIE. TOEVWEIERET S
CENEETT,
7274 AT LDHEKBF
T7ANYRATFLDOHENFIX. 7O I FNA R EICERINTZHEED 7 74 IV AT LICEEMIT S
NEd, BUFIET7AINVATLO—EELTERMINET, 771V ATLERDT /NS ZIC
AE—LTH, 274NN RATLHEFIFEALCTY, 7z7ZL. mkfs2—F7 4 )T 14 —T74—<v b
TERELTTNA REEXIRZIDE, THNARAXTOEMEEAKXWVET,
T7AIINY AT LADHRNFICEENZEDIE, ROEHBYTT,

e —EFAIF (LUID)

e SN
FINA ZDFEBIF
TNAZRFBAIFIE. TAYITNAR(TARIPN=FT 142 aVRE)ICHAEMITONETT, mkfs
A—FTA4)FTA—TIT7A4A—TYINTBRELTTNAREEIRZILGE. TNNARET74IVLV AT
LITHBHINTWARWED, BEEZRELE T,
FINA ZADFBRFICEFNDIEDIE. ROEBY T,

e World Wide Identifier (WWID)

e /N—F 43> UUID

o VTFIIES
WAREIG

o RIBRY1—LRED—EDI7AILY AT AL, EHOTFNARIELN>TWVWET, Red

Hat &, /31 ZDBRNF TIERL 7 7MLV RTLOHBNFAFERALTCID I 74 IV AT
LICT O ERATRZEEWELET,

5.3./DEV/DISK/ IC#% % UDEV X h ZXLICL Y BB INET/NM R4

udev X A= X L, Linux DERTDY A TOT /A ZIFEAIN. ANL—U TS ZEIFITRE
INnFEtA, /devidisk/ 74 L7 M) —ICI FIFABHOKGENAGEBELRBLEST, AL —
T INA4 ADHE. Red Hat Enterprise Linux IC1d /devidisk/ 74 L7 MU —ICV YRy oYV %
EX T B udev L—ILHEENTWVWET, INICLY, ROBFETAMNL—YTNA RA%ESRBTEE
ER

o ZNL—=UFNRNAZ2QAVT VY
o —EEIF
o LT IES

udev DR ZREHIFKEHNREDTTN, VAT LZHEEEHL TELEFNICIIEREINGD WD, JRE
AREREDEHYET,

531774 AT LDFERF
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/dev/disk/by-uuid/ ® UUID &%
ZDTALIRMN)—=DIV M) —E, THAARIEHINTWZ AV TVY (DFYT—F)RDO —K
HBF (UUD)ICEYRMNL—=UTNA RESRIBZDIVR) v VZERBLET, UTICHZERLE
_a_o

I /dev/disk/by-uuid/3e6be9de-8139-11d1-9106-a43f08d823a6
RO AFEHETBIET, UUDAEBRLT lete/fstab 7 7 1 LD T /NNA A &SRB TEXE T,
I UUID=3e6be9de-8139-11d1-9106-a43f08d823a6

T77ANY AT L%ZFRT 2BRICUUD BMZRETEET, BRTEEIZIEHTEEY,
/dev/disk/by-label/ DS ~X)LEM
ZDTALIRMN)—=DIV M) —E, THAARIEHINTWZ AV TVY (DFYT—F)RD IR
WIZEY, AMNL=—ITFNAREBRITZIVR) v IV RERHBLET,

UFICHZERLEYS,

I /dev/disk/by-label/Boot

ROBXEFATZIET, INIVEFEALT lete/fstab 7 7 1 LD T /N4 REBRTE X,
I LABEL=Boot

T7ANY AT LEERTBEZICINIVERZRETETY., oy BRTEEISHILHTEEY,

5.3.2. 7/ Z D AIF

/dev/disk/by-id/ ® WWID &4

World Wide Identifier (WWID) I&7k#EHI T, SCSIFRIBICE Y TRTDSCSI TNA ADBEET D VR
TAIKELABWHERF T, FAML—U TN 2O WWID BRI FIF—E & A2 I ENMRIEI N,
TINAZADT IV ERFERINZRRAIEKELEF A, TOFBNFIETNA RO TONRT 1 =TT,
TNRAZDQAVTVY (DFEYT =) ICEEMINEZE A,

Z DFBIFIE. SCSIInquiry ZF41T L T Device Identification Vital Product Data (0x83 R—) 7= I&
Unit Serial Number (0x80 R—) ZEUS T2 Z L ICL U ERTEET,

Red Hat Enterprise Linux Tl&, WWID R—ZD T /N ZEMNL, TDY R T LDIRED /devisd &~
DELWITYEYJZEBNICHFTLET, TXM INDONRIDNEELEY., BIOY AT LNLEZEDT
WA ZANDT IV EADH 2125 EBICE. PV r—2avidT 1 R0 LOF—4%S8RIC /dev/disk/by-
id #ATEEY,

FIsAWWIDY vy VS

WWID>YERYy oYy FEKEAILR T /XM R e
/dev/disk/by-id/scsi- /dev/sda ~R— 0x83 D AIF
3600508b400105e210000900000490000 ERDOTINA R
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WWID>VKRYy oYy IR T /M R

/dev/disk/by-id/scsi- /dev/sdb ~R— 0x80 DFHFIF
SSEAGATE_ST373453LW_3HW1RHM6 ERDOTINA R
/dev/disk/by-id/ata- /dev/sdc3 TARYN—=FT 1423
SAMSUNG_MZNLN256HMHQ- v

000L7_S2WDNX0J336519-part3

VAT ALICEYREIN D KEMNRZEIDIEFNIC, udev L—IL&EFHA L THE QKK L GE %%
L. ANL=YDWWIDICT Y TT22EETEXZET,

/dev/disk/by-partuuid ®/X—7F 1 > 3 >~ UUID B
/X—F 4> 3> UUID (PARTUUID) B, GPT S—F 1423 vF—TIICL YRHEIh TN S /S—
T4avEHNLET,

FIs2/8—F4>avuUuUIDDYYEVY

PARTUUID > YK Yy oYy IR T /N R
/dev/disk/by-partuuid/4cd1448a-01 /dev/sda1
/dev/disk/by-partuuid/4cd1448a-02 /dev/sda2
/dev/disk/by-partuuid/4cd1448a-03 /dev/sda3

/dev/disk/by-path/ D/S 2 EMH
ZOEMEIE. TNAZADT IV ERIFERINDE N—KRITFRRABZARNL—IFNA 2%BHBT 2
SURILBERHBLET,
N—=RDTF7NRZ(PCIID, =%y hR—F, LUNBSRE)D—EHEEIND &, ARABMHICK
BMLET, DD, "ABHEREREICRITES, L. RABHEUTOWThAIDYF ) 4T
BICIIBET,

o RTEBEIMADFEDT ARV ERETIVENHYET,

o BEDBFRICHDTARIICANL—SH—EREAVRAMN—ILTBFETT,

5.4. DM MULTIPATH % {3 L 7= WORLD WIDE IDENTIFIER

Device Mapper (DM) Multipath %% L T. World Wide Identifier (WWID) & FEXK TR T /N1 &%
RyEVYITEET,

VAT LIS TINA ANDNADERH %355, DM Multipath ldZh ERE T 272D WWID % §
LEd. D%, DM Multipath & /dev/imapper/wwid 71 L & k1) — (5l
/dev/mapper/3600508b400105df70000e00000ac0000) (ZE— D "&l7 /N1 X" AR~ L E T,
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< 2 K multipath -1 (&, JEXKEHGFHBNFADT Y EY TEZRLET,
e Host:Channel:Target:LUN
e /dev/sd &

® major:minor &

BIS.3 VILF/IRAFZECOWWIDYYEV S

multipath -1 2~ >~ KD H 41

3600508b400105df70000e00000ac0000 dm-2 vendor,product
[size=20G][features=1 queue_if_no_path][hwhandler=0][rw]
\_ round-robin 0 [prio=0][active]

\_5:0:1:1 sdc 8:32 [active][undef]

\ 6:0:1:1 sdg 8:96 [active][undef]

\__round-robin 0 [prio=0][enabled]

\_5:0:0:1 sdb 8:16 [active][undef]

\ 6:0:0:1 sdf 8:80 [active][undef]

DM Multipath I&. & WWID R—ZDFT/NA ZEH S, Y AT ALTHIET % /devisd ZE~D@EH A< v
EY/=E8MICHELEFT, TNODERIE. NANZTELTEERL. BOYRATFLANLTFT/INA R
ISV ERTHRBRIC—EMEREREFLET,

DM Multipath @ user_friendly_names g% /M9 % &. WWID (& /dev/mapper/mpathN 2 D
ISRy TEINET, 774 KT, 2D v EY JIE letc/multipath/bindings 7 7 1 JLICREFX
nNTWEd, Tho5O mpathN &l ZOT7 71 LD INTWSBRY KGN T,

BF

user_friendly_names = #9535 5E. VT RAY—AT—EBLALARAZIET 5D
IEIMDOFIENBETT,

5.5.UDEV T /31 R &R D&
udev S ZRAIDHIHWD—ZRITRD EHY T,

e udev ARV MIXLTudevI/L—ILANIEINDEEIC, udev X HZXALIIIRAMNL—IFN
A REVIT) —F BHEEICIKTFE T DAREELRHZDH, VT —DETREFICTNNIRICT I
ATERWIEMELrHY ET, IhiE, 774 /8—F ¥ X)L, iSCSI. FIEFCoERA ML —Y
TINAREWDTe, TNRAZADY —N—=2 v =V ILRWGEICERET 2R EEI S ARY F
ER

o H—x)iFudev A RY NEWDTEXETHARMELNH B0, TS RICT IV EZATER
WSEIC /devidisk/by-*/ 1) > 7 D BIBRI N B2 Al REMED H Y F 7,

o udev A RV RHBERINTDARY MHWIBINZ ETIOEENELZHELHY FT (KE
DTNA AP REIN, 2 —HF—ZED udev Y —ERICLBET /N1 ADI—I)L=NIEBT B
DICHZDRREOEBLANNZIFERE), ThIZLY., A—RIDBFT /A R%=BRHLTH
5. /dev/disk/by-*/ DEZHIDFIATESLDICARZETIEEN,E L 2AREMLHY £T,
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o JL—ILICMEUHINS blkid 2 EDHAETO Y Z LICL > TTF /NS AHVEEERAE. thOEH
TTNARILT IV ERATERLRDAENHY £,
o /dev/disk/ D udev X H= XL TEEINETNA REIE. XTv—Y ) —ABTLEEINS
AR H 2D, VI DEFHRNMVEICRDGZENHY XS,
5.6. KR en BBIHED ) X MRE
FEKITA ML =2 TN 2D KGR LB EZHER T ET,

FIR
e UUDBMEINIVEMZ) A MRERTZICE, Isblkk 2—7 1 )71 —%ZFALET,

I $ Isblk --fs storage-device

UFICHZERLET,

NAME FSTYPE LABEL UUID MOUNTPOINT

$ Isblk --fs /dev/sda
sdal xfs Boot afa5d5e3-9050-48c3-acc1-bb30095f3dc4 /boot

‘ BI5.4 7 7A4ILY AT AD UUID & SRILDERR

e PARTUUID Bl% ) X MRRT ICIE. —-output +PARTUUID 7+ 7> 3 V% 18%E L T Isblk
A—T4 VT4 —%=FALET,

I $ Isblk --output +PARTUUID

UFICHZERLET,

NAME MAJ MIN RM SIZE RO TYPE MOUNTPOINT PARTUUID

$ Isblk --output +PARTUUID /dev/sdat
sda1l 0 512M 0 part /boot  4cd1448a-01

‘ $l5.5 /8—F 1 > 3 >~ D PARTUUID EDFR=R

e WWIDEM% R MRFRT BICIE. /devidisk/by-id/ 71« L2 Y —DYVRY w2V ID
H—=Ty NEfANET, UTICBlZERLET,

| BI5.6 S 25 AIEHBLR b L—S5751 2D WWID DER

/dev/disk/by-id/ata-QEMU_HARDDISK_QMO00001
symbolic link to ../../sda
/dev/disk/by-id/ata-QEMU_HARDDISK_QMO00001-part1
symbolic link to ../../sdaf

$ file /dev/disk/by-id/*
/dev/disk/by-id/ata-QEMU_HARDDISK_QMO00001-part2
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symbolic link to ../../sda2

/dev/disk/by-id/dm-name-rhel_rhel8-root

symbolic link to ../../dm-0

/dev/disk/by-id/dm-name-rhel_rhel8-swap

symbolic link to ../../dm-1

/dev/disk/by-id/dm-uuid-LVM-
QIWLEHtXGobeb5bewllUDivKOz50fkgFhPORMFsNyySVihgEI2cWWbR7M;jXJolD6g
symbolic link to ../../dm-1

/dev/disk/by-id/dm-uuid-LVM-
QIWLEHtXGobe5bewllUDivKOz50fkgFhXqH2M45hD2H9nAf2qfWSrIRLhzfMyOKd
symbolic link to ../../dm-0
/dev/disk/by-id/lvm-pv-uuid-atlr2Y-vuMo-ueoH-CpMG-4JuH-AhEF-wu4QQm
symbolic link to ../../sda2

5.7. kB EEDE R

T77AINYRATFLDUUD XS NILDKEN L HEBEMEALTETIZET,

pa )

udev BEEDZEREIFZ/NNv VTS0 RTiThbh, BEIIINZIGEELHY F
9, udevadm settle AT > NiE, EEINTLRICEHRINDZIITHFELET T, TDROH.
ZOHDAY Y RTHREICHLLWEMEAZELLFEATEEY,

LFoa~vy RTlE, RETWVWET,

® new-uuid %, FXEY % UUID (fl: 1cdfbc07-1c90-4984-b5ec-f61943f5ea50) ICE X #i 2 &
9, uuidgen AV RZFEHALTUUD Z4MTEE T,
e new-label Z. Z~JU (ffl: backup_data) ICE XX X7,
AR
¢ XFST77ANYARTLET YRV MNLTWS XFS 771NNV RATLDEBYAERT 515
Ao
FIR
¢ XFS77AINYRATALDUUD FLIESRIVEMZZET %ICIE. xfs_admin 2—F 1 Y
T4 —ZFERALET,
# xfs_admin -U new-uuid -L new-label storage-device
# udevadm settle
o ext4 T 7AIVV AT L, ext3T7AIVV AT L, ext2 774N AT LDUUID FlE oA~
IWEMAEZEET ZICIE, tune2fs 21—« V71 —%ERALEY,
# tune2fs -U new-uuid -L new-label storage-device
# udevadm settle
e 27y RYa—LDUUD FLFESRIVEEEZEET 5ICIE. swaplabel 2—7 1 ) 7 1 —

ZERALEY,
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# swaplabel --uuid new-uuid --label new-label swap-device
# udevadm settle
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F6Z NVDIMM ks XA EY —XA ML —Y DEA

o R 7 ITHEEE L 72 NVDIMM (Non-Volatile Dual In-line Memory Modules) 7/84 R EICH B I FIF
BRYLATDRAMNL—YVOBEMES L VERBEITI I ENTEET,

NVDIMM R b L —¥|C Red Hat Enterprise Linux 8 &4 ~ X h—IL ¥ 3 &E. NVDIMM 7 /34 2D
AVAM=IL &ESRBLTLEIY,

6.1.NVDIMM kg X € —FT v/ OY—

Non-Volatile Dual In-line Memory Modules (NVDIMM) ki X €YU —Ild. AL =20 S ZAXEY) —F
i pmem EEMIEN, XEV—EAML—VDAEDETY,

NVDIMM i, R ML —YDIRAMICMA., ET7 7 E2A LA 7YY —EEFMAL DRAM DL HIE0E % £ B
LTWZ3d, NVDIMM %2 AT 2 ZDMOF SIRDEEY T,

e NVDIMM R ML —=JEINA N7 RLRAIEEARETYT, 2FY, CPUA—RBLUVRMNT
EFERALTT Otlf%iToﬁ%®7D/9A ADA KL — /A@)OtZkM%f/

T A d—)bread() B L P write() DAEIZ. NVDIMM IZF A4 L2 hO—R&ZR M7 TOTZI Y
TJETINICERIGELTWET,

o NVDIMM D/ 7 4 —< Y AEMHIZ, 7oA LATFYY—HIEEICEWL DRAM ELITWE
¥, BE. MAHILSEHtTAEF/ T,

e NVDIMM ICIREINT=T—F L, KX T —CRABKIC. BRI A ZICHR>TEREINE
_a—o

o ALY KNFTIVERAMDAX) TV /AP —%FRHTZE, YRATLR=VUFv vy aaBHET
ICXEYY =Y TRANL=—IADT I r—oa Vv AaBEEEFTTIXET, ThICLY., BIOB
BT DRAM =L £ 9,

NVDIMM (&, SRDLSBI—RT—XATX Y vy hBHY FT,
T—IR=2R

NVDIMM TORA KL= T RALAT VY —DEBICLY., T—IXR=—AD/NNT =<V AHDE
ELZET,

=X EEE

BRLEEEIE, VA —LF vy aREETTIENTT, L&A T FAILY—N—(LEE
B, XEY)—RICT77ANAVToVYEREFEFHA, V73ATV MDD T—95ERKL HRAEXT
5t\%®?—&mA TJxrvviallFryiaIhizd, BRI, Frvdallld FEA
EDRY RF—49DEFNhFET, BRIFE. VATLEIREODRAN L -V TBEOERA%FEAT
IRELAHYET,

NVDIMM B9 2. 77V r—2a vy @ttt hcuwhid, BEFHEE 9+ —LF v v
VaAEMEBETEET, ZOBICE. R—YFrvyiaEEFhFERA. TTUF—Tavi, Kk
AE)—ICEET—Y5FvvialLET,

FEZAAF VYV

ZLDGE. T77ANY—NR—E T—IDNMAMDHEAT A TIREINDET, V5147V
PDEEZAAERZRH LT EA. NVDIMM 25 FLEER_AF vy 1 & LTERTZE. 77
AW —NR=—DNEZRAHBERETIEPBHATEDLDICAY, BENMDPRIBRYIT,

m

6.2.NVDIMM O 1 v 4 —1) —E v 7 L Uithis
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TEEUET1TIVAVISAVAEY—FEY 21—V (NVDIMM) /31 Rk, 4 V& —1) —THEEB~DY
W—FEHR—MLTWVET,

NVDIMM F/84 Rk, BEDY A1+ 3Iv Y RAM(DRAM) EELAETA vy —) =Tty MITIL—
TETEET, 19—V —Tty M, BEHEDDIMMICEABRAIDO LRV (RMNSA N BREE
BLTWET, 19— —=Tty M, V=V avEERIENET,

A=) —EVTICE, UTOFRHY T,
e NVDIMM &, A V4 =) =Tty MIERETRENT+—T VAP ALLET,

o (VH—Y—EVTIE. EHD/NIDNVDIMM TN, A2 KERRIET /NS RICHASDEX
_a—o

NVDIMM A v 4 —1) —Jty MME, AFLDBIOS F/HIEUEFI 77 —LD T 7 CHREINFT,
Red Hat Enterprise Linux I&. &4 4% —) =Tty M) =Y a3 v FNA 2&2EKRLET,

6.3. NVDIMM 47122

TEEUET1TIVA VIS4V AEY —FEY 2—I)L (NVDIMM) BB, SRIVEBEOHY A XIZIELT1D
DEDEZFIEEICHETEEY, ARIEEZFEHAT 5 &. sector. fsdax. devdax. raw 7 & DEZETZE
FBO7IEZAE—RICEDWT, IFIFRAETCTNIRAICTIVEATEEY, FMICOWT

&, NVDIMM 727 22— K #&8RBLTLEI W,

—E8D NVDIMM F/8 R &, FEDY) —T 3 Vv TOEHROLIMZEBICHGE L TWER A,

o HBFEWLDNVDIMM FTNA AN SRILICHIEL TWBIFEIF, ) —Ya v AaLrRBEIC ST
F9,

e NVDIMM F/NA ZABSARILICHIHE L TOWAWESIE, Y — 3 VICEFIZER A 1 DR8N T
XFEd, ZDHA. RedHatEnterprise Linux I&, ) —Ya Y 2&FICHIGT 2T 7 )0 b DO&HE]
EREEERLET,

6.4.NVDIMM 7 72X E— R

Non-Volatile Dual In-line Memory Modules (NVDIMM) ZEIZE A% E L T, ROVWTNHDE— R%fE
FATEZXY,

sector

AbL—CamE7Ov 2T NARELTRLEYS, TOE—RIE, NVDIMM R ML —Y A FERT
ZEIKEBINTVWARWVWLAY—T7FY 5 — 3%, Device Mapper 25U %24 1/0 R4 v
VEFERTZT TV r—>avIil&iaibEd,

O —FNARE, YVRATFLLEDFOMBOTOY I TNARERBUAETHERATEZXY, £2T
WER—=FT 123 T 7MY RATLEER L, V78D T7RADEY hO—E& LTEKRL
Y., dm-cache D¥ v+ v > aFN\A RE LTHEATEFT

ZDE—RDT/NA RIE, /devipmemNs & L TRIATEZF Y, BRIEEZEHR LS, VA MIh
TW3 blockdev [E% R L £ 7,

devdax £/ EF7 /XM R4 1L 2 b7 12X (DAX)

devdax # {9 % &. NVDIMM 7 /341 Z{&, Storage Networking Industry Association (SNIA)
Non-Volatile Memory (NVM) Programming Model t# CEtBAI N TWE L DI, BET7 /7R 70O
TSIV YR—KNLET, TOE—RTIE, JORA—RILDRAINL—VRYy U %ERLE
T, LEDN>T. FTRARATYNR=—RIAN—RBFEATETELEA,
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TINA ADAX IZ, DAX ¥+ S50 9—FNA R/ —REFEHLTNDIMM A AL —I D raw 7 ¥
E2AAERHBELET, CPUFTvYYaDT75yvaepfezvivieansaERL T, devdax 7
NAZADT =Y %ERTEET, HEDT—IR—ABLIPRET S VDN IR=NNA =L, &
DE—RDHAEEBONFT, devdax TN RICT 7AWV AT LAEERTZD I EIFXTITEHA,

ZDE—RFDFT/N1 XL /devidaxN.M & L CRIATE 9, ERiZBEAEERLEZS, VA MNINE
chardev (EZ#EEL £ 9,

fsdax X7 7MWV AT LTA LY M7 VX (DAX)

fsdax = {#fH9 % &. NVDIMM 7 /34 Z(E, Storage Networking Industry Association (SNIA) Non-
Volatile Memory (NVM) Programming Model A8k CTEEAI T W3 LD IS, BE7 /7R 7075
IUTEYR—MNLET, TDE—RTIE JOIFA—FRILDAML—YRY v I %LOET B0,
ZLDTNART Y IN=RFAN=DFEHTERIRY FT,
T7ANYRATLDAXTNRARICT 7AWV AT LEERTEET,

ZDE—RDT/NA RIE, /devipmemN & L TRIATEF Y, BRIEEZEHR LS, VA MIH
TW3 blockdev [E% R L £ 7,

BF

T77AINVRATFLADDAX T2 /05— 3570 /0Y—7LEa—& L TOMMEMHS
nNa7=®H,. RedHat TIENIHELTWEH A,

raw

DAX ICHIGE L TWARWXAEY =T 1 RV %&ZRLET, TOE— KT, BEIEBICVD L DD DFHIR
NhHd7d, FRIREITEHY XA,

ZDE—RDT/NA RIE, /devipmemN & L TRIATEZF Y, BRIEBZEHR LS, VA MIH
TW3 blockdev [EAfEEEL £,

6.5.NDCTL D1 VX h—Jb

ndetl 2—74 Y74 —%4A VA=V LT. FEREET2T7NVAVIA VAT —ETV 21—
(NVDIMM) TN R =R ES L VCBERTEFT,

Flia
e ndetl2—5714 V714 —%A>VAM=JLLXT,

I # yum install ndctl

66.70v 90 7T1N4AELTEET S NVDIMM LDt/ 5 —ZB1IZERDE
%

IBREMUET 2 TINAVISAVAEY—FEV2—I)L (NNDIMM) TXA R &IV —FE—RK (LAY—F—
REEMIENZFT) THRELT, REDTOYIR—ADAMN L=V HYR— TEET,

ROWTNIMICRY T,

o HFEDELAZERAZEI I —F— NIBRE
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o Rt I Y —RAMEEZFENR (FIRAURLRELNH 255
=55

o NVDIMM 7F/XA ZABY A7 LAICERINTW S,

1

6.6.1. BEf=D NVDIMM ZRIZEE DtV 94 —FE— KADBRTE

Non-Volatile Dual In-line Memory Modules (NVDIMM) &RIZEfE AtV 4 —E— NICBRELT. &&7
Ay FNARELTHERATEET,

Digk

==
[=]

ZHIEEZBRET 2 &, AAIEBAICLEICREINT -9 D HIBRI N E T,

AR

o ndetlZ2—F 4 )F4—DPAYVAM=ILINTWB, FHIE. ndctl DA VA =)L HBBLT
CIEIW,

FIa
. BFOZMERZERTLET,

# ndctl list --namespaces --idle

[

{
"dev":"namespace1.0",
"mode":"raw",
"size":34359738368,
"state":"disabled",
"numa_node":1

},
{

"dev":"namespace0.0",
"mode":"raw",

"size":34359738368,
"state":"disabled",
"numa_node":0

2. BRLUALEBAIZEEAZ V9 —E—RICBRELET,
I # ndctl create-namespace --force --reconfig=namespace-ID --mode=sector

#le.1t - ¥ —F— KT®D namespacel.0 DERE

I # ndctl create-namespace --force --reconfig=namespace1.0 --mode=sector
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"uuid":"2509949d-1dc4-4ee0-925a-4542b28aa616",
"sector_size":4096,

"dev“:"namespace1 .0",
"mode":"sector",
"size":"755.26 GiB (810.95 GB)",
"bIockdev":"pmem1 s"

BREIN-AFIEEIE. /devT 1LYV M) —DTFT /devipmemis 7 71 JLE L THIATE
%>J:’)de)§b7‘_o

VAT LALEDBFEOZMEBMABREINTVEIHNE DN ZHERLIT,

# ndctl list --namespace namespace1.0

[
{

"dev":"namespace1.0",

"mode":"sector",

"size":810954706944,
"uuid":"2509949d-1dc4-4ee0-925a-4542b28aa616",
"sector_size":4096,

"blockdev":"pmem1s"

BIER R

2 X7 Is £ ® ndctl-create-namespace(1) man XR—<

6.62. Y49 —F— KRTOH/=7 NVDIMM ZEIZEE D VERY

EEICHATERAR—2ZADVHZHE. @R 7OV ITNARAELTHERT ZLDIC, FERET2T
WA YSAVAE)—FET2—)L (NVDIMM) &RIEEEZ I 9 —F— RTERTE XY,

AR

FIR

ndetl 2—5F 4 )54 —DPAVAM=ILINTWB, FMIE. ndctl DA VA =L HBLT
IEIW,

NVDIMM /84 ZlE, V=2 3 VRICEBOZRIZEBZER T D/-DDIRIVEHR—KNLT
WEd, ZhiEk, kOO Y RAFERLCHEETEET,

# ndctl read-labels nmemO0 >/dev/null
read 1 nmem

ZNiE. 12D NVDIMM TS ZD SRV EGHFR > &5 RLTVWET, EL0DIFE.
FINA AN IR AEHR—NMNLTWAWZEEZKRLET,
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1. FIRAREREEAH DR T LD pmem ) —V 3 VDY R MNERTLET, UTOHIT
I&. regionl!)—> 3> & region0 ) —Y 3 VOBEEAIFEATEET,

# ndctl list --regions

[
{

"dev":"region1",
"size":2156073582592,
"align":16777216,
"available_size":2117418876928,
"max_available_extent":2117418876928,
"type":"pmem",
"iset_id":-9102197055295954944,
"badblock_count":1,
"persistence_domain":"memory_controller"

"dev":"regionQ",

"size":2156073582592,

"align":16777216,

"available size":2143188680704,
"max_available_extent":2143188680704,
"type":"pmem",
"iset_id":736272362787276936,

"badblock count":3,
"persistence_domain":"memory_controller"

2. FIFAFREARMEIHDOWT NI, 1 DU LEDEZRIEEZEIY B TET,

# ndctl create-namespace --mode=sector --region=regionN --size=namespace-size

"dev":"namespace0.1",

"mode":"sector",

"size":"35.96 GiB (38.62 GB)",
"uuid":"ff5a0a16-3495-4ce8-b86b-f0e3bd9d1817",
"sector_size":4096,

# ndctl create-namespace --mode=sector --region=region0 --size=36G
"blockdev":"pmem0.1s"

6.2 region0 IC 36 GiB 27 ¥ —DHZREIERB = ER T %
{
}

HLWRBIZRA /dev/ipmem0.1s & L TRIATE S LD ICAY F LT

i3
qEI-I'l

o HLWERZERNAEI I —E— FTHERINTWENEI N ZEHEL T,

I # ndctl list -RN -n namespace0.1
{
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"regions":[
{

"dev":"region0",
"size":2156073582592,
"align":16777216,
"available size":2104533975040,
"max_available_extent":2104533975040,
"type":"pmem",
"iset_id":736272362787276936,
"badblock_count":3,
"persistence_domain":"memory_controller",
"namespaces":[

{

"dev":"namespace0.1",

"mode":"sector",

"size":38615912448,
"uuid":"ff5a0a16-3495-4ce8-b86b-f0e3bd9d1817",
"sector_size":4096,

"blockdev":"pmem0.1s"

BIER R

o I 27 I E® ndctl-create-namespace(1) man XR—<

6.7.NVDIMM T®DOF /N4 X DAX ZEIZERE D IERK

VAT ALICERINTWS NVDIMM /X1 A% T /N4 ADAX E—RTERELT, 4LV N 7O &R
MEEA A XY SV —ANL =Y R—MNLET,

RDA T avERETLTLEIW,
o BIFDERZEM%ET/NM ADAX E— NICEBRET %,

o FATRARENHZIFEIE. FHLWT /A XD DAX LRIERZFHRT %,

6.71.TN\AADYFA LY N7V EZXE— KD NVDIMM

TIWNARIA LY NTOER(T/NAXADAX TH B devdax) l&, 7 7MY AT LDOASHRLT, 7
TVr—oa VR RAMNL—VILEET7 IV EATESZFREZRHELE T, 7/81 X DAX OF=IE. ndctl
A—F4)T4—D-alignF 7> aVvEFRALTEETE S, REINET7+—IL NONEZIRET
52&TY,

Intel 64 7—F TV F v —B LV AMDE4 7 —F TV F v+ —TlI, LLTFD T +—I)U NRIEICHER L TW
F9,

e 4KiB
e 2MiB

e 1GiB

47



Red Hat Enterprise Linux 8 A k L—IF /31 ADER

FINA ZADAX / — R, UTFOYRAFLAEVCHELICOARIGL TWET,
® open()
e close()

¢ mmap()

ndctl list --human --capabilities 1< > K% FEH L T, NVDIMM /X1 ZDHR— I TWET7 S
AAXAY NERTTEEY, &AL region0 7/31 ZIZDWTEHRRT ICIE. ndctl list --human --
capabilities -r region0 <Y~ R&FERAL T,

pa )

FTINAZADDAX A—R T —RIESNIARERERMEXE) —TO7 S5 I VT EFIVICEEN
5N TWBD, read () BL VP write () VAT LIA—LIEHR—FINTUVWEHE A,

6.7.2. BX7ZD NVDIMM &I/ % 7 /31 XA DAX E— NICHERE

BEORERMET 2 T7IVA Y F4 Y XE)—EY 2—)L (NVDIMM) ZRIZ[E % 7 /34 X DAX E— R
BERETEEY,

Digk

==
[=]

CHEREABRET B . SRR LRI RES Wi F— 8 HEIRE N E T

=S5

o ndetlZ2—F 4 )F4—DPAYVAM=ILINTWB, FHIE. ndctl DA V2 =)L ZHEBLT
IEIW,

FIg
L YRATLICHZERZERDO) A MERTLET,
# ndctl list --namespaces --idle

[

{
"dev":"namespace1.0",
"mode":"raw",
"size":34359738368,
"uuid":"ac951312-b312-4e76-9f15-6e00c8f2e6f4"
"state":"disabled",
"numa_node":1

|3

{

"dev":"namespace0.0",
"mode":"raw",
"size":38615912448,
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"uuid":"ff5a0a16-3495-4ce8-b86b-f0e3bd9d1817",
"state":"disabled",
“numa node":0

. BEIZEEZBRELEY,

# ndctl create-namespace --force --mode=devdax --reconfig=namespace-ID

6.3 ZRIZR % T /81 X DAX & L TH#%

RO Y RiE, DAX ICRBT 27 —4 X2 bL—YAIC namespace0.1 B EL 9,
FRV—=FTA VIV RATLN—EIC2MBR—=ITI74+—ILbINBLIIC. 2MB 7+ —
INDREICEDE THAEINET,

# ndctl create-namespace --force --mode=devdax --align=2M --reconfig=namespace0.1
{
"dev":"namespace0.1",
"mode":"devdax",
"map":"dev",
"size":"35.44 GiB (38.05 GB)",
"uuid":"426d6a52-df92-43d2-8cc7-046241d6d761",
"daxregion":{
"id":0,
"size":"35.44 GiB (38.05 GB)",
"align":2097152,
"devices":
{
"chardev":"dax0.1",
"size":"35.44 GiB (38.05 GB)",
"target_node":4,
"mode":"devdax"
}
]
2
"align":2097152

}

ZR1ZERE. /dev/dax0.1 /SR TRIATX X T,

VAT ALALEDBFEOZMEBMABREINTVEIHNE I N ZHER LI T,

# ndctl list --namespace namespace0.1

[
{

"dev":"namespace0.1",

"mode":"devdax”,

||map":lldev"’

"size":38048628736,
"uuid":"426d6a52-df92-43d2-8cc7-046241d6d761",
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"chardev":"dax0.1",
"align":2097152

}
]

BIER R

2 27 s £ ® ndctl-create-namespace(1) man XR—

6.7.3. 7/ A DAX E— R TO# L L NVDIMM & &Ei1ZE R DVERK

)= aVICEERENH BIHHIE. Non-Volatile Dual In-line Memory Modules (NVDIMM) 7 /34 X |C
HLWT/NA X DAX ZRIZBZFRTEEY,

AR

FIR

50

o ndetlZ2—F 4 )F4—DPAYVAM=ILINTWSB, FMIE. ndctl DA V2 h—JL HBBLT

IEIW,
NVDIMM /84 Rk, ) =2 a3 VRICEBDZRIEE 2K T 270D R)LEFR—KNLT
WEd, Thik, ROOYY RAFERLTHEETEZT,

# ndctl read-labels nmemO0 >/dev/null
read 1 nmem

ZNiE. 12D NVDIMM TS ZD SRV EHHFR > &5 RLTVWET, EL0DIFE.
TFTINA ARV EYR—KMLTWAWZ EEEKRLET,

1. FIRAREREEAH DR TLO pmem ) —Y 3 VDY R MNERTLET, UTOHIT

i&. region1 ) —> 3> & region0 ) —Y 3 VOEEAIFEATEET,

# ndctl list --regions

[
{

"dev":"region1",
"size":2156073582592,
"align":16777216,
"available_size":2117418876928,
"max_available_extent":2117418876928,
"type":"pmem",
"iset_id":-9102197055295954944,
"badblock_count":1,
"persistence_domain":"memory_controller"

"dev":"regionQ",

"size":2156073582592,
"align":16777216,

"available size":2143188680704,
"max_available extent":2143188680704,
"type":"pmem",
"iset_id":736272362787276936,
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"badblock_count":3,
"persistence_domain":"memory_controller"
}
]

2. FIFAFREARSEIHDOWT IS, 1 DU LEDEZRIZEEZEIY B TET,

I # ndctl create-namespace --mode=devdax --region=regionN --size=namespace-size

6.4 — a y~DEAEZEBDIERK

RDAT Y RIE, regionO IZ 36-GiB DT /31 X DAX ZRIZBZEHR L F T, AL —
TAVIVRATLADN—EBIL2MBR=YTI74+—=ILrEINBLIIT, 2MIB 7+ —JL hDHI
EBILEHETHRABINET,

# ndctl create-namespace --mode=devdax --region=region0 --align=2M --size=36G
{
"dev":"namespace0.2",
"mode":"devdax",
"map":"dev",
"size":"35.44 GiB (38.05 GB)",
"uuid":"89d13f41-bebc-425b-9ec7-1e2a239b5303",
"daxregion":{
"id":0,
"size":"35.44 GiB (38.05 GB)",
"align":2097152,
"devices":
{
"chardev":"dax0.2",
"size":"35.44 GiB (38.05 GB)",
"target_node":4,
"mode":"devdax"

}

]
b
"align":2097152
}

ZEIZE[E I /devidax0.2 & LTHIETE B LD ICRY F LT

i
EI-I;

o HLWHARIZEENT/NA ZDAX E— RTEHRINAEDI D EERLE T,

# ndctl list -RN -n namespace0.2
{
"regions":[
{

"dev":"region0",
"size":2156073582592,
"align":16777216,
"available_size":2065879269376,
"max_available extent":2065879269376,
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"type":"pmem",
"iset_id":736272362787276936,
"badblock_count":3,
"persistence_domain":"memory_controller",
"namespaces":[
{

"dev":"namespace0.2",

"mode":"devdax”,

"map":"dev",

"size":38048628736,

"uuid":"89d13f41-bebc-425b-9ec7-1e2a239b5303",

"chardev":"dax0.2",

"align":2097152

BIER R

o 275 I E® ndctl-create-namespace(1) man XR—<

6.8.NVDIMM TD 7 7 4 LS A5 I DAX ZEITZERE D VERK

VAT ALICERGERINTWBENDIMM TNNA R E T 74NV AT LADAX E—RTERELT, 4L 27 b
T AMEEA A7 74NV RAT LAY R—NLET,

RDA T avaERELTLEIW,
o J7AINYRATLADDAX E— RNICEEEDOELBIEMABRET 5,

e HILWI 7MY RT LD DAX BEIZEREZEMT % (FIARBEAREELH 215E).

8%

T77AIVVRATFLADDAX TV /A9 — k52 /AY0—TLEa—ELTOHMREINS
7=%. RedHat Clx@iHLTWEH A,

681 77MINVATLDERET V7 ZAE— KD NVDIMM

NVDIMM FIRXA AN T 7AWV AT LTA LI NTOER (T 74102 A5 L DAX, fsdax) E— KT
BREINTWBEIEE, TOLICT77AINSRARTLEZERTEEZYS, COT77AIVVRTLDT7A4ILT
mmap() BEERITTZT7 TV r—>avid, AML—VILEET7IVEALET, Chick Y,
NVDIMM EDQ7AYSI VI ETIVICEET IV EATEE T,

ROFLW-odax > a VA RATESRLEDICRYF L, BDEICIHLCT, Z74ILBEENLT
BET7IVCADEFERIETEET,

-0 dax=inode

hiEk, 774NV ARATLDIYIY MEFICdax 7 7Y a Vv EIEELAWEESDT 74V N4 T 3
VTE, DA T avaERTEE. J7MIVICBET7S V2B ELT. dax E—RET7V 5+
TICTEDHNEIDAEFETETET, DEBEILGLT, BADT77AINICIDT ST ARETEE
£

52
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CDIZT%ETALIN)—ICEETEIELTE ZEDTA LI M) —HDTRTDT 7LD
BL7SV7TERINET, CDEMET S VL. xfs_io -¢ 'chattr +x' directory-name <Y > K& f&
FALTERETEET,

-0 dax=never

DA TavaEFRATEE, dax 757D inode E— RICEREINTWTH., dax E— RIZAR
LY FHA, TNhlE, inode TEDdaxBET7 S ITNERIN, TOTSITNEREINLET 7141
EEET7 IV EADNEMICASREWCEEEKRLET,

-0 dax=always

DA T aviEz, W -odax DEMEERIZETT, CDA TV avaEFRTIE, dxBETZ7SY
ICEBRARL, 274NV RATALAEDEED 7 7AW L TCEET7 V7 EAE—REEMIITEE
_a—o

Dig¥
Of

N

#BDY ) —RATIE, ~odax B R— I REA08EMEIHY ET, BE
IKICT. Y IC -o dax=always =R TEX Y, TOE—FTIE. TANRT
DI 7ANDEET IV ERAE—RICRZEEMELHY 7,

R=TJZEDAIT—HEYHT

ZDE—KRTIE. ¥RAFTLDRAM E7IZNVDIMM TNNA ZABAETR—I TEDAYT—H 5E|Y
WUTDINREAHYETT, COT—IBEDA—/N\—A~vy RiE, 4KBR—I T EIC64 /814 N T,

o NIWVWF/NA XTIE, BERL DRAMIZINEZDICHRRBA ==~y REFHYET,
& ZIE, 16 GB DERIRBDOR—IEEICHERDIE 256 MiB 7217 T9 ., NVDIMM F/8
A ZAIBENSLKTCEMTHBD, R—Y My F VI T7—41EiE% DRAM ICHKEINT S
ENHEREINET,

o FSNA KNUEDY A XD NVDIMM T/ ADIHFEIE. R—=I KNSvF VU ITTF—9EED
BB ER AT —DEDN Y AT LHND DRAM DEXBA LI HY £T,
NVDIMM D 1TiB I LT, R=IUEERL T TI6GBMURETY, L >T, 2DLD
BIGEITIE. NVDIMM BRICT — 9 BE2RET DI EMHREINET,

ZRIZERDORERIC-map F T2 aVvEFRALT. R=IYTEDAIT—HERET 25
FiEsRETEET,

o VRFALRAMIZEIY HBTBITIL, -~-map=mem 2FHL 7,

e NVDIMM IZEIY HTBITIE. —-map=dev = {FHAL X7,

6.8.2. 774 RFT s DAX E— RADEEFED NVDIMM ZBIZREADEHRTE

BEOTERET 2T7INAYFA VAT —FEY 2—)L (NVDIMM) ZRIZRE%Z 7 7 1 L R T Ls DAX
E-FICERETEET,

53
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Digk

==
[=]

ZHIEEZBRET 2 &, BAIEBICLEICREINT -9 D HIBRI N E T,

AR

e ndetlZ2—F 4 )F4—DPAYVAM=ILINTWB, FMIX. ndctl DA VA h—)L B8
IEIW,

EZRIN

FIE
L VAT ALICHDEEEBOYRAMNERRLET,

# ndctl list --namespaces --idle

[
{
"dev":"namespace1.0",
"mode":"raw",
"size":34359738368,
"uuid":"ac951312-b312-4e76-9f15-6e00c8f2e6f4"
"state":"disabled",
"numa_node":1

b

"dev":"namespace0.0",
"mode":"raw",
"size":38615912448,

"uuid":"ff5a0a16-3495-4ce8-b86b-f0e3bd9d1817",
"state":"disabled",

"numa_node":0

2. BEIZEEZBRELE Y,

# ndctl create-namespace --force --mode=fsdax --reconfig=hamespace-ID

$16.5 7 7 4 L A5 L DAX & L CORZRIZREDER
DAX ICXIST % 7 7 4 )L A5 LI namespace0.0 = FH T 221, kRoaAx > N&FEH

LET,
# ndctl create-namespace --force --mode=fsdax --reconfig=namespace0.0

{

"dev":"namespace0.0",
"mode":"fsdax",

llmapll :lldevll’

"size":"11.81 GiB (12.68 GB)",

"uuid":"f8153ee3-c52d-4c6e-bc1d-197f5be38483",
"sector_size":512,

LT
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"align":2097152,
"bIockdev":"pmemO"

HAIZEEI /devipmem0 XA THIATES LD ICRY X L,

o JRATLALEDEFEDEAMEBMABREINTVENE D MR L T,

# ndctl list --namespace namespace0.0

[
{

"dev":"namespace0.0",

"mode":"fsdax",

"map":"dev",

"size":12681478144,
"uuid":"f8153ee3-c52d-4c6e-bc1d-197f5be38483",
"sector_size":512,

"align":2097152,

"blockdev":"pmem0"

BIER R

o 27 I E® ndctl-create-namespace(1) man XR—<

6.83. 7714 AT L DAX E— RTH L UL NVDIMM ZR1Z2E DERK

)= avICEBERENH BIHHIE. Non-Volatile Dual In-line Memory Modules (NVDIMM) 7 /34 X |C
HLWI 7MY 2T L DAX BRIZEZERTEET,

Gl s
o ndetlZ2—F 4 )F4—DPAYVAM=ILINTWB, FHIE. ndctl DA VA =L HBBLT
IEEIW,

o NVDIMM F/8A RlF, V=Y 3 VRICEBOZRIZEBZERT 2/-DDRILVAEHR—KNLT
WEzd, Thik, kOO Y RAFEBLCHEETEET,

# ndctl read-labels nmemO0 >/dev/null
read 1 nmem

ZNiE. 12D NVDIMM TS ZD SRV EGHAR > &5 RLTVWET, EHN0DIFE.
FINA AR AEFR—MNLTWARWZEAEZKRLET,

FIR

1. FIRAREREEAH DR T LD pmem ) —V 3 VDY R MNERTLET, UTOHIT
i&. regionl!)—> 3> & region0 ) —Y 3 VOBEEAIFEATEET,
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2. FIFARREARMEIHDOWT IS, 1 DU LEDEZRIEEEZEIY B TET,

I
%

o HLWERIZREN 7 7AILY AT ALADAX E— RTHERINIEZENE I AERELET,

# ndctl list --regions

[

# ndctl create-namespace --mode=fsdax --region=regionN --size=hamespace-size

{
"dev":"region1",
"size":2156073582592,
"align":16777216,
"available_size":2117418876928,
"max_available extent":2117418876928,
"type":"pmem",
"iset_id":-9102197055295954944,
"badblock_count":1,
"persistence_domain":"memory_controller"

"dev":"regionQ",

"size":2156073582592,

"align":16777216,
"available_size":2143188680704,
"max_available_extent":2143188680704,
"type":"pmem",
"iset_id":736272362787276936,
"badblock_count":3,
"persistence_domain":"memory_controller"

Ble.6 ) — a3 Y ~DZRMZERE DR

RDAT Y RIE, region0 T36GB DT 7ML AT L DAX BEIZREZER L F T,

# ndctl create-namespace --mode=fsdax --region=region0 --size=36G

"dev":"namespace0.3",
"mode":"fsdax",

llmapll :lldevll’

"size":"35.44 GiB (38.05 GB)",

"sector_size":512,
"align":2097152,
"blockdev":"pmem0.3"

{
}

BIZEfE L /devipmem0.3 & L THIATE S LD ICRY F L,

I # ndctl list -RN -n namespace0.3

56
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{
"regions":[
{
"dev":"region0",
"size":2156073582592,
"align":16777216,
"available_size":2027224563712,
"max_available_extent":2027224563712,
"type":"pmem",
"iset_id":736272362787276936,
"badblock_count":3,
"persistence_domain":"memory_controller",
"namespaces":[
{
"dev":"namespace0.3",
"mode":"fsdax",
"map":"dev",
"size":38048628736,
"uuid":"99e77865-42eb-4b82-9db6-c6bcOb3959¢c2",
"sector_size":512,
"align":2097152,
"blockdev":"pmem0.3"

BIER R

o 275 I E®D ndctl-create-namespace(1) man XR—

68.4. 77 AIVV AT LADAX TFINA ATDIT 7 AN AT LDVERK

T7AWVRATLADAXTNA R LWL T 7AWV RTLEER L. Z77AINVDATLEIVY NTEFE
To 774NV RATLEER LK. 7SV 5— 3 VidkiEX €Y —%FH L T mount-point 7 1
LOMN)—=IZT77ANEERL. 2740 %ZHE, mmapiFzERALTEE7 IV EATES LD IC
7740V ETY TTEEY,

Red Hat Enterprise Linux8 Tl&, 72 /AOY—7FLEa21—& LT, XFSELWext4d 77 1INV AT A
DEHF% NVDIMM ICTE X T,

FIR

L 723V 774V RATFLADAX TFNARLEICNR—F 4o avaERLET., 54
l&, parted ZEARAL/NN—FT 14> a3 VOER #8BLTLEIL,
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BIER R

o 27 L E®D mkfs.xfs(8) man R—

R

fsdax 7/ RICIN—=F 1 a3 VEERT 3EE. N\—T 142 avViER—=—IDIE
FICAET INELFHYET, Intel64 7—FF IV Fv—B LV AMD6E4 7 —F
TIOFv—TlE, "—=FT 142 aVORKERTICREAKBDT 4 AV Mk
BETYd, 2MBMNMBEREIND T4 AV NTT,

parted Y — L&, T 7 A M TIEIMBODERICNN—FT123avaE32F
To MADNN—=FT 4> 3 VIlIE. N—=F 4> 3 VORBESE LT2MB %28E
LET, X—F 1423 vDH A XD 2MBOREHRTHBHBEIF. BOTRTOD
N—=F42avEERZALNET,

 NN—F 42 aVERIENVDIMM T/NA RITXFS Fld extd 77 A IV AT LBERLET,

I # mkfs.xfs -d su=2m,sw=1 fsdax-partition-or-device

pa )

dax W7 7 4L & reflinked 7 74L&, 774 IV RTALALETHETES L
Y F LTz, L, B2D7 74 ILD%BE. dax & reflink IZFBE (T HEft
MTd,

XFS DIZE. dax ¥V Y hA TV a v EEHENRWED, HEIE—F V54
hDTFT—=FTVRTY MEEMILEY, T KEER—IDYYEYTDH
BEMEEODIEHIC. ANTATIZY NERARSA TREHRELTLEI W,

I TFPANY AT LETYYNLET,

I # mount f_sdax-partition-or-device mount-point_

BEET7IEAE—REEMITE2LDICdax A TV avaFRALTI7AINSRATLEITY
NI ZREIEIHY FEA, YOYMFICdax ATV avaEEELARWEE., 7714V R T A
I& dax=inode E— RICRY E T, BET7IERAE—RET7I 574 TICT BRI, 771K
dax A 7> avaZRELET,

T77A4IVRATLADEET VXA E— KD NVDIMM

6.9.S.MAAR.T. 2 L 7= NVDIMM EEEM (~NJLR) DER

—EHOFREBREUET 2TIAVSA VAT —FY 2—IL (NVDIMM) F/81 R, NLRIERERET
2HODEITE=ZFYVY. D, LR—FF72 /05— (SMART)A VY —T x4 RA%&HR—F

LTWET,

58

NVDIMM EEEM % EHMICER LT, T—9DEKLEHETET, SMART. 5 NVDIMM
TIWNAZDANIVARAT—H RICEAT 2B, E L 2B &, Detecting and replacing a
broken NVDIMM device MERBAICHE> TR LE T,
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o FFLaV—WOYRAFLTIE, ROATY R&MHEE LT acpi_ipmi KSA /"—%&7v 7O—
FL. NVRBHRZREBLET,

I # modprobe acpi_ipmi

FIR

o NILRABRICTIVEALET,

BIER R

# ndctl list --dimms --health

[
{

"dev":"nmem1",

"id":"8089-a2-1834-00001f13",

"handle":17,

"phys_id":32,

"security":"disabled",

"health"{
"health_state":"ok",
"temperature_celsius":36.0,
"controller_temperature_celsius":37.0,
"spares_percentage":100,
"alarm_temperature":false,
"alarm_controller_temperature":false,
"alarm_spares":false,

"alarm_enabled_media_temperature":true,

"temperature_threshold":82.0,

"alarm_enabled_ctrl_temperature":true,
"controller_temperature_threshold":98.0,

"alarm_enabled_spares":true,
"spares_threshold":50,
"shutdown_state":"clean",
"shutdown_count":4

e 25 ALt® ndetl-list(1) man R—

6.10. & L 7= NVDIMM /N4 Z DI H & 338

TEEUET1TIVAVIAVAEY—FEVa2—I)L (NNDIMM) ICEAETEIS— A v E2—INVRT A
AJFRIESMART. ICE > THREINTWBIHFEIE. NVDIMM T/31 R IFEENFEE L TWSAHE

MRHY XY, TDHFEIF. UT2T58ENHYIT,

1. NVDIMM TN AR TS5 —LTWBZ 5K

2. ZTICHEMINTWB T =95y o7y S
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3. TN R YIBRYIC R

FIa
L BRAETNARERELET,

# ndctl list --dimms --regions --health
{
"dimms"[
{
"dev":"nmem1",
"id":"8089-a2-1834-00001f13",
"handle":17,
"phys_id":32,
"security":"disabled",
"health":{
"health_state":"ok",
"temperature_celsius":35.0,
[...]
}
[--.]
}

2. B8 L7 NVDIMM @ phys_id B2 RDIF £,
I # ndctl list --dimms --human

AR DB T, nmemO0 AHEIE L 7= NVDIMM IC72Y £ 9,
MEEELET,

$16.7 NVDIMMs M phys_id Bt
LIFof Tk, phys_id i& 0x10 T,

"handle":"0x120",
"phys_id":"0Ox1c"

"dev":"nmem0Q",

I E.9.9.9.0.0.0.9.9.9.0.0.0.9.9.9.0.0.48
"handle":"0x20",

"phys_id":"0x10",
"flag_failed_flush":true,

# ndctl list --dimms --human
[
{
"dev":"nmem1",
"id" ;" XXX =X -XXXX - XXX X,
|3
{
"flag_smart_event":true
}
]
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3. BNANVW DIMM DX EY—X0OY hZ=RDIFET,

I # dmidecode

HAICH W T, Handle #3IF A, BKIEB L7 NVDIMM @ phys_id B & —BH3 3TV b —%
B L X9, Locator 74 —JLKIE, BIEL/ZNVDIMM AEARTZAEY —X0OY hOD—E%

6.8 NVDIMM XEY—Z2Ay MY RFT14 Y
LLTFOFITIE. nmem0 /34 2 0x0010 DFBIFIC—F L. DIMM-XXX-YYYY X E!) —

20y M=FRLET,

# dmidecode

Handle 0x0010, DMI type 17, 40 bytes
Memory Device

Array Handle: 0x0004

Error Information Handle: Not Provided

Total Width: 72 bits

Data Width: 64 bits

Size: 125 GB

Form Factor: DIMM

Set: 1

Locator: DIMM-XXX-YYYY

Bank Locator: BankO

Type: Other

Type Detail: Non-Volatile Registered (Buffered)

4. NVDIMM LD EZBIZEREICH D LT —Y DNy I 7w THEEMLZFT, NVDIMM & XH#F B8]
ICTF—9 DNy 7y THEERLEBEVNE, AT LDS NVDIMM ZHIBR L& ZICT—9 DMk
hHhhEFd,

Digk

==
[=]

BT, NVDIMM D'RLEICIKIBT 5 &, Ny I Ty THhKBTEZErHY

i—d_o

ZN %R <ICIE. Monitoring NVDIMM health using SMAR.T. TiREAI 1
TW3EDIC, SMART. Z#FA L TNVDIMM 57/84 R % EHIRVICEER
L. #fEL 7= NVDIMM %189 DEIICR#EL T,

5. NVDIMM O & aiEE A —&EX~LE T,

I # ndctl list --namespaces --dimm=DIMM-ID-number
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f516.9 NVDIMM HZHIZED Y R b FRR

LTFOFITIE. nmem0 7/34 ZITIE, /Ny 27y THRELZFIZEED namespace0.0 &
namespace0.2 'S ENE T,

# ndctl list --namespaces --dimm=0

[
{

"dev":"namespace0.2",

"mode":"sector",

"size":67042312192,

NI 9.0.9.9.0.0.0.00.0.9.0.90.9.90.0.90.0.09909.9.90000.004H
"raw_uuid":"XXXXXXXX-XXXX-XXXX-X XXX -X XXX XX XXX XXX,
"sector_size":4096,

"blockdev":"pmem0.2s",

"numa_node":0

"dev":"namespace0.0",

"mode":"sector",

"size":67042312192,

NI 9.0.9.9.0.0.0.00.0.9.0.90.9.9.0.900.049909.9.90000004H
"raw_uuid":" XXXXXXXX XXX X -XXXXK - XXX -XXXXXXXXXXXX",
"sector_size":4096,

"blockdev":"pmem0s",

"numa_node":0

6. 1B L 7= NVDIMM A 4IBRICTH L £ 9,

BEE R

o 27 L E® ndctl-list(1) # & Uf dmidecode(8) man R—
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B7ERERTOY 7 OWBE

BIEZEREATOY I DIKRE
WEREICRISTZ270Y 771 ATHEREEZRTTEN. TORT V21— )L ERETEFET, 7
Oy VWERETIE. SOV RMNINET 7MLV RATAICE > THERINABLS 2T 74V AT A
JOv v %, BERERZAMNL—VIUEELEY, 70y VBEREICELY., SSDIFAR—=YIL S
YavI—FUAERBELLTE, YooY a v IIhiEANL—JICKkEROYE IO Y 7 5 EBF
BdaLDIBRMTEEY,

2

o J7ANIRATLDOEBEARZTOY VTN R, MEBEIAERREICHEL TVWIHEN
HYFEY,
/sys/block/<device>/queue/discard_max_bytes 7 7 1 JLDEMNE O TIEARWGEIE., YEN
BEREEYR—MINFT,
71.70Y VBERIEODS AT
UTFD&E %, SFIFXRAECHERFEETTEET,

Ny FHEE

hiE, I —HY—ICL>THRMICKNYH—Th, BRLEZZ7 7ML AT LROKREROZ7OY
DI RTHELET,

*TUS54 UWE
hiE, YOV MEIEEIN, 22— —DONARLIZ) TZILIALTN)H—3InZEzd, #V5
A4 UHEEREIL. used B 5 free REICHKRITHO IOV I DA ERELE T,

JEHAR 7 B 3
systemd % —E XA EHAMICEKITT /Ny FERETT,

FTRTCDIA T XFST 7AW AT LB LY extd 77 MV AT LTHR—MINET,

HESEETR
RedHat i&, Ny FWRITIIAMHRELERT LI EHRLET,

LLTDBEBICDIH V54 VIBEAFALTLEIL,
o VU2AFLDT— O—RTNY FRENLEITTIRWVIES

o NI A—IVRMFILA Y F4 VIRERENVERIGE

7.2.NyF70Ov VIBEDET

Ny F7Oy IVBERFAEFTLT Y9V RNINAET 7MLV RATLAORER IOV I EBETSZZ
ENTEET,

Gl s
o JFAINVATLANTY IV RINhTWES,
o Jr7AIINVRATLDEMRERZTOY I TNA ADYPEBEMRIETREICHE L TWS,

FIE
o fstrimi1—71 )74 —%FRALZET,
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o BRRLEIZF7Z7AINIATLATOAWEZRERTITSICIE, ROOAT REFALET,

I # fstrim mount-point

0 YIOVKRNINTWBRITRTDI7AINVATALATHEEAEITTSICIE, ROOATY REFE
BLEY,

I # fstrim --all

fstrim <Y Y RELUTOWTFNHNTEITL TWDBIHEIL,
o TEBEITHIGEL TWARWT/NA R

o BWHDTNAADLEBRIN, TDT/NA AD 1 DHEEREICHIGE L TWAWRET/N( R
(LVM % 7= 1% MD)

RDAY Z—IDNRRINET,
# fstrim /mnt/non_discard

fstrim: /mnt/non_discard: the discard operation is not supported

BIER R

o Y25 AL fstrim(8) man R—

73. 475470y VBEOEME
oS4 vT7ay VBEREAETLT, YR—MLTWBITRTDITI7AMILY AT LATKRERADT
Oy o aBEMICIRETEZET,
FIE
o YUV KNEDAYTA VIBREEAMICLET,

o V7AINVARATFLEFEITYY Y NTBICIE, -odiscard ¥ Y AT avaEMLE
_a—o

I # mount -o discard device mount-point

o FJ7AINYARATLEKXKEGNICY Y NTBICIE, lete/fistab 7 7 A ILDY IV RT VY K1) —
ICdiscard A > avEEMLET,

BIER R

e 27 I E® mount(8) & &£ U fstab(5) man R—

7.4.STORAGERHEL Y 257 LAO0—J/LAFRALTCAVYSA Y 7Oy VBRESH
MZT B
FUSAVIAYIWEBEA T avEFRTEE XFST 7MLV RTLEIYD Y ML, RERDT
Oy o %E8MICEETCEZT,
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B7ERERTOY 7 OWBE

AR
o OvhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTER1—H¥—¢Lcarybo—)b/—Kicasq4rvLTw
%,

o BIENR/)—RKADOEMICERTEZT7HIY M, TD/—RIINT 5 sudo HERENH 5,

¥
1. ROWB%EEL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {ER L % ¢,

- name: Manage local storage
hosts: managed-node-01.example.com
tasks:
- name: Enable online block discard
ansible.builtin.include_role:
name: redhat.rhel_system_roles.storage
vars:
storage_volumes:
- name: barefs
type: disk
disks:
- sdb
fs_type: xfs
mount_point: /mnt/data
mount_options: discard

Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 L 2SR L T £X
L,

2. Playbook O#XAMEEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

CDAX Y NIIBXERIETZLETTHY ., BNEDPRBEYNLERENSRETZEDTIEAN
CEITEFERLTLEIWY,

3. Playbook #Z2fTL £ 9,

I $ ansible-playbook ~/playbook.ymi

o FUSAVTAVIBEA T avINEBIMICKE>TWAZEEFERELET,

# ansible managed-node-01.example.com -m command -a 'findmnt /mnt/data’

BIER R

e /usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 )L

65


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html/automating_system_administration_by_using_rhel_system_roles/assembly_preparing-a-control-node-and-managed-nodes-to-use-rhel-system-roles_automating-system-administration-by-using-rhel-system-roles

Red Hat Enterprise Linux 8 A k L—IF /31 ADER

e /usr/share/doc/rhel-system-roles/storage/ 71 L 7 h ') —

7.5. EHMA T Oy VHEDOEME
systemd 9/ Y—%2EBMILT. YR—FLTWVWBIRTDI 7MLV RATALATKRER7TOY V% E
HMICIRETEE T,
=2
o systemd ¥ 1 Y—%2FBMLTEHLET,

# systemctl enable --now fstrim.timer
Created symlink /etc/systemd/system/timers.target.wants/fstrim.timer —
/usr/lib/systemd/system/fstrim.timer.

R
© S1Y—DRF—HRERBLET.

# systemctl status fstrim.timer
fstrim.timer - Discard unused blocks once a week
Loaded: loaded (/usr/lib/systemd/system/fstrim.timer; enabled; vendor preset: disabled)
Active: active (waiting) since Wed 2023-05-17 13:24:41 CEST; 3min 15s ago
Trigger: Mon 2023-05-22 01:20:46 CEST; 4 days left
Docs: man:fstrim

May 17 13:24:41 localhost.localdomain systemd[1]: Started Discard unused blocks once a
week.
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EB8EISCSI ¥ —4'y MDERE

FE8EISCSIY—4Ty NDEETE

Red Hat Enterprise Linux Tl&, A Y K449 —TJ7 x4 A& L Ctargetcli > z)LEZFEAL, KL
TOHRFEZITVWET,

e SCSIN—RKRDVITT7%ZFEATESLDICISCSI A ML —UEEREKEZEM. HIFR. FKR. BEHRL
i’a—o

o J7AI), RY)a—L, A—HILSCSITNA R, FLIF)VE—FRATFLANDRAM T4 RY
THRHIELTWBAO0—AILARNL—V Y)Y —2E5T 9 RAR—MLET,

targetcli 'V —JLICIE, #HAAAS THE. BEBTEYR—M A VF14 Y RFa Xy hREDY ) —
R=2ADLAT7IMHYFT,

8.1. TARGETCLI DA Y X b—JL

targetcli vV —J)L&AA4 VA M—JL LT, iSCSIR ML —YDHEBERZEBMN. BER. HIRLET,

FIR

1. targetcli ¥V —IL%ZA VA M—ILLZET,
I # yum install targetcli
2. 89—y b M—ERZEBLET,

I # systemctl start target

3. YVRTLDRBEIBFICY—T Y M —EZXDNEHTELIICEKRET SICIE, ROAT Y REET
L/i-a—o

I # systemctl enable target

4. T7AT704—ILD3I260R—M52FHEX, 77470 4+—IEREEBHRHAAHLET,

# firewall-cmd --permanent --add-port=3260/tcp
Success

# firewall-cmd --reload
Success

HREE
o targetcliL 177V haRKRLET,

# targetcli
/> 1s
O /et [...]
0- backstores.........coceeeviiienenns [...]
| o- block................. [Storage Objects: 0]
| o-fileio................ [Storage Objects: 0]
| O- PSCSi.cevveiiieinne [Storage Objects: 0]
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| o- ramdisk............... [Storage Objects: 0]
0- ISCSiciivieiiiiiieieiiieenn [Targets: O]
0- loopback.........c.cccuveennee. [Targets: O]

BIER R

o I 7 L ED targetcli(8) man R—

8.2.1SCSI ¥ —4 v b DIERK

iSCSI ¥ —4yw NE{ERT D&, V54TV MDISCSIA =T —9—HIHY—N—EDRAMNL—IFN
ARACTIVERATEBLIICRYES, Y=y hEAZVI—H—ICIREESEHE—EDHNEHIHY
i’a—o

FIE=S 0
e targetcliZf YR h—JLL T, ETLTWS, Fffllld. targetci 1 YA b—JL 2SR L TL
I,
FIg
1LISCSITALYMN)—ICRBEILET, cdIAY Y REFEALTISCSITA LY N —ICFHEIT S
ZEHETEEY,
I /> iscsi/

2. iSCSI# =4y NEERT BICIE. LFOWThHIDF T avaFERLET,
a. TI7AINNDI—Fy NEEFERLLISCSI Y —4 v MDERK:
/iscsi> create
Created target

ign.2003-01.org.linux-iscsi.hostname.x8664:sn.78b473f296ff
Created TPG1

b. RED&ZRIZMEA LK ISCSI¥—4% v b DIER:
/iscsi> create iqn.2006-04.com.example:444
Created target iqn.2006-04.com.example:444

Created TPG1
Here ign.2006-04.com.example:444 is target_ign_name

iqn.2006-04.com.example:444 %z, FHEDY—7 v MRICEZIWMAF T,

3. HEICEREI NS =7y e LET,

/iscsi> Is
(o T [T o7] IO [1 Target]
0- ign.2006-04.com.example:444................ [1 TPG]
0-tpgT .o, [enabled, auth]
0- ACIS.ceiiiiiiii e [0 ACL]
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EB8EISCSI ¥ —4'y MDERE

0-lUNS..iiiii e [0 LUN]
0- portals......ccccocveeerninnnn. [0 Portal]

BIER R

o I 7 L E®D targetcli(8) man R—

83.ISCSINNYy VRN

iSCSINYy IV RAMTIE, TVRAR—KLELUNDT—9%20—AILIIVILRETBZIFTIEARAEIC
WHELET, ANL=UF TV REFERLT, Xy PRANTHERTZ)Y—RE2EHELET,

BIEEL, LIO (Linux-10) A5 T 2UTDNY VXA NTTFNA ZDVWTNHO A RIRTEET,

fileio /Xy VX b7

A—ALNT 7AWV AT LEDBED 7 741V ET 4 R4 A=Y LTERT 3581L, fileio
ML= TV bMaERLET, fileio /Ny 2 X N7 OERKIL, fileio ANL—VF TV b
DIERR SR LTI,

block X 2 X b7

O—ALDTOvITFNRNAAELUORETNA REFHLTWSIBAICIE., 7Oy A NL—UF
Tz MAERLET, block /Xy 2 X N7 OERKIZ., 7O0v VAN L—UFTV 29 FDER
ESRBLTLEIL,

pscsiNvy VA M7
ZANL—=2FTV I MASCSI AT Y ROBENAZZIL—IIHIGL TWBIEEIE. pscsi A b L —

AT M EFEHRLET, pscsi/Ny U R NTOYERIE, pscsi AL —2FTI U bDIERK
ESRLTCEIY,

ramdisk /Xy 7 XA N7
—BM 7 RAM ST /8 R BERR T 3355513, ramdisk A NL—IF TV MEERL F
9, ramdisk /Ny 7 XA N T DERIZ. AE)—OE—DRAMTARIANL—UA TV MOE
R ESRBLTLEIWY,

BTG IR

o I TF L E®D targetcli(8) man R—

84.FILEIO A MNL—UH TV NDIERK

fileio A NL—F 72 2 M&, write_back F 723 write_thru B EOWIThhEHR—NTEXFE
¥, write_back 2ETlZ. O—ALT 7MY ATLF vy alBRRYET, chilsy,
T7A—RVANALELEFTH, T—FDEXDIVZIPEFYET,

write_thru I2{E A BE X5 7-HIC. write_back=false % {#f L T write_back #{EAEWNICT B &
DR INFET,

(1} =355
e targetcliZf VR h—JL LT, BTLTW3, Fffllld. targetci 1 YA b—JL SR L TL
2,
¥
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

1. backstores/ 71 L 27 ) —H 5 fileio/ ICRREIL T,

I /> backstores/fileio

2. fileio ANL—IYF TPV bEERLET,
/backstores/fileio> create file1 /tmp/disk1.img 200M write_back=false

Created fileio file1 with size 209715200

o EIN/fileio ANL—IF TV MR LET,

I /backstores/fileio> Is

BIER R

o I 7 L E®D targetcli(8) man R—

85.7AYVIVANL—=YF T T MDIERK

70Oy RSAN—%FRT &, /sysblock/ 74 L2 M) —IZHBTOY U FT/84 X% LIO (Linux-
IO) THEATEEY, INhiZiE, HDD, SSD, CD., DVD R EDYIEFT NS4 R, BLUPY 7Tz T7%
N=RI2TFTDRADRY 2—L4L, LVMARY 2 —LREDHKEBT/NM ANEENET,

([} =355
e targetcliZf YR h—JL LT, TLTW3, Fffllld. targetcli 1 YA b—JL SR L TL
ZE,
¥

1. backstores/ 71 L2 ') —H5 block/ ICFEIL £ T,
I /> backstores/block/
2. block /Xy VA N7 HEEKLFT,

/backstores/block> create name=block_backend dev=/dev/sdb

Generating a wwn serial.
Created block storage object block_backend using /dev/sdb.

o EIN7/=block ANL—UF T MNEERLET,
I /backstores/block> Is

BIER R
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SE8EISCSI ¥ — 7' v b DFKE
o I 7 L ED targetcli(8) man R—

86.PSCSIARRNL—UA T NOERK

SCSITIal—Y3avhiWwgs., HD /proc/scsi/scsi I Isscsi TRRIINBEBD SCSI 7/31 R
DEETZIHEHEICIE. SCSIOATY ROBERNNRAZAN—%2HR—KTBAMNL—IF TV MNThHN

i, ENTENYIZRRNTELTHRETEEY, LEAIE SASN—KRRSATRENEZHELET, &
DY T A7 LTIE, SCSI-3 UBFICHRIELTWET,

Digk

==
[=]

pscsild, ERI—H—DHAFFEAL T AEIW, EGHBEBI=-v FEIYHT

(ALUA) ® 7kt F# (VMware ESX ¥ vSphere TERI N2 ki FHA L) (&, BFE
BTNAZADT7 7 =LV T TICREINT, RIFBIC IS v adrRETBERE
BBIENDHY ET, BENFTRWVEEIX. EWREDEREIC block /Xy 7 X +7
ZHEALTLESI Y,

[} =355
e targetcliZf YR h—JL LT, ETLTWS, Fffllld. targetcli 1 YA b—JL SR L TL
2,
¥

1. backstores/ 71 L7 N)—5 pscsi/ ICEREILEX T,

I /> backstores/pscsi/

2. ZDFITIE, /dev/sr0 Z{EH L THIE SCSI 7/34 R T#H S TYPE_ROM F /34 XD pscsi
WY PANTEERLET,

/backstores/pscsi> create name=pscsi_backend dev=/dev/sr0

Generating a wwn serial.
Created pscsi storage object pscsi_backend using /dev/sr0

&
qEI-I'l

o EHL7pscsiAMNL—IATVTI NEERLET,

I /backstores/pscsi> Is

RS R

o I 7 L E®D targetcli(8) man R—

87.XFEY—AEF—DRAMTARIVANL—UATITHU NDERK
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

AEY—IE—RAM T« X% (ramdisk) I&, BLMRSCSITIal—Yave, AZ2I—9—DA
EY—IE—%2FALELZEANDOAEY - YEVINEEFNEZRAM T4 AV RHFLET, Thilk
Y, SILFEy > avOMEEAFIATEEY, Chid,. BFILEBRARECTOSETCITEREORBTER
NL—YTERTY,

AR

e targetcliZf YR h—JLL T, TLTWB, Fffllld. targetci 1 YA b—JL SR L TL
2,

FIE
1. backstores/ 71 L7 ') —H 5 ramdisk/ ICFEEIL £,

I /> backstores/ramdisk/

2. IGBRAM T4 Ry Y A NT &R LE T,
/backstores/ramdisk> create name=rd_backend size=1GB

Generating a wwn serial.
Created rd_mcp ramdisk rd_backend with size 1GB.

B®EE
o ERtL7=ramdisk R NL—S ATz hNEBERLEFT,

I /backstores/ramdisk> Is

BIER R

o I 27 L LD targetcli(8) man R—

8.8.1SCSI R— 4% L DYERK

iSCSIR—F I EFERTEEFT, ThICLY, IPZRLRER—IMBY =4y MIEBIMIN, 9—5 v
N BEMREE ISR INE T,

([} =355
e targetcliZf YR h—JL LT, TLTWS, FfflllE. targetci 1 YA b—JL SR L TL
EX W,

o H—Fy NR—=FILJTIL—TF (TPG) ICEEMIFT 5N/ iSCSI ¥ —4 v k. FEMIE. ISCSI 4 —
Ty hDIER 2SR LTIV,

FIE
L. TPGT4 LV M) —ICREILET,

I /iscsi> iqn.2006-04.com.example:444/tpg1/
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EB8EISCSI ¥ —4'y MDERE

2. iISCSIR—=# I AEEKT ZICIE. LTOWThHhOA T avaFRALET,

a. T7FIWIMNR=FILEFERTBICIE. T7A4IMDISCSIHA— b 3260 #FAHAL., 9—4
RAZFDR—FDIARTDIPTZRLRAEY) YRV TESZLIICLET,

/iscsi/ign.20...mple:444/tpg1> portals/ create
Using default IP port 3260

Binding to INADDR_Any (0.0.0.0)
Created network portal 0.0.0.0:3260

b. HEDIP 7 KL RA%ZER LR—5ILDIE:

/iscsi/ign.20...mple:444/tpg1> portals/ create 192.168.122.137

Using default IP port 3260
Created network portal 192.168.122.137:3260

BREE
o HIEIERINIR—FILEERLET,

/iscsi/ign.20...mple:444/tpg1> Is

0~ PG [enabled, auth]
0-ACIS oo [0 ACL]
0-IUNS i [0 LUN]
0- portals .....ooeveeeeiiiieeeiiieen [1 Portal]
0- 192.168.122.137:3260.........cc0ceruveene [OK]

BIER R

o I 7 L E®D targetcli(8) man R—

8.9.ISCSI LUN D {ERK

WEI=Y FES (LUN) I iISCSINYy VR R TTHIELTWBYIET/NM X TT, & LUNIICIKXER
DESHHY XY,

AR

e targetcliZf YR h—JLL T, ETLTW3, Fffllld. targetci 1 Y A b—JL BB L TL
EX W,

o =1y NR—=FILJTIL—TF (TPG) ICEEMIFT 5N/ iSCSI ¥ —4 v k. FEMIE. ISCSI 4 —
Ty hDER 2B LTIV,

o ERLERANL—UFTITI b, FEMIE. ISCSINY VRARNT ZBRLTEI W,

FIE
L ERLERANL—S4T9 22 PO LUN 2ERLZE T,
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

/iscsi/ign.20...mple:444/tpg1> luns/ create /backstores/ramdisk/rd_backend
Created LUN 0.

/iscsi/ign.20...mple:444/tpg1> luns/ create /backstores/block/block_backend
Created LUN 1.

fiscsi/ign.20...mple:444/tpg1> luns/ create /backstores/fileio/file1
Created LUN 2.

2. fERL7= LUN 2FEER L £ ¢,

/iscsi/iqn.20...mple:444/tpg1> Is

0~ tPG. e [enabled, auth]
0-ACIS oo [0 ACL]
0-IUNS i [3 LUNS]
| 0-1unO...cccvvieiiiieee [ramdisk/ramdisk1]
| o-lunt................. [block/block1 (/dev/vdb1)]
| 0-1uN2...ccoiivennnne [fileio/file1 (/foo.img)]
0- portals .....ooeveeeeiiiieeeiiieen [1 Portal]

0- 192.168.122.137:3260........cceevrunneen. [OK]

T2 MDLUNZIZONSIRFY T,

BF

TI7F2IMTI, RAZEENR=—I v aVaEFDLUNDERINET, ACLD
ERRBICHT LW LUN DY BINE B &, LUN IFEEMICFIAAREAR T RTD ACL
IKxvBEYIIh, EFa)T4—LOVRIDPRELE T, HHIYEHER
D LUN OERRIC D WTIE, Creating aread-only iSCSILUN =& LT 2
AW

3. ACLAERELZF T, FMIL. iSCSIACL DERR #5BLTLKEI W,

RS

o 7 L ED targetcli(8) man R—

8.10. 5 AHLY A D ISCSI LUN D {ERY

T4 TR, HAHAEEIN—Iv2aVERFDLUNDMERINE T, HARYERD LUN ZEKT
TET,

AR

e targetcliZf R h—JLL T, TLTWS, Fffllld. targetci 1 YA b—JL 2SR L TL
2,

o ¥—Fy NR—=FILJTIL—TF (TPG) ICEEMIFT 5N/ iSCSI ¥ —4 v k. FEMIE. ISCSI 4 —
Ty hDER 2SR LTIV,

o ERLERANL—UFTITU b, FEMIE. ISCSINY VRANT ZBRLTEI W,

= s
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EB8EISCSI ¥ —4'y MDERE

. HARYERN—IvYaVERELET,
/> set global auto_add_mapped_luns=false

Parameter auto_add_mapped_luns is now 'false’.

INIZEY, LUNDBEFED ACLABEIMICY Yy EV TINRVWE S ICARY, LUN 2FEIT
TYEVITTERLDICRYET,

2. initiator_iqn_name 71 L 7 N —ICBEIL X T,

I /> iscsi/target_iqn_name/tpg1/acls/initiator_ign_name/

3. LUNZE L £ 9,

/iscsi/target_ign_name/tpg1/acls/initiator_iqn_name> create
mapped_lun=next_sequential_LUN_number tpg_lun_or_backstore=backstore
write_protect=1

EZE UTFDLDICRYET,

/iscsi/target_ign_name/tpg1/acls/2006-04.com.example:888> create mapped_lun=1
tpg_lun_or_backstore=/backstores/block/block2 write_protect=1

Created LUN 1.
Created Mapped LUN 1.

4, ER L7= LUN #fEE2 L ¢,

/iscsi/target_ign_name/tpg1/acls/2006-04.com.example:888> Is
0- 2006-04.com.example:888 .. [Mapped LUNSs: 2]

| o- mapped_lun0 .............. [lunO block/disk1 (rw)]

| o- mapped_luni .............. [lun1 block/disk2 (ro)]

(mapped_lunO @ (rw) & X272 Y) mapped_lunl ITOREZIC (ro) ARTFIINFETH. i,
FARMUEATHIIEARLTVET,

5. ACLAERELFT ., FHIL. iSCSIACL DEER #5BLTLKEI W,

BIER R

o I 27 L LD targetcli(8) man R—

8.11. ISCSI ACL D {ERX

targetcli H—EXiE, 77222 hO—JL) XM ACL) ZFRALT7 VAL —ILEEEL. &1
—VI—A—ICmREBIZY FES (LUN)ANDT7 7R ZHFTLET,

=T hEAZV I —ICREELE—RDHANEDHY ETY, ACLZRET DICIE. 1 =T —

H—D—BDEREM > TWBRELHY £, iscsi-initiator-utils /Ny r—JICL > TIRHEIN S
/etc/iscsi/initiatorname.iscsi 7 7 1 JLICIE, iISCSIA = T —49 —&HEFNhTVWET,
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER
(I} = 355
e targetclitt—EZXN 1 VA h—JL Th, ETINhTWVWS,
o Y=y NKR—=%)LIJIL—T (TPG) ICEEMIF 5N iSCSI ¥ —F v b,

FIR

. 73 v ACLADLUN OBEIYY EV T EEMICT BICIE, ALY EHEHDISCSILUN D
ER #B5RLTLIEI W,

2. acls T4 LI M) —~RBELET,
I /> iscsi/target_iqn_name/tpg_name/acls/

3. ACL T 2IClE. UTFToOWThHhDOA T avaFERLET,

o A =2 IT—%—O letc/iscsi/initiatorname.iscsi 7 7 1 JL @ initiator_iqn_name % & L
x99,

iscsi/target_ign_name/tpg_name/acls> create initiator_ign_name
Created Node ACL for initiator_igqn_name
Created mapped LUN 2.

Created mapped LUN 1.
Created mapped LUN 0.

e Custom_name % L. TNIC—BITBLHIC/ = T —494—%FHLET,
iscsi/target_ign_name/tpg_name/acls> create custom_name
Created Node ACL for custom_name
Created mapped LUN 2.

Created mapped LUN 1.
Created mapped LUN 0.

AZVI—9—ZOEHICDOWVWTIE, iSCSIA =T —49—DFEM #BBLTLEI,
o ERL7=ACLAEHERLZXY,

iscsi/target_ign_name/tpg_name/acls> Is

0- ACIS ciiiiiee e [1 ACL]
o- target_iqn_name ....[3 Mapped LUNSs, auth]
o- mapped_lun0 ............. [lunO ramdisk/ramdisk1 (rw)]
0- mapped_lun ................. [lun1 block/block (rw)]
0- mapped_lun2 ................ [lun2 fileio/file1 (rw)]

BIER R

o I 7 L ED targetcli(8) man R—
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EB8EISCSI ¥ —4'y MDERE

8R.Y—FTY R NDFv¥LYINYRYTAVRIAETONIILDERE
Challenge-Handshake Authentication Protocol (CHAP) # {34 % &, /AR —KTH—4v &R

ETEXFT, 12T —9—F. TODNRRAT—RTHY =Ty MIIERTEDZZEEZRHLTVWEIREN
HYFEd,

Gl s
® SCSIACL #/ERK L TW3%, F¥#IE. iISCSIACL DER 2SR LTLKEI W,

FIR
1. BMEREEERELE T,
/iscsi/ign.20...mple:444/tpg1> set attribute authentication=1
Parameter authentication is now '1".
2. userid & password #:XE L £,

/tpg1> set auth userid=redhat
Parameter userid is now 'redhat’.

/iscsi/ign.20...689dcbb3/tpg1> set auth password=redhat_passwd
Parameter password is now 'redhat_passwd'.

.aclsT4 LI MN)—~BELET,

I /> iscsi/target_ign_name/tpg1/acls/initiator_iqn_name/
4. BMFREIZRELZX Y,

/iscsi/ign.20...:605fcc6a48be> set attribute authentication=1
Parameter authentication is now '1".

5. userid & password #:XE L £,

/iscsi/ign.20...:605fcc6a48be> set auth userid=redhat
Parameter userid is now 'redhat’.

/iscsi/ign.20...:605fcc6a48be> set auth password=redhat_passwd
Parameter password is now 'redhat_passwd'.

BIER R

o I TF L E®D targetcli(8) man R—

8.13. TARGETCLIY —JLTISCSIA 7 x4 M DHIE

targetcli VvV — )L AR L TISCSIA TV 7 M2HIBRTEET,
FIR
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

L =Ty rhond#F7LFET,

I # iscsiadm -m node -T iqn.2006-04.com.example:444 -u

=Ty bADOTAVHEEF, ISCSIA =T —9—DEM 2SR LTLEIW,
2. ACL. LUN, BLUPR=FIDIRTEED, §—7 v h2FZHIRLZET,

I /> iscsi/ delete iqn.2006-04.com.example:444

iqn.2006-04.com.example:444 % target_ign_name ICE XA X7,
e iSCSINY IR MTZHIBRYT ZICIE, ROATY REEITLET,
I /> backstores/backstore-type/ delete block_backend
backstore-type % fileio. block. pscsi. F7(d ramdisk ICEZX#Z X7,
block_backend %, HIff9 2 /Xy VA NTPRICEX#ZIZET,
e ACLIREDISCSIZ—4y NO—EZHIFRT BICIE. ROITY RZERITLET,

I /> liscsi/ign-name/tpg/acls/ delete iqn.2006-04.com.example:444

BREE
o THZEZRKFLIT,

I /> iscsi/ Is

BIER R

o I 7 L ED targetcli(8) man R—
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O ISCSI A =T —4H —DLE

BEIOEISCSI A —V T —4% —DFKRE
iSCSIM =T —4%—IFiSCSI¥—4vy MIERdT 2y arvaERLET, 774/ bTlE iSCSI
H—ERTEEICERNOHY., iscsiadm AT Y ROETFTRERICH—EXNEEL T, root H¥iSCSI
T /N1 ZITRWEE ¥, node.startup = automatic TY¥—7 I/ — KO 7RWIEEIE, iscsiadm O
IYRDPEFTTEZETISCSIH—EAMNEBE LA ARYET, ThiZlE, A—RILEY 2—)liscsid F
fold iscsi DEBIDBEICRY FT,
iscsid H—E X Z#HIRIICEIT L, iISCSIA—FRILEY 2—I)Z0O— KT BICIE root & LT
systemctl startiscsid I~ REETLZE T,

9.1.ISCSI 1 =2 T — 4% —DERK

HP—NR—LEDAML—IFTNRARIITIERTBHIT, iISCSIF—F v MIERT 570D ISCSI 1
:91_&_%{/ﬁﬁibi_§—o

AR
e SCSIZ—45 vy hDRAMZEIPT RLADHY X,

o AEMY TRV ZTHIMERLAEZA ML —U5 =5y MIERLTWEERIE, ANL—VE
BENSY—TY NDRAMNEGEIPP7RLRAZEELEY,

o iSCSI¥—#4yw NE{ERT 2BAIE. iISCSIY—45w hOER #8BLTLLEI L,

FIR

1. 254 7Y k< VIC iscsi-initiator-utils 1 Y XA h—JL L T,
I # yum install iscsi-initiator-utils
2. iscsid Y —EREBiEE LT,
I # systemctl start iscsid
33AMA =I5 —F=HRLIET,
# cat /etc/iscsi/initiatorname.iscsi

InitiatorName=ign.2006-04.com.example:888

4. iISCSIACL DYER TACLICARY LZAEIBELRLGEIF. ACLE—HTBLDICI1=ZIT—
Y—ZEBHFLET,

a. /etc/iscsi/initiatorname.iscsi 7 7 1 IV AW E, (= I —49—ZAHLTRLFT,

# vi /etc/iscsi/initiatorname.iscsi

InitiatorName=custom-name

b. iscsid —E XA HBicEI LT,

I # systemctl restart iscsid
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Red Hat Enterprise Linux 8 R b L—YF /34 A DEH

5. =47y haREL, XRRINELS—F Y MNIQNTHY =Ty MIOT1 Vv LET,

# iscsiadm -m discovery -t st -p 10.64.24.179
10.64.24.179:3260,1 iqn.2006-04.com.example:444

# iscsiadm -m node -T iqn.2006-04.com.example:444 -|
Logging in to [iface: default, target: iqn.2006-04.com.example:444, portal:
10.64.24.179,3260] (multiple)

Login to [iface: default, target: ign.2006-04.com.example:444, portal: 10.64.24.179,3260]
successful.

10.64.24.179 % . target-ip-address ICEE#Z £,
ZDFETIE. iISCSIACL DFERK TEHEAINTWELDIC, TRETIDA =T —9—ZD
ACLITEMINTW2HBEIR, ALY —4y MIERINTLWEAERDOEDI =T —4—I
MLULTIDFIEZEATEET,
6. ISCSI T4 RV BZ%EHRELT. TDISCSITA RVICT 7AWV RTLEERLET,
# grep "Attached SCSI" /var/log/messages

# mkfs.ext4 /dev/disk_name

disk_name % . /var/log/messages 7 7 1 JLICEBEHINTWSBISCSI 74 RV RAICBEEZHA X
ER

7. 7274V RATLERIVMNLET,
# mkdir /mount/point

# mount /dev/disk_name /mount/point

/mount/point %=, /X\—7 1 VDRIV INRAVMIBEHTAET,

8. AT LDEBEFICT 7AINCRATLZBEMICY T MT DL I Jete/fstab =iRE L £
-a—o

# vi /etc/fstab

/dev/disk_name /mount/point ext4 _netdev 0 0

disk_name % iSCSI 71 R V7 ZICE XA, /mount/point %, /X\—F 4> 3DIT Y MR
1Y MIESHTZIET,

BIER R

o I TF L ED targetcli(8) & & U iscsiadm(8) man R—

2. A ZVI—H—FHDFv LNV R A JFRATORNIINDERE
Challenge-Handshake Authentication Protocol (CHAP) 2 {3 % &, /N\XT—RTH—45v bR

ETEXFT, /12T —F9—1F, TDONRRAT—RTHY—=T Y MIIERTEDZZEEZRHLTVWEIHREN
HYFEd,
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O ISCSI A =T —4H —DLE

AR
o SCSIM=>xT—4%—%EMLFELL, FMIZ, iSCSIA =T —49—DEK #5BLTLKE
-S\/\O

e ¥—45 v NDCHAP ZHRELE T, FMlIZ. ¥y b DFv LY INY R/ VFREETO
FILDHRE Z2ZRL TSI,

FIa
1. iscsid.conf 7 7 1 JL T CHAP EREEA#B%&hIC L E T,
# vi /etc/iscsi/iscsid.conf

node.session.auth.authmethod = CHAP

T 7 #JU k TlE. node.session.auth.authmethod (& None ICEREINTWE T,

2. #—%4"v ~® username & password % iscsid.conf 7 7 1 JLICEML 9,

node.session.auth.username = redhat
node.session.auth.password = redhat_passwd

3. iscsidF—EXEBEHLET,

I # systemctl restart iscsid

BIER R

o 7 L E®iscsiadm(8) man R—

9.3.ISCSIADM 1—F 1 )54 —%FRALTISCSIty > avaEHT S
iscsiadm 1—F 1 T4 —AFAL Ciscsity v avaEBERTIET,

T 7 4L M TIE, iSCSI H—E R ILEENBEBA MY, iscsiadm ¥ ¥ ROETRICH —EIHNES
L E 9. root H'iSCSI T/34 RITAWIHZEXR, node.startup = automatic T¥—2 Iz / — KHan
HB&al%. iscsiadm O Y ROWETIT B X TISCSIH—EANRBEIL ALK AY T, Thilid, h—=x
JVEY 12—l iscsid 7214 iscsi DEEINMEICRY T,

iscsid ' —E X Z5&HIAIICEIT L, iISCSIA—RILEY 2a—IbEO—RT3ITIE, root&E LT
systemctl startiscsid A~ K&FEALF I,

FIR

4 F7 > b2 I iscsi-initiator-utils #1 V A M—IL L EF T,

_Q'

# yum install iscsi-initiator-utils

2. EfTH0tEy L avICET2ERERRELE T,

# iscsiadm -m session -P 3
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

ZDIARVKNEF, By avELETNAIORE, £y 3 v ID(sid), W<D2hDRITY
I—MLENRSGA=F— BLVTEYaVRBRBATT IV ERAABERSCSI 7/N1 RERRLE
ER

o JUYUBWHA (& 2L sid-to-node BID~Y v EV VT DHDERR) ICIE, ROAT Y RER
TLET,

# iscsiadm -m session -P 0
or
# iscsiadm -m session

tep [2] 10.15.84.19:3260,2 ign.1992-08.com.netapp:sn.33615311
tcp [3] 10.15.85.19:3260,3 ign.1992-08.com.netapp:sn.33615311

ZMax Y Ri&, driver [sid] target_ip:port,target_portal_group_tag
proper_target_name DX TETHDEY a3 VD) A MERRLET,

BIER R

o /usr/share/doc/iscsi-initiator-utils-version/README 7 7 1 JU

o 27 L E®iscsiadm(8) man R—

9.4. DMMULTIPATHICE BT NA ADIA LTI MDA —/N—F 4 R

sysfs + 7> 3 > @ recovery tmo (. HEDISCSI TNA ADYA LTI N aHELET, ROA S
2 avid, recovery tmo A 7 O—/N\UIZA—NN—F4 KLZET,

e replacement_timeout s¥EA 7> 3 Vid., §RTDISCSI 7/84 XD recovery_tmo {E%
O—/N)UIZA—NR—Z14 RLET,

e DM Multipath @ fast_io_fail_tmo 7+ 7> 3 >~ &, DM Multipath ICL > TEEBINDZTRTD
iISCSI 7/314 2D recovery_tmo {E% /' O —/N)UICA—N—F4 RLZET,
DM Multipath @ fast_io_fail tmo + 7> a ik, 774 N—F ¥ XILFT /N1 AD
fast_io_fail tmo 4+ 7> 3 vt A4 —1—51 KL E T,

DM Multipath @ fast_io_fail_tmo 7+ 7> 3 > &, replacement_timeout &Y £ BEINZF

¥, multipathd t—E XA O— KX N 37, recovery tmo ' fast_io_fail tmo :REA 7> 3
VOEICY Y hEINET, DM Multipath IC& > TEEBIN 57 /31 2D recovery_tmo %A —/\—
41 K¥%ICIE. DM Multipath @ fast_io_fail tmo 52 E4 7> a v AFHLTLEI L,
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PFTIOE T 7 A /X—F ¥ RIT /314 ADfEH

BIOE 774 N—=F ¥ RXILT /N ADEH
Red Hat Enterprise Linux 8 (&, A TDRA T4 T 7 7AN—F v RV RZAN—%RHLFT,
e |pfc
® qla2xxx
e zfcp

10.1.LUN DY A4 XEZBEICT 7AN—F vy RIgEI=-y NE2BAX vV
ERA)

HEANL—VDHEBIZY FES (LUN) DY A XAEZEBLIBEIE. echo AY Y REFHALTH—
FINDYAZXDE1—5EHLZET,

FIa
. multipathREBI1=v hODNRXRERDZTNA ZERELET,

I # multipath -l

2. IIWFNRRAEFRTZVATALT, 7274AN—F v R )IimEB1=y N2BXFv+ 2V LET,

I $ echo 1 > /sys/block/<device_ID>/device/rescan

<device ID> (&, F7/31 2D ID (ffl: sda) ICEXH]Z T,

BIER R

e > 25 At® multipath(8) man R—

102. 774 N—F v XIEFRLEZT/NARAD) V7PN EMEDEE

RSAN=DBKrSVRAER—FDdev loss tmo I—I/L/Ny VARELTWBIHBE., NSV RAKR— MDA
BHIMRHEINDZEY VI ARBLETNNA ZAANDT7 VAR TATOY 73INET,

FIa
o VE—MR—FDREZHILET,

I $ cat /sys/class/fc_remote_ports/rport-host:bus:remote-port/port_state

DAY RiF ROVWTIHDDHAZRLFT,

o YE—KNKR=MDBTFTIVEALETNAREEEIZ)E—RMNR=— AT OvIINBE
Blocked & 7Y £ 9,

o YE—FMR—FIPEBICEELTVWSE XZITIE Online &7 Y £9
dev_loss_tmo M LLAICEBA R I NARWGEIE. rport BLTT/NNA 2070y HfE
RINFET, TOTNAIATEITLTVWRITARTDI/O &, TDT/NA RITEEINLH
LWI/O &&BITTRTERHMLET,
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

) OAxh dev_loss tmo ##B% % &, scsi_device T/N1 AE LW sd N F/31 AHHIBRINZE
T, BE. 77AN—FVvRIVISANTNARAEZERTR I EdHY FHA, /=& 2. /dev/sda Id
/devisda DEFTY, Nhid, =Ty MNA YT VIR T7ANR—F v RILRSAN=IZL>THR
BFINTBY, 99—y NR—MDERLABICSCSI 7 KL ADNBEICBERINEHTY, L
L. ThIFRIEINFEA, APL—URY I ZAD LUN BREIEMOZEENINA SN TWAWSGE
ICDHIH. TNAADNETINET,

B EfE R
o 27 I E® multipath.conf(5) man R—<

® Recommended tuning at scsi,multipath and at application layer while configuring Oracle RAC
cluster (Red Hat 77 L v ¥ XN—2X)

103. 7 7AN—F v RIEBET 714

UTFIiE, 22— —ZRODAPI 27 74 N—F v RILICIRIET % /sys/class/ T4 L7 N —DERET 7
1D AKRTY,

HREUTOEH ZHEMALET,

H
"X NES

N2AES
H =y

MEI=v b (LUN)
-R
JE—rR—FES

BF

VATALATRIVFIRRAY I RNz 7% ERALTWRIGEIE. DI 3V THEAIN
TWABEBAZRETBEIN/N— R T TRV —ICBREVEbELEI L,

/sys/class/fc_transport/targetH:B:T/ D b 5 > A:R— M E&E

port_id

24y h@DER—KID/T7 KL R
node_name

64EY hD/—R%E
port_name

64 EyY NDR— M

/sys/class/fc_remote_ports/rport-H:B-R/ DY E— h/R— FEEE

e port_id
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PFTIOE T 7 A /X—F ¥ RIT /314 ADfEH

node_name
port_name

dev_loss_tmo

scsi TN ANV AT LD LHIBRINDZ Y IVT5FHELET, dev loss tmo A k1) H—
INnd &, scsiT/NA ADHEIBRINZE T, multipath.conf 7 7 1 JLTlE. dev_loss_tmo %
infinity ICERETE X,

Red Hat Enterprise Linux 8 Tld. fast_io_fail tmo #+ 7> 3 V%% E L 2L

&. dev_loss_tmo @ _ERRAY 600 FDICAY £9, 77 A4 )L MTlE, multipathd # —E XA ETT
L TW3I5EIE. RedHat Enterprise Linux 8 O fast_io_fail_tmo ' 5 #ICEREINTWE T,
ZTNUADZEIE off ILEREINTULWE T,

fast_io_fail tmo
)21 "bad" DY — I DI FTORFEH B ZIBELF T, Y TICbad DY—IDMTIF 5
nade&. /KT 2 2R EOBREFEDOETHOD /O £IEFH LW I/O BEKRBL T,

/O T Ay VIN/F1—IlFEET 3HEIL. dev_loss tmo OHIRA I, ¥2—0D7
Oy INBRINZETIS—%5RBILIEHA,

fast_io_fail_tmo % off IADEICERET 5 &. dev_loss_tmo [FEFINFt

Ao fast_io_fail tmo % off ICERET B E. YRATADNSLT/NA AWBIBRINZETI/O IFk
B L 9, fast_io_fail tmo ICBUEARET % &, fast_io fail tmo 91 LT T MDBEKET S
EFTCITI/ODKRBMLET,

/sys/class/fc_host/hostH/ DK R M E&E

port_id
node_name
port_name

issue_lip
JE—RMR— RN EBBRETEIEDIICKTAN—IZERLET,
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2112 FIBRE CHANNEL OVER ETHERNET D& FE

|[EEE T11 FC-BB-5 #ZE#E(ZE D < Fibre Channel over Ethernet (FCoE) &, 1 —H Xy bRy hD—2 L
TI7AN—F v RIITL—L%EZEFETZHOTONINTYT, BE. T—9EVI—IEERD
LAN & & U Storage Area Network (SAN) 2% Y. BERIEEICAITONET, FCoEX, Ihibd
XY RNT—VHEBE—DRY NT—VBREEAVN=IRRY N —VBREIHELE T, FCoE DFI=R
(N—=—RDZT7BLVENDEILE) DIRFLULTDOESY TY,

11.1. RHEL T/\— K™ =77 FCOE HBA D&

RHEL Tl&. /N\— K™ = 7® Fibre Channel over Ethernet (FCoE) Host Bus Adapter (HBA) 2B T X
F9., Ihid. LFORZAN=—THR—rINhTWVZET,

e (gedf
e bnx2fc
e fnic

ZDLHMLHBA A FHT %15481F. HBADRETFCoE 2% ELF T, FMilZ. 799 —D R+
AV MNESRBLTLLEIW,

HBA %229 % &. Storage Area Network (SAN) STV RR— b LRI = b&ES (LUN)

A, /dev/sd* 7/314 & LT RHEL CTEEMICHIARREICAYET, O—HAINAML—IFNAREH
BRI, INLDT/NNA R EFERTEEY,

11.2. FCOE /N4 R DEEE

Y7 N LT FCoE F/N1 R%FAT 3 &, FCoE A 70— REBHMICH R— N T4 —H Ry K7
§F9—%fERAL. FCoEANLTHELI=Y FES (LUN) IKFP VR TXET,

BE
RHEL (&, fcoeko H—RIVET a—ILENEETEY 7 MU T FCoE 7/3 ZUITH G
LTWEtHA.

COFEETTIDE, A=Y 7Ry NT—2 (SAN) DMSDIT Y AR— b LUN (&, /dev/sd*
FINARELTRHEL THEBEFREICARYET, TOEIBRTNARIE, O—HILARMNL—=YFNARE
BEICERATEEY,

AR
o VLANICHIRNT BEIICRKRY NT—IU R4 v FAEERELTWDS,

e SANIEIVLAN Z2FRAL T, BEDA—UYRXYMNNSTAvIDSARNL—=—VRNT T4 0%y
%—Ebij—o

o H—/N—DHBAMNBIOS TEREINTW3,

e HBAN Ry N —JIlEHKRINhTEY, VY IrEELTWS, FMid. HBADRF 1 XAV
NAESEBLTLEIY,

FIR
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1. fecoe-utils X\vHr—I %A VA M—ILLZET,

I # yum install fcoe-utils

2. /etc/fcoe/cfg-ethx 7> 7L — k7 7 1 L % /etc/fcoe/cfg-interface_name ICIE—L X9, %
EZIE, FCoE AT LD IlenplsO 1 V9 —T (4 REBRET DiHEIE. UTFToaxy
FERITLET,

I # cp /etc/fcoe/cfg-ethx /etc/fcoe/cfg-enp1s0

3. fcoe b —ERAEZBIMICL TEEEILZE T,

I # systemctl enable --now fcoe

4. 419 —7 x4 X enpls0 TFCoE VLAN Z#HE L. MHEINALVLANDRY hT—0F /A
REEHRLT, 1= IT—49—%BBLET,

# fipvlan -s -c enp1s0

Created VLAN device enp1s0.200
Starting FCoE on interface enp1s0.200
Fibre Channel Forwarders Discovered
interface | VLAN | FCF MAC

enp1s0 | 200 | 00:53:00:a7:e7:1b

5. BEIIG LT, MEINALY =Y b LUN, BELTLUN ICBEERMIFSNT /NS RDFF %

®RLET,
# fcoeadm -t
Interface: enp1s0.200
Roles: FCP Target

Node Name: 0x500a0980824acd15
Port Name: 0x500a0982824acd15
Target ID: 0

MaxFrameSize: 2048 bytes

OS Device Name: rport-11:0-1

FC-ID (Port ID): 0xba00a0

State: Online

LUN ID Device Name Capacity Block Size Description

0 sdb 28.38 GiB 512 NETAPP LUN (rev 820a)

ZDHITIE, SANDSD LUNO A /devisdb T/831 A& LTHRAMIBIYHETO hTWSZ &
HERLTWET,

¢ 7UTATIRINRTDFCoEA V=T 4 ADFEHREXRRLZET,

# fcoeadm -i
Description: ~ BCM57840 NetXtreme Il 10 Gigabit Ethernet
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Revision: 11
Manufacturer: Broadcom Inc. and subsidiaries
Serial Number: 000AG703A9B7

Driver: bnx2x Unknown
Number of Ports: 1

Symbolic Name: bnx2fc (QLogic BCM57840) v2.12.13 over enp1s0.200
OS Device Name: host11

Node Name: 0x2000000af70ae935

Port Name: 0x2001000af70ae935

Fabric Name: 0x20c8002a6aa7e701

Speed: 10 Gbit

Supported Speed: 1 Gbit, 10 Gbit

MaxFrameSize: 2048 bytes

FC-ID (Port ID): 0xba02c0

State: Online

BIER R

o 7 L E®fcoeadm(8) man R—
o /usr/share/doc/fcoe-utilsREADME

o J7AN—=F v RILT/INA ADEHA
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%5128 EH_DEADLINE 2ffAL/ZA ML —SITS5—D 5 0EEICE T 2 RABROEZE

%12Z EH DEADLINE #f# L7=A ML —Y TS5 —H5DEIEIC
BT B HEKEFEBDRE
BENKELZSCSITNARAEIHTE2DICHER CII2HARBEERETCEET, COEREIKX. R+

L—YN—=ROzT7HhAREGICLIYRBZ LA B >TH, JORKEBEZHFRIEL X7,
12.1. EH_DEADLINE /X5 X — 4 —
SCSI T5—LIE (EH) A h =X Lld, BENFEE L7 SCSI F/AA RATIS—H5DEIHDET AT
LEY., SCSITKRAMATT Y K eh_deadline /X5 X —4 —Tl&, EIRRFEORAKEZRETIZE
T, RELALFEENMBEESE, SCSIEH &, RRA MR T T4 — (HBA) k%=t LTYEY b L
i-a_o
eh_deadline #FHd2 &, UTOWTNADEBEERETIET,

o IS—DHBIRADI vy hA T

o NRAMYYEZ

e RAID R 54 RDEML

Digk

==
[=]

eh_deadline 7BX% . SCSIEHEHBA &£y k LET. Al T5—#

FHKELTWDEDEIFTHRL, HBAEDTRTDY =4y MNRITHELET,
—EDRRNZADNZOMOEBRICLEYFATETRWVWGEEIE. /OIS—HIRETS
AREELAHY EF T, TRTDY—F Y FTIYILFNRIADEREINTWVBIHFEICD
#. eh_deadline #B%ICLEX T, £/, JILFNRATNA ADZLRICTR TRV
%&IE. no_path_retry BN/ ADOIEZHEEICT 5DICTDRREIICREINT
WBIEAEBRTIVENrHYET,

eh_deadline /X5 X —4 —DEEFEMTEEINE T, T7 4/ MEEIX off T, BFEFIRAERNIC
BY, IRTOIS—EEHMIONZLIICRYET,

eh_deadline AMEF| 2>+ 1) 7

%< DiFE. eh_deadline ZEMICT 2 EIFHY FH A, eh_deadline ZERATZE. FEDY T
FTERIDFEDPHYET, ILEAWE, 77AN—F+RIV(FCO)RAvF&H—4- v bAR—IMETY
v hKRbHbh., HBA A Registered State Change Notifications (RSCN) 2#Z{E L BAWEERETY, 2
DEIBIFE. JOBRPIS—HDLDEIRATY RIZ, T5—ICEBTEI &R, TRTHYMLT
7 NMIRYET, ZODIRIET eh_deadline Z58E3 2% &, AN —BEEICERIFEONET,
niIc& Y. DMMultipath Ik Y, FIATEZRD/NNATREEDHEE L 1/O DBRITAAEEICKRY
9,

LTDERHBETTIE. eh_deadline /NS X—4—(F, ThUEDA) Yy hEHEL5LEHFA, TDER
I&. DM Multipath DBEITEAREICT 2 /O ETF—EIHAT Y RHBTCICKRRT 24HTT,

e RSCNAEMICA>TWBIBE

o HBANFIATELRLLR>TWB Y VI AZFLARWES
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12.2. EH_DEADLINE /X5 X — % — D& E

eh_deadline /N5 X —4 —DEZKET 5 & T, SCSIRKREIHERZFPRTEIT,

FIR

e eh_deadline (Z. U TOWTNODHETHRETETZET,

BIER R

o multpath.conf 7

A1 )LD defaults 27> a >
A ILD defaults £ 2 3 v h 5. eh_deadline /X5 X —4% — % B

NN

multpath.conf 7
MEBICRELE Y,

I # eh_deadline 300

pa 3]
RHEL 8.4 LAF%, multpath.conf 7 7 1 )LD defaults 22> a v &FRAL T
eh_deadline /XS X —4 —%BET DI ENHEEINE T,

ZDXAY v KT eh_deadline /X5 X —%—%#4 729 %(C1d. eh_deadline % off IC5%E
LE9.

sysfs

/sys/class/scsi_host/host<host-numbers/eh_deadline 7 7 1 L ICH A EZAHE T,
fe& ZIE, SCSIKRR K 6 M sysfs #11 L T eh_deadline /X5 X —% — %X E T % ITIL,
RDEIICLET,

I # echo 300 > /sys/class/scsi_host/host6/eh_deadline

ZDAY vy KT eh_deadline /X5 X —4%—%74 7|29 3ICIE, echooff Z#FAHAL XY,
A—FRIVINS A =4 —

TARTD SCSIHBA DT 7 # )L MEIX scsi_mod.eh_deadline 1— R /X5 X —4 —%{F
ALTEELEY,

I # echo 300 > /sys/module/scsi_mod/parameters/eh_deadline

ZD*Y vy KT eh_deadline /X5 X—4—%4 7|29 5ICIE, echo-1 Z#fFRAL XY,

® How to set eh_deadline and eh_timeout persistently, using audevrule (RedHat L v ¥ ~R—

2)
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E13E RV v TOFEA

FI3TE AT v TOFEH

27w THEEEFALT, k7974 7 RTOERET—YIC—EBHNARANL—UARMHL, YEXE
)—h Vo WIS EIGEICRETEIXAEY —FRBIZ—4EET, A7y SHEEBIEYEAEY —
DIEARE L THEEEL ., WX T —DMEVWRAINIZBATEV AT ALADNRAL—XILBELREITEZ &
EAREICLET, Ry THEEBEFERTEVRATLADNR I A—T VANBET T DHEELNH D=0,
27w SHEEBENETIEICHEX T —DFEAEEBELETZIEINEF LWGELNHD I EITEEL
TLEEW,

13.1. R 7 v THEBOHME

Linux D R v 4k (&, MEXE) — (RAM)DAREB TR EFEAINET, VRATALILEZLDXE
)—)Y—ZDBBRET, RAMDBERRT D&, XEY—DF T IT 14 TRR=IDBRT vy THEBICKEE
LEd. A7y FHEEIE. RAMDBDRWI D Y THRICILEETH. RAMORDYICHERALARVWELDIC
LTLEEIL,

27y THEBIEN—RKRSATICHY., TOTIVERAEETYPEA T —ICLERBEELRYFT, R
7y THEBOREL. BERORT Yy TNR—=F1> 3y (HE), R0y T 774, FLERATy TR—
FAAVERTDIY T I 74 IVDEAEEDNEZONE T,

BERE, HREINZRAD Y TEEBOY A XIE, YATFLDRAM Y4 XICLEBIL TEMLTWE L
2o LHL. B EDVRATALICIKEE. HEXTHNNA NORAMBEEFNZET, FRELT, HEIH
DRy TEEIE. YRATLDAEY —TIEARL, YRATLAE)—OT7— 70— RDEEEEH BRI N
i-g_o

13.2. VAT LDHEIER 7 v THEE

WEINZRADY TNR—FT42avdHAXE, VATLDORAMDBEE., VAT LENA/NZ—h
TEDICTDBAT) —DBBRENEIMIL>TERYET, HEINZ ATy TR—=F1>3vDH
A XFE, A VAM=IVEICEBENICEREINE T, N NAR—MNETBEICT SICIE. HRAY LD/IN—

T4 avNEBK TRy THEEERET ZVENDHY 7,

LLTFO#HREIZ, 1GBUTAE., XEY—DBNDVRVWSRTFATHICEETT, COLIBRYRAFATHS
BTy JTHEEEEIYYTOhAEVWE, YRATFADNRREICR>TY, A VA MN=JLLIEYRT LD
B CE R A Y T EHAEELNHY T,

RKIBIWEINB AT v Sl

AT LRD RAM DB E WHRINhZR7y T NANRFR— M eFFA 9 Bi5RICH

J|XNBRT Y ST4EE

<2GB RAMBED 2 1& RAM BE® 3 &
>2GB-8GB RAMBEEEL RAMBED 2 1&
>8GB-64GB &{& 4GB RAM BED 1.5 &
>64 GB &K 4GB NA NF— MEIHEI RN

VATFLARAMM 2GB, 8GB., F/IZ64CGB R EDEREDIFZEIE. BEICKLTRAT Y THA4 %
BIRLTLEIW, YRATFLNY =GB/ HBIFEIE. ATy SEEAECTENRNTF—T VAN
mMETBZENDHY FT,
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BEEORSAT, avhO—5—, LA VY —T A REBEH LIV AT LTIE, BHOANL —
JFINARICATw THEEBEDHTDE. ATy THEEBONRT7+—<v >V RAEALELET,

BF

27w SHEBE LTEYYETAETI 7MLV RATAELVLYM2 R 2 —AlE, TEEFIC
FALASWN TLEIV, YRATFLTAOBRAFLEA—RILHNRD Yy TEEAEFRLTW
&, ATy TOBEICKBLET, free AY ¥ KB LU cat /proc/swaps AY >V K%
FALT, A7y 7OERAEE, FRTOBMAEERELET,

A7y TEEBOYA X EEET I, YATLADNS—ENICAT Y THEEAHIRT S
DEIHYET, Ihik, RETHPOT7 Y S5—2 a3 yaBIIOR 7y THEEBICKEL.
AEY—HART LML’ HIIGEICHBICRZAREMELHY FT, TENIE LR
F1—F—RPBRVYTOHA XEZEFLRITLTLLEIV, 7N\y JREA T3V
EBRBLTKEIWN, 774V RATLETIY RTBEIICERINES, RFy TS
EBEIRLET,

13.3. 27 v 7H® LVM2 #®IER ) 2 — L DERK

27y THDOLVM2®IEBRY 2 —LBERTEET, TITIE BMITZRADY TR 1—L%E
/dev/VolGroup00/LogVol02 & L £ 9,

IE=S 0
o +RRT A RVEEHNDH B,

FIg

1L A4 XN 2GBD LVM2 SRIEBR) 2 —LZFRLET,
I # Ivcreate VolGroup00 -n LogVol02 -L 2G

2. FLWARAD Yy T E T4 -7y RLET,
I # mkswap /dev/VolGroup00/LogVol02

3. RDIY KN —7% Jetc/fstab 7 7 4 JLISEML £ 9,
I /dev/VolGroup00/LogVol02 none swap defaults 0 0

4. SRATLDFLWEREEEZRTSLOIC. YOy b1y NEBERLET,
I # systemctl daemon-reload

5. EA)1—LTRIYTETIVT47ICLET,

I # swapon -v /dev/VolGroup00/LogVol02

o 27y TRERY a—LNERIERIN, TOT4 TICASLNETANT I, RO
NYRE@ALT, 79747827y THEEZRANET,
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F13Tm A7y TOEH

# cat /proc/swaps

total used free  shared buff/cache available
Mem: 30Gi 1.2Gi 28Gi 12Mi 994Mi 28Gi
Swap: 22Gi 0B 22Gi
# free -h

total used free  shared buff/cache available
Mem: 30Gi 1.2Gi 28Gi 12Mi 995Mi 28Gi
Swap: 17Gi 0B 17Gi

13.4. 27y 7774 JLDVERK

VATLADAE) —DBFRBLTWVWSREXIC, A7y TI774IVEERLT. Y)Y RRF—KNRS4 7T
FEN—RT4 RV EIC—BHARA N —VBEEFERTEZET,

=55
o +RRT A RVEEHNDH B,

FIR

LHFLWRDY T 774D A XEAHNA RBEAITIEELTH S, ZDH A XI21024 % Hh i
T7O0vI#MEIERELE T, LEARRRDY T T 741D A4 XN 64MB DIZEIF. 7Oy Y
A 65536 ICh Y FT,

2. ZD7 74 I DIERK
I # dd if=/dev/zero of=/swapfile bs=1024 count=65536
65536 &, WELQTOY VYA XEEUEICBEI]MAET,
3RDARYRTRIVT I 74N Y NTyTLET,

I # mkswap /swapfile

4. A7y T 7740l DEFXF2) T4 —%2ZELT, 21— —THARAADNTEILRVELIICLE
£

I # chmod 0600 /swapfile

5 YRATFLDBEBFICATY T2 74 IV EAMICTSICIE,. ROV M) —%{FEAL T /etec/fstab
771V ERELEY,

I /swapfile none swap defaults 0 0

RICVRTFLADNEBENTZEFHFLWRTY T 774 IILDEBRICKRY 9,
6. VATLDHF L letc/fstab FREAXZE8FT B LHIC, YO MIZy MEBERMRLET,

I # systemctl daemon-reload

7. $CICRDY T I7A4INVETIT14TICLET,
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R

I # swapon /swapfile

o MiILWARDY T I 7AIHEEIERIN, BNCR > ETAMNTBICIE, kOO VR

EERALT. 7974 TRRATy THEEBERNTT,

I $ cat /proc/swaps

I $ free -h

13.5.sTORAGERHEL > 257 LAO—I)LAZFRHALTRATY TR 2 —L&EERT

%

ZDtv 3> TlE. Ansible Playbook Dfl=R L £ 9., Z®D Playbook (&, storage O0—JL % &
L. 772N RDNRSA—=9—%FRALT, 7OV I T7NNARICRT Y TRY 2a—LDNEELRBRWVGE
EER L. Ry THRY 2a— LD T TILEET HEEThEERLE T,

Gl s
o OV hO—I)L/—REBEFR/—ROEBEINZTTLTWVWS,
o TIEWR/— KNTPlaybook #R{TTEH1—H¥—¢Lcarybo—)b/—Kicasq4rvLTw
6 o
o BIENR/—RKADOEMICERTEZT7HIY M, TD/—RIINT 5 sudo HERENH 5,
FIa

2.

94

ROAR%EEZE Playbook 7 7 1 )L (ffl: ~/playbook.yml) =/ L £,

- name: Create a disk device with swap
hosts: managed-node-01.example.com
roles:

- rhel-system-roles.storage
vars:
storage_volumes:
- name: swap_fs
type: disk
disks:
- /dev/sdb
size: 15 GiB
fs_type: swap

WE. N 1—L%Z (ZOHITIE swap_fs) (FEETT, storage O—JLiF. disks: BHIC) R
FRARINTWETARITNARATR) 2a—LEFELET,

Playbook DX = MRFEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html/automating_system_administration_by_using_rhel_system_roles/assembly_preparing-a-control-node-and-managed-nodes-to-use-rhel-system-roles_automating-system-administration-by-using-rhel-system-roles

F13Tm A7y TOEH

DAY NIIBXERIETZLETTHY ., ANEDPRBEULERENSRETZ2EDTIEAN
CEITEFRLTLEIWY,

3. Playbook #Z2fT L £ 7,

I $ ansible-playbook ~/playbook.ymi

RS

e /usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 )L

e /usr/share/doc/rhel-system-roles/storage/ 71 L 7 ~!) —

13.6. LVM2 :®IB/R Y 2 — A TDR T v T4EDILAE

BEFED LVM2 SREBARY 2 —L EDRT Y THEEBAIETEEY, T I Tl 2GBILRT %2R 2 —A
% /dev/VolGroup00O/LogVolO1 & L £ 9,

AR

FIR

o +RWT 4 RVWBENDH B,

1L BEEMIIONTWERER) 2—LDORTy THEEBEMIILET,
I # swapoff -v /dev/VolGroup00/LogVol01
2. LVM2 @R ) 2 —LDH A4 X% 2GBEP L XY,
I # Ivresize /dev/VolGroup00/LogVol01 -L +2G
BHLWARAD Y g E T -7y RLET,
I # mkswap /dev/VolGroup00/LogVol01
4. HRARERIZRY 2 —LAZBWCLE T,

I # swapon -v /dev/VolGroup00/LogVol01

e 27y TDMIBRY) 2 —LDIRICKII LD EIDETRANT RICE, POTATRATY
TREERANET,

# cat /proc/swaps

Filename Type Size Used Priority
/dev/dm-1 partition 16322556 0 -2
/dev/dm-4 partition 7340028 0 -3
# free -h

total used free  shared buff/cache available
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Mem: 30Gi 1.2Gi 28Gi 12Mi 994Mi 28Gi
Swap: 22Gi 0B 22Gi

13.7.LVM2 i®IBRY) 21 — A TD AT v TLEIFHDHE/

LVM2 SREBRY 2 —LDRATy THEEABNTEEYS, TITE BNTBR)1—L%
/dev/VolGroup00/LogVolO1 & L 9,

FIg

1L BEEMIIONTWEREBR) 2—LDRT Y THEEBEMICLET,
I # swapoff -v /dev/VolGroup00/LogVol01

2. A7y TEZEHRLEY,
I # wipefs -a /dev/VolGroup00/LogVol01

3. LVM2 SR 2 —LDHY A XZZELT52MBHEIKL XY,
I # Ivreduce /dev/VolGroup00/LogVol01 -L -512M

4. FILWRD Yy F@REIEE7+r—< v bLET,
I # mkswap /dev/VolGroup00/LogVol01

5. REAR)1—LTRIYTETIVT47ICLET,

I # swapon -v /dev/VolGroup00/LogVol01

o 27w THIEBARY 2 —LHIPEBICHIBEINANETRANTBICIE., ROOX Y RAFERAL T,
TOT4 TRy TEBAREARET,

I $ cat /proc/swaps

I $ free -h

13.8. 27 v 7H® LVM2 $/HIER Y 12— L DHIE

27y THDOLVM2 HIEBARY 2 —L%2HBRTEZEd, HIRTZ2RATy TR 2—L%
/dev/VolGroup00/LogVol02 & L 7,

FIE
L BEEMTONTUVWRHREBARY 2 —LDRTy THEeABEBMICLET,

I # swapoff -v /dev/VolGroup00/LogVol02
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2. LVM2 ERIBARY 21— LZHIBRLE T,
I # Ivremove /dev/VolGroup00/LogVol02

3. ROEIY M) —% Jetc/istab 7 7 1 LD SHIBRLE T,
I /dev/VolGroup00/LogVol02 none swap defaults 0 0

4. IV h2AZy b EBERLTHLLVREZEHRLI T,

I # systemctl daemon-reload

o RERNY1—LNEBICHRINADEIDZTA ML, ROAYY REFALTTIT147
RRT Y THREEBENTT,

I $ cat /proc/swaps

I $ free -h

13.9. 27w 77 74 )LDHIE
29y T 774 EHIBRTEET,

FIR

1. /swapfile 27y 77 71 ILEEMICLE T,
I # swapoff -v /swapfile

2. letc/fstab 7 7 A LS TV M) —ZHBIFRL £,

3 VRATLDHLLWREZERT HLDIC. Yo bha1zZy bZ2BERLET,
I # systemctl daemon-reload

4. EBOT7 74 ILEHIKRLET,

I # rm /swapfile
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214% NVME OVER FABRIC &/N1 Z DHEE

Non-volatile Memory Express™ (NVMe™) i&, RZA MY 7 b2 7a1—FT4YUT4—DY )y KXFT—
NRSATEBRIETEDLIICTZI VY —TTAARTY,

ROFEFEDT7 7TV NSV RAR—KEFEHL T, NVMe over fabric 7/31 A %=RELE T,

NVMe over Remote Direct Memory Access (NVMe/RDMA)

NVMe™/RDMA DFREFEICDWTIE, NVMe/RDMA % {#fH L 7= NVMe over Fabric D& E %S08
LTI,

NVMe over Fibre Channel (NVMe/FC)

NVMe™/FC DEREFIEICDWTIE, NVMe/FC Z{#EM L 7= NVMe over Fabric DF&E %54
EEW,

Pi|

LT<

7277V ETNIMe 2EHET 358, VY RRATFT—MNRSATREIRAFTLICRLTA—AILT
HDEZUNEIEHY FH A, NVMeover Fabrics T/SM AN LTYE—MNTEHRETEET,
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58153 NVME/RDMA % f§ifl L 7= NVME OVER FABRICS D&%

ax AE

%152 NVME/RDMA % {# 8 L /= NVME OVER FABRICS D%

Non-volatile Memory Express™ (NVMe™) over RDMA (NVMe™/RDMA) v k7 v 7FTlZ., NVMe OV

RO—S5S—ENVMe A oI —49—45BELET,

15.1. CONFIGFS Z{#FH L7~ NVME/RDMA O > hO—5—Dt v k7

configfs Z{#F L T. Non-volatile Memory Express™ (NVMe™) over RDMA (NVMe™/RDMA) O~ k
A—5—%Z8&ETEEY,

AR
o nvmet 7V RFAICEIY KT TAYITNA A DH B EBHRT 5,

FIE
1. nvmet-rdma 4 7Y AT LEERKLE T,

# modprobe nvmet-rdma
# mkdir /sys/kernel/config/nvmet/subsystems/testngn
# cd /sys/kernel/config/nvmet/subsystems/testnqn
testnqn =, YT AT LBICEZHRAZET,
2. IRTORA MDA ZDAY hA—F—ICHEETEDLDICLET,

I # echo 1 > attr_allow_any_host

3. namespace ZEXEL £ T,
# mkdir namespaces/10
# cd namespaces/10
10 %, namespace DFUEICE S ZA £,
4. NVMe 7/8f AANDINAEFZRELZF T,

I # echo -n /dev/nvmeOn1 > device_path

5. namespace ZBMICL X9,

I # echo 1 > enable

6. N\VNMe R— M TT4 Lo M) —%ERHLET,
# mkdir /sys/kernel/config/nvmet/ports/1

# cd /sys/kernel/config/nvmet/ports/1
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7. mIx5_ibODIP 7 KL Z2%ZFRRLET,

# ip addr show mix5_ib0
8: mix5_ib0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 4092 qdisc mq state UP
group default glen 256

link/infiniband 00:00:06:2f:fe:80:00:00:00:00:00:00:e4:1d:2d:03:00:e7:0f:f6 brd
00:ff:ff:ff:ff:12:40:1b:ff:ff:00:00:00:00:00:00:ff:ff:ff:ff

inet 172.31.0.202/24 brd 172.31.0.255 scope global noprefixroute mix5_ib0

valid_lft forever preferred_|ft forever

inet6 fe80::e61d:2d03:e7:ff6/64 scope link noprefixroute
valid_lIft forever preferred_lft forever

8. AvhO—F—DrZIVRKR—=FMTZ7RLREZZRELZXT,
I # echo -n 172.31.0.202 > addr_traddr
9. RDMA% NSV RAR—KY14 TELTERELET,

# echo rdma > addr_trtype

# echo 4420 > addr_trsvcid
10. R—=hDT7RKLR77IY—%2BELET,
I # echo ipv4 > addr_adrfam

mn vYa2h8)ro5ERLET,

# In -s /sys/kernel/config/nvmet/subsystems/testnqn
/sys/kernel/config/nvmet/ports/1/subsystems/testnqn

REE
¢ NVMe ¥ hA—F—MHREINLR—FTY YRV LTWVWT, BEREROERFITETTVDS
JEEMELET,
# dmesg | grep "enabling port"
[ 1091.413648] nvmet_rdma: enabling port 1 (172.31.0.202:4420)
BAER R

o VX7 L E®Dnvme(1) man R—Y

15.2. NVMETCLI 2#{#H L7 NVME/RDMA O~ hO—5—0Dtv h 7 v 7

nvmetcli 21—5 1 Y 71 —%f#EMH L T. Non-volatile Memory Express™ (NVMe™) over RDMA
(NVMe™/RDMA) OY hO—5—%BETEET, nvmetcli 1—7 1 U5 4 —ICld,. ATV RSAVE
HMERDOY I T a v hARAEIRTVWET,

AR
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e nvmet 7V RFAICEIY KT TAYITNA A DH B EEHRT 5,
e root . LATF® nvmetcli 5 £177 %,

FIE
1. nvmetcli /Xy 5 —Y %4 VXM —=JLLET,

I # yum install nvmetcli

2. rdma.json 7 7 IL%EF o oO—KLZET,
# wget

http://git.infradead.org/users/hch/nvmetcli.git/blob_plain/0a6b088db2dc2e5de11e6f23f
1e890e4b54fee64:/rdma.json

3. rdma.json 7 7 1 JL&#RE L T, traddr DfE% 172.31.0.202 ICZEHL X T,
4 NVMe OY bO—F—F%RET7 74/ %EO—RKLT, avbO—5—%ty h7yFLET,

I # nvmetcli restore rdma.json

pa

NVMe 3Y hA—5—RE7 7 1 ILEZEE LEWEFSIE. nvmetcli A
/etc/nvmet/config.json 7 7 1 L =ERAL £ 9,

e NVMe O hMA—Z—MEEINLR—IFTY YAV LTWVWT, EHRERODERFEHATITWNS
EEHEERELET,

# dmesg | tail -1
[ 4797.132647] nvmet_rdma: enabling port 2 (172.31.0.202:4420)

o AT 3V IRAEMDNVMe O b O—5—%2YT7LET,

I # nvmetcli clear

BIER R

o 7 L E® nvmetcli & U nvme(1) man R—

15.3. NVME/RDMA 7K X b D& E

NVMe BB Y RS54 VA4 49 —7 x4 X (nvme-cli) Y —)L %R L T. Non-volatile Memory
Express™ (NVMe™) over RDMA (NVMe™/RDMA) IRR N &RETE X7,

FIR

1. nvme-cliV—J/LAA4 VA N=ILLET,
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I # yum install nvme-cli

2. nvme-rdma Y 2 —IL A FGHAAEFNTVWARWGEEIIE, HTHAAAFFET,

o
ol

I # modprobe nvme-rdma

3 NVMeOY bA-S5—THEATRAT TV RATLAZRELET.
# nvme discover -t rdma -a 172.31.0.202 -s 4420
Discovery Log Number of Records 1, Generation counter 2

trtype: rdma

adrfam: ipv4

subtype: nvme subsystem
treq: not specified, sq flow control disable supported
portid: 1

trsvcid: 4420

subngn: testngn

traddr: 172.31.0.202
rdma_prtype: not specified
rdma_gptype: connected
rdma_cms: rdma-cm
rdma_pkey: 0x0000

4, BWHEINEEY T RATALICERELET,

# nvme connect -t rdma -n testnqn -a 172.31.0.202 -s 4420

# Isblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0465.8G 0disk

—sda1 81 0 1G 0 part/boot

L—sda?2 8:2 0464.8G 0 part

—rhel_rdma--virt--03-root 253:0 0 50G 0 Ivm /

F—rhel_rdma--virt--03-swap 253:1 0 4G 0Ilvm [SWAP]

L—rhel_rdma--virt--03-home 253:2 0410.8G 0 Ilvm /home
nvmeOn1

# cat /sys/class/nvme/nvme0/transport
rdma

testngn Z NVMe 4 7Y AT AZICEB I A T,
172.31.0.202 43 hO—5—DIP 7 RL RICEE#ZA XY,

4420 =, R—hESICESHZI T,

B®EE
o BHEEHKINTWVWBENMe TNAADYRAMNERRLET,

I # nvme list
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o FFav:avihO—F—HmoLHILET,

# nvme disconnect -n testnqn
NQN:testngn disconnected 1 controller(s)

# Isblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0465.8G 0 disk

—sda1 81 0 1G 0 part/boot

L—sda?2 8:2 0464.8G 0 part

—rhel_rdma--virt--03-root 253:0 0 50G 0 Ivm /
F—rhel_rdma--virt--03-swap 253:1 0 4G 0Ilvm [SWAP]
L—rhel_rdma--virt--03-home 253:2 0410.8G 0 Ilvm /home

BEEE R

o VX7 L E®Dnvme(1) man R—

15.4. RORTv 7

o NVMe T/ ATORILF/RRDAEZE
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2816%E NVME/FC % {£f L /= NVME OVER FABRICS D& E

Non-volatile Memory Express™ (NVMe™) over Fibre Channel (NVMe™/FC) k5~ RR— M &, HED
Broadcom Emulex & & U Marvell Qlogic 7 7 4 N—=F v+ X)L T7H¥ FH - HIFERT 2HBE. "R S
E—RFNTREIKYR—IFINFT,

16.1. BROADCOM 7 4 74 —®D NVME 1K X N DE&E

NVMe BEBIOY Y RSA V4 9% —7 x4 X (nvme-cli) 1—7 1 ') 7 14 —%{FMH L T. Broadcom 7%
74 —T Non-volatile Memory Express™ (NVMe™) RRA M & RETEE T,

FIR

.. nvme-cli21—7 1474 —%AVAM=IJLLET,
I # yum install nvme-cli

ZhiZ& Y, Jete/nvme/ T4 L2 K'Y —IZ hostngn 7 7 1 ILHMERRINLE F, hostngn 7 7
AILiE, NVMe KRR hZ#RIL £ 7,

2. A—AIR—=FEYE—RR=FDT—ILRTA R/ —FKZWWNN) ET—IL RT A RR—hK
& (WWPN) Bl FZ2RDIFET,

# cat /sys/class/scsi_host/host*/nvme_info

NVME Host Enabled

XRI Dist IpfcO Total 6144 10 5894 ELS 250

NVME LPORT Ipfc0 WWPN x10000090fae0b5f5 WWNN x20000090fae0b5f5 DID x010f00
ONLINE

NVME RPORT WWPN x204700a098cbcac6é WWNN x204600a098cbcac6 DID x01050e
TARGET DISCSRVC ONLINE

NVME Statistics

LS: Xmt 000000000e Cmpl 000000000e Abort 00000000

LS XMIT: Err 00000000 CMPL: xb 00000000 Err 00000000

Total FCP Cmpl 00000000000008ea Issue 00000000000008ec OutlO 0000000000000002
abort 00000000 noxri 00000000 nondlp 00000000 gdepth 00000000 wgerr 00000000 err

00000000

FCP CMPL: xb 00000000 Err 00000000

Zh 50 host-traddr & traddr DfE%EH L T. Subsystem NVMe Qualified Name (NQN) %
BRELET,

# nvme discover --transport fc \
--traddr nn-0x204600a098cbcac6:pn-0x204700a098cbcac6 \
--host-traddr nn-0x20000090fae0b5f5:pn-0x10000090fae0b5f5

Discovery Log Number of Records 2, Generation counter 49530

trtype: fc

adrfam: fibre-channel
subtype: nvme subsystem
treq: not specified
portid: 0
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trsvcid: none

subngn: ngn.1992-
08.com.netapp:sn.e18bfca87d5e11e98c0800a098cbcact:subsystem.st14_nvme_ss_1_1
traddr: nn-0x204600a098cbcac6:pn-0x204700a098cbcact

nn-0x204600a098cbcac6:pn-0x204700a098cbcac6 % . traddr |CE& X #2 El

Ki i o
nn-0x20000090fae0b5f5:pn-0x10000090fae0b5f5 %, host-traddr ICE XX £ 7,

3. nvme-cli #EEALTNVMe O hO—5—IZEEHKELE T,

# nvme connect --transport fc \

--traddr nn-0x204600a098cbcac6:pn-0x204700a098cbcach6 \

--host-traddr nn-0x20000090fae0b5f5:pn-0x10000090fae0b5f5 \

-h ngn.1992-
08.com.netapp:sn.e18bfca87d5e11e98c0800a098cbcac6:subsystem.st14_nvme_ss_1_
1\

-k5

L

pa 3]
BimRRED T 7 2L MO keep-alive ¥ 1 LT ME%EHEBZ % & keep-alive timer

(5 seconds) expired! & RRINZHZEIE. kA T3V EFERL TEEZEY
LEd, ExE, k7%2FRATEET,

ZITIE UTFOEDICRYET,
nn-0x204600a098cbcac6:pn-0x204700a098cbcac6 %. traddr ICE XX £ 7,
nn-0x20000090fae0b5f5:pn-0x10000090fae0b5f5 % . host-traddr ICE XX £ 7,
nqn.1992-
08.com.netapp:sn.e18bfca87d5e11e98c0800a098chbcac6:subsystem.st14_nvme_ss_1_1
%, subngn ICEZXMA T,

5 % keep-alive # 4 L7 ME (BEA) ICEIMZF T,

o BHEEHBINTWVWBENMe TNAADYRAMNERRLET,

# nvme list

Node SN Model Namespace Usage

Format FW Rev

/devinvmeOn1  80BgLFM7xMJbAAAAAAAC NetApp ONTAP Controller 1

107.37 GB/107.37 GB 4KiB+ 0B FFFFFFFF

# Isblk |grep nvme
nvmeOn1 259:0 0 100G O0disk
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RS

o U227 L E®D®nvme(1) man R—

16.2. QLOGIC 7 ¥ 74 —®D NVME ;5 X M D& E

NVMe BEBOXY Y RSA V49 —T x4 X (nvme-cli) 1—7 1 ) F7 1 —%FEBALT. Qlogic 747
4 —T Non-volatile Memory Express™ (NVMe™) R A N & RETE X9,

FIR

.. nvme-cli2—714 74 —%AVAM=IJLLET,
I # yum install nvme-cli

ZhiZ& Y, Jete/nvme/ T4 L2 K —IZ hostngn 7 7 1 ILHMERRINLE T, hostngn 7 7
AILiE, NVMe KRR hZ#AIL £ T,

2. qla2xxx ZBHEHAH LT T,

# modprobe -r gla2xxx
# modprobe gla2xxx

3 B—AINR—=FEYE—RR=FMDT—ILRTA R/ —RKZWWNN) ET—ILRTA RR— K
& (WWPN) BBl FZ2RDITET,

# dmesg |grep traddr

[ 6.139862] gla2xxx [0000:04:00.0]-ffff:0: register_localport: host-traddr=nn-
0x20000024ff19bb62:pn-0x21000024ff19bb62 on portID:10700

[ 6.241762] gla2xxx [0000:04:00.0]-2102:0: gla_nvme_register_remote: traddr=nn-
0x203b00a098cbcac6:pn-0x203d00a098cbcact PortlD:01050d

Zh 5O host-traddr & traddr DfE%EA L T. Subsystem NVMe Qualified Name (NQN) %
BRELET,

# nvme discover --transport fc \
--traddr nn-0x203b00a098cbcac6:pn-0x203d00a098cbcach \
--host-traddr nn-0x20000024ff19bb62:pn-0x21000024f19bb62

Discovery Log Number of Records 2, Generation counter 49530

trtype: fc

adrfam: fibre-channel

subtype: nvme subsystem

treq: not specified

portid: 0

trsvcid: none

subngn: ngn.1992-
08.com.netapp:sn.c9ecc9187b1111e98c0800a098cbcact:subsystem.vs_nvme_multipath_1_su
bsystem_468

traddr: nn-0x203b00a098cbcac6:pn-0x203d00a098cbcact

nn-0x203b00a098cbcac6:pn-0x203d00a098cbcac6 %, traddr ICE XX £ 7,
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nn-0x20000024ff19bb62:pn-0x210000241f19bb62 % . host-traddr ICE I #Z X7,

4. nvme-cliV—JILEFERALTNYMe Y bO—F—ICEHKLET,

# nvme connect --transport fc \

--traddr nn-0x203b00a098cbcac6:pn-0x203d00a098chcach \

--host-traddr nn-0x20000024ff19bb62:pn-0x21000024ff19bb62 \

-h ngn.1992-
08.com.netapp:sn.c9ecc9187b1111e98c0800a098cbcac6:subsystem.vs_nvme_multipat
h_1_subsystem_468\

-k5

pa 3]
BEiRERED T 7 4L MO keep-alive ¥ 1 LT ME%EHEBZ % & keep-alive timer

(5 seconds) expired! & RRINZHZEIE, kA T3V EFERL TEEZEY
LEd, ExlE, k7%2FRATEET,

ZITE UTDLYICRY XY,
nn-0x203b00a098cbcac6:pn-0x203d00a098cbcac6 %, traddr ICEZX X £ 9,
nn-0x20000024ff19bb62:pn-0x21000024ff19bb62 %, host-traddr ICEX# X £ 7,
nqn.1992-
08.com.netapp:sn.c9ecc9187b1111e98c0800a098cbcac6:subsystem.vs_nvme_multipath_1_suk
%, subngn ICEZXMA T,
5 % keep-live # 4 L7 ME (BEA) ICEIMZF T,

o BHAEBKINTWVENMe TN ZDY A MERRLET,

# nvme list

Node SN Model Namespace Usage

Format FW Rev

/devinvmeOn1  80BgLFM7xMJbAAAAAAAC NetApp ONTAP Controller 1

107.37 GB/107.37 GB 4KiB+ 0B FFFFFFFF

# Isblk |grep nvme
nvmeOn1 259:0 0 100G 0 disk

BIER R

o V7L E®Dnvme(1) man R—Y

16.3.. RODRT v S

o NVMe T/ A TORILF/RRDABEZE
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EB17ZF NVME 7 /81 R TOXILFRZ2DEMIE
TP AN—=F v I (FO)BREDTFTY v I hSURE—RENLT. YRFACEBIATUD
Non-volatile Memory Express™ (NVMe™) /84 R%&TILF/INR T B ENTEET, EHOTILFN
AV a21—=2aVveRERTBIEHNTEIT,
17.1. %14 74 7 NVME < JLF /N X & DM MULTIPATH
Non-volatile Memory Express™ (NVMe™) /31 Z &, R4 714 TRIIVF/ARBREEHR— M L TWL
9, NVMe ICTILFNRZHRET %356, 1ZHED DM Multipath 7L —AL7—%2 & NVMe D %1 T 41
TRINWFIRADEL LM EBIRTETET,

DM Multipath & NVMe D R4 74 TRILF/RRIE, EBEHE NVMe TNNA ADTIVFNRNRAAXNTH S
ANA(Asymmetric Namespace Access) ICX L TWE T, ANAIZ, OY hO—5—& KRR NEDHRE
EINFNRREREL, N"T7+—<T VR ERALIEET,

XAT 4T NVMe TILFRRAZEMCT S E, TRTDNYMe T/ LT/ O—NLICERAINE
To FUBWNRT =TV RERETEF I A, DM Multipath BRI T 2 IR TOHEELEEF TV
FtA, BIZIE., X1 T 14 7TDNVMe YILF/SZIE, numa & round-robin M/ &R ED A % H
/_.ﬁ’_ I\ L/T\/\i-a—o

Red Hat &, Red Hat Enterprise Linux 8 ® DM Multipath 7 7 # JL bDRILF/INAYV ) 2 —> 3 v &
LCHERTHZEEMELET,

17.2. 215 14 7 NVME WL F /XX DFEIR

nvme_core.multipath 7 7> 3 YV OF 74 I FDA—FRILEREIE NIEREIATWET, Jhik, *
4 7 4 7 Non-volatile Memory Express™ (NVMe™) YL FIRANBN THZ ZE2EKRLET, 1

TATNIMeWILFNRAY Y 21a—2aVvAFRLT, X171 7 NVMe JILFNRREZBMICTE I &
NTEZET,

AR

o NVMe TNA ANV AT ALAICEHRINTWSAZ AR LET, M. NVMe over fabric 7
NA ZDME #5B LTI,

FIR

L A—RILTERAT 14 T NVMe RILF/IRADBEMITAR>TWEMNEI M EHERLET,
I # cat /sys/module/nvme_core/parameters/multipath

AYY REUTOWThaERRLETS,

N
XA T4 7 NVMe T ILF /R RUTENTT,

XA T4 7 NVMe T ILF/RRIFZBWHTT,

2. X1 T 14 T NVMe TILFIRZADNEMICE > TWBEBERIE. ROWTNHIDOFEEFERL TER
ICLET,

o H—XIATPavoER
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F17E NVME T/ A COIILFNRZADERE

a. nvme_core.multipath=Y # 7> 3 VA<V KS4 VIEBMLE T,

I # grubby --update-kernel=ALL --args="nvme_core.multipath=Y"

b. 64 EY NDIBMZ7—FFTVF¥—Tld, 7—MAZ2—%FHLZEY,
I#ﬂm
c. VAT LEBRERHLET,
o H—RIEVA—IEBEET77M4IDEH

a. L FOHWAT /etc/modprobe.d/nvme_core.conf 87 7 1 L E/ER LT,

I options nvme_core multipath=Y

b. initramfs 7 7 1 ILENY O Ty T LET,

# cp /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -r).bak.$(date
+%m-%d-%H%M%S).img
c. initramfs ZB#EEL 7,
I # dracut --force --verbose

d YA7LZBEELET,

3. 77 av:ETHDYRATLT, NNMe TXA ZADI/ORY) v —%ZFHBE LT, FIETEEATAN
TORAIICI/O EDRIEET,

I # echo "round-robin" > /sys/class/nvme-subsystem/nvme-subsysQ/iopolicy

4. 7Y av:udevI)L—ILEFERALTI/ORY V—%KkHEMICEKRELET, UTFORET
/etc/udev/rules.d/71-nvme-io-policy.rules 7 7 1 L= EB L £ 7,

I ACTION=="add|change", SUBSYSTEM=="nvme-subsystem", ATTR{iopolicy}="round-robin"

. AT LD NVMe TNNAREDBH#HLTVWEINEDIDEERLE T, ROMFIE. 2 DD NVMe &
BIZZB A3 D NVMe over fabrics A NL =Y H TV AT ADERKRINTWS ZEEZEBELTWL
*9:

# nvme list

Node SN Model Namespace Usage

Format FW Rev

/dev/invmeOn1  a34c4f3a0d6f5cec  Linux 1 250.06 GB/
250.06 GB 512 B+ 0B 4.18.0-2

/dev/invmeOn2 a34c4f3a0d6f5cec  Linux 2 250.06 GB/

250.06 GB 512 B+ 0B 4.18.0-2
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2. BRmINTWBRIRTONYMe YTV RTFLEYZARNT Yy FLET,
# nvme list-subsys

nvme-subsys0 - NQN=testnhgn

\

+- nvme0 fc traddr=nn-0x20000090fadd597a:pn-0x10000090fadd597a host_traddr=nn-
0x20000090fac7e1dd:pn-0x10000090fac7e1dd live

+- nvme1 fc traddr=nn-0x20000090fadd5979:pn-0x10000090fadd5979 host_traddr=nn-
0x20000090fac7e1dd:pn-0x10000090fac7e1dd live

+- nvmez2 fc traddr=nn-0x20000090fadd5979:pn-0x10000090fadd5979 host_traddr=nn-
0x20000090fac7e1de:pn-0x10000090fac7e1de live

+- nvme3 fc traddr=nn-0x20000090fadd597a:pn-0x10000090fadd597a host_traddr=nn-
0x20000090fac7e1de:pn-0x10000090fac7e1de live

TOT4 TN VRAR— N9 A4 TaHALET, BIAIE nvmedfc 37 74 X—F v RILFS
VAR—PMNTEHRINTWEZEARL, nvmetep | TCP TEREINTWA I EARLTW
7,

3. A=A T aVvaERELALBAIE. h—RIWLITXY RSAVTERAT 14 7 NVMe ¥ JLF /X
ADNEMCR>TWENEIDNEHRLE T,

# cat /proc/cmdline

BOOT_IMAGE-=[...] nvme_core.multipath=Y

4. 1/ORY v—%EEALKGZEIEZ. NVMe T/34 2 _ETround-robin "7V 5 4 74 1/O R Y
V—THBENEINEHERELET,

# cat /sys/class/nvme-subsystem/nvme-subsys0/iopolicy

round-robin

RS

o A—RXINARYRSA VNS A—4—DERE

17.3. NVME 7 /34 X T® DM MULTIPATH O A&%h1b

FA4T4 7T NVMe RILF/IRREEPDICT B ET, BRINAENYMe TNA ATDM Y ILFNR%EH
MCTEFT,

=S5

o NVMe TNA ANV RATFALICEHREINTWSZEAHER LTI, ML, NVMe over fabric 7
NAZDBE #SRLTLEIL,

FIR

. 2474 T NVMe YILFIRADNEMICR > TWBENEIDEHERLE T,

I # cat /sys/module/nvme_core/parameters/multipath
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F17E NVME T/ A COIILFNRZADERE

AYY REUTOWThhaERRLETS,

N
X4 T4 7 NVMe T ILF /R RUTENTT,

XA T4 7 NVMe T ILF/RRITBEWTT,

2. XA T4 T NVMe TILFNRZABEMICE > TWBEBERIE. ROWTIHIDEEEFERL TER
ICLET,

o H—FXIATPavoER
a. A—FIDIATY RZ 4 »H 5 nvme_core.multipath=Y + 7> 3 V% HIFR L F L/,

I # grubby --update-kernel=ALL --remove-args="nvme_core.multipath=Y"

b. 64 EY NDIBMZ7—FFTVF¥—Tld, 7—MAZa2—%FBHLZEY,
I # zipl
c. VAT LEBRERHLET,

¢ N—XRINEV2I-IERET7AMILDER

a. /etc/modprobe.d/nvme_core.conf 7 7 1 JLIC nvme_core multipath=Y # 7> 3 > ®
IHERET 2HEIE. ThzEIlRLET,

b. initramfs 7 7 1 ILENY O Ty T LET,

# cp /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -r).bak.$(date
+%m%d-%H%M%S).img

c. initramfs #B#EELF T,

# cp /boot/initramfs-$(uname -r).img /boot/initramfs-$(uname -r).bak.$(date
+%m-%d-%H%M%S).img
# dracut --force --verbose

d YRA7LZBEELET,

3. DM VIF/RRE=BHICLET,

I # systemctl enable --now multipathd.service

4. FIARIBEART RTD/RRIZI/O 2B L £9, /etc/multipath.conf 7 7 1 JLICLLTORABR% B
mLEd,

devices {
device {
vendor "NVME"
product ".*"

m
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path_grouping_policy group_by_prio

Pz
DM Multipath 2 NVMe /31 R = EIE ¢ 5155, /sys/class/nvme-

subsystem/nvme-subsys0/iopolicy 5% 7 7 1 JLIZ /O T4 A MY Ea—2 3
VICREEBESAEEA.

5 BRENDEHRAZBEHT 576HIC, multipathd Y —EZ2%2)O—RKLET,

I # multipath -r

&
qEI-I'l

o XA T 14T NVMe WILF/IRADNEMICHR > TWVWENE DN ERERELET,

I # cat /sys/module/nvme_core/parameters/multipath
N

e DM Multipath & NVMe /34 ZZ2RBH L TWE N EI N EHRLF T,
# multipath -

eui.00007a8962ab241100a0980000d851c8 dm-6 NVME,NetApp E-Series
size=20G features='0" hwhandler='0" wp=rw
“-+- policy="service-time Q' prio=0 status=active
|- 0:10:2:2 nvmeOn2 259:3 active undef running
“-+- policy="service-time 0' prio=0 status=enabled
|- 4:11:2:2 nvme4n2 259:28 active undef running
“-+- policy="service-time 0' prio=0 status=enabled
|- 5:32778:2:2 nvme5n2 259:38 active undef running
“-+- policy="service-time 0' prio=0 status=enabled
|- 6:32779:2:2 nvme6bn2 259:44 active undef running

BTG IR
o H—XRIATY RSAVINTA—H—DERE

e DM Multipath MF&E
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BBETARIRTI1—F— DK%

FI8E T ARIVAT V1 —5—DERTFE
TARIRATVa—5— & AML—=YF RS RICEFEIN /O BXREIEFTITE T,
AT 1 —5—IdUTOEHDAEETHRETIET,

e Setting the disk scheduler using TuneD DERBAICHE> T, TuneD ZFERAL TR Y1 —-5—%
BRELXT,

o udev)I—ILEFERALETAAVAT V1 —5—DERE THAINTWS LI I, udev ={FHH
LTRTY21—5—%%ELFT,

o BETARAVIEREDAT V1 —5—5—FBMICHRE CTHMINTWE LI, 2FFDUR
FLDART 1 —5—45—BMICEELEY,

pa )

Red Hat Enterprise Linux 8 Tl&, 7AY 77 NA RIEINFFa2—R 72—V 7D
HIHIGLET, ThICLY, TOVILAV—DNRT+—<I VR %EmRY )Y KR
F—hRSAT(SSD) BLUTILF AT AT LATEDICHETE XY,

Red Hat Enterprise Linux 7 ABID/N—2 3 Y THIATE LD VTV Fa—A
Ja—Z—NHIlRINhF L,

1BLAMARERT A RIRT Y1 —F—
Red Hat Enterprise Linux 8 Tld. UMTFDOIYNFF1—FT A RV RAT T2 —F—IIRIHELTWVWET,

none

FIFO (First-in First-out) A7 ¥ a—Y Y7 T) ALExRELFET, ChickY, AAD 7Oy
JBTEMA ast-hit ¥ v v 15N LTERAYT—IINET,

mg-deadline

ZhiCEY, BRPRT Va2 —F—ICBELEBEILDERDLA TV Y —MRIEINZE T,
mq-deadline 24 Y1 —5—d, F21—BFEDI/OV I IR MNEHRAMYNY FELIFEZAH
Ny FICHELET, ZTL T, REITOY V27 KL R (LBA) 8 KIEICEITT B HODAT Y a—
WEREETVWES, 74T 7Y =y avidEaRY JORETTOY V9 5a8EMH
DAENBWED, JZHARYNY FOANEZIAANY FLYEBEINE T, mg-deadline 1*/%y F
BT ZE, COTOCRARBEZIAHEELIFEL TWEIRIZERAL T, ROFARY /Ny F
FREEZAINYFERAT2—I)LLET,

DA 1—5—FFEAEDI—AT—RITELTWETH, BREBICH U THEHICE X AHEME
FYFARYBEOAIEEICKEIDZI—AT—RICELTWET,

bfq

TRAINY TORTLBLIUHFERDY R EHRE LET,

bfq 7Y a1—5—d, B—DT7 7NV r—>a A IRTCOFEREEAFRALAVEIICLET, Th
ICEY, ANL—=ITNRAZADNTA RIVRETHEIHNDELDICEICIRBETEDLDICRYEY, 7
7 4L MDERETIE, biqld,. AR —Tv MERETEDOTIFRL. LA TV Y —%R/NRICHD
ZABZEIERZEZEDETVWET,

bfq it cfq I—RICEDWTWVWET, —EDYAM LRSI AT LT ARV AE&ETOERIHET S
DTARL, B9 —BEMTAEINAL ATy M 270CRICEIYYETET,

13


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html/monitoring_and_managing_system_status_and_performance/setting-the-disk-scheduler_monitoring-and-managing-system-status-and-performance#setting-the-disk-scheduler-using-tuned_setting-the-disk-scheduler
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER

CDRATY1—F—@FRERT 74NV ZAE—FTBRICELTEY. ZOHBE. YATLDRBEL
BB ERFHY FHA

kyber

27Ta—5—F 7OV 1/0 LA V—ICEEFEINLIRTDI/OBRDODLS TV —%58ET
28T, ATy Y—O0—I%5ERTZHDICEE%ZHEL £9, cache-misses DIFE. FudiA
H/EHEZ AR VA NMIYI—T Y MNLATVI—%RETEET,
CDATYa—F—IE, NVMe, SSD REDEL A TV —FTNNA ARRE, BRERT/NA RITEL
TWET,

182. K1 — AT —RATCERBZTFARIRAT Y 1 —5—

VATADERITTBZIRVICHLT, PHVRIBLFa—=V T 9 RAIDREINIC,. UTFDTF4 AT R
hY1—5—HR—251 Ve LTHESET,

RKIBIBEEL—RT—ADTA RV R a1—F5—

A—RT—R TARYRyS1—5—

SCSIA V9 —7 x4 R%&EFAT-HEFRD HDD mqg-deadline 7zl bfq #fEA L £,

BRAML—YTHENT =TV RADSSD Fild BILIVY—TSAXT7 TV r—oavaETd 5

CPUBDNA Y RINEY AT A maldnone ZEALEX Y, ik kyber ZERAL
9,

TRINYTERLEA VIS VT 1 TRYRY bfq zERAL X7,

RIE7 R b mq-deadline ZFRAL X3, VI FFa—ICHEL

TWBERAMRT7HTH— (HBA) KRS 4 N—T
&, none #ERALZ T,

183. T 74IMNDTA RV ARV 2a—F5—

TRy ITNRARE, BDORT Y 1—F5—%Z8BELBWRY, TIAIMDTARIRSYV1—-5—%

R

NVMe (Non-volatile Memory Express) 7O 7 7 /N ADFE., T 74V MDA YT
Ya—F—lEnone THY. RedHat TIEINEZEBLAWVWI EEHELET,

A—IIE. TNRNAZADIA TICEDWTTIFIRNDTFARIR TV 1—5—5FRLFT, BEWN
IGBIRINZRAT Y 2a—5—1F, BE. RELERETY, ORTY a1 —5—DNBERIGFEIE.
Red Hat Ti&., udevI)L—ILE7/zlE TuneD 7 T r—> a VA FRLTRETS I EAHELTVWE
T BRLETNRNAZRE—HIE, ThODTNARADRT Y 2a—5—DHEHYEZFT,

184. 7909 T4ATRTARARIAT I 1 —S5—DRE

COFETIE, FEDTOAVITNAATHET VT A TRTARIVAT 2 —5—%EBLET,
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FLBETARIAT I 1 —F—DFRE

FIR

e /sys/block/device/queue/scheduler 7 7 1 L ODAB % FHHEY £,

# cat /sys/block/device/queue/scheduler

[mg-deadline] kyber bfg none

T774ILED device &, sdec 2 EDT OV I TNA REGICEEHZFT,

TOT4 TRV 1—5—IF, BEM(]D YR NERRShET,

18.5.TUNED 2R L7=T 1 RV ATV 1 —5—D{TE

COFETIF, BIRLAEETOVITNRNARAIEEDTARIRAT Y 1 —5—%%ET %5 TuneD 7O
T77AINVEERLTAEMICLET, COEREIF. PRATLZBEEBLTEFRLET,

UTFoaAT Y RERET, UTORBEBIHRZIZFT,
o device #70OY VT /A4 ADEZENIEB XX F 9 (fl: sdf),

o selected-scheduler 2, 7/NA RICERET BT A AV ATV 21a—5—ICBEX|MZAET (f:
bfq).

AR

e TuneD H—EANA VR M—I)LIN, MR >TWS, FMlE. TuneD DA VA M—ILER
it #SB LTIV,

FIR

L BREICHELCT, A7 74 ILDOR—RERDZEEFEDTUNeD 7O 7 7ML ERIRLE Y, FIAT
BEARTOT7 74D A ME, RHEL EEHICEAINS TuneD 707 74 J)L A#HBLTL
I,

WET VT4 7R27TO7 74V EHET 2K, ROATY REETLET,
I $ tuned-adm active

2. TuneD 7R 74 IVERFT2HLWT A LI M) —&ERLET,
I # mkdir /etc/tuned/my-profile
3 BRLATOYITNRNARADY AT LBEBOHANFERDITET,
$ udevadm info --query=property --name=/dev/device | grep -E '(WWN|SERIAL)'

ID_WWN=0x5002538d00000000_
ID_SERIAL=Generic-_SD_MMC_20120501030900000-0:0
ID_SERIAL_SHORT=20120501030900000
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https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html/monitoring_and_managing_system_status_and_performance/getting-started-with-tuned_monitoring-and-managing-system-status-and-performance#tuned-profiles-distributed-with-rhel_getting-started-with-tuned

Red Hat Enterprise Linux 8 A k L—IF /31 ADER

Pz -

ZOfloavy Rk, IBELZ7TOY 77/ RUCEEN T 507z World Wide
Name (WWN) #7232 Y ZPILEBESELTHNINDZITARTOEERLET,
WWN RT3 EMHREINETHA. WUNIZRFEDT/NA ATEICFIET
XZRTIFARL, AV RBITRINZEE. T/X1ZADYATLABEEHDID &
LTERATDZERHFEREINZE T,

4. /etc/tuned/my-profile/tuned.conf:XE7 7 1 L EERLE T, CDT7 74T, ULTFOAT
vavERELET,

a. BEILHLT, BEOJO774I)LEEMLET,

[main]
include=existing-profile

b. WAUN BRI FIC—HT 2T NRNA RICH L TGERLAET A RIVRT Y1 —5—%2RELFT,
[disk]

devices_udev_regex=IDNAME=device system unique id
elevator=selected-scheduler

ZITlE, UTFDESICRY ZFT,

e IDNAME Z, FRINTWSHAIFRICEZSHEZ XY (f:ID_WWN),

e device systemuniqueidZ., FERLHRFOEICEIMZIFT
(151:0x5002538d00000000).

devices_udev_regex # 7> 3 V THEBMDT/NA ZIT—BIHZITIE, BB FEFTEM
TH#A». BEEN—TREIY ET,

devices_udev_regex=(ID_WWN=0x5002538d00000000)|
(ID_WWN=0x1234567800000000)

5. 70774 ILEAEMLET,

I # tuned-adm profile my-profile

Wl
1. TuneD 7A7 74D T VT4 7T, BRAINhTWSIEEHRELET,
$ tuned-adm active

Current active profile: my-profile

$ tuned-adm verify

Verification succeeded, current system settings match the preset profile.
See TuneD log file ('/var/log/tuned/tuned.log’) for details.

2. /sys/block/device/queue/scheduler 7 7 1 LORAR %= ZHHEY £ 7,

16



FLBETARIAT I 1 —F—DFRE

# cat /sys/block/device/queue/scheduler

[mg-deadline] kyber bfg none

774IEAD device &, sdcREDTOAY VTN RRZICEZI]ZAET,

FOT4TRRTY 1—5—I%, BEA) YR MRFINET,

RS

e TuneD 7A77A4INDHARAITA X

18.6.UDEV IL—ILAER LT A RV AT 1 —5—DETE

COFIETIE. udevIL—ILAFEBRELT,. BETOVIFNS R, BEDTFTARAIVAT 1 —5—%
BELFT, COBREIF. YVRATLEBEELTCEFRLE T,

UTFoaAT Y RERET, UTORBEBIHRZIZFT,
o device #70OY YV T/\A4 ADEZHNIEB XX F 9 (fl: sdf),

o selected-scheduler 2, 7/NA RICERET BT A AV ATV a1a—F—ICBEX|MZAET (f:
bfq).

FIE
L. 7Y I9FNAADY AT LBEDHNFERDITET,

$ udevadm info --name=/dev/device | grep -E '(WWN|SERIAL)'
E: ID_WWN=0x5002538d00000000

E: ID_SERIAL=Generic-_SD_MMC_20120501030900000-0:0
E: ID_SERIAL_SHORT=20120501030900000

Pz -

ZOfloavy Rk, IBELZ7TOYv 7 F/54 RUICEEN T 507z World Wide
Name (WWN) #7232 U 7PILESELTHNINDZITARTOEEZRLET,
WWN RT3 EMHREINETHA. WUNIZREDT/NA ATEICFIET

XZRTIEFAL, ATV RBITRINDEIIEX. T/XMAIADYRATLBEBEDID &
LTHERTBZENHFRINET,

2. udevI)L—ILEBELET, UTFDORZAT letc/udevirules.d/99-scheduler.rules 7 7 1 JL &
BLET,

ACTION=="add|change", SUBSYSTEM=="block", ENV{IDNAME}=="device system unique
id", ATTR{queue/scheduler}="selected-scheduler"

ZITlE, UTFDESICRY T,

e IDNAME Z, FRINTWSHAIFRICEZHZ XY (f:ID_WWN),

e devicesystemuniqueidZ., FER L HRFOEICEIMZIFT
(151:0x5002538d00000000).
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Red Hat Enterprise Linux 8 A k L—IF /31 ADER
3. udev L=l E=BHHAH LT,
I # udevadm control --reload-rules
4, RAgTa—F—H/kEEBEHLET,

I # udevadm trigger --type=devices --action=change

o FPUTATRATa—5—%HRLZET,

I # cat /sys/block/device/queue/scheduler

187 H¥ETARIVIIEBDAY 1 —5— 2 —BEWICETE

il

CDFIETIE, FEDTOVITNA AL, BREDTARIATV1—5—%F%ZELEFT, D
&, YATLZEZBEHTIETICRYET,

L
X

on

FIR

o BIRLAELRTYa1—F—D4RI%. /sys/block/device/queue/scheduler 7 7 1 JLICEZAHF
ER

I # echo selected-scheduler > /sys/block/device/queue/scheduler
774 IED device &, sdc BREDTOY IV TNA AZILEZHAZET,
MREE
¢ ATV a—F—DBTNARATTITATILB>TVWEIEEHRLET,

I # cat /sys/block/device/queue/scheduler
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BIOBEYVE—MTA1RILVARAYRAT LD

FIO9OE YV E— M TARAIULAVATLDEE

XY RMNI—OBRETIE, VE—RNTARIVILVRVRATLETTOA4TEH2ET, A—DERETEHDY
SATV Ny N7y TTEZET, IBIED Red Hat Enterprise Linux Y —/N\—N\—Y 3 VA FHT 3
EL.INBDIFATYRDN—RRSATOIRMESEHNL, BIOY—N—ICHF— R Iz %2BET
XET,

RO IE, Dynamic Host Configuration Protocol (DHCP) & & T Trivial File Transfer Protocol (TFTP)
P—ERENLETARILRIVZATY MY —N—DFEHKAERLTWVWET,

BI1OAYE—FTARILARAVARATLBREDT AT TS A

Server Diskless Client

DHCP TFTP

Network
Connection

Gateway

P1LYE—FTA RV LAY AT LADBEDEE

JDE—RTFT ARV LAV RATLADEEAFGITTCEBLOICEELEFBE LET, JE—MTA1RILARAY
2T LADBEIIZRDY —ERANBETT,

o tftp-server IZ & o TR I N % Trivial File Transfer Protocol (TFTP) H#—E X, ¥ X7 A,

tftp —E X % {#FF L T. Preboot Execution Environment (PXE) A—4 —%@BLCTxv b7 —
JRBREATHA—RILA A=Y EHERAM T4 27 initrd ZEXZE L 9,

o dhep IZ& > TRHEI 15 Dynamic Host Configuration Protocol (DHCP) #—E 2,

=55

o xinetd/ \v /i —Y%5A4VARM=)LLTWB,

o Xy NIT—VEBNREINTWS,

FIR

1. dracut-network /Xy r—C %A VA M—=ILLE T,

I # yum install dracut-network

2. /etc/dracut.conf.d/network.conf 7 7 1 JLICRDITEEBML X T,

I add_dracutmodules+=" nfs "

3. ROIEFTH—EREBELT. BERNOYE—RFNTFTARILAVRATLANELCH#ET S &
INCLET,
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a. TFTIPY—ERXRARZRELFT, FMIZ. T4 RV LRAIVZAT7VMDTFTP Y —ERDEE
EHRBLTLLEIL,

b. DHCP H—N—%REL X T, FMIZ. 71 XTI LRI F4 7Y b®DDHCP #—/N—D5%
EEZRLTIEIV

c. RYNT—=V T 7ANYATLNNFS) ETVARAR—MLET 7MLV ATLERELZE

T, HMIE. TARILRAISATYVMNDIIRAR—KNLET7AINYATLADERE 55
BLTLLEIW,

192. T4 RILRAISATYNDTFTP H—ERDETE

JE—RTARILVRAVRATLEZRIENTELSHBEIESZICIE. FTTARILRIZATV MO
Trivial File Transfer Protocol (TFTP) H —EX %R ETZ2HELHY 7,

pa 3

Z DE&E L. Unified Extensible Firmware Interface (UEFI) 2 H TIdiEE L & A, UEFI
NR—ADA VR F—)bo)i?% &, UEFIR—ZXDI Z4 7> NEIFICTFTP Y —/N\—%5%
EYTD 2BRLTCES

(1} =355
o RDINYT—IDAVAR=ILEINTWS,
o tftp-server
o syslinux

o Xxinetd

FIE
. TFTPY—EREZBMICLET,

I # systemctl enable --now tftp
2. thtp DIL— T4 L2 M) —IT pxelinux 74 L7 MU —%EKLET,

I # mkdir -p /var/lib/tftpboot/pxelinux/

3. /usr/share/syslinux/pxelinux.0 7 7 1 JL % /var/lib/tftpboot/pxelinux/ 71 L ¥ b ) —(Z 0
l::)_ L/ i -a—o

I # cp /usr/share/syslinux/pxelinux.0 /var/lib/tftpboot/pxelinux/

4. Jusr/share/syslinux/Idlinux.c32 % /var/lib/tftpboot/pxelinux/ ICOE—L %7,

I # cp /usr/share/syslinux/ldlinux.c32 /var/lib/tftpboot/pxelinux/

5 titp DIL—bT 1 Lo b —IC pxelinux.cfg 74 L7 M) —&ERL X,

I # mkdir -p /var/lib/tftpboot/pxelinux/pxelinux.cfg/
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https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_storage_devices/setting-up-a-remote-diskless-system_managing-storage-devices#configuring-a-dhcp-for-diskless-clients_setting-up-a-remote-diskless-system
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https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/interactively_installing_rhel_over_the_network/preparing-for-a-network-install_rhel-installer#configuring-a-tftp-server-for-uefi-based-clients_preparing-for-a-network-install

BIOBEYVE—MTA1RILVARAYRAT LD

o H—EXtitp DRF—H REHALET,
# systemctl status tftp

Active: active (running)

193. 54 A9 LAY S54 7Y NDODHCP 4 —/"\—DH%FE

DE—RTFARIVLAVRATLAEE LS HEEIESICIE. WSDO2HIMDY—EREHOHNLHA VAR M—
WL THBELLBEIrHYET,

(1} =355
® Trivial File Transfer Protocol (TFTP) # —EZXHNA Y A h—JLIhTW3,
o RODNyIT—IDNAVRAM—=ILINTWS,
o dhcp-server

o Xxinetd

¢ TARYVLRIVZATY RDtitp Y —ERDBREINTWS, Fllld. 71 RILZAVZA7T
YADTFTPH—EZDEE Z5R LTI,

FIR

1. /etc/dhcp/dhcpd.conf 7 7 4 JLITRDEEEAEEML T, DHCP Hr——%tv 7 v FL,
7' — M E® Preboot Execution Environment (PXE) #8ICL £ 9

option space pxelinux;

option pxelinux.magic code 208 = string;

option pxelinux.configfile code 209 = text;

option pxelinux.pathprefix code 210 = text;

option pxelinux.reboottime code 211 = unsigned integer 32;
option architecture-type code 93 = unsigned integer 16;

subnet 192.168.205.0 netmask 255.255.255.0 {
option routers 192.168.205.1;
range 192.168.205.10 192.168.205.25;

class "pxeclients" {
match if substring (option vendor-class-identifier, 0, 9) = "PXEClient";
next-server 192.168.205.1;

if option architecture-type = 00:07 {
filename "BOOTX64.efi";
} else {
filename "pxelinux/pxelinux.0";
!
}
1
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https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_storage_devices/setting-up-a-remote-diskless-system_managing-storage-devices#configuring-a-tftp-service-for-diskless-client_setting-up-a-remote-diskless-system

Red Hat Enterprise Linux 8 A k L—IF /31 ADER

DHCP R EIL., ) —ARBEYEET7 L ADRERE, BREBILL>TELRZZE’HY ET,
HMIZ. DHCP H—EZXDIRM #HB LTI,
= -1o)

libvit (R VAT 1 RV LARISAT7 Y e LTERY 354, libvirt 57—
EVHADHCPH—ERERHEL. X9V K7OY DHCP H#—N—EFERAINE
A, TOKRETIE. libvirt X v b7 —75&ED virsh net-edit T bootp file=
<filename>#+ 7> a3 v EFHAL T, XY M7= T7—MNEBEWMCTIHELH
YEd,

-

2. dhcpd.service ZGMICL 9,

I # systemctl enable --now dhcpd.service

e 1 —E X dhcpd.service DA T —49 A =MHEEL XY,
# systemctl status dhcpd.service

Active: active (running)

194. 74 RV VRV ZAT Y MDIIRAR— M LIET 7MY AT LD
E

BEICVE—RMNTARILVAVATLERETS—HBELT. TARIVLRAIVSAT7YMNAILZV R
R=FMLET7AINVV AT LAEEETINELNHYXT,
AR

® TARYVLRIVZATY RDtitp H—ERDEREINTWE, 71 RV LAV ZA4T7 2V D
TFTPH—ERDEE €I/ YavESRLTIEIW,

® Dynamic Host Configuration Protocol (DHCP) H—NN—A%EINhTWE, T4 AV L2V 5

A7V MDDHCP Y —N—DFRE €I/ aveSRLTIEIW,
¥R

1. letclexports 74 LV N —II—bTa LU MNY—%EMLT, L—bTaL I MN)—%T
PDAR—=RNTBEIICRYNT—=DT7ANIRTLNFS) Y—N—%%ELET, FIEDHF
MilE., NFSH—N—D7704 #8BLTLLEIL,

2. BEBILTARILADY ZA4 TV MIRIETE % & DIC. Red Hat Enterprise Linux D5E2 7%
N=I3V%)—rTALIMN)=IAVRAM=ILLET, TNETIICE. FILLR—ZY
ATLEAVAN=ILTEN BEOA VAN —ILOI/O—VEERLET,

® cxported-root-directory s TV AR— K LT 7A NN AT LANDNRIZEEHZA T, T
9 AR — k L7235FRIC Red Hat Enterprise Linux &#4 Y XA h—JL L £ 9,

# yum install @Base kernel dracut-network nfs-utils --installroot=exported-root-
directory --releasever=/
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https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html-single/managing_networking_infrastructure_services/index#providing-dhcp-services_networking-infrastructure-services
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BIOBEYVE—MTA1RILVARAYRAT LD

releasever F 7> 3 V% [ ILBRTET B &, releasever BNRA N (/) VAT LADLHBRHINE
ER

e rsynci1—714 Y74 —%FALT. ETHOIRTLERABPLET,

# rsync -a -e ssh --exclude="/proc/' --exclude="'/sys/' example.com:/ exported-root-
directory

o example.com (F, rsync 1—7 1 )74 —CRHBTIETHFOI R T LDKRR MIC
BEMAFT,

exported-root-directory &, T RAR—KMLET 7AWV RTLAND/IRRICEEHZ
x7,

DX T avitik, EAFOHDOYRATFLADNUBETY, ZhiE, 20aAY Y RTH—
N—=Zo0—VaEFERLET,

3. P77ANVATLETARI LRI SAT Y NTCERT DRI, TVAR—MNDEFEHLTT L
TWBT7 7MLV RTLERELET,

a. TARI LRIV ZAT Y NP R— M9 %5 H—%IL (vmlinuz-_kernel-
version_pass:attributes) % titp 7— b7« LV MY —IZOE—-LZF T,

I # cp /exported-root-directory/boot/vmlinuz-kernel-version /var/lib/tftpboot/pxelinux/

b. initramfs-kernel-version.img 7 7 1 L& O—HJLIZ/ERR L. NFSZHR—F$ 2T R
R—hINFEL—bTaLI N —IIBBLET,

I # dracut --add nfs initramfs-kernel-version.img kernel-version

UFICHZERLET,

# dracut --add nfs /exports/root/boot/initramfs-5.14.0-202.e19.x86_64.img 5.14.0-
202.e19.x86_64

RERTHOA—RIWNRN—=UaVveEAL. BBFEDA A —T% EEE L Tinitrd Z{FR Y 2
Bl FICRLET,

I # dracut -f --add nfs "boot/initramfs-$(uname -r).img" "$(uname -r)"
c. initrd D7 7 1 JLHE[R% 0644 ICEE L XY,

I # chmod 0644 /exported-root-directory/boot/initramfs-kernel-version.img

gk

H
[=]

initrd D7 7 1 LHERZZE LW &, pxelinux.0 7— kO—4—7H

"file not found" TS —%2FKRLTKELZET,
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d. #fEX X 17z initramfs-kernel-version.img 7 7 1 L& tftp 7— b T4 LV MY —(COE—
LET.

# cp /exported-root-directory/boot/initramfs-kernel-version.img
/var/lib/tftpboot/pxelinux/

e. /var/lib/titpboot/pxelinux/pxelinux.cfg/default 7 7 1 JLITRDERE%EM L T, initrd &
H—FIEFERTZDDT 74 MNDT— P EEERELE T,

default menu.c32
prompt 0
menu title PXE Boot Menu
ontimeout rhel8-over-nfsv4.2
timeout 120
label rhel8-over-nfsv4.2
menu label Install diskless rhel8{} nfsv4.2{}
kernel $vmlinuz
append initrd=$initramfs root=nfs4:$nfsserv:/:vers=4.2,rw rw panic=60 ipv6.disable=1
console=tty0 console=ttyS0,115200n8
label rhel8-over-nfsv3
menu label Install diskless rhel8{} nfsv3{}
kernel $vmlinuz
append initrd=$initramfs root=nfs:$nfsserv:$nfsroot:vers=3,rw rw panic=60
ipv6.disable=1 console=tty0 console=ttyS0,115200n8

SE. TARILRYVZA4T Y MDIL— KIC, /exported-root-directory TV Z/R— k
ANV AT LERAIARY /EZRAABATYI Y NTBLIICETRLETS,

on

7))
77
a. & 7> a v: /var/lib/titpboot/pxelinux/pxelinux.cfg/default 7 7 1 JL % R DR E TRE L
T. 7274V A7 L% read-only EXTY OV M LE T,

default rhel8
label rhel8
kernel vmlinuz-kernel-version

append initrd=initramfs-kernel-version.img root=nfs:server-ip:/exported-root-
directory ro

b. NFSH—nN—ZBgEHML 7,
I # systemctl restart nfs-server.service

INT, NFSHEATFARILRAISATYMIZVAR—PbTEZLIICRYELL, ThEDIS
4 7> ~iE. Preboot Execution Environment (PXE) TRy N7 — IV RBRHBATEHTEXZ T,

195. UE—F T A RIVILAVRATLDBETE

Ny g—IDA VA M=), Y—ERXOBEEE., LEBBEDTNNY V275581 Y AT LEZHHR
ETEEY,

AR
o TJRR—MLETZ7A4ILY AT AT no_root_squash F 7> 3 VHAEMICAR>TWED,
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FIa
o 1—H—NAT—RZZEHELIXT,

o A Y K34 V% [exported/root/directory ICZEEL X T,
I # chroot /exported/root/directory /bin/bash

o MERI—HYP—DNRRATV—RNEEELXT,
I # passwd <username>

<username> (I, NRAT—REZZEBTHEFEOI—H—ICEZHTAIZET,
o ANV RSAVAEKRTLET,
¢ JUE—RNTFTARILAVRATALICVY I NI ZT7HAVAM—=ILLET,

# yum install <package> --installroot=/exported/root/directory --releasever=/ --config
/etc/dnf/dnf.conf --setopt=reposdir=/etc/yum.repos.d/

<package> %, A1 VA M—ILTBEEDNY F—YICEZHZFT,
e 2DODERNDIVRAR—FE2BRELT. YE—IMTARILAYRT L% Jusr & Jvar IZHE]
LEF. M. NFSH—N"—DF7 704 #BBLTLEIL,

196.YE— M TFTARIVLAVATLOO—RICEET 22— ARMED NS
TN a—F4vy
LIDEZREEFBATEE. VE—MTFTARYILAVATLOO— RPICRAIENRET HHEEELHY X

9, LLFIC, RedHatEnterprise Linux %t —/\—T&HR& —BRHURBEEETDON S TN a—FT1 2 TD
flaWnw< DR LET,

BNV ZAT7Y M IP7 RLRAEREG LAV

1. #—/X—_E T Dynamic Host Configuration Protocol (DHCP) H—E XA B MICE > TWLW B H
ESDEHELETT,

a. dhcp.service "EIT L TWENEI N EERELE T,
I # systemctl status dhcpd.service
b. dhcp.service 37 U 7 14 TRRIGHEIE. BMICL TREREILZE T,

# systemctl enable dhcpd.service
# systemctl start dhcpd.service

c. TARILVRIZATY MNeBEELEY,

d. DHCP %% 7 7 1 JU letc/dhcp/dhcpd.conf ##EE3 L £ 9, Mk, 71 XAV LRV 5
172 NDODHCP #—/N—0DEE 2SR L TLLEIL,

2. 274704 —IVR—RMDPBEVWTWEDED D EFERLET,
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a. dhcp.service ' 775 4 TRY—ERICY R RINTVWEHDNEI N EERLZE T,

# firewall-cmd --get-active-zones
# firewall-cmd --info-zone=public

b. dhcp.service 7V 714 TRY—ERICY A MIhTVWARWEEIFE, YA MIEMLE
ER

I # firewall-cmd --add-service=dhcp --permanent

c. nfs.service B’ 7V 7 4 TRHY—ERICEBHEINTWEINE I EERLF T,

# firewall-cmd --get-active-zones
# firewall-cmd --info-zone=public

d. nfs.service 7 7 7 4 F7RY—ERICEBH INTLWAWGEIE. Ihiel) X MHEMN
LEYd,

I # firewall-cmd --add-service=nfs --permanent

PIO2YE—FTA RV LAY RATADREEICT 74 IV AFERHATE AW

1. 7 741 Ivar/lib/titpboot/ 74 LV b —IZH BN EI D ERRLE T,

2. 774D T4 LI N)—RICHDZBEE. 77 AINISROERDHZ2HED D EFERL F
-g_o

I # chmod 644 pxelinux.0

3. 77AT7 04— IVIR— MDAV TWENE DI AEERL T,

$19.3 kernel/initrd DO — R{RIC X7 ADRENICKB L 7=
. Y—/N—TNFSH—ERBBEMCR>TVWEINE I EHIELET,
a. nfs.service "ETHHNEINEERL X T,

I # systemctl status nfs.service

b. nfs.service B’ ET7 VT 1« TRIGFEIE. ThERERELTEMITEIHELHY X,

# systemctl start nfs.service
# systemctl enable nfs.service

2. /var/lib/tftpboot/pxelinux.cfg/ 74 L 2 ) —=TIRS A= —DPELWHEI N EHRL T
KEIV, F#MlIE, TARILRISATYIMDIIRR—KNLET 7M1V AT LDERE
ESRLTCEIY,

3. 77AT7 04— IVIR— MDAV TWENE DI AEERL T,
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220%E RAID D EIE

Redundant Array of Independent Disks (RAID) Z A L T, BED KR4 JICT7T— 92 RETEZXT,
RSA TICEENIRELLBEIC. T—YDBKRELOETZIENTEET,

20.1. RAID O E

RAID Tl&., HDD. SSD. F7IE NVMe R EDEHDT/INA AT LA ICHAEHLE T, 1DDKET
S RSA T TIRERTIRWA D 4 —T Vv RFLEERNEEOBEAENRTHIENTEETIOT
NAZRDT LA, 1D0HBAMNL—Y21zZy NFERIERSATELTOAVELI—9—IIRRTINFE
£

RAID I&, LARJLO, 1, 4, 5. 6, 10, VZT7REDIFIEALRREICHHLET, RAD X, T4 RV
ANSAEYT(RAD LRIVLO), TA4RVZIZ—Y YT (RAD LRIV, BLUTNR)FT1—I12&3
TARVANSAEY T (RAD LRIV 4, 5, BLUV6)REDEMEFERAL T. TRE. EEE. i
DEM, N—RKFARIDISyah5DAERIDERILEERLFT,

RAD &, 7—4%%—BLTHERT2F v U (BFIF 256KB 7213 512KB. DEIEZ T ANTAEE) I
PDEFTHIET, PLAADETNNARIIT—9 %L ET, HEAINTULS RAID LARIVIZHES
T. IhBDFv VI %5RADTZLAADN—RRSA TILEZRAHET, T—9DHAIMYAFIET0O
TANHICRY, PLAHDERDT/NA ADNEBEICIFE I DDRERRSA TTHEIIDEIILRAFE
ER

RADT/Z./AOY—lF, XEDT—945BHITZ21—H—ICE>THBKZTYT, RADAZEAT ZEHLIERH
lExRDESY TY,

e FEZZHD
o 1EDREWT ARV %FRALTANL—VARBZEDPT
o THARIVEEILLZT—IBRRER/NRICHIIAS

e RADLATIRBLUVLRNILDA Y S A VEH

202.RAID ¥ 14 7
RAD DY A TELTEALNDZDIELLTD®@EY T,

77—A4L7 7T RAID

77—AL7 7 RAID (ATARAID & M (EN3) &id. VI MUz 7 RAID DFE$ET, 77—LT T
TR=ZADAZa1—%FEALTRAD Y MEBRETEXZET, CDY1M1 TDRAD THEHAIND
T77—LTUTTIEBIOSICE 7Yy V3INBH, TORAD Y MO LEEITEEXY, BERBENY
F—lg. BRZAVTARIAI TR EFERLT, RADEY hDAVYN—%2T—DULET,
Intel Matrix RAID t&, 7 7—A9 T 7 RAD Y AT LD—FlERLTWVWET,

N— K™ 7 RAID
N=ROTT7R=ZADT7LAIE RADY T RTLEZRAMNEFFNICEEBLET, FAMIFLT
RAD 7 LA TEIKEBHDTNA ADNRRINDHZELHY 7,
N—=RDITF7RAD T/NA RE, YRATLOREBELIIAICARZIBELNHYET, RET/N1 R
&, —f&RMIICIE. RADY RV %ARL—FT 4 VI RATALICH L TEEBWICAEST Z2EHRAOI Y b
A—Z—A—RTERINTWVWET, AET/NM &, —f&BICIZ SCSI, 7 74 N—F v )b,
iSCSI, InfiniBand R EDH/HRERY NT—IHBEEHRZNL T RATALAILERL, AT LANDRE
A=y MREDRY) 2 —L%ERRLET,

RADOY bA—Z—H—KRlE, ARL—F 4 VIV RTFALADSCSIOAY bAO—Z5—D LD ITEME
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L. ZEBORZA TREZIANTUELEYS, NS4 TEZBEDSCSI IV hO—F— & @AHkRIC
RAD O hO—Z—Il#E#HKL. RADIY MO—Z5—ODREICEMTEZET, ARL—FT1 VT
AT LIFZDEVERHTTIEA,

Y7 b7 RAID

128

YI7MITT7RADIZ, A—RNTAOYITFNARI—RKRRICIFEFIFEALRAD LRIVERELE

T, BEATAR2IYMNO—5—H—RPRY NRATY T v —IDARERLD, TREARREYER
MY )ra—>avaiRHLET, Ry NRDY TV vy —YAERTRE, YRATLADEREZTS
FTIKN=KRSATERYATZENTEET, Y7 b7 RAD X, SATA. SCSI. NVMe A&
D Linux A—RIDARIELTWETAY IR ML —YTHEHELET, BESECPU T, NI
VRDAMNL=UFNA ABFHT BIHBEUMNE. VI M7 RAD IEEE/N— K77 RAID ®
HEAZEELET,

Linux B—RIICIERILFT/INL X (MD) RSANR—=AEFhhTWS7EH, RADV Y 21— 3 vk
TEICN—RIV I T7IEKELEF A, VIMNIIZTR=ZADTLADINT =TV A&, H—/—
DCPUNRTA—TVREBRICE>TERYEY,

Linux V7 R =7 RAID R4 v 7 DERBEEEILRDESY TY,
o TIFRLvY KNKE
o HIEEALTLNIXIYVETOT LA DBENE
o VARV ATLYY—RZFERALENRNY I TSIV RDT LA BIEE
o Ky NRDYFRZATDYHYR—b

e CPUDBEEMEIZ. X MY —3 2% SIMD (Single Instruction Multiple Data) #7R— b A& &
DRFED CPUKREZFIAYT 27D EE CPU IR

o FLARDTARY EILHBFREIY—DOBEFIELE
e RADTFT—49DEAMATEHMICFTv I LT L1 DESMEEER

o BEERARYINREETDE, BEINLEFA—NWTRRLRAIIEEINDEEFA—ILT
S—NI&LBT7LA4O7AT7 T4 THRER

o VRATLDYZyIaAaBICTLALAREBRBIZRDYIC. T4 RIDEDES =BRAEH
TEDELNDHZNED—RILDERICIBIETESLHICTE2ET. BABARY NOEE
HERIBICALEIEZ2EIAADERLTVWBEY hvv TS

s )

BREIZ. BEORAD ADTNA ABTT—4 %2R L TRAREAERT
370ERTY,

o FIwlIRAVINABRMLT. BAPHICO VYY1 —4Y—42FHiKET 2 &, ERFICER
AN L& A LBHRAIN, RONLPYET I EEHY EHA,

o AYVANM—IWNRIZTLADIRS A=Y —%KET HHEEE. BERETFENET, LEX
. FILWT ARSI REEBMLTE, 4 D2DT 1A AYVDRADS 7 LA %55DDFT42RY
RAIDS ZLAICIEBARIEZZENTEET, COILRBEFEIXSA TTITORD, FrLLW7L
ATHBAVAMNILTEREEIHY ZTHA,

o HEIE. RAD 7)Y XL, RADTZ LA 44 FDH A X (RAID4, RAID5., RAID6,
RAIDIO %t &) DEBEICH B L TWE T,
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o FAUF—/N—|E. RAIDO H*5 RAID6 2 ED RAID LRILDEHAHR—KNLTWET,

¢ VIRY—DAIL—YY)a1—3 v TH?CClusterMD I, RADI I 5—Y Y IJDRR
a2 —ICRHLET, BRE. RADIDHAYR—FINTWET,

20.3.RAID L)L &) Z—T7HR— b
LARJLO, 1. 4, 5. 6, 10, V=77 &, RAD BIDOWIGEREIESUTDESY TY,

L~XILO

AMNSAEVYTEEMIENS RAD LRIVO K, N7 44—V REBRADANSAEVY I T—4T Y
EVIEMTT, Thid. PLAIKEZRAEZFNDEZT—IDRNSA FICDEIH, PLADAY
N—=TFT A RAVREIIEZAFNZIEEEKLEYT, TNICLYEVEEIZRNTHEWI/ON
TA—VRAERBTEEITN, TREFREINIEA,

RAID LRI O REE, PFLARDENTNA ZADYA XE T, AVN=FNAAREKIZETFTT—4
BEANSAEVTLET, 2FY, BRHOTNNAADY A ANV LERDHBE. ThThDT/NA
AERNRSATERBLH A XTHIDIDEDICREBINET, LK >T. LRILOTLA1DH
BRARNL—YVRER, TRTOTARVDEFHBEETT, XVYN—TARVDOY A4 AHNERBE
A. RAIDO EfERAMEERY — VA2 FRAL T, ThHoDT A RIVDIRTDBEEHEZFERALET,

LxIV1

RAD LRIVI(ZEZ—=YYNIE, FLADBAYN—=FT A AV ICA—DT—F52EZIAH. I 57—
EEINAAE—%2ET A RAVICKRTIEICL>TRRMEEREHBLES, IS—UVTIE. T—9D
HRAEOEMILESLRILICEY, WETEATEHYET, LRILTIE2DUEDT 4 RV EE
BELT, EBICEBNALT Y EEMEZRBL. HARYEDRBEDOT7 ) r—>a Vil LT
74— VANALELFTHA, EEHWIZX DB RY FT,

RAD LRIV TIE, PFLAHEDIRTDT 1 AV ICALBHREEZIACALHAR MDDV ET, &
nICEY, T—YDEFEUEIREINTI T, LRILSHRED/NKY T4 —R=—IDRAID LRI &
UERAR—ZAMENKIBICETLET, L. COBBOIEMREICIENT +—< VA LEDOF R
NHYET, N)FT4—R=XADRAID LN)LIE, N T4 —%HEKTB=HIIHRYZ LD CPU
BENAEBEELZTIN, RADLARIVITIFEICALT—49 %, CPUA—/N—Avy RO FEFEICDARWIER
D RAID X VY NN—IIEHEEZEZADLEITITYE, TDEH, RAD LARIL1IE, V7 b7 RADD
FRINTVWEIY VP, IVVDCPUYY—RAN—EBLTRAD 72714 ET 1 —LANDIEET
TLAIEINhZET,

LRI LADRARNL—VBEIR, "—RYUZTT7RADHRTIS— VY IINTWBRNA XD
N—RFARIDBEERLN. YVIMNITTZRADATIS—Y VYV IINTWBRIND/IA—F 4
VavERULBEILRYET, LRILVIDTRMEIE, TRTORAD YA TORTHRESWVWLARILT
HY, FLAIET1DODOT 1 RAIVDHTEMETEZET,

LRIV 4

LRIVAIFE NDDT AR RSATTNY T4 —EEE=FRALT, —9%RELET, /)
T4 —BRIE, PLARDOKEYDAVYN=FTARIDAVFTVVICEDWTCEEINE T, CDE
wIE. PLAROVWTNDDT 4 RV ICEENRELALBEICT—YDBEBEICFRATEEY,
D%, BEEINALT—YA2FAL T, TPEANICKBLEZT 1 2712 1/0 BRICHIGTE, THE
ICKBMLAETA RV EERLET,

NY)T74—BRT1R7E RADZLANDIRTDEZRAA NIV HF I3 VICBEWTEBDR
NLRY D ERBED, SA MY I Xv vV TREDHBET BRMALICLNIILADFEAIN
Z2EIFFEAEHYFHA, T, YATLEEBEIEHMICIOR MRy 7 EZEEBELTY
7RI TT7RADTNA REHFEFLTVWABBFEDODKRR T CHERAINE T, LEAE 7LM1IT7—%
MEIHINDEEZIRAARNT VT I aVvRIFEAERVWELDIRTLATY, RAID LRIV 4 (ICIKIF
EAEFRINAWAED., Anaconda TIEZ DA T avE LTEFERTEZFHA, =750, ERIC
IEBELRIGZEIX. 21— —DIFHTERTEET,
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N=RIZF7RAD LNRIVADAMNL—UBEIF, RINAVYN—N=FT 42 aVDBEIT/N—T 41
avOHEHTTI1Z5|WBEICEFLLAQYET, RADLANRILATLADNRNT =TV RIEEIC
FERFFTY, DFY., HARAAIEZIAAE LAY ET, hid. X)) 71 —%2EMTREXICE
ZAARBRELNRDLCPU Y Y —REAXA VAT —HEIIEEZBEE L., EBEOT—9%52T1RIVICE
AL EZIIRDBRN\RABEHBEEET 2/2HDTYT, Chid. T—9LFTRINY T4 —HEX
ADHDTY, JmAMYIREIL. 7L A4 DS EREBICRWERY, T—9&2HAS57ZFT/NY
TA—5HAMBPREIFIHY FHA, TOFER, JHANYIRETIE, BEOREZGETTRALED
F—HEEATIBETEHE., RSATHLVAVELI—9—DNRNRAREKICERINB NS T4 v Y
NhidRYET,

LRILS

ZHNIERAID OREL—MMALY A1 7T, RADLARNILSIE, PFLADITRTDAVYN=FT 4RI R
SATICNRN) T4 —5DWTBIEICEY, LRIVAICEBDEZSAARMNLRY 7 5HBRL Z

T NUT4—HE7OCRBERDOAD NN T+ —<TVADRMNILERY IV TT, &ED CPU IX/81)

T4 —EFEBICERICHETEZET, LML, RADSTLAICZHDT A AV AFRLTWT, §
RTCDTNA ZADEEFT— Y GERENTRICEWEES., N T4 —FENRMLRY VIR 5T
BEEMELIHY ET,

LANIVEDINT =<V RFIERHTHY ., SHARYIFEZAALY HKRBICBENTUVWET, RAD
LRIVEDAML—YREIF. LRIV4ERLCTY,

LRIV 6

NRIF—=IVATR BT —IYDARMEERGEIREEZEZTETHIH. LNV 1 OEIFOIENERMED
FBETERVGEIEX. CNDRAD O—RIIRLRNILTY, LRIL6 TlE, EMAN) T4 —2
F—LEFEHALT, PLARD2DODRSA Thokbhic R4 THSEIHTEF, EfAN
)74 —ZAF—ALIZELY, VT MITT7RAD F7/8f AT CPUIBAKIBICE RY, EXIAHMS
VYO aVvOBRICIEBARE rEFYET, LA 2T, LRILE6IELRNILAPSLIYENRT+—7
VAIKBEWT, FBITENTRTT,

RADLANIL 6T LA DEFHBEEIZ. RADLRNILSEH LIV 4 EAKRICHEINFT TN, T84 A
DHBIN/NRYF A —AML—VSEHBRIC2 D2OT /N, R (1 TIEARL) 28| X F T,

L~IJIL10

ZDRAD LRIVTIE, LRILODNRT A —IVRELNILIORNEMEABEAEDEFT, Tk 2
BUEDTNAREFRATELNILIT LA DEKBAR—E2HDEEHIRTEIENTEET,
LAJI0 T, EZIE, T—HTEIC220AE—DHERIMTEEDICEREINLEZI NS4 T
TULAZERTBIENTEEYT, ThICLY., 2ERADT7 LA YA XE2RNTNNA ZADHERL
BAZXGBDO2DTNA R, LRI T LA7E) TR, RINTNAZADY A XDI5FICT B &
NTEFEYT, ChiIZLY., CPUTOECRDFEHEN RAD LRIV 6DELIIC/N) T4 —%5ET 5
DEFEZTA, CHhIZBEHWENIBLARY ZET,

RAID L XL 10 DERKIE. 4 YV A M—ILBFICIETR L TWERA, 41 VA M—=JLIRICFEITERT
XET,

') =7 RAID

J)Z7RAD &, JYKZRRIERZA TEERTERZATDIIL—FILTT,

)Z7 RAID TlE, HEAVYN=KRSATHEFvVINIBREIYHBTONES, RDDKSA4 TH
TRAIHEMICR ST EZILDHRRD RS TITBELET, INICLY. XVUNRN=RSA4THEDI/0
BENDEIINDFAREMIZRWED, XRT7+x—T VY 2AOELEEESNFERA, V=T RAD XTTEM
N, EBEMEIIETLET,. AUN=KRSATMIEBTEHRETEE, 712 FRATE AL
BY, T=IDBKONBAEMELIHYET, BEIFITRTOAYNN=—T 1 ZVDEFHIRY 7,

20.4. 7 R— MR D RAID 2
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RAID LRIVERIDL RIVICE#T B ENABETY, =& 21X, RAIDS i 5 RAIDIO ADEH#IETE
F9H. RAIDIO 5 RAIDS ADEHIETEFHA, ROKIE, YR—FINTWS RADZE#ATRL
TWE 9,

RAID ZE#iL ~)L

RAID L ~NJL O MD7 LAICH7<EE 3D
5 RAID L)L 4 I # mdadm --grow /dev/md0 --level=4 -n3 -- DT 4RI DBERTD,
add /dev/vdd TA4RVEBINY BREDNDH
YET,
RAID L ~NJL O H MD7 LAICH7<EE 3D
5 RAID LRJL 5 I # mdadm --grow /dev/mdO --level=5 -n3 -- DT 4RI DNBERTD,
add /dev/vdd TA4RVEBNY BREDNDH
YET,
RAID L RJL O H MD7ZLAIC2DDT 4 RS
5 RAID L)L 10 # mdadm --grow /dev/md0 --level 10 -n 4 -  ZEMIHBEHNHY LT,
I add /dev/vd[ef]

RAID LRJL1HS
RAID L~NJL O I # mdadm --grow /dev/mdoO -10

RAD L XJL 1D S
RAID L NJL 5 I # mdadm --grow /dev/md0 --level=5

RAID L X)L 4 B
5 RAID LRJLO I # mdadm --grow /dev/md0 --level=0

RAID L)L 4 H
5 RAID LRJL 5 I # mdadm --grow /dev/md0 --level=5

RAID L NJL 5 V5
RAID L NJL O I # mdadm --grow /dev/mdO0 --level=0
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RAID ZE#iL ~)L ZHFIR

RAID LRI 5 H 5
RAID L L1 # mdadm -CR /dev/md0 -I5 -n3
/dev/sd[abc] --assume-clean --size 1G

# mdadm -D /dev/md0 | grep Level

# mdadm --grow /dev/md0 --array-size
1048576

# mdadm --grow -n 2 /dev/md0 --
backup=internal

# mdadm --grow -I1 /dev/md0

# mdadm -D /dev/md0 | grep Level

RAID L RJL 5 V5
RAID L X)L 4 I # mdadm --grow /dev/md0 --level=4

RAID LN 55

RAID LNJL 6 # mdadm --grow /dev/md0 --level=6 --add
/dev/vde

RAID L RJL 5 A5 RAID L NJL 5 H 5 RAID LR

RAID L RJL 10 # mdadm --grow /dev/mdO --level=0 # W10 ADEHIE, RD2DOD
mdadm --grow /dev/mdO0 --level=10 --add 2Ty TTITVWET,
/dev/vde /dev/vdf

1. RAD LR O ICE
mLEY,

2. RAIDIO ICE#d 5 &

XIZ2DDTARY
=EBmMmLEY,

RAID L X)L 6 B
5 RAID LNJL5 I # mdadm --grow /dev/md0 --level=5

RAID L XJL 10 B
5 RAID LRJLO I # mdadm --grow /dev/md0 --level=0
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R

RAID 5 5 RAIDO & & U RAID4 ~NDZE#ilE., ALGORITHM_PARITY NL 1477 M T
DHERETT .

RAID L RJLAZH# L 72%%. mdadm --detail /dev/imd0 % 7z (& cat /proc/mdstat I~ > KAFER L TE
iR LET,

BIER R

o 27 L E® mdadm(8) man R—¥

20.5.RAID Y7 R F A
RAID IZRDY T RAF LATHERINE T,

N—RY9xzF7RAIDOY MO—5—KS5A /18—
N—KROz7RADIY MNO—F5—ICEBDRAD Y7V RAFALIFHY FHA. FRARRAD Fv 7/
Ty NEFERT R0, N—RI2TF7RAD IV FO—SICIEMBEO RSANNBHBLTVWET, &
NODRSAN—AFRATSEE, VATALIXRADEY NEBEDT A RAVELTHRELET,

mdraid

mdraid Y 7 X5 LIEY 7 NI F7RAD YY) 2a—>3 & LTHREINF LA, ik, Red
Hat Enterprise Linux DY 7 k7 =7 RAID O#%EY Y 12— 3 TEHYET, TODHTIRAT LA
TIRIMBOA Y T—IHANMERAIN, BEERAT 1 TOMD A9 T—9 EFENFT,

mdraid I&, AEA Y T—FE L THONBMDOA Y T—IHRICEFIGL TWE T, RedHat
Enterprise Linux 8 (& mdraid & A& X 4 7 —# % {FF L T. Intel Rapid Storage (ISW) & 7= & Intel
Matrix Storage Manager (IMSM) v k & Storage Networking Industry Association (SNIA) Disk
Drive Format (DDF) IC7 27 A L&Y, mdraid 4 7> X7 Lty MME, mdadm 1—F 1 Y F 1 —
IKE > TRHRESLUVHEINZET,

206. 1 VA M—JLFRDY 7 b 7 RAID DERK

Redundant Arrays of Independent Disks (RAID) 7/34 R, N7 #—< v R%&MALEIHE, —FDEET
FEYUBNAET =N SYRBERMRTZLIICEBBINLERDAN L —ITFNA AN SEESX
nNE9d, RAD TNA RADEKIE T DDRTY TTHOY, BEIIGSLCTT 1 R ZEBME 2IFBIRT

XFET, VATATE, 12OYWETFT A RAVICTDDORAD /R—F 4 aVvHMERTEBH, 1 V2R

=IOV SLTHERTESZTARIUCEY, AIEATEZRAD TS ZADLARILIRELET,

TEZIE, YRATALICTARIDN22H5FEE. RAID10 T/N1 REFHRT B & TEFEHA, D
BLEETARIDIDBEILRDEHDTE, RHELIZ, YATLDAKNL—=UNRT7+—<T VR EEHE
MEEBEILETZHDIT. A VA= INEVRATALILAMN L=V %ERET Z2HD LVM LUV LYM
vyFnEvaz=v s aERALEY 7 7 RAIDO. RAID1. RAID 4, RAID5, RAID6, B4
RAID10 % 1 7% HKR—MLTVWET,

pa 3

64EY NDIBMZTld. ANL—SHTOXFANRAD #5BMICERALET, V7
RO T7 RAD ZFHTHRETZILEIEIHY THA,

=55
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FIR

RADEREA T avidk, 1 VAM=ILREICEHDT 1 RV ERBIRLTVWBIZEICOARTIIN
%5, ERTDRAD A FICIEL T, PR EHE2DDT A RIDMETT,

IOVRENRAVMNEERLTWS, YOV MKRA Y MNERELT, RADTNA A ERELFE
-a—o

AVAM—IVEBEET HRI AL SVFRY VEZERLTWS,

CFEN-FT 4 aVREBEAOERDRS VT, BRER/N—T 12 aV2FERLET,

L TNRARA BV A VDTICHBIBEZV )y ILES, YOV IMRAVMDERE Y4707

Ry VD ZADEETET,
RAID /8 RICEBMT 2T 1 AV ERIRLT. BRA2Yv I LET,
FTINARIA T ROy F¥ oo AxA=Za—%9)vy - LT, RAIDAEERLZET,

TF77ANWNIATADOROY T IUAZ2a—%9) v LT, BRIDT 7AWV RATLYAT
ERERLET,

RAD LRI ROy TH¥ I A Za—%0 1)y LT, BRORAD LRIV EZERLZET,
Update Settings 7' v 2 LT, EEEZREFLXT,

ST %20y LTEEZERAL. A YAMILOBE V14V RVICRYET,

RS

DM EB&MT® RAID LV DOYERK

RAID DEE

207. A VA N=IBHAYRATALATDY 7 b7 RAID DYERK

mdadm 1—5 1 )54 —%FRALT. BEDY AT AICY 7 b 7 Redundant Array of
Independent Disks (RAID) #/EECTZX £,

=55

FIR
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mdadm Xy 5 —I A1 VA M—=ILINTWS,

VDATLEIC2DUEDN—F 14> avEEMLTWS, FlAFIEIL, parted ZEHL 72
N—=T 14 2aVDIER Z#SR LTIV,

/dev/sdal & /dev/sdcl R ED 2 DD 7T Ay 77 /84 XD RAID 2R L £,
# mdadm --create /dev/md0 --level=0 --raid-devices=2 /dev/sdal /dev/sdc1

mdadm: Defaulting to version 1.2 metadata
mdadm: array /dev/md0 started.

level value # 7> a i, RAD LRI EEZHLET,


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/configuring_and_managing_logical_volumes/configuring-raid-logical-volumes_configuring-and-managing-logical-volumes#creating-a-raid-lv-with-dm-integrity_configuring-raid-logical-volumes
https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_storage_devices/managing-raid_managing-storage-devices
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2. A7 aV:RAD DRAT—Y R &AL ET,

# mdadm --detail /dev/md0
/dev/md0:
Version : 1.2
Creation Time : Thu Oct 13 15:17:39 2022
Raid Level : raid0
Array Size : 18649600 (17.79 GiB 19.10 GB)
Raid Devices : 2
Total Devices : 2
Persistence : Superblock is persistent

Update Time : Thu Oct 13 15:17:39 2022
State : clean
Active Devices : 2
Working Devices : 2
Failed Devices : 0
Spare Devices : 0

[...]
3. 773 V:RAD ADET/INA RICEAT 2FMIBREMERLE T,

# mdadm --examine /dev/sdal /dev/sdci
/dev/sdai:
Magic : a92b4efc
Version : 1.2
Feature Map : 0x1000
Array UUID : 77ddfb0a:41529b0e:f2c5cde1:1d72ce2c
Name : 0
Creation Time : Thu Oct 13 15:17:39 2022
Raid Level : raid0
Raid Devices : 2

[..]
4. RAD RSA TICT 7AWV AT LEERLET,
I # mkfs -t xfs /dev/md0
xfs &, RSATHT+—< Y NS BEDITEIRLET7FALNVRTLICBEHRAZET,
5 RAD RZA4TDII YV bRA Y M EfERLTT OV MLET,

# mkdir /mnt/raid1
# mount /dev/md0 /mnt/raid1

/mnt/raidl 272 MRA Y MIBEZMAET,

VAT LADEEIREIC RHEL A mdO RAID T/81 RZBHEMICY OV N TBLHICTBITIEF. T
NARADIY MY % Jetc/fstab 7 7 1 JLICEI L £ 9,

I /dev/md0 /mnt/raid1 xfs defaults 00
20.8. WEB O~ Y —JL T RAID DERK
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RHEL8Web OV Y —JILCRAD 2% L X7,

AR

FIR

20.9.

RHEL8Web AV Y —IHA1 YA M=ILENTWS,
cockpit Y —EZXDRBMICR > TW 3B,

A—HY—ThHO Y IAWeb Oy —bicOd (4 TES,
FIEIE, Web VYV —ILDA VA M—=ILBLVTEME EZSBLTLEIV,

cockpit-storaged /N T —I DI AT LICA VAR —ILINTWS,

MBT 4 RPN ERINTEY., YRATALICRBHIN TV,

RHEL8Web Ov VY —JbicaAs4 v LZEYd,
ML, Web vV —ibA0Os4 Y #BBLTLLEIW,

NIV T, Storagex 27U v LET,

Storage 7— 7T, A =Za—K¥>V%U ") v - L. Create MDRAID device 3ZR L £ 7,

. Create RAID Device 7 1 —JL RIZ, #TL W RAID OD&BIZAHDLET,

RAD LRI ROy FH¥ IV ZANT, FHTSRAD LRNILAERIRLET,

Chunk Size KOy 74O v )X S, FEARERLRL TS a VD) A MDOY A4 X5 RIRLE
£

Chunk Size D%, F—9EXAHFADOEZE 7OV IDOKREIAEELET, F21E. Fv v
I 4 AN 512KB DIBE. VAT LIIRFD SRKB 2#ZIADT 4 AVICEEZRAH. RO 512
KiBERXDT 4 AVICEZIAH. TDRDSNRKBAEZFDRDT 4 AVICEZIAAF T, RAID
IC3DDT A RAIDHBHEAIIE. 4 DHDSRKBINRIIDT 4 AV ICBEEZXIAZTNIET,

RAD ICERT 2T 1 RV ERBIRLE T,

. Create =27 )y LZEd,

A=Y 2 avilBEL, RADT/RAARY IV RICHLWRAD ARRIND I &%
BRALET,

WEBIJIYY—JIVTCRAIDD7 #—~< v b

RHEL8Web AV Y —IVTY I RIZTFRADTNAR%ET A=Y hBELUVTYI Y RTEZXT,

R 1—LDYA P, BRTZFTavIilEoT, 74—y MIEOIDLZIEFHYET,

AR
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RHEL8Web AV YV —ILHM1 YA h—ILINhTW3,

cockpit t —EZABMICA > TW 5,
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FIR

1.

12.

5203 RAID DEH
A—H—TFThHOY MDA Web OV —ICOTAVTES,
FEIX, Web IV —ILDA VA R=ILELUVAEME 2SBLTLLEIL,
cockpit-storaged /Xy T —I D4 VA R—IILINTW3B,
MEBT 1 A9 DERINTEY., YATAICEH#BEINTWS,

RAID BMER XN T W %,

RHEL8Web Ov VY —JbicaAs4 v LZEYd,
EME, Web vV —bA0Od4 Y #BBLTLLEIV,

INRJLT, Storagex# 2 U v U LET,

Storage 7— 7T, 74— Y FTBRADTNARADAZa—RyYY | 20 ) v LZE
ER

FOy ¥ A=a—»5 Format ZER L F T,

Format 7 4 —JL RICERIZ AN LT,

Mount Point 7 1 —JL RICY 7Y MR EBIMLE T,

Type ROV T IV YR RNDE, 774N RATLDYA TEREIRLES,

FFaV TARVIBET—INEEFNTHY., Thir LEEXT 2HEIE. Overwrite
eX|st|ngdataW|thzerosj’7°/3/Zi:j'/kl,é:"?' FUICLBRWGEE, T4 RAIANY Y=

THESBRIONET,

Encryption RO Y 749 v X =2 —T, BBSLOBEEEERLET, R a1—LEESELA
Wi5& &, No encryption %3&IR L £ 3'0

. Atboot FOY ¥ I A=a—T, RYa1—LEIIVINSTDRI94AIVIEBIRLET,

Mount options 27> 3 YV TUTARITLET,

R a—LEFARYERRER) 2 —LELTYI Y NT S55EIE. Mount read only
FIv IRy I REFVICLET,

b. 774 MDYV Y NA T aVEEEY BHEIE. Custom mount options F = v ¥
Ry VREAVICLT, ROV MNAETVavaEBMLET,

RADNN—F4>¥avaIJxr—<vy hLET,

o N—FT142av%aETJ74—<Iv hNLTYT YV MNTB5EIE. Formatand mount K% > %9
Dy o LZEd,

e N—FT42avDH%ET7+—<v NS 21FEIE. Formatonly R4 > %0y I LET,

74— v MHIEEICET $5 &, Storage R—I D Storage 7— 7 IV T74—< v b N
IR 1 —LDFMZHEETEET,
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20.10.WEB O VY —J/LEFEA L RAID ED/IX—F 4 >3 v5F—TILDE
B

RHEL8 A 4 —7 x4 AR LEFHLWY T NI TP RADTNNA AT, N"—=F142avr—7)
“HTBRADAE 74— NLET,

AR F A
e RHEL8Web VY —IHA VA M=ILINTW3,
o cockpit Y—EZXNBEMICAR>TWS,

o I—H—FHAHYYNNAWeb VY —JicOdA4 Y TxED,
FIEIE, Web VYV —ILDA VA= BLVTEME EZSRBLTLEIV,

cockpit-storaged /XY T —I D4 VA R —IILINTW3B,

WIBT 4 RODEHRINTEY, YRAFTLICRHEINTWS,

RAID BMER XN T W5,

FIR

. RHEL8Web O vV —Jicas4 v L%,
EME, Web vV —bA0Od4 Y #SBLTLLEIV,

2. NXJVT, Storage=7 Yy I LZEY,
3. Storage 7T— 7T, N—=FT42aVFT—TINEEKXKTBRADTNA R &) v I LET,
4. MDRAID device 223> DA Za—Ry>Y §{ Z0 v I LET,

5 ROy F¥U v A=—a—m5, Create partition table % ZR L £,

o

Initialize disk ¥4 7O YRy V2 AT, UTFTEZBIRLF T,
a. N"—F14>aVHk

o IRTDVARATLBELIVTNAREDERMEZ/N—FT 4> aVIIFLEI2VRENDH D5
Al¥. MBR%#ZEIRLET,

o BDIVATLEDHEMEAEN—F 42 avVIlEE20ELNHY, 2TBEIBALD
N=RT 4 RIDBERIZFEIEX. GPTEZRERLZET,

o N—F 4 aVERENMBELWEEIL. No partitioning #RIRL X7,
b. #—/R—51 b
o TARVIBET—IDNEFNTHY., Thir LEXT 3I5E1E. Overwrite existing
dataW|thzerosj'7°/E|/7932'/&;[,3:”3' FUICLBRWEE, T4 RINYET—F
THEIMIONET,

7. Initialize 22 ) v 2 LZ 9,

20N.WEB O Y —J)LAERAL/7= RAID ED/N—F 14 > 3 Y DIERK
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#$203= RAID DEH

BEON—F14>avT—TIINRN—=—FT1>aveEERLET, N"—FT14>arvaEERLEE. IS
N=F4aVEFERTEET,

AR

FIR

1.

12.

13.

RHEL8Web VY —ILEA VA M—=JLL, PUVERATES, FMlIX. WebO>V YV —ILDA >~
ARN=ILELUVEME ZSRBLTLLEITY,

cockpit-storaged /XY T —I DNV A FLIZA VA R—=ILINT WS,

RAID EIC/R—=F 4 avyTF—TILHDMERINhTW3,

RHEL8Web Oy VY —JbicaAs4 v LZEYd,
EME, Web vV —bAoOd4 Y #SBLTLEIW,

INRJVT, Storage =7 ) v I LZET,
NR=F42aVaERTDRADTNNARE ) v I LET,

RAID 7/8f AR—Y T, GPTpartitions /> avETRI/O—)LL, XZa—KR4>[!]
oYy I LETY,

Create partition 27 ') v 7 L. Create partition 7 1 =L RIZT7 7ML AT LD &R A AA
LET, BRIKCAR—RIFFEALABVWTLEIW,

Mount Point 7 1 —JLRICY Y X2 EABLET,

Type KOV FHOVY)ZARNT, F7AINDARTLDYA TEBRLET,

Size RS —T, N"=FT42avDHA X %ERELIET.

FFaV. TARVIBET—INEEFNTHY., Thir LEEXT 2HEIE. Overwrite

existing datawith zeros Z3ZER L F£ 9, A VICLRWGEER. T4 RAIANY I —FEIFHNEZHRZ
LbnET,

. Encryption RO Y 74U A =—a2—T, BELOBEEZERLET. R)1—LEBESELA

WiE& L. Noencryption Z:#IRL £ 9,
Atboot ROY ¥ A=_a—T, R)a1—LAEIDVNTBIMIVIEERLET,
Mount options 27> 3 YV TUTAERITLET,

a. R a—L%uHHMYEBERBERY 2—LELTIYY Y M 35BAIE. Mountread only
Fv IRV IREFTVICLET,

b. 774 MDYV Y NA T aVEEEY BHEIE. Custom mount options F = v ¥
Ry VPREAVICLT, ROV MNETVavaEBMNLET,

N—=FT142avaEERLET,

o N—FT14avaEERLTY VY N B5AIE. Createand mount Ry > %=0 1) v L&
-a—o

o N—FT42avDHuEEKRT BHEIEL. Createonly Ry V%=V 1) v I LET,
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IR

RN 21—LDYA X0, BRI DA T3aVICL2T. T743—< Y MIEHAIDDIEDN
HhyFEY,

74—y NINEREBRY) 2 —LDFFEMIE. XA VA ML—YR—ID Storage 7—7 IV T
WEETEET,

2002.WEB OV Y —I)LAa{ERH LA RAID LDRY 2 —LTIL—TDIERK

YIRMITT7RADBBHRY 2 —LTII—TAIEE

AR

FIR

RHEL8Web AV Y —IHA1 VYA M=ILENTWS,
cockpit  —EZNBMICA > TW 5B,

A—HY—TAHOY A Web Oy —bicOd (4 TES,
FIBIE, Web VYV —ILDA VA= BLUVTEME EZSRBLTLEIV,

cockpit-storaged /Xy T —I N4 VA R—IILINTW3B,

74— Y RINTELT. ¥V MINTWRWLWRAD 7/X1 ADdH %,

RHEL8Web Ov Y —JbicaAs4 v LZE9d,
EME, Web vV —IbA0Od4 Y #SBLTLLEIL,

NIV T, Storagex 2 U v I LZET,

Storage 7— 7V T, A=Za—KRHV[1]1%%9 ") vU L. Create LVM2volume group % &R
LETd,

. Create LVM2volume group 7 4 —JL RIZ, FILWRY) 2 —ALTIL—TOEFEAALET,

Disks ') A R C. RAID /N1 R &ZEIRL F T,
)2 MZRAID RERINBWERIX. YATALANSLRADDY Y N5 LET, RADT
INA RlE, RHEL8 Y AT ATIIFEARATETZH A,

Create #7 ') v I LEd,

20.13.STORAGERHEL Y 25 40— )L &AL~ RAID RY) 2 —ALADETE

storage > A 7 LO—J)LAEHAT % &. Red Hat Ansible Automation Platform & Ansible-Core % {#
LTRHELICRADRY 2 —LZBRETEEXY, BEHICEDETRADRY 2 —LZERET 5DD/N
S A—%—%FEAL T, Ansible Playbook #{/Ef L 9,
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#5202 RAID DEH

DIk

H
[=]

BEDRKRTTNA RENERTBIHEEI’HYET., LEAF HFILWT1 RV %
VATALIGEMTZEERETY, LD 2T T—9DEKREHSCEDIC,
Playbook TldKiHIatr&EMZER L T LI W, Kl Qe EMEDFFH
I KGR EEMEOBE 25 L TIEI W,

Gl s
o OV hO—J)L/—REBEFRR/ —RFDERIGTET LTWS,

o TIEWR/— KT Playbook #R{TTEH1—H—&Lcarybo—)b/—Kicarsq4rvLTw
%,

o TEWR/ —RFKADOERIHERTZT7AVY M, ZD/ — RIZHT % sudo HERD H 5,

¥
1. ROWB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {EE% L % ¢,

- name: Manage local storage
hosts: managed-node-01.example.com
tasks:
- name: Create a RAID on sdd, sde, sdf, and sdg
ansible.builtin.include_role:
name: redhat.rhel_system_roles.storage
vars:
storage_safe_mode: false
storage_volumes:
- name: data
type: raid
disks: [sdd, sde, sdf, sdg]
raid_level: raid0
raid_chunk_size: 32 KiB
mount_point: /mnt/data
state: present

Playbook THERAINZ2 TN TOEHDOFMIE. I bO—IL/—KRD
/usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 L 2SR L T £X
L,

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

ARV NIIBXERIETZLETTHY ., ANEDPRBEYLERENSRETZEDTIEAN
CEIFERLTLEIWY,

3. Playbook #ZfT L £ 9,
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I $ ansible-playbook ~/playbook.ymi

o VLANELLKFRINAZ EZHALET,

# ansible managed-node-01.example.com -m command -a 'mdadm --detail
/dev/md/data’

RS

e /usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 )L

e /usr/share/doc/rhel-system-roles/storage/ 71 L 7 h!) —

20.14. RAID D5k

mdadm 1—7 1 )74 —®D —-grow & 7> 3 VA FRA L TRAID 23R TE £ T,

AR
o +RIRT 4 R,

e parted XY T —IUDNA VA KR—ILINTWVWS

FIR

1. RADN—=F 4> arvziiskLE T, FMlid. parted ZEAL/NN—T 123 VDY A XEHE
ESRLTCEIY,

2. RAD ZN—FT 43 VEEDRANEX TIHLERL FT,
I # mdadm --grow --size=max /dev/md0
BHEDHA X %&HRET I, -—-size /NT X —4H DfE% kB Tadak L £ 9 (fl: --size=524228),

3. T7ANVATLDY A XEILRLET, L&A RYa2—LHNXFSEFERL. /mnt/ICT
DY RINTWBIGEEIE, ROELDICAALET,

I # xfs_growfs /mnt/

RS

o 27 L E® mdadm(8) man R—Y

o J7AINIRTLDERE

20.15. RAID % fig/»

mdadm 1—7 1 )74 D —-grow # 7> 3 V%= FHL TRAD 2N TX X7,
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#$203= RAID DEH

BE
XFS 7 7AWy AT LIEENMITHELTWER A,

AR

e parted NV T —IDNA VA M=ILEINTWS
FIr
L 774N AT LfNLET, Fllid. 77 1LY AT LOEE EZRLTIEIW,
2. RAD DH A X% 512MBREICHEL LE T,
I # mdadm --grow --size=524228 /dev/md0
-size /NS A—4 % kB TEHBLET,
33N=FT42avDYA X%, BELYAIXTHWMLET,
BEEEIR
o 7 L E®d® mdadm(8) man R—Y

® parted TN—FT 423 vDY A XLERE

20.16. 1 Y A M—J)L1#&ICIL— T4 X9 % RAID1 ICE#T 5

Red Hat Enterprise Linux8 &4 Y X h—JL L7cf%. I RADI—FT 4 RV % RAID1 X 5 —ICEHTE
7,

PowerPC (PPC) 7 —F% 7V F v —Tlk, UUTOEMFIEZITOLENHY F T,

AR

® RedHatF+L v I ~R—2Y 1Y a1— 3 Howdol convert my root disk to RAID1 after
installation of Red Hat Enterprise Linux 7? DF|E%5% T L7,

R

PowerPC ¥ ¥ >~ Tld grub2-install /dev/sda I~ >~ R&E1T L CHEMEE T,
IZS—MRINFTH, PATLRBBEESYICESHLET,

FIR

1. PowerPC Reference Platform (PReP) &£&1/X\—7 1 ¥ 3 YV DOWNA % /dev/sdal 15 /dev/sdbl
ICaAE—LEY,

I # dd if=/dev/sda1 of=/dev/sdb1

2. MADT A RUVDRHD/IN—FT 143> Tprep 777 Eboot 757 %FHLET,

I $ parted /dev/sda set 1 prep on
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$ parted /dev/sda set 1 boot on

$ parted /dev/sdb set 1 prep on
$ parted /dev/sdb set 1 boot on

20.17. EE & RAID /N4 ZDVERK

BICE>2>TE A VRAMN—IDBRTTBENUMERINIET LAICAR V=T A VIV RATLEA VR
—w?% EHEWRLET, BE. INIXEMHARRAID 7/31 ZIT /boot F7zldroot 771 ILY AT
L7 LA %5BRETHIEEEKLET, a_U)J:’)tLiﬁ:u\ Anaconda 41 YA =5 —THR—FINT
WRWTF LA F T arvaFERTZ2BELNrHZGE’HYET, ChEERTSICIE. UTOFIEET
WEd,
p=a-1o]

AVAN—F—DFIEINIELAF1—F—RIZiEmanR—JIFEEh It
Ao mdadm & md DFEAD man R—IIIE. DAY LRAD P LA AERT B7HD
ERARBEBRIEZINTEY., EREREATHEIIRDZEIHY ET,

FIE

LAYVAM=IT1R75EBALET,

2. #IEIEEEFIC, Install £7z1& Upgrade Tld7%: <. Rescue Mode ZEIRL 9, Y RT LD
Rescue mode TRLICHEREN TS &, AVY RSAVIY—IFIDBRRFINET,

3. ZDA—IFILHDS, ROAXY REETLEY,

a. parted YV REFRALT, 4—4% v M=K RKSATICRAD X—FT 14 > av &ML
i’a—o

b. FRAAREAIRTOREEATVavEFALT. Ih5D/8—F 123 rH 5 mdadm
AV RAEFEARALTCFHTRAD 7 L1 %#ERLE T,

4. A7 av: TFLABERLES, PLALEICE 774V ATALAEERLE T,

5, AVE1—49—5BEELT. 1 YAM I T EHFA2ZBRLTEEBRYICA VAN
LE¥9Yd, Anaconda 1 YA M—=5—EY AT LADT 4 AV MR T D7-H. BEFED RAID 7/
A ZADNRDOMY F9,

6. VATLDT A RAIVDFEVWAERDONZE, HAYLLATIM EBRLTRANEI ) Y
JLFET. TNNARA—EIZ, BEFED MDRAID T/ ANKRRINET,

7. RAID /N4 X% #RL, Edit=2 v oI LFT,
8. ¥VIUURNKRAVKIEHREL, BDEICIHELT, UEIHER L TWAWGEIXFERTZ 771 ILY
2ATFLDYA THEBEL. Done%? )w 4o LEJ, Anaconda ld. T DEEFED RAID F/84 R

IS4V AM=JLL., Rescue E— RTER L EZICBIRLAARY LA TV avaEFRELE
-a—o

20.18.RAID # B2 4 2 /0D DEF X — L BRIDRTE
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mdadm ¥V — )L Z R L TRAD 28T 5L ICEFA—LT5— 2R ETE XY, MAILADDR %
BOVEREFA-IT RLRICKREIND &, BRIV AT LREBMINACEFXA—ILT FLRIZT
S—heXELET,

AIRE 4
e mdadm /Ny T —IUMNA VA M=ILINTWD,
o X—J)LH—EANBEINTWS,

FIR

1. RAID DF#iAAX v LT, 7LAEERTE7-HD letc/mdadm.conf 3R E 7 7 1 )L % {ERK
L/ i’a—o

I # mdadm --detail --scan >> /etc/mdadm.conf

ARRAY & & U MAILADDR (IS EDEHTHB I EITFEFRLTLEI W,

2. FBEDTHFRANIT 449 —T letc/mdadm.conf2E 7 7 1 /LA B, MAILADDR Z#I®4]
FAOA—=ILT7RLRAEZBMLEY, &AL ROTEEMLET,

I MAILADDR example@example.com

example@example.com &, 7L 1 DERNOT T — N aZETELHDA—IVT7RLRT
ER

3. /etc/mdadm.conf 7 7 1 ILICEEA#FEFEL T, HALCZE 9,

RS

o 25 L E® mdadm.conf(5) man R—

~

20.19.RAID TDEZEDHZT 1 AV DE I Z

BYUDTARVEFHALT, MEBELATARIDLT—YEBEETEETS, T— Y42 EBICEEBET
B-DICHKRERVERZEY DT A AVDEIX, RADLRNILET A RVDMBEICE>TRFY X,

ZDFIETIE. /dev/mdORAID IC4DDT 4 AVDEENTVWET, /dev/sdd T 1 AV ICEENH
LD, /dev/sdf T4 RV EXBT BRBEAHY XY,

AR
o XWHARTT 1R,

e mdadm /Ny T —IU MM VA M=)LINTWD,

FIa
L BEENRELELT ARV EHBLIT,
a. A—RIVATZRRLET,

I # journalctl -k -f
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b. RDELDIWA v -V %RRLET,
md/raid:mdO0: Disk failure on sdd, disabling device.

md/raid:md0: Operation continuing on 3 devices.

c. ¥—AR—R®DCtrl+C ## L T, journalctl 7OV S L% T LZET,
2. BEDERE LT 14 RVICfaulty DY — 0 & FHF 9,
I # mdadm --manage /dev/md0 --fail /dev/sdd
3 ATV aVEENRELLET A RIDPELLKI—IINTWVWEINEINERRLET,
I # mdadm --detail /dev/mdO

HADKKICIE., T4 XY /dev/sdd DR T —4 ZH faulty D /dev/mdO RAID RICH BT 1
AP DYNZARNDRRIINET,

Number Major Minor RaidDevice State

0 8 16 0 active sync /dev/sdb
1 8 32 1 active sync /dev/sdc
- 0 0 2 removed

3 8 64 3 active sync /dev/sde
2 8 48 - faulty /dev/sdd

4. BENMRELLT A RV RADDSEYALFT,

I # mdadm --manage /dev/mdO0 --remove /dev/sdd

Digk

==
[=]

RAID ABIDT 4 2 VEEICH 2 SHAMEA . HFLWF 4RI DAF—

& 2 activesync IR B ETT 1 RV ZRMYHAIRVWTL LI, watch
cat/proc/mdstat IV RZEAT 5 &, EWZERTIIT,

5. #iLWTF 14 XV %RAD ICEIMLEY,

I # mdadm --manage /dev/md0 --add /dev/sdf

/dev/mdO RAID IZIEFT L WT 14 R 7 /dev/sdf hEFEN S L D IC7%AY,. mdadm H—E R &t
DTFARAIISTF—IDIE—2BHMICHKBLET,

i3
qEI-I'l

o FLADFMEMIBLIT.
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I # mdadm --detail /dev/mdO

ZOaAY Y ROHADE %u%f*né/mwm«mmDm®?4zowuzhﬁ\%Lu
TARYDRAT—4H AN spare rebuilding TH2HE., 79 RFLMOT1 RIS IE—
IhTWET,

Number Major Minor RaidDevice State

0 8 16 0 active sync /dev/sdb

1 8 32 1 active sync /dev/sdc

4 8 80 2  spare rebuilding /dev/sdf
3 8 64 3 active sync /dev/sde

T—ADIAE—NDNTTITBE. FHLWT 14 X7 active sync IREEICARY £ 7,

BEEEIR
o RAD 2#E5f8§ B/-0DDEF A —ILBRIDERTE

20.20.RAID &1 R U D1E1E

repair + 7 a3 VEFERALT. RADZ7LARDT 1 RV ABETEET,

=S5

e mdadm /Ny T —IUMNA VA M=ILINTWD,

FIE
L BEIRELETARVOHEICOVWT T LA ZHEELE T,

I # echo check > /sys/block/md0/md/sync_action

INICEYT7LADF Ty 73N, /sys/blockkmd0/md/sync_action 7 7 1 JLICEHI 7 72 3
YHRRINET,

2. /sys/block/md0/md/sync_action 7 7 { L ZEBDTFAMNIT 4 4 —THE. 714 RV EH
DRBUCEAT A Y E—IULHEINEIDEERLE T,

3. /sys/block/md0/md/mismatch_cnt 7 7 1 )L 3Rk~ L £¢, mismatch_cnt /X5 X—4—A'0
TRWERIE, RADTA RV ZBESTIVLENH DI EZ2BHKRLET,

4. PLARADT A RV BELET,

I # echo repair > /sys/block/md0/md/sync_action

hiZ&Y, ZLAADT 1+ RV BMEBEI N, #ERD /sys/block/md0/md/sync_action 7 7 1
WICEZIAEFNFT,

5. ADETRREZERTLET,

# cat /sys/block/md0/md/sync_action
repair
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# cat /proc/mdstat
Personalities : [raidO] [raid6] [raid5] [raid4] [raid1]
mdoO : active raid1 sdg[1] dm-3[0]
511040 blocks super 1.2 [2/2] [UU]
unused devices: <none>
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B2QIZELUKS 2#FAHLAZ7Ov 757 /14 ADEES1L

TARVESEEFERTSZE, JOVITNARALEDT—9%2BESEL THRETEET, T/N1 ADE
BEINIAVTUVICTIERTZICTE, BREEELTRARTIL—XFRIFBEAALET, INhid.
TINA R AT LDOYEBMICRYAINEZZETE. TNA ROV T VY A RET BHDIHEILD
e, ENANAVEL—F—PYL—NRNTIVATATICE>TEETY, LUKSFRIE. RedHat
Enterprise Linux IC8 1327 0Y 7 7/\1 RAOBSILDT 7 # )L NEETT,

21.1.LUKS & 1 R 7 DS 1k

Linux Unified Key Setup-on-disk-format (LUKS) &, BES{LINz7 /1 RAOEB=ERILT 2V —IL
Yy NERBELET, LUKS 2FERTEE. JOv 27N\ REBSEL. RO —H—F—T< 2R
H—F—%BETEZLIIIRYEST, X—FT 12 aVO—HFEESEIZIE. COYRY—F—%FH
Lji-a—o

Red Hat Enterprise Linux (&, LUKS R LT70OY 75 /\1 ADES{LEERITLET, T74I T
XA VA M=, 7OY 9T N\A R5BECTE2F T aVvHMBEINTVWERA, T1 RV %
Bt 24T avERERTZE, AVELI— 9 —%2BHTILTINRRTL—XDAADRKRD 5N F
T, TONRRTL—XIF, N"=T42avEESLTZNIVIBSROOY VEZRRLET, 7741
NDOR—=F42avrF—TIEEET2HEIF. BEETEZNN—FT12aVERBIRTEET, TOXRE
. N=F42avTF—TIRETITONET,

Ciphers

LUKS ICEARINE T 7 4L NOES(IZ aes-xts-plain64 T9, LUKS DT T IV NDEY A X 512
E'w NT3, Anaconda XTS E— RAERA LA LUKS DT 7 4L NDOEH A x5 EY hTT, FHA
ARELESIIRDESY TT,

o SERESILIZ# (Advanced Encryption Standard, AES)

® Twofish
® Serpent
LUKS IC& > TEITI N 5134E

o LUKSIE., 7Ov I FN\A A2 5EBILT 27D, RBARERANL—I AT TSy S
Ny TDTFARIRSATE WD, ENAITNRAZROAVT VY ARETZDICELTW
i’a—o

o ESINALTOYITNS RDERNLARIIEETHY., X7y TTF/NN( ADESICK
UBFET, Fh EYDITT—YRAMN—YVRICTA— Yy MLETOYITNA A A5FERT
DEEDT—IR—ICEALTEHEATY,

o |LUKSIE, BEFEDTNA AT YIR—DH—FIW G TORATFLAEFERALET,

o |UKSIENRRT7L—ADEFal) 71 —%mmbtL., HBEREISKFRELZT,

o LUKS TNA RICIFEHDF—ROY MHEFNTWSREH, Ny I Ty Tx—0R2R 7L —
XEBIMTEET,
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BR
LUKS RO+ ) A ICIRERIhEE A,

o LUKSHREDT 4 RAVESEY)a—Yavid, YATLADELERICLAT—4
HARELTFHFA. YVRATLDERNAVIZKRY, LUKSHT 1 RV EESIELT S
ECEDTARIDIT7ANIE. ZTDOT7AIWICT IV EZRATEZTRTDIL—
Y—NMERATEET,

o ELTFNARICHTBERMDT IV ERAFXF—5EHOLI—F—HIEFORENH BV
+TUF, LUKSIFERIEF—ROy % SEIRH L. LUKS2FERIEF—ROY b
ERAERBELET,

o J7AINLRIDESLEVLEETZTSYr—>ay,

BTG IR
o LUKS 7OV IV NDIKR—LR—Y
o |UKSH VYT ARYI 74— v MDDk

® FIPS197: Advanced Encryption Standard (AES)

21.2. RHEL @ LUKS /N\—Y 3 >

Red Hat Enterprise Linux Tl&., LUKSBEB{LD T 7 # )L ML LUKS2 TY, B LUKST R IEE] =
BERRICHR—RINTHY. IO Red Hat Enterprise Linux ) ) —XR & BE#ED H 3 B TR
INFET, LUKS2 BRESbIE, LUKSTBRESEELEL T, JYBRETRRIFEATEZ2EANEER
LbNTWET,

LUKS2 FER A FAHTZE, NAF)—BEA2ZTFITEH R, IFIELRHOERICEHFTEZE

¥, LUKS2 Id, WBERRIICA S T—FICISON THF R MERZFEAL. X9 T —9DRRMEZRME L.
A TS DWIBERE L, X9 T—HDIAEE—DSEBNICEBELET,

BE

LUKS2 & LUKSTIZT 4 RV DEESILICERZ AT Y REFRAT 570, LUKSI DA%
HR—PMNFTBVRATALATIELUKS2 H#FALAVWTL I, LUKSIN—=Y 3 VIiliko 7
A9V REFRTRE, T—9DKbNhDFEELIHY T,

K2LILUKS S—T a VI CEEBS{ba~v U R

LUKS /x— 3 > BES{ka~v> K

LUKS2 cryptsetup reencrypt

LUKST cryptsetup-reencrypt
US54 OEEEL

LUKS2 FERIE. /81 ADMERFBDOEIC, BSIELAETNNS ROBESIICRHIELET., & A
LUTFDYIRIBERITTBICHIY., TNARTIF7FANIATLET YYDV NTZREEIHY FH
Ao
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https://gitlab.com/cryptsetup/cryptsetup/blob/master/README.md
https://gitlab.com/cryptsetup/LUKS2-docs/blob/master/luks2_doc_wip.pdf
https://doi.org/10.6028/NIST.FIPS.197-upd1

F21E LUKS Z2FALAZ70Y 257314 ADE5S1{t

o R)a1—LF—DZHE

o BEE/ATIITYXLDER
%m«nn\m\wwz% ESb T 2BEE. 771V RATLDIY I Y MBS 50
EXNDHYFET, BEELOBEWIHEZICT 7MLV RTLAEBYY Y NTEXET,

LUKSTFERIE, #5414 VEBRESEICHELTWERA.

%

BHEDIRRTIE, LUKST % LUKS2 ICE#BTEE 9, BEARMICIEZ. UTDOYF YA TREERDNTEEE
Ao

e LUKS1F /31 ZH, Policy-Based Decryption (PBD) Clevis ¥V 1) 2 —> a VICL WFERAINTL
2&EX—7XNTW3S, cryptsetup 'V —JLi, luksmeta X ¥ T— 9 HHRHEIND &, TDT
NAREEH|T DI EEETLET,

o FNAANT VT4 TICHE>TWD, TNARANET VT4« TRETRIThIE, THIT B &
FTcEFEHA,

21.3. LUKS2 BES St h DT — Y {REDA T a3 v

LUKS2 Tld. BESETOER T, RI4—IVAPT— Y REODBEELRTET 2EBOL T 3
VERIRTEE T, resilience 7 72 3 VILIXIRDE— RHPBEEINTULWE T, cryptsetup reencrypt
--resilience resilience-mode /dev/<device ID> A< Y RAFHAT 2 E, TNS5DE—ROVWThh%E
BIRTEE Y, <device_ID> &, /X1 ZDIDICEZIHWATLEI W,

checksum

FIAIWNIDE—R, T—YREENRTA—TVRADNSVRAERY ET,

CDE—RTlIE,. BESELEBERNOEIY—DOF vy I LIMENICEEINET, Fzv I A
&, LUKS2 IC& > TH %m*nttOQ—vaT BRHOEATHRETEEYT., TOE—K
TlE, 7OV ITFNAREIY—DEEZAADNT NIV ITHIUNEINHY FT,

journal

BRHERERT—RTIH, REEVWE— hr%%Uitogw% KT, BESEHEEE/1 7+
— B vy —FIMET B2, LUKS2 1T — 49 A 2AEZAATT,

none

none T— RTIEINT =TV ANMEBEIN, T—YREBEIREINFTFHEA. SIGTERM > 7+
A—H—IC& D CrI+C F— DI TR L, Z2LhTO0ERABRTHIODAT—YA2RELETT, FHL
BWYRTLBELPT )y —2a VvEENRETDE, T—IDIETIHAEELHY T,

LUKS2 0BRSSt 7O X @EIRNICRART LBE. LUKS2 IZUTOWTFh A DAETEIRASE
TCTEZF9,

B &
ROWTNHADT I avaEFTTEE, REAIOLUKS2 TN, 2R ABELK 7o avhICEFHEIRT

93V NIAH—INET,
e cryptsetupopen I< Y KARTT 3,

e systemd-cryptsetup I<¥ > NEFRALTT/N\1 R &#EiRT %,

FE)
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LUKS2 7 /34 R T cryptsetup repair /dev/<device ID> I > R&=FERAL XY,

RS

o I 27 L ED cryptsetup-reencrypt(8) & & Uf cryptsetup-repair(8) man XR—<

21.4. LUKS2 A FR L7270y 2511 ADEET—49 OIS

LUKS2 FERAFEAL T, FEESEINTUVWAWTNS ROBEDTFT—Y5ESIETEET, LWL
LUKS Ay F—lE. T4 Z2ADAY RICREINET,

Gl s
o JOVIOTFNARICT7AINY AT LDH D,

o F—HADNY YTy TEEKLTWS,

gk

H
[=]

N—=RO 7, A—FI), FELEEAHNIRICLY., BSt7OEREIC

TFT=IDKRbNBZZENDHYET, T—YDESIEEFHBT ZHEIIC. 55
MEDFWNNY Ty THERLTL I,

FIR

1. BRIt T 3T NARICHDIFANIRATLDIIY NEaETRTEBBRLET, RICHlERLE
-a—o

I # umount /dev/mapper/vg00-lv00

2. LUKSAY S —%5RETIOODEZIFTEEZHELETT, YFHVAICEDLET, ROoVwWTFhnhr
DA T avEFERALET,

o MERY1—LZESILTBHRIE. UTDLIIC, F77MANVYRTLDOYA X 2EEE
TS, MEBERY 2 —LZIRTEXY, UTICHlZRLET,

I # Ivextend -L+32M /dev/mapper/vg00-lv00

o parted REDN—F 4 aVEBY—ILEFRALTAA—FT12availskLE T,

o ZDTNAADT7AINVRATL%EBNLET, ext2, ext3. Fhldext4 DT 74ILT R
T LIS resize2fs 1 —F7 14 ) T4 —%=FRATEET, XFST 74 IV AT ALISHENTE
BRWZEICFERELTLETY,

3. BE{bAMEEL XY,

# cryptsetup reencrypt --encrypt --init-only --reduce-device-size 32M /dev/mapper/vg00-lv00
Iv00_encrypted
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I /dev/mapper/lv00_encrypted is now active and ready for online encryption.

4. TNRAREITIVMLET,
I # mount /dev/mapper/lv00_encrypted /mnt/lv00_encrypted
5 kMR yEYIDI Y b —% Jetc/crypttab 7 7 1 JLISEIL 9,
a. luksUUID # B D7 %7,
# cryptsetup luksUUID /dev/mapper/vg00-lv00

ab2e2cc9-a5be-47b8-a95d-6bdf4f2d9325

b. FEDTF A NI T 44 —T letc/crypttab ZFE, TDT7 7 ILICT /A R %&EML F
ER

$ vi /etc/crypttab

Iv0O_encrypted UUID=a52e2cc9-a5be-47b8-a95d-6bdf4f2d9325 none

a52e2cc9-a5be-47b8-a95d-6bdf4f2d9325 (&, T /34 A D luksUUID ICE X Z 7,

c. dracut T initramfs #E#H L £ 7,

I $ dracut -f --regenerate-all

6. letc/fstab 7 7 1 JLICKIMIRT DY POV MY —%EBMLET,
a. PO9T47RLUKS 7OV I TNARADT7 7AIY AT LDOUUID 2RDITE T,
$ blkid -p /dev/mapper/Ilv00_encrypted

/dev/mapper/lv00-encrypted: UUID="37bc2492-d8fa-4969-9d9b-bb64d3685aa9"
BLOCK_SIZE="4096" TYPE="xfs" USAGE="filesystem"

b. FEDTFANIT 144 —T letc/fstab ZFHEX. DT 74 IICT/NA R &BMLET,
RICHIZ=RLET,

$ vi /etc/fstab

UUID=37bc2492-d8fa-4969-9d9b-bb64d3685aa9 /home auto rw,user,auto 0

37bc2492-d8fa-4969-9d9b-bb64d3685aa9 (k. 7 7 ALY AT LD UUID ICE X
Y9,

7. VIS4 vESEEBRLE T,
# cryptsetup reencrypt --resume-only /dev/mapper/vg00-lv00
Enter passphrase for /dev/mapper/vg00-Iv00:

Auto-detected active dm device 'lv00_encrypted' for data device /dev/mapper/vg00-Iv00.
Finished, time 00:31.130, 10272 MiB written, speed 330.0 MiB/s
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BREE
. BEOT—9MBEEEINTVEINE DD ZHR LT,
# cryptsetup luksDump /dev/mapper/vg00-lv00

LUKS header information

Version: 2

Epoch: 4

Metadata area: 16384 [bytes]

Keyslots area: 16744448 [bytes]

UUID: a52e2cc9-a5be-47b8-a95d-6bdf4f2d9325
Label: (no label)

Subsystem: (no subsystem)

Flags: (no flags)

Data segments:

0: crypt

offset: 33554432 [bytes]
length: (whole device)
cipher: aes-xts-plain64

[...]

2. BEEINAEEDTAOYITNAZADRAT—H R 2RRLETS,
# cryptsetup status Iv00_encrypted
/dev/mapper/lv00_encrypted is active and is in use.

type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits

key location: keyring
device: /dev/mapper/vg00-lv00

BIER R

o X7 L ED cryptsetup(8). cryptsetup-reencrypt(8). Ivextend(8). resize2fs(8). & & U
parted(8) man R—

215. I LAy —HH 2 LUKS2 A2 FRHL 7Oy ¥ 5731 ZADEE
F—4 DIESb
LUKSAY H—ARIFTHHOHOEIEHAERESTIC. 7Oy 79711 RADOBEEOT—9 %8BS T

XFET, AvY—E, BMOEFXFa) T4 —BELTHFERTES, B LAEEMICEEINFT, &
DFIETIE, LUKS2 St ZFERLE T,

AR
o TOVIOTFNARICT 7AWV AT LD H D,

o F—H9NNYIT Y TEHTH B,
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Digk

==
[=]

N—=RO 7, A—F), FELEEAWIRICILY., B0 REIC

TFT=IDKRbONZZFEIHYET, T—YDESIEEFHBT ZHEIIC. 55
MEDFWNNY Ty THERLTLIEIL,

CUTDEDIE, EDOTNRAZRAD I 7AWV AT LETRTTYIIVMLET,

I # umount /dev/<nvmeOnip1>

<nvmeOn1pis> &, 7YXV Y R 2N—=FT 423 VICHIET 2T/ AFBHIFICESTAF
ER

EEb /B L T,

# cryptsetup reencrypt --encrypt --init-only --header </home/headers /dev/<nvmeOn1p1>
<nvme_encrypted>

WARNING!

Header file does not exist, do you want to create it?
Are you sure? (Type 'yes' in capital letters): YES
Enter passphrase for </home/headers:
Verify passphrase:
/dev/mapper/<nvme_encrypteds is now active and ready for online encryption.
DLTOLEIICEEHMAZET,
® </home/headers> ICI&, MIZ L7 LUKSAY H—52EL T 74 ILADIRRAEBELZET,
BTHESIELETNNA 200y J &BRT 27<HIC. ML L LUKSAY Y —IZT I ER
TIXOIMEIHYZET,
e <nvme_encrypted> (. BESERICTERINDEZ TN ATy NN—DHRFIEI|WAZFT,
TNAZAEIIVYMNLET,

I # mount /dev/mapper/<nvme_encrypted> /mnt/<nvme_encrypted>

KRRy EY DIV b —% etc/crypttab 7 7 1 JLISEIL £ 9,

I # <nvme_encrypted> /dev/disk/by-id/<nvme-partition-id> none header=</home/header>
<nvme-partition-id> (&, NVMe /N\—F 4 > 3 VOFHFIFICEI A XY,

dracut %M L T initramfs ZBEK L £7,

I # dracut -f --regenerate-all -v
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6. letc/fstab 7 7 1 JLIC KRy DTV M) —ABIMLE T,

a. 7O9T47RLUKS 7OV I TNARADT7 7AIY AT LDUUID 2RDITE T,
$ blkid -p /dev/mapper/<nvme_encrypted>

/dev/mapper/<nvme_encrypteds: UUID="37bc2492-d8fa-4969-9d9b-bb64d3685aa9"
BLOCK_SIZE="4096" TYPE="xfs" USAGE="filesystem"

b. T¥AKNIFT 44 —Tletc/istab ZHE. TOIT 74 ILICTNA REEBIMLET, RICH
ERLET,

I UUID=<file_system_UUID> /home auto rw,user,auto 0

<file_system_UUID> (&, BIOFIETRON 2L 7 7AIVV AT LD UUID ICEZIHA
ER

7. VIS4 vESEEBRLET,
# cryptsetup reencrypt --resume-only --header </home/headers /dev/<nvmeOn1p1>

Enter passphrase for /dev/<nvmeOnip1>:
Auto-detected active dm device '<nvme_encrypteds' for data device /dev/i<nvmeOn1p1s.
Finished, time 00m51s, 10 GiB written, speed 198.2 MiB/s

REE

L MIZI LAy S —DH2 LUKS2 2RI 270y V71 ROBEFEOT—9 HPEES{EINTL
EHEIDEHERLET,

# cryptsetup luksDump </home/header>

LUKS header information

Version: 2

Epoch: 88

Metadata area: 16384 [bytes]

Keyslots area: 16744448 [bytes]

UulID: c4f5d274-f4c0-41e3-ac36-22a917ab0386
Label: (no label)

Subsystem:  (no subsystem)

Flags: (no flags)

Data segments:

0: crypt

offset: 0 [bytes]
length: (whole device)
cipher: aes-xts-plain64
sector: 512 [bytes]
[...]

2. BElbINE=ZDOT7OY I TNA ADAT—YRA%=RRLET,

# cryptsetup status <nvme_encrypted>
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/dev/mapper/<nvme_encrypteds is active and is in use.
type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits
key location: keyring
device: /dev/<nvmeOnipi>

BIER R

o U7 L ED cryptsetup(8) & &£ U cryptsetup-reencrypt(8) man XR—

21.6. LUKS2 AR L7=ZED 70Oy 7 7/8 ADEE

LUKS2 FERAFEAL T, Z0o70v 75N\ 1 2A%5ES{EL T, BESIELANL—YELTHERATEE
_a—o

=55
o BDTOYIT/INAR, Isblk2EDIAYY REFEALT, TOT/NA REICEROT—4
(Z 7AW AT LBRE)DBRVWHED D EERTETET,

FIr
L BBIELAELUKS =T 12av e L TR—FT12avaERELET,
# cryptsetup luksFormat /dev/nvmeOnip1

WARNING!

This will overwrite data on /dev/invmeOn1p1 irrevocably.
Are you sure? (Type 'yes' in capital letters): YES

Enter passphrase for /dev/nvmeOn1p1:

Verify passphrase:

2. BB LI LUKS N=FT 1 2 a Vv aREETET,
# cryptsetup open /dev/nvmeOn1p1 nvmeOnip1_encrypted

Enter passphrase for /dev/nvmeOn1p1:

ChICEY, R=Fq4¥avony IrERIN, TNA ATy N—&FRLT/A—F1 >3
UBFHILWTINA IRy EVYIINET, BEbtIhirT—4952LESLARVLDIC. 20D
Y RIE. 711 ADBEBIEINZT/N1 A THY . /dev/mapper/device_mapped_name
NR%EFALTLUKS ZB LT FLRABEINSZ &2 A—RILIZESELET,

3. B tINAT =95 =T 1423 VIIEZIALEDD T 7AWV AT L%EERLET, D
NR=F4vavilid, TNARAIY TEZAENLTCT IV ERTIRELHY T,

I # mkfs -t ext4 /dev/mapper/nvmeOn1p1_encrypted

4. FINARAEITIVMNLET,

I # mount /dev/mapper/nvmeOn1p1_encrypted mount-point
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RS

21.,7Z.WEB O YV —J)JLTD LUKS /XX 7 L—XD

YRATLADREFEDRERY 1 —LICHESEZEMT 2581F. Ra1—L%T74—<v bFEIETL

L EZOTOYITNAZADNESEINTVEHE D D EER LI T,

# cryptsetup luksDump /dev/invmeOn1p1

LUKS header information

Version: 2

Epoch: 3

Metadata area: 16384 [bytes]

Keyslots area: 16744448 [bytes]

UuID: 34ce4870-ffdf-467c-9a9e-345a53ed8a25
Label: (no label)

Subsystem:  (no subsystem)

Flags: (no flags)

Data segments:

0: crypt

offset: 16777216 [bytes]
length: (whole device)
cipher: aes-xts-plain64
sector: 512 [bytes]
[...]

BSEINEEZOTOYITNAADRAT—Y A ERRLET,

# cryptsetup status nvmeOnip1_encrypted

/dev/mapper/nvmeOn1p1_encrypted is active and is in use.
type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits
key location: keyring
device: /dev/nvmeOnip1
sector size: 512
offset: 32768 sectors
size: 20938752 sectors
mode: read/write

2 A7 L ED cryptsetup(8). cryptsetup-open(8). & & U cryptsetup-lusFormat(8) man
R=Y

=L =

X AE

NEITTEEHEA,

=S5

® RHEL8Web AV Y —ILHAA VR M—ILINTW3,
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FIR

E2IIELUKS 2 L-7 0y ¥ 7/314 ADBES{E
A—HY—TFThoV D Web OV —)icOJA4 > TES,
FIEIE. Web VY —ILbDA VA R—ILBELVEME ZSRLTIEI W,
cockpit-storaged /Xy T —I NV A FLICA VAR =ILINTWS,

SR LT, BIFOMER) 1 —L%ZMATEEY,

RHEL8Web Ov VY —JbicaAs4 v LZEYd,
EME, Web vV —ibAoOs 4y #SBLTLLEIW,

NIV T, Storagex 2 U v LET,

Storage 7— 7T, BBILTZAMNL—ITNAADAZa—RIY § 0 ) v Y
L. Formatz7 v/ L&ZY,

Encryption field T. BS{bftHk LUKS1 £71d LUKS2 ZER L X7,
HLWARRTDL—X%%EL, BRALFT,
AT av. ILRBESEL T aVEERLET,

7 4 —% v MREDRKULE

. Format#2 )y o LZ9,

2.8 WEB OV —J)LCLUKS /XR 7 L —XDEH

Web VY —IT, BESELINAELTA RV FLIFN—F42aVTLUKSKRRTZL—XEZHELE

ER

=S5

FIR

RHEL8Web AV Y —IHAA VYA M=ILEINTW3B,
cockpit H—EZADNERICR > TW 5B,

A—H—FAH9Y MDA Web OV —)LICOFAVTES,
FIElE, Web VYV —ILDA VA= BLVTEME EZSBLTLEIV,

cockpit-storaged /XY T —I DNV A FLIZA VA R—=ILINT WS,

RHEL8Web Oy VY —JbicaAs4 v LZEYd,
ML, Web vV —bA0Os 4y #BBLTLLEIW,

INRJVTC, Storagez V) w oI LET,
Storage 7— 7T, BEIEINET 9428071 RV EZFERLET,
TARYIR—=UT, Keys o >aviErTcRyO—)IL., ERYVEZI Yy I LET,

NRATV—ZXDEREFAT7AT 74V RIT, UTFE2TVWET,
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a. MEDNRT7L—X%ZANLET,
b. HILWARRIL—X%EAHNLZET,
c. fiLWARRT7L—X%ZWHRLET,

6. Save =2 v o LZET,

219. Av Y RSA VAFERLZLUKS YR L —XDZEH

ARV RSAVEFALT, BEIEINET A RI7FLIENN—FT 123 VDILUKSNRTL—X%E&R
LEY, cryptsetup 1—7 1 V71 —%FATHE. IEFIER[ELS TP a v EHeesFERL T
St7n0exe=FEL. BEOEHLT—7 70—l TOERAEAHEETEET,

AR
o roothitE, F/-ld sudo A#FRHLTCEEIAYTY REANT BRI’ H D,

FIg

1L LUKSESETNNA ZDOBREFED/IRTL—XZZEELET,
I # cryptsetup luksChangeKey /dev/<device_ID>
<device_ID> (&, 7/ RIEEF (fl: sda) ICEXHZ F T,
BHOF—2Z20Y FIREINTWBRIHEIF. EATSA0Y M2HEETEEY,
I # cryptsetup luksChangeKey /dev/<device_ID> --key-slot <slot_number>
<slot_ numbers (I, ZEI2F—20Y hOBSICEIHBAFT,

2. BEDNRZA7L—XEHRLWARTL—X%ZABDLEY,

Enter passphrase to be changed:

Enter new passphrase:
Verify passphrase:

3. LWARRIL—X%ZMREELE T,
I # cryptsetup --verbose open --test-passphrase /dev/<device_ID>
LHFLWRRIL—XTTFNAROOY VABRTEEZEEBRALET,

Enter passphrase for /dev/<device_ID>:
Key slot <slot_number> unlocked.
Command successful.

160



F21E LUKS Z2FALAZ70Y 257314 ADE5S1{t

21.10.STORAGERHEL Y R 7 LAO—JLA{FA L TLUKS2BES{LR) 2 —A
=1EXRY B

storage O—JL%Z M L. Ansible Playbook #2317 L T. LUKS THES{EIN/R) 2 —LZFRE L
VERETEZET,

AR
o O hO—I)L/—REBEFR/—ROEEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTEd1—H¥—&Lcarybo—jb/—Kicasq4rvLTw
%,

o BIENR/)—RKRADOEMICERTEZT7HIY M, TD/—RIINT 5 sudo HERENH 5,

FIE
1 MBEMEOESWERARSIEINEZT7 7M1 ILICRELE T,
a. vault ERR L 9,

$ ansible-vault create ~/vault.yml
New Vault password: <vault_password>
Confirm New Vault password: <vault_password>

b. ansible-vault create 1YY RTI 7«1 ¥ —HDFHWE L, #ET—4 % <key>: <value> %
XTAALET,

I luks_password: <password>

c. TEERELT, T7149—%FHLZET, Ansible I vault RODT—4 28BS LE T,

2. ROARABEEZE Playbook 7 7 1 )L (f§l: ~/playbook.yml) =/ L £,

- name: Manage local storage
hosts: managed-node-01.example.com
vars_files:
- ~/vault.yml|
tasks:
- name: Create and configure a volume encrypted with LUKS
ansible.builtin.include_role:
name: redhat.rhel_system_roles.storage
vars:
storage_volumes:
- name: barefs
type: disk
disks:
- sdb
fs_type: xfs
fs_label: <label>
mount_point: /mnt/data
encryption: true
encryption_password: "{{ luks_password }}"
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Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 L 2SR L T £X
AN

3. Playbook O#XAMEEL £,

I $ ansible-playbook --ask-vault-pass --syntax-check ~/playbook.yml

ARV NIIBXERIETZLETTHY ., BNEDPRBEDLERENSRETZEDTIEAN
CEITEFRLTLKEIWY,

4. Playbook #Z21T L %7,

I $ ansible-playbook --ask-vault-pass ~/playbook.yml

1. LUKSEESIER') 12— LD luksUUID {EZ= RDIF X T,

# ansible managed-node-01.example.com -m command -a 'cryptsetup luksUUID
/dev/sdb’

4e4e7970-1822-470e-b55a-e91efe5d0f5¢

2. R 1—LDBESIERAT—9 X %ERTLET,

# ansible managed-node-01.example.com -m command -a 'cryptsetup status luks-
4e4e7970-1822-470e-b55a-e91efe5d0f5c¢’

/dev/mapper/luks-4e4e7970-1822-470e-b55a-e91efe5d0f5¢ is active and is in use.
type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits
key location: keyring
device: /dev/sdb

3 FREI NI LUKSEESIERYY 2 —A%ZHEBLE Y,

# ansible managed-node-01.example.com -m command -a 'cryptsetup luksDump
/dev/sdb’

LUKS header information
Version: 2

Epoch: 3

Metadata area: 16384 [bytes]
Keyslots area: 16744448 [bytes]

uulID: 4e4e7970-1822-470e-b55a-e91efe5d0f5¢
Label: (no label)

Subsystem:  (no subsystem)

Flags: (no flags)

Data segments:
0: crypt
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offset: 16777216 [bytes]
length: (whole device)
cipher: aes-xts-plain64
sector: 512 [bytes]

BEEE R

e /usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 )L
e /usr/share/doc/rhel-system-roles/storage/ 71 L 7 k1) —
o LUKSEERLAETOY V7 /N1 2ADEF1L

® Ansible vault
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ENRET—TTNA ADEHE

F—TFNARE. T—YDRELETIBRT VLA INBMET—F TS, 7—%F. F—T K547
EHEEALTIDT—TTNARICEZRAFNES, T— T NS RIT— Y ERETDHICT 71
SRFLEERTDVERIHY FtHA, T—FTRKS4 FI&. SCSI. FC. USB. SATARED I F X
BAVY—TIAREBIRA NIV E 2 —9—ICEETXET,
221. T —TF /N ADFELE
LLFIE, SFIFRIATOTFT—TFNALAADYRANTT,

e /dev/st0 i, BEXRLHYDFT—TF/INA1RATT,

e /devinst0 i, BERLABLDT—TFTNARATYT, BRNNv I T7v FIllE. BERLALOT
NARAEFRALET,

T—TTNRARZFERATEA )y NIEBHY ET. JRMPEIE RELTVWET, 7—TTN
12, TIDORBICH L TEEENIHY ., T—FDERFISELTWET,

222. 55— T RSA TEEBY—)ILDA VA M=JL
F—FRSA TREAO mtst v 5r—U5 4 VA M—ILLET. BET—T K51 TOBRELSIET

ICiEma1I—FT4) 71 —%FRALEFT, SCSIT—TRFAN—%FETZITIE st 2—FT 1Y
T4 —=FERALET,

FIR

e mt-st X\ —C%AVAMN—=ILLET,

I # yum install mt-st

BEER

o JURFLEDmt(1) B&LU st(d4) man R—Y

223.57—7av VR
UFIE, — &M mta~xy RTY,

R2I1mtavv kR

avw vk B

mt -f /dev/st0 status T—TTNA ZDREERTLET,
mt -f /dev/st0 erase T—Te2REHEELET,

mt -f /dev/nst0 rewind T—TTFNRNAREEERLET,
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avYv Kk B

mt -f /dev/nst0 fsf n F—TAy REEB|ESLI—RICPYYEZLFT,
Tl nlZA7>avorr7r4V8cd, 774
WHEEET D E, T—TAy KignEOLO3—R

ERAXxvITLET,
mt -f /dev/nst0 bsfm n F—TAy RELURIOL I—RICYYEZFT,
mt -f /dev/nst0 eod F—TNy RET—YDERFBRICTYYEZFT,

24 E5XRLT—TTNNA ANDEZIALAH

BEERLT -7 RE. BEOIPILT—TEEIRLET. 792N\ v I 7y T 5ITE, tar
AYY REFERTEET, 774IKTE. 7—T7X4 20 7Oy I 44 X 13 10KB (bs=10k) T
¥, export TAPE=/dev/st0 Bt %A L T TAPEREZHAH{ZETEET. KDYIC AT AT
avEFRALTT—FTNART7 74 IVEIRELET, 2OF T avid, #BOT—TF1 %
FRTRH5AICRIBET,

=S5

L mtst R —IDBNA VA RN=)LINTWD, FEMllix, T—T RS TEEBEY—ILDA VR
|\_}b %é/jlﬂ\ﬁo

2. T RIATHmARAFNT NS,

I # mt -f /dev/st0 load

FIR

L 7=~y REHRELFT,

7__
# mt -f /dev/st0 status
SCSI 2 tape drive:
File number=-1, block number=-1, partition=0.
Tape block size 0 bytes. Density code 0x0 (default).
Soft error count since last status=0

General status bits on (50000):
DR_OPEN IM_REP_EN

2T, LTFD&LD IChY £,

o WED 77ANVESIZ-1TT,

® block number 37—~y REEHELET, 774 MTIE -1ICEREINET,

e blocksize O ld. 7—7FFNNA 2D 7Oy I HA4 XHBEEINTVWARAVWIEERLET,
e Soft error count (&, mtstatus AY Y ROERTRICREELLZIS—DHEERLET,

e General status bits (3. 77— 77 /N1 2D#FEFFERTLE T,
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e DR OPENf. K7ABIX. F—FFNARALTHBZE%RLET. IM_REP_EN &
EIRFLR—PMNE—RTY,
2. T—TTNAZRDNETRWESIE, ThEeEEXLET,

# tar -czf /dev/st0 _/source/directory

ZDIAX Y RIE, =T/ 2D T —4 % /source/directory DRETLEEX L,
3. /source/directory =7 — 7T /N4 RNy O Ty FLET,

# tar -czf /dev/st0 _/source/directory

tar: Removing leading /' from member names
/source/directory
/source/directory/man_db.conf
/source/directory/DIR_COLORS
/source/directory/rsyslog.conf

[...]
4, T—TFNAADRAT—9 2 2KRRFLET,

I # mt -f /dev/stO status

o T—TFNARIIHBITRTDI7AIDY)RANERRFLET,

# tar -tzf /dev/st0
/source/directory/
/source/directory/man_db.conf
/source/directory/DIR_COLORS
/source/directory/rsyslog.conf

[..]

BEEER
o URFLED mt(1). std). &V tar(1)man R—Y
® Tape drive media detected as write protected (Red Hat 7L v ¥ X—2Q)

® How to check if tape drives are detected in the system (RedHat 7L v ¥ RX—2XQ)

25. 5XRLALDOT—TTFT /N ANDEZXIAH

BEDITY ROEFTETT LR, BXRLALOT—TTFNA RARET—TH2ZOREDTFICLE
T, 221 . BERLABLDT—TFTNRA AT, NI Ty TORICISICT—IEEBITEZ
T, T, ChAaFRALTFHLAVWSESSRLAOMTA2ZEEHTEET,

BRS¢

L mtst X —IDNA VAN =ILINTWS, FMllE, T—TRKSA4 TEEY—ILDA VR
N—JL & SH8,
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FIR

i
EI-I;

BT T —TT (M ADER

2. T RIATHmARAFNTWNS,

I # mt -f /dev/nst0 load

LRLDOF—TF/N1 X /dev/inst0 DF— T~y REERLZFT,

X
Al

# mt -f /dev/nstO status

_Ulﬁf

2. T=TDAY RELRT—TORBICRS V9 —%ZHEBELFT,

# mt -f /dev/nst0 rewind

3 T—TTFNRARICT—FH%BMT BICIF, ROAYTY REERTLIET,

# mt -f /dev/nst0 eod
# tar -czf /dev/nst0 /source/directory/

4. /source/directory/ &= T —TTINA RNy VT v TLET,

# tar -czf /dev/nst0 /source/directory/

tar: Removing leading /' from member names
/source/directory/
/source/directory/man_db.conf
/source/directory/DIR_COLORS
/source/directory/rsyslog.conf

[...]
5. F—T7TTFNAZADRAT—9RAA2KRRLET,

I # mt -f /dev/nstO status

o T—TFNARIIHBIRTDI7AIDY)RANERRFLET,

# tar -tzf /dev/nst0
/source/directory/
/source/directory/man_db.conf
/source/directory/DIR_COLORS
/source/directory/rsyslog.conf

[..]

RS

o T LED mt(1). std). &V tar(1)man R—Y
® Tape drive media detected as write protected (Red Hat 7L v ¥ X—2Q)

® How to check if tape drives are detected in the system (RedHat 7L v ¥ RX—2XQ)
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226. T —TFNA ATOTF—T~Ny ROYEZ
eod AV avEMFALT, T—TFTNA ARNDT—TANY REYIYEZ B ENTEET,

AR

L mtst R —IDBAVARM=)LINTWD, FEMlliZ, T—TRKS4 TEEBEY—ILDA VR
|\_)b %élﬂ\ﬁo

2. T=HRT—TFTFNA RIIEZIATN S, FMIE. Writing to rewinding tape devices & 7z &
Writing to non-rewinding tape devices % &g,

FIR
o T—TRAVH—DREDMEBERTT ZICIF. ROATY REERITLET,

I # mt -f /dev/nst0 tell

o FT—HET—TTNARIEBMT ZBICT—TAy REYIYEZ T, ROIT Y REELT
LET,

I # mt -f /dev/nst0 eod

o FIOLI—RNICBET HICIE. UTEEITLET,

I # mt -f /dev/nst0 bsfm 1

o MXMDLIOA—NKNIIRBEIT BITIE. UTFEITVWET,

I # mt -f /dev/nst0 fsf 1

BIER R

o VURFLE®Dmt(1) man R—

27. T—TFINAADSDT—4 DETT
tar IV REFERHALT. 5—FFNA AN T—Y 5 ETTEET,

AR

L mtst R —IDBNA VA R=)LINTWD, FEMllix, T—T R4 TEEBEY—ILDA VR
|\_)b %élﬂ\ﬁo

2. T=HRT—TTFNA RIIEZIATN S, FMIE. Writing to rewinding tape devices & 7z &
Writing to non-rewinding tape devices % &g,

FIE
o BEXRLHYDT—TFT/N1 R /dev/st0 DIFE. UTFTEETLET,

o /source/directory/ %8t L9,
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I # tar -xzf /dev/st0 /source/directory/
o EXRLALDT—TFT/N1 X /devinst0 DIHZE. LALTFEEITLET,
o FT—TTNAREEEZERLET,

I # mt -f /dev/nst0 rewind

o letcTa4LIMN)—%EBETLET,

I # tar -xzf /dev/nst0 /source/directory/

BIER R

o V25 LLD m(1) B&LU tar(l) man R—Y

228. T—TFINNA ADT—HY DEE
erase 7 7V avAEFERLT, T—TFNRNAANST—YEHEETEET,

AR

L mtst R —IQBNA VA RN=)LINTWD, FMllix, T—TRKZ4 TEEBEY—ILDA VR
N—JL 508,

2. T=HRT—TFTFNARIIEZIAT NS, FMIE. Writing to rewinding tape devices & 7z &
Writing to non-rewinding tape devices % &g,

FIE
L T—TTNRAADST =9 %HIBRLE T,

# mt -f /dev/st0 erase

2. T—TFFNARE=F7vO—RKLET,

I # mt -f /dev/st0 offline

BEfEI

o VURFLE®Dmt(1) man R—
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F23Fm AN L —UTF/NA ZDOYIR

EITHDYRTLADORA N L —UFNA RELLICHIRTDIET, YRATLAEY—DA—/N—0O—
RPF—YEBRAEMSCIENTEET, ROVATLATIHAMNL—UTFNAL REHBRLAVWTLEX
LN,

\]

ZIXAEY)—DEFAEY—D5% KM (Y FIL100 DR 10 HLLE),

o 2Ty IHEMITA>TVS (vmstat AT Y ROHAT si & so DA LD O LUADIE),

GIErS Jaa
¢ /OT7TY LAY RTFLXE) —DEFIEMT 520, R NL—IUFNS 2EYIKRT S

B, YATLXE)—HDPH+DICHB %R T D, VATLDREDAE —BRFEEX
AEY—=%RKRTBHICIE, ROAY VY REFHALET,

# vmstat 1 100
# free

231 A ML =Y TFNA RO EHHIR
BEBFDVRATLADNSRA N L=V FNA RAEZLICRMYATICIE, EDOSTADT7 TO—FHEBET
T, P77V —2ave 774V AT LABREDR MBI SRS, MIBT/NA R B EDRETABICE
Mo THEEEEDET,
ANL=UFTNA RASERBOFETHEETE, MEBET NI RADLEEBICHDOREREE=IBETCEE T, 4l
W, TN ZRDEHDA VR VR EIIVFINATINA R IV—FL7=Y,. RAID D—EBIC L7z
U, LVWMTI—TD—EICLIZYTBIEDNARETT, ISHIC, TNARET 7MLV RATFLENL
TT7I9ERATBIEETESBL, Taw' TNRNARADEIICEET7 IV ERATEIEHTEET,
EOASTAD77O—FERAVRLELNS, RO EEHETINEIHY ET,

o HIFRLI=WT /NS ANMFRP TRV &

o FNARANDREBFDI/ONFTRTITvadhd

o ARL—FAVIIVRTLADARNL—=UFTNARESHBLTULAWL

232.70v 0T NA RERBEAS T—5 DHIR
RITHDY AT LD TAY I TNA RZREICHIRT 3I01E. YRATLAXEY—DF—N—0O—R&
T—YEKERSEOIC. R TOAVITNAZADNOAI T =Y ZHIRT 2UENHYET, 774
WO RTLDLHBHT, RV IRDELA Y —IIFUL, T1 RAVILEHFT, TNL5DT7I¥ 3V
IKE YU, YRATLDNFESRREICRZDERETET,
BIBRS 271 2054 FIIGLTERZFEDNPIYY REFEALET,

e Ivremove. vgremove. & & U pvremove (£ LVM ICEETY,

e Y7 R xT7 RAD DIFZE. mdadm 2#ETLTCT7 LA %HIBRLE T, FMiE. RAD DEHE %
SZHELTLEIW,
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e LUKSZFERLTESkINALTOY VT, ADGBE, REDEBMFIEL HY £T, ROF
JEIX, LUKS ZEA L TESIEINLTOY VT /81 ATIEEEL T A, FMld. LUKS Z=fE
ALE7Ov o711 2DESE 28R LTI,

DI

==
[=]

SCSINREBURF vy LAY, CZTHAINTWSFEICKDTICARL —

TAVIVRTLRERSTZRDTIaVvERITTEE, /OFA LTI MR
RACBENARELLY., TNA R T—IDNFHETHIRINLY T 2A8EENH
L) ig_o

AR

o J7AINYARAT L, MEBRY1—L, BLUVR) 2—LTIN—T2ECEEOTOY T/
ARy ODH B,

o HIRRT 2T NA REMDT ) r—oaveH—EXANFERAL VWAV & 2R Lk,
o HIBRTZ2TNAZADST—9%RNv I Ty LT,

o FTav:TITFNRATNAZAEERTEIHBELRHY., TDNRATFNA AT I EZIATERL
BEIK., ROOATY REEFTLTIILFNRRATNSA ZADF 21 —A VT EEHICLTEL,

I # multipathd disablequeueing map multipath-device

ENCTBIET, TNAADI/ODNKBEL, TNARAEFHLTWE 7T y—y 3o
Sy NI VUTEBRLIICRYET,

pa )

AEIT—=9 BT NARE—EICILAVY—FDHIRTEZIET, T4 RVICHWE
ZHBKRLBRVWEIICLET,

FIr

T77ANI AT LZT VRO MLET,

I # umount /mnt/mount-point

774NV AT LEHIBRLET,

I # wipefs -a /dev/vg0/myvol

letc/fstab 7 7 A JVICZY M) —%BIML T, 774NV RATLERT Y MRA Y MORBED KT

RO BEERM T A ER L2356 1E. T DR T lete/fstab 2iREL TCZOITV M) —ZHIBR L ZF
_a_o

HIFR T 27 /X1 Z2DY A FIIEL T, ROFIRICEAF T,

3. 774N RTLAZEBUWMERY) 2 —L (LV) ZHIFRLE T,
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I # Ivremove vg0/myvol

4. RY) 2 —LTIW—T (VG) ILtLDHBIBRY 2 —LHE > TOWARWEEIE. TN REEE VG
EREICHIRTEZT,

I # vgremove vg0

5 MR a—LPV)AIT—Y%EPVTNAZINGHIBRLET,

I # pvremove /dev/sdc1

I # wipefs -a /dev/sdc1

6. PVAEENTWEENR—FT 1 avalIBLET,

I # parted /dev/sdc rm 1
7. TNNAREREITHEET S5, N—T142avT—TIZHIBRLET,

I # wipefs -a /dev/sdc

8. TNA REWEMICIYATIHZBRICDH, ROFIRZRTLET,
o TILFNRRATNARZHIRT 25HEF, ROAYTY RERTLET,

a. TNAZANDEL/NRAERRTLET,

I # multipath -I

DAYV ROHAIE, BORT Y TTREICRYET,
b. /O%275v>alLT, YIFRAFNA A&HIBRLET,

I # multipath -f multipath-device

o FNAZANRINFNRATNAZE LTREINTUVWRWGEEY, T/ ZADRILFINRT
NARELTHREINTWVWT, BEIC/O ZERMD/IRRISE L TWRIFEIF. RULEDI/O
ERAINTVWRL2T NS ANRICT7Iy>2aLET,

I # blockdev --flushbufs device

ZDEIE, umountO< Y RFE /L vgreduce IX Y RTI/ON 7Ty valhiawns
NARICEET IV ERAT2BEICERICRYET,

o SCSITNARERYATIHEAIF. ULTFOIATY RERTLET,
a. YATLEDT TV r—av, RV )T FREI-—FT14VT4—
T. /dev/sd. /dev/disk/by-path. Z7-(Z major:minor HES572 &, T/84 ZD/NAR—

ADEBMANDSREIRTHIRLE Y. SRZHIRTZ & T, SBREBMINZHDT
WA ZADBRIEDT/NA ZERRAINABVWEIICLET,

b. SCSIYTL AT LDLTINA ANDE/NAZHIFRLF T,
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I # echo 1 > /sys/block/device-name/device/delete

FTINA ZADBBNIVILFIRZATNA A& LTERINTW5E, device-name
(&, multipath-l <Y FOEODSORBICEITAET,

0. BBHFDI AT LANOYETNA ZZHIRLET, TOT/N1 REHRLTH, tBDFT/NA R
ADI/ORBELAVWI EISEELTLEIL,

R

o HIRLA=TNA AN Isblk AT Y ROBAICKRRIINABAW 2R LET, HAB/ZELTIC
7.|__\L/§-a—o

# Isblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 80 0 5G 0disk

srO 11:0 11024M 0 rom

vda 252:0 0 10G 0Odisk

|-vdal 252:1 0 1M O part

|-vda2 252:2 0 100M O part /boot/efi

“-vda3 252:3 0 9.9G 0 part/

BIEfER
o YRTFTLE®D

multipath(8). pvremove(8). vgremove(8). Ivremove(8). wipefs(8). parted(8). blockdev(
8). & & U umount(8) man R—
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BE24ZE STRATIS 77 M IV AT LDRTE

Stratis [&. Red Hat Enterprise Linux BOA—ANRA ML —VEEY Y a1—2 3V TY, Ihidk, vV
TINIEFVWPTIZERL, BERANLV—UBBEILT IV EZATEET,

Stratis (3. MEA ML —ITNAZADT—IVEEEBTBLDICH—ERE LTEITI N, EHLR L
L—YVBEDEY NPy TEBERBAEXELADN S, O—AINAM —VERBEFEVWLT (ERELE
-3—0

8%

Stratis (377 / OV —FLEa—#EEe LTOHZHRWERTES, 70/0V9—7
L E1—H4EEIE. RedHat BEDH—EXLRILT T =XV~ (SLA) DHRATH
Y, BENICEETIFAWI ENHY £9, RedHat TlE, EREIRIETOFEHAZHE
LTWERA, 77 /0YV—FLEa1—#EEIZ. SBRFEINTLWIHBOMKEZ WS
BLRHL T, AREBBTEREDOTAMZITW,. 74—y 7 2R MLTWERELCZ
EEBMELTWEY, RedHat D77/ OV —TF L E1—#EEDYR— NEEE DM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ S8R L T £X
(A

Stratis &, U TFDLEDIFERTEET,

o XNL—YDMHAKRTE

o TODHDER

o SEMLANL—IUHEEDHER
Stratis DFDHGERIERA ML =Y T =)L TT, TOT—LIE12ULEOO—HILT 1 R0 £icld/—
TAYAVHLERIN, T7ALVYRTLET—IDOERINES, T—ILTIERD & D RaED
BMICRY FT,

o J7AINVARTLDAFY IV av

o vyFOEYaz=vy

e Fvyva

241L.STRATIS 7 7 M IV RF LD VR—F Vb

HEREYICIX, Stratis (A Y KRSA VEAPIZBLTRDIZ 74NV RATLAOAVR—2 Y NERFLE
9,
blockdev
FARIRTARYINN—=F42avkEOTOYITINA R,
pool
12U ED7OY 2571 ATERINET,
T—ILDEE YA XEEET., 709 I9FNARADY A XEBFLTT,

T—ILIZiE, dm-cache ¥ —4' v NEFR LATRERUET -9 Fvrvoaind, [F&EAED Stratis
LAY —DEFNhTVWET,
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$E24F STRATIS 7 71 IV AT LDFRE

Stratis I&. & 7—JL D /dev/stratis/my-pool/ 74 L 7 b YU —% KL ET, TDTaL Y MY —IC
&, 7—ILA®D Stratis 77 ALY AT LERTTNA ZAANDY VINEEFATVWET,

filesystem

ET=IIIEOBEUED T 7MY RTLEEHDIEDNTEEY, 774V RTLESL —
WICIE, EREOEO7 71 IV ERETEET,

T77ANYRTLAREY Y TAOEYaZv7E3nTHY., Gt 14 ZFEEIhTWERA, 774
WORTLDEBEDH A XE, TIIIBHINTWET—9EEBILKELLRYET, T—9DY
A XM T 7AWV AT LDREY A XITEDK &, Stratis Y VR 2a—LET 7MLV AT L%
BEIMICIRRL X,

T7AIWVVRATLEXFS 77AIV AT ALATI7 44—y hEINET,

B

Stratis I&. XFSHEREL AW, FERINZT 74 IV AT AICET 21EHREEBHFL
9, T XFSZFERALTITHhNEZERICL > T, Stratis "EENICEFHFINS
ZEEHYEHA, I—H—IF, Stratis N"EETBEXFS 7 7M1 IV AT LEH
74—y NFELIFBRERELBRWVWTLLEIW,

Stratis (£, /dev/stratis/my-pool/my-fs /X277 A IV AT LAD) VI &HERLET,

Stratis I&. dmsetup ') X k & /proc/partitions 7 7 4 JLICRR I 1% % < D Device Mapper 7 /34 X
ZHEALIT, BHRIC, Isblk A< > RO, Stratis DRERDMAEAE LA V-2 RBRLE T,

24.2.STRATIS E HE#:MEDH B 70Oy UV FT/8( R
Stratis TEBRTEELA N L —UF /N1 R,

SIS T /81 R
Stratis 7—JLiE. ROEEDTOY I T/ ATEFSHHEINET A MNEATT,

e | UKS
o LVMEEARY 1 —A
e MDRAID
® DM Multipath
e (SCSI
e HDD & &L U'SSD
e NVMe /84 R
X L TWARWTF /A R

Stratis ICIZ> Y 7ROEY a v LA v —HIEFNTWVWSESH, RedHatlzd Tl Oy a=y
JENTWBTOY Y FT/INA R Stratis T—ILEBRBT I EAHELEH A,

24.3.STRATISDA Y X b—JL
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Stratis ICIMBRNY S —I %A VA R—ILLET,

FIR

1. Stratis Y—ERXR&EATY VY RSA vaA—FT14 ) T4 —%BHTE2NNv5—C%A VA M—=JLLE
E

I # dnf install stratisd stratis-cli

2. stratisd t—EX%ZFRKB L. 7—MRFICEETEZ2LDICT5I10E. UTFEERITLET,

I # systemctl enable --now stratisd

e stratisd T —EZXABEMICAE > TVWTEITINTWVWR I EAERALET,

# systemctl status stratisd
stratisd.service - Stratis daemon
Loaded: loaded (/usr/lib/systemd/system/stratisd.service; enabled; preset:>
Active: active (running) since Tue 2025-03-25 14:04:42 CET; 30min ago
Docs: man:stratisd(8)
Main PID: 24141 (stratisd)
Tasks: 22 (limit: 99365)
Memory: 10.4M
CPU: 1.436s
CGroup: /system.slice/stratisd.service
L—24141 /usr/libexec/stratisd --log-level debug

24.4. FEE{LINTWAWL STRATIS 7—IJLDERK

12U EDTOY I 5T/ ADBEEB{EINT WAL Stratis T—ILEERTEF T,

AR

e Stratis M Y R h—JLI N, stratisd T —EXDNETINTWD, FMlE. StratisDA v R
h—JL ZSBRBLTLLEITL,

e Stratis 7—IVEERTHTAYITNA R, FHEXTV Y MEINTESY, 1GB LD

e BMZ7—*%59F+—T. /devidasd* 7O0v IV FNA ANNR—F 43 VEEINRTWS,
Stratis 7—ILDERICIE. N—F 4> avTFNA RAEFHLET,
DASD T/8f ZAMD/IN—F 4 > 3 VEREDFEMIZ., IBMZ TO Linux M4 V249V 2ADEHE &SR
LTLEIW,

P2
Y Stratis 7—IJVIGEBBFICDOABESETE, BOLESTEIEETEIEA,

FIR
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F24E STRATIS 77 A I AT LD

X5
wi

1. Stratis 77—V CHEATRIE IOV ITNA RICFETZ T 7AINVV AT L, R"—F 43V
FT—T)., FLIERAD BLAIRTHIKRLET,

I # wipefs --all block-device

block-device DfElE. 7O Y VT /84 ZAD/XZTT (fl: /dev/sdb),
2. BIRLATOY 77134 ZILHFH LWEESIEI N TWARWL Stratis 7—ILEER L E T,

I # stratis pool create my-pool block-device
block-device DfEIL, ZEIFHEEINLTOY I TFNA ZAND/INRTY,

ROOATY RAEGFRALT, 171D 7Oy 9 FNRNA A AEETHIEHTXET,

I # stratis pool create my-pool block-device-1 block-device-2

B®EE
o # L\ Stratis 7—ILAMERRI N TWB I & 5EELE T,

I # stratis pool list

245.WEB OV YV —J)LAFRALAESIEINTULARWL STRATIS 7—ILDE
X

Web AV Y —ILEFERLT, 12U LD 70Oy I F/NA A SESIEI N T WA Stratis 7—IL & ERK
TXZEY,

([} =355
e RHEL8Web VY —IHA VYA M=ILINTW3,
e cockpit Y —EZRDNEMICR > TWS,

o 1—H—FTHUY NN WebdVY—LICATAVTED,
FEIX, Web A2V —ILDA VA M—ILBELUVEME ZSRBLTLEIL,

® Stratis M Y A =)L I, stratisd T —EIXNZETINTWS, FMlE. Stratis DA R
f—IL ZSBB LTI,

e Stratis 7—IVEERTHTAYITNA R, FHEXTV Y MEINTESY, 1GB U LEDHE

pa )

ES{E I N T WAL Stratis T—ILDVEKEIC. H5X% Stratis 7—ILARES1ET 3 2 &
TEFtE A

FIR

. RHEL8Web O vV —Jicas4 v L%,
M. Web Oy —lbAOd4 Y a#B8BLTLEIW,
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Storage =7 ') v U LZE T,

Storage 7— 7T, A =Za—K&¥ V% U ) v - L. Create Stratis pool #:ZER L £ 7,
Name 7 4 —JU KIC, Stratis 7—ILO&ZRIZAALE T,

Stratis 7— L DAERTT & 7 % Block devices %3EIR L £ 9,

F7av: TR T 28771V RTLADRAY A4 X %I8ET %% 51X, Manage
filesystem sizes &R L £,

Create #7 ') v LEd,

Storage 7> 3 VILHEIL. Devices T— 7 ILIZH L\ Stratis 7—ILAARRTINTWE Z &
EHERLEFT,

246. h—RILF—1) UV JTHADF—%FHL CHES{EIN/ STRATIS 7—
IWEVERR T %

T—HERETDEHII, A—FILF—) U T%FRLT 12UEOT7OYIT1 ADLESES
N7z Stratis 7—ILAE{ERRTCE X 7,

ZDHETHESIEI NS Stratis T—ILAEERT D E, h—RILF—) VTR TSA47 ) —BSEAH
ZXALELTHERINET, TORDVATLEZBREE TR E, COA—ILF—Y U JIE BEEX
7= Stratis 7—I)booOy 2 &#RBBR LI T,

12 EDTOY 77/ ADLEFLI N/ Stratis T—ILEERT 258 1E. ROKTEFELTLE

TN,

£70v U F7/N1 Xid cryptsetup 71 75 ) —%FAL THESIEIN, LUKS2 R &2REL
i’g—o

%& Stratis 7=, —BEOREFON HOT— I ERURBEHETIET, ThoDF—Id
A—RULF=YVTIREINZET,

Stratis 7—ILEEK T2 7OY 7T /1NA1 Ak, TRTCESETLEIESEIhTOARVWT /NS
ATHBIZUENHY FT, BL Stratis 7—ILIC, BESIELAZTOY 9T NRNA R EBSIEINT
WEWTAOYITNA ZAOMAEEDHZ I EIETETEHA,

B 51k Stratis 7—IL DT =4 F v v aIlBMINZTOY VTS Rid, BEFMICESILS
nE9,

=S5

178

Stratis v2.1.0 LIBEN 1 VA h—JLE h, stratisd T —EZXADNEITINTWS, FMIE. Stratis
DA VAR—=IL BB LTI,

Stratis 7—ILEERT 27Oy I FTNA XL, FHEYIVMNEINTEST, 1GBLULEDSE

IBMZ7—*%5%9F+—T. /devidasd* 7 O0v 7 F/Nf ANNRN—F 43 VEBEINTWS,
Stratis 77—V TCNN—F 4 avEFRLFT,



FIR

$E24F STRATIS 7 71 IV AT LDFRE

DASD T/8f ZAMD/IN—F 4 > 3 VEREDFEMIZ. IBMZ TO Linux 4 Y249V 2ADHRTE &SR
LTLEIW,

. Stratis 7=V TCHEARATRE IOV ITNSA RICFEETD T 7AWV RTF L, N—F 43V

FT—TI)., FLIERAD BLAIARTHIKRLET,

I # wipefs --all block-device

block-device DfElE. 7O Y VT /84 ZAD/XZTT (fl: /dev/sdb),

X —AEFFBEELTVWAWESICIE., UToax Yy REEGFLTTAOY T MIHE>T, BE1

IERT S X —ty F2FEL T,

I # stratis key set --capture-key key-description

key-description (&, A— X)L F—Y VI TERINDZF—~DSRICAYFET, ATV K1
VT, F—EOANERDOONET, ¥—1EEZT 71 ILICEREL. --capture-key = 7> a3 > D
Kb YIZ -keyfile-path + 7> 3 VA FRTZIEEHETEET,

E51L L7 Stratis 7—IL&2FR L. BSLICERATF—DHRBALZEELE T,

I # stratis pool create --key-desc key-description my-pool block-device

key-description

ERIOFIETER LD —RIVLF—) VTICEET S X —2SRBLET,
my-pool

# L\ Stratis 7—ILDOERIZEELE T,
block-device

ZEOTOYITNARFLIFEELREZTOYITNRAZAADNRREIEELE T,
ROOATY RAEGFRALT, 171D TOY 9 FNRNA A AEETHIEHTXET,

I # stratis pool create --key-desc key-description my-pool block-device-1 block-device-2

o # L\ Stratis 7—ILDMERRI N TWB I &E5EELE T,

I # stratis pool list

247.WEB O VY —I)L%{FRH L ES{t I N/ STRATIS T—ILDIERK

T—HERETZEHIL, WebIVY—ILAEFRLT, 120070y 2571 ASEBSEINEL
Stratis 7—ILAEKTEX X9,

12 EDTOY 77/ ADLEFLI N/ Stratis T—ILEERT 256 1E. ROKRUTEFELTLE

T LY,
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o BETOYIUT/INA Rl cryptsetup 74 7Z ) —%FEALTHESEIN, LUKS2 X E2REL
i_a—o

o & Stratis 7—IliE., —BEDEEFEON, MOT—ILERAUBEHETEFET, ThdDF—IF
H—FRIF—) VTIREINET,

® Stratis T—ILEEKT 27OV IV T/NA1 RE, TRTESEFLIFIBESIEIATOARAVWT /A
ATHIZVRELHY T, B U Stratis T—ILIC, S LAETOY ITNA R EBBILINT
WEWTAY ITNA ZAOWMAEEDHZ I EIETETEHA,

e [E51k Stratis 7—ILDT—YBICEMIND 7Oy 75781 RF, BEWICESEINF T,

([} =355
e RHEL8Web AV Y —IHA VA M=ILINTW3,
e cockpit Y —EZRDNEMICR > TV,

o 1—H—FhHOYRINP WebdVY—JLICATAVTED,
FIEIZ, Web VYV —ILDA VA M—ILBLVTEME EZSBLTLEIV,

® Stratisv2.1.0 LIEN A VX h—=JLE N, stratisd F—EZANERTINTWS,

® Stratis T—ILEEKTZTAY ITNA RIE, FRETIVMEINTEST, 1GBLULLEDSE

FIR

. RHEL8Web O vV —Jicas4 v LET,
EME, Web vV —bAoOs 4y #SBLTLLEIW,

2. Storage =#7 ')y LEY,

3. Storage 7— 7T, X=a—KR&% %7 1) v - L. Create Stratis pool ZEIR L £ 7,
4. Name 7 4 —JL RIZ, Stratis 7—ILD&RIEADLE T,

5. Stratis 7—JLDYERKTT & 72 % Block devices Zi#IR L £ 7,

6. BEILDY A THBRLET, RRTL—X, TangF—HY—N—, FLRBZOEAHEFEATE
i’a—o

e NZXTJL—X:
. RRT7L—X&EAALFET,
i. KRAT7L—X%HELFT,
® Tang ¥—H—/\—:

i F—HP—N—DF7 RFLRZANDLZET, FMIE. SELinux Z Enforcing E— FTHAIC
L7zTang Y —"—DF 704 AV K &SR LTLEIN,

7. 7723 T=IVIER T BE T 74 IV AT LDRARY A X =BET 355 1%. Manage
filesystem sizes %3 ZR L £,

8. Create 27 ')wv V7 LZET,
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$E24F STRATIS 7 71 IV AT LDFRE

IRSE
® Storage 27> 3 VIZHEIL. Devices 7— 7ILICHT L\ Stratis 7—ILARTRINTWE Z &
AL E T,
24.8.WEB O Y —I)L%{EH L7 STRATIS 7—ILDELBIZEH

Web VY —ILAEREL T, BEED Stratis 7—ILDELRIAZLETCEZXT,

AR E A
e RHELS8Web VY —IHA VYA M=ILINTW3,
o cockpit Y—EZXNBEMICAR>TWS,

o I—H—FHYY NN Web VvV —JLicOTA Y TED,
FIEIE, Web VYV —ILDA VA= BLVTEME ZHBBLTLEI,

® Stratis "1 Y A b—JLE N, stratisd F—EZAHNERTINTWS,
Web AV Y —ILHF T #J)U KT Stratis #H ELTA YA M=ILLTW3, & L. Stratis &
FHTA VA M=ITBHEIE, Stratis DA VA =)L ZSRBLTLLEIL,

e Stratis T—IILBMERR I TW 5,

FIR

. RHEL8Web O vV —Jicas4 v L%,
EME, Web vV —bA0Os4 Y #SBLTLLEIV,

2. Storage =7 v U LXY,
3. Storage 7—7IV T, ARIEZEEY % Stratis T—IL &2V ) v I LET,
4. Stratispool R—Y T, Name 7 4 — /L RDHEICH B edit =7 ) v I LET,
5. Rename Stratispool ¥4 707 Ry VAT, :iLLWEAIZAHDLZET,
6. Rename 7 ') v 7 LE T,
249.STRATIS 7 7 A IV AT ALATDA—N"—AOEY 3 ZVJE—RKDEK

=

&£

FI7 4 NTIE, §RTO Stratis T—IbidA—N"—7OEEYa = FIhhTsY., REIT77M1ILV R
TLDY A XHYEBIICEIY B TONALBEEEZBA2HEELHY £9, Stratis T 7M1 ILY AT LD
FRAKREZER L., REICRHCTERTRERMESEZERALTCEY LS TZEEINICEBYLET, L.
TTIFERAAREREENTRTEY Y TOSATSY., 7=V 2EVDIFEIE. 771V AT AIC
EBINMEEEEY B TR EETETEHA,

pa 3
T77ANY AT LDEENTRT D E, A—HF—RBT—9ZRS>TARMEIHY T,

T—HBRRD)RIBPA—N—=TOEYa =V J0RERE LO2T7 Y 5r—>a v D
B, COWBEZEEMICTETEY,
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Stratis | 77— L DFERART = HEEAICEER L. D-BusAPI A {FALCTEEARELET, ANL—VEHE
ZIIINOSDEEZEHRL, BEICELAVEIIBRBILS LTINS R T—ILICEBINT 2 HELH Y

i’a—o

AR

® Stratis A1 YA M—=JILINTWB, FMIE. StratisDA VA b—JL ZSRBLTLEITL,

FI7

T=ILEELLERETZICIE. RD2DOAENHYET,

L12UEDT Oy 9 FNRA A0S T—ILaERLE T,
I # stratis pool create pool-name /dev/sdb

2. BEDOT—ICA—NN—TOEYa =V E—RERELET,
I # stratis pool overprovision pool-name <yes|no>

o "ves" |IIFRET D E., T=IADF—N=7OEY 3=V IHEMIRYET, Thik,

T—IICE > THR—MEN 2B Stratis 774 IV AT LDREBY 4 XDEEHH. FIBEETHE
BT —YEBOEABADARMENDHBZIEEEKRLET, TN —NN—TOEY 3
ZUTEN, TRTDIT7AIY AT LDBEBY A XOEEHN T — IV CHEHETREASEE %
BABA., YATAFA—N—TOEY a4 7ICTES, T5—ARLET,

. Stratis 7—ILOZER YA MERRLET,

# stratis pool list

Name Total Physical Properties UUID Alerts
pool-name 1.42 TiB/23.96 MiB/1.42 TiB ~Ca,~Cr,~Op cb7cb4d8-9322-4ac4-a6fd-
eb7ae9%e1e540

. stratis pool list DHEAIC, T—ILDF—NR—TFOEYaZVIE—RIFITHARRINATWVS
NEIDEBRELET, "~"IE'NOT" 2RITHFLETH DD, ~Opld4A—"—TOEY 3
—VTRLEVWDIEBKTY,

AT a Vv EBEDOT-ILDA—N—T OV a v AR LET,

# stratis pool overprovision pool-name yes
# stratis pool list
Name Total Physical Properties  UUID Alerts

pool-name 1.42TiB/23.96 MiB/1.42TiB ~Ca,~Cr,~Op cb7cb4d8-9322-4ac4-a6fd-
eb7ae9e1e540

24.10. STRATIS 7— /LD NBDE AND/N A » R
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$E24F STRATIS 7 71 IV AT LDFRE

&1t X /o Stratis 7—JL % Network Bound Disk Encryption (NBDE) IZ/84 >~ K3 % (ZI. Tang
H—N—HUETY, Stratis T—ILESOV AT LD BREIT S &, Tang —/N—ICER LT, H—
FILF—Y UV IDOMBAEEELASCTEH, BEELET—IL OOy 7 28BN L E T,

)z )

Stratis 77— L & B Clevis ESIEX WX LICNA VY RTBE, 54T —h—FRIL
F—) UV IESIEIFHIBRINEEA,

.

AR

® Stratis v2.3.0 LN A VA h—ILE N, stratisd T —EZXANETINTWS, FEMIE. Stratis
DA VAR—=IL ZBRLTLEIN,

o HBES{b L7 Stratis 7—ILE/ER L. BESICHER LZF—0ORBELNH D, FMlIE. H—xI
F—) U ITADF—%HERAL TESIEI N Stratis T—ILEENRT 2 2SR L T LI,

o Tang H—N\—|JEHRTE 5, ML, SELinux % Enforcing E— R THE#IC L7 Tang H—
N=DFTTOA4 AV Z2BZRLTIEIV,

FIR

o MES{bI N7z Stratis 7—IL%& NBDE IC/8 ¥ RT %,

I # stratis pool bind nbde --trust-url my-pool tang-server

my-pool

E5{b XN/ Stratis T—ILDEZRIZIRELE T,
tang-server

Tang U—"—DIP 7KL RAF/LIEURL 2#BELZ T,

RS

o RYY—R—ZDESEFEALTHESLERY 2—LOBEBT7YOY VDEE

24.11. STRATIS 7—ILD TPM AD/NA v R
E5{b X N7z Stratis 7—JL % Trusted Platform Module (TPM) 2.0 IZ/XA >V R§ 3 &, T—ILEELY

AT ALADPBRIFIN, h—FIF—) VU IDHRIPEEELARCTE, 7—ILIZEEFNICOY VERIN
i-a_o

AR

® Stratis v2.3.0 LN A VA h—ILE N, stratisd H—EZXNETINTWS, FMIE. Stratis
DA VAR—=IL BZBRBLTLIEIN,

o HES{L L7 Stratis 7—ILE/ER L. BESICHER LF—ORBELNH D, FMlIE. H—xI
F—) U ITADF—%FEAL TSI N Stratis T—ILEERT 5 2SR L TIEIW,

o FHLTWAYRATALIEZTPM20A2HR—rLTW3,

FIR
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o MES{LI N7/ Stratis 7—ILAE TPMICANA VY RLET,

I # stratis pool bind tpm my-pool

my-pool
ES{b XN/ Stratis T—ILDEZRIZIRELE T,
key-description
E5b I N Stratis T—ILDERBFICERINAEA—XILF—) VY JILEETEZF— %5

BLEFY,
2412. h—xIVF—) VA FERLERESIL STRATIS 7—)Lo Oy 7 &%
AT LDBRE:E., S L7 Stratis 77—, FLEEIhEEBR T2 70 9T/ ADNKRTIN

BWHEERHYEY, T—IVOBRSLICERLEA—FILF—Y U J%2FERLT. 70Oy I %@
PRCTEETY,

AR

® Stratisv2.1.0 "1 Y XA h—JLE N, stratisd T —EXADNETINTWS, FMlE. Stratis DA
VA= HEBRBLTLEIN,

o MES{bX N/ Stratis T—ILHERINTWD, FMiZ, h—ILF¥—) Y JHAOF—%FHL
THSIb I/ Stratis 7—ILEER T2 2SR LTI,

FIa
L URIERLAEDERLUF—RdZFERALT. F—ty b2BFEXLET,

I # stratis key set --capture-key key-description

key-description |&. BES{b I N7 Stratis T—IILDERBFICER I N A—FRILF—1) U JIC
BFETSXF—%2SRLET,

2. Stratis 7T—ILDARRINB I EHHALET,

I # stratis pool list

24.13. EEIRES LN S5 D STRATIS 7—ILD/NA > KRR
E 51t L7z Stratis 7—IL &, 4 R— MNRROBEESIEADZXLD LN Y RE#ERTEZE, 75

ARV =A—RIF—VVITDESHEZTDOEFTEY T, Ihid, &HHDH Clevis ESEZFERLT
ERI NI T—ILICIFETIEEY T A,

=55

® Stratis V230 UMY R FLICA VA M—ILINT WD, FfllE. StratisDA VYA M—IL &5
BLTLEIWL,

o [ES{bX N/ Stratis T—ILHERINTWD, FMlIZ, h—ILF—) Y/ HAOF—%FHL
THSIb I/ Stratis 7—ILZER T 2 2SR LT EI WL,

o &St L7 Stratis 7—ILId, Y HR— MAROEMEBIELX DX LIINA VY RINFET,
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FIa
o FEIRESIEAN=ZXLNSLESIEI N Stratis T—ILD/NA » REBIRLF T,

I # stratis pool unbind clevis my-pool

my-pool (&, /N1 ¥ R&EfRRY % Stratis T—ILOEZRIZBEL T,

RS

o [ES{bI N7/ Stratis 7—ILD NBDE AD/NA ¥ R

o [ES{bI N7/ Stratis 7—ILD TPM AD/NA > R

24.14. STRATIS 7— L DRI S L M= IE

Stratis 7=V ERBE L CEIETEF T, TOBREICEY. Z7A4IVRT AL, Ty vPaT/N( R,
T —Ib, BEIEINTNARBE, T—IVOBERIFAINALIRTOF TV Na@BiEFEk
FELETEZET, TIUDBTNARELEEFTFANATLET VT4 TIERBLTWREBERIT. B
BRERIIN, BLETERVWAREELH DI EITEFELTLREIL,

BIERREIX, T—ILDA Y TF—HICEHEINET, 5D T—ILik, T—ILPBEBIYY REZET
2FET. ROT7—RMNTIEHEBINEFEA,

IS 3as

® Stratis N Y A =)L I, stratisd T —EXNETINTWS, FMlE. Stratis DA R
f—IL SRR LTI,

o HEEINTULAL, FAIEESIEI N/ Stratis T—ILAERR L7=, M. BES{EIhTw

2N Stratis T—ILDERR £k A—RILF—) Vv TRDF—%FH L THESIE I ik Stratis
T=IL%E T % #SBLTLIEIW,

FIR

o RMDOVTY RAEMFAL T, Stratis T—ILAEFIELF T, ThiCLkY, AMNL—VURF v U]
BrXNFITHN AYTF—FIIIRTREFINFT,

I # stratis pool stop --name pool-name

o LIFTma~v Yy R%&[FAL T Stratis 7—ILA#EE L £9, --unlock-method + 7> 3 > ix, 7—
IHDBESEINTWBREBESIC =IOy 2 5 @BRT 25 E5EELET,

I # stratis pool start --unlock-method <keyring|clevis> --name pool-name

bz o8]
' F— L ZEET—IL UUD OWThh%A@ELTT—ILABBTEET,

i3
qEI-I.l

o ROIAXV REFALT, YRTLEDIRTDT VT4 TR T—ILE)RAMKRRLET,
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I # stratis pool list

o RDIAXYV REMALT, BEINAET—ILEITRTYZRIMEKRRLET,

I # stratis pool list --stopped

o RXDIAXVRKAMFHALT, FLELAET—ILOHEMERERTILET, UUDAIEET D E., D
O Y RIFUUID IS 27— ILICET 2 lIERAEH AL F T,

I # stratis pool list --stopped --uuid UUID

24.15.STRATIS 7 7 A1 LY AT LDVERL

BE1F D Stratis 7—JLIC Stratis 7 7 A IV AT LEBER L F T,

=S5

e Stratis ' Y R h—JL I N, stratisd T —EXDNETINTWD, FflE. StratisDA v R
f—IL SRR LTI,

® Stratis 7—ILHAMER I N TWB, FMlIE. BESEI N TULAL Stratis 7—ILDER 71
H—FILF—) 2 IJHOF—DFER 5B L TLEIWL,

FIR

1. 7—JLIC Stratis 77 A IV AT LEERLET,

I # stratis filesystem create --size number-and-unit my-pool my-fs

number-and-unit

T77ANWYRTLDY A X&BELET, B RIE. ADDOZREY 1 TIEEEN (B,
KiB. MiB, GiB. TiB. F7 I PiB) ICEMT ZNELHY T,

my-pool
Stratis 7—ILDEZRIZIBEL T,
my-fs

774NV AT LADERELZIBELE T,
PUFICHZERLET,

1241 Stratis 7 7 1 IV A7 LDYERK

I # stratis filesystem create --size 10GiB pool1 filesystem1

i
EI-I;

o T—IADT7AINY AT L%E) AMKRKNLT, Stratis 771V AT LDBMERINTULEH
EdINEHRBLET,

I # stratis fs list my-pool
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$E24F STRATIS 7 71 IV AT LDFRE

RS

Stratis 77 M ILY AT LDIT TV K

2416.WEB OV Y —I)L%ER L/ STRATIS 7—ILED 7 74 IV AT LD

YERK

Web AVY —ILAEFEALT, BEED Stratis 7—IVEIC T 7A IV AT LABERTEZET,

AR

FIR

REE

RHEL8Web OV Y —IHA1 VYA M=ILENTWS,
cockpit Y —EZXDRBMICR > TW 3B,

A—HF—FAY Y MDA Web OV —)LICOFAVTED,
FIElE, Web OV —ILDA VA= BLVTEME EZSBLTLEIV,

stratisd Y —EX%#E{TL TW 5,

Stratis 7—ILHMERR I TW 3,

RHEL8Web Ov Y —JbicaAs4 v LZEYd,
EME, Web vV —bA0Os4 Y #SBLTLLEIW,

. Storage 27 ') v 7 LFT,

T77A4IY AT L%EERMRT % Stratis T—IL&EV )y o LFT,

Stratis pool R— ' T, Stratis filesystems 27> 3> FTX4-0O—J)L L. Create new
filesystem 27 ') v 7 LE¥ Y,

T77A4INYRATFLADEZRMIEAALET,
T77AINVRATFLDIYIVY N RAY NEAALET,

IOV NAFTOavERIRLET,

. Atboot ROY TH I UAZa—T, 774IVVARATALABERIVINTDIAIVITAZERLE

_a—o
T77ANYRATFLEBERLET,

o J7AINYRATLEEHRLTY Y NI 555 Createand mount%#7 1) v 2 LE T,

o J7ANYRTLDIEHRDH%ITIHEIL. Createonly 27 v 7 LFET,

FLWT 742 27 LlE, Stratis pool R— D Stratis filesystems ¥ 7ICRRIINF T,

2417.STRATIS 7 7 A IV AT LDI IV b

187


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_systems_using_the_rhel_8_web_console/getting-started-with-the-rhel-8-web-console_system-management-using-the-rhel-8-web-console#installing-the-web-console_getting-started-with-the-rhel-8-web-console
https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/8/html/managing_systems_using_the_rhel_8_web_console/getting-started-with-the-rhel-8-web-console_system-management-using-the-rhel-8-web-console#logging-in-to-the-web-console_getting-started-with-the-rhel-8-web-console

Red Hat Enterprise Linux 8 A k L—IF /31 ADER
BEFD Stratis 77 AWV AT LD MNLT, AVFUVILTIVEALET,

AR

® Stratis N Y A =)L I, stratisd T —EXNETINTWS, FMlE. Stratis DA R
f—IL ZSBRB LTI,

® Stratis 77 A IV AT LDPERINE T, sFMllE. Stratis 774 IV AT LDERN 258 L T
CIEEW,

FIR

o J7AINYARATLERY DY NTBITIX, /dev/stratis/ T 14 L U N ') —IC Stratis BT 5TV
M)—%ERHLZEXY,

I # mount /dev/stratis/my-pool/my-fs mount-point

INTI7A4ILY AT L mount-point 74 LV MY —ICTo Y hIh, HETESLDICRYEL
7o

L

= o-1o)
T EEZEIETBHIIC, T—ILICBTBIRTDI 7MLV AT LET IV MLE
T F7ANVRATALADNFLEYI Y MNINTWSEIBE, 7—ILIFELELEHA,

24.18. SYSTEMD 4 —E X % L /= /JETC/FSTAB TD3E/L— k
STRATIS 7 7 M LY AT LDHRE

systemd —EX&FEH L T, letc/fstab TIFIN—PF T 7MLV AT LDEREEEETETET,

AR

® Stratis N Y A =)L I, stratisd T —EZXNZETINTWS, FMlE. StratisDA v R
f—IL ZSBRB LTI,

® Stratis 77 A IV AT LDPERINE T, sFMlE. Stratis 774 IV AT LDERM #2S58BL T
CIEEW,
Fa

o root & LT, letc/stab 7 7 1 ILEHREL. FEIN—KNT 7AWV RTLEZRET HHDDT%
EBmLEd,

/dev/stratis/my-pool/my-fs mount-point xfs defaults,x-systemd.requires=stratis-fstab-
setup@pool-uuid.service,x-systemd.after=stratis-fstab-setup@pool-uuid.service dump-
value fsck_value
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$24B STRATIS 7 7 A IV AT LADEE

BF

&S 4t X N7z Stratis T—ILHS Stratis 7 7 A LY AT LAGKGEHICYI Y T3 &,
IRAT—RHBPAAINZETT— N TOCRNBELETZEHEEI DY ET, T—ILD
NBDE ¥ TPM2 R EDBAAX WX L% FHA L THESLINTVWSIHS,. Stratis 7—IL
EEMICOY VBBRINET, 2IITRAVWESE, 21— —Ea3 VY —ILIC/RRAT—FR
EANTERENHY T,

RS

o J7AINYATFLDKEHLRT Y YN
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FE25F BN 7Oy 757 /N(4 A TSTRATIS 77— L #¥53ET 5

Stratis 77 ALY AT LDA ML —VREAELIT/HIC. BMOTOY Y FT/8NA( X% Stratis 7—JU
ICBINTEXT, FENTITOIZEL, Web AV Y —ILAGFERLTITIZEELTEZT,

BF

Stratis (377 / OV —FLEa—#EEe LTOHTHRWERTES, 7o/0V9—7
L E1—H4EEIE. RedHat BEDH—ERXLRILT T =XV K (SLA) DHRATH
Y, BENICEETIFAWI EDHY £9, RedHat TlE, EREIRIETOFEAZHE
LTWERA, 77 /0V—FLEa—#EEIZ. SBRFEINTLIHBOMKEZ WS
BLRHLT, AEBBTEREDOTAMZITW, 74—y 7 ZRMHLTWERELCZ
EEEMELTVWET, RedHat DT 7/ OY—7 L Ea—#EEDY R— NEEFE DM
I&. https:;//access.redhat.com/ja/support/offerings/techpreview/ A& L T £X
(A

25.1. STRATIS 7—)IbAD 7 Ov 7 7 /84 ZDIEM

Stratis 7—ILICT 2L ED T OY I TFNA A ABINTEET,

AR

® Stratis "M Y A h—JL I, stratisd T —EXAHNETINTWD, FMIE. Stratis D1 v R
f—IL ZSBB LTIV,

e Stratis 7—IVEERTHTAY I TNA R, FHEXTVVMEINTESY, 1GB U LEDHE

FIE
o 1D EDTOVITFNARET—ILICEBMNT DICIE. UTFTAERALET,

I # stratis pool add-data my-pool device-1 device-2 device-n

BEfEI

o I RTF L E®D stratis(8) man R—

252.WEB OV —I)LA&{ERA L/ STRATIS 7—ILADT7OY I FT/N{ 2D
BN

Web OYY—ILAFERALT. BED Stratis 7—ILICT7AY I TFTNA R ABINTEXZET, Fvrviak
Ay ITFNARELTEBMTRIEETEET,

AR E A
e RHELS8Web IV Y —IHA VA M=ILINTW3,
o cockpit Y—EZXNEMICAR>TWS,

o 1—H—FTHhHUoY DM WebdVY—)LICATAVTED,
FIElE, Web OV —ILDA VA= BLVTEME EZSBLTLEIV,
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FIR

FE25FBIMDTOY 75 /84 AT STRATIS T—IL A& HkiR T %

stratisd Y —EX%#E{T7L TW 3,
Stratis 7—ILHMERR I TW 3,

Stratis 7—ILEEKTZTAY IV TN\A R, FRHETIVMEINTEST, 1GBLULEDSE

RHEL8Web Ov VY —JbicaAs4 v LZEYd,
EME, Web vV —bAoOs4 Y #SBLTLLEIW,

. Storage 27 ') v 7 LFT,

Storage 7— 7L T, FHOvY U F /A R%&BINY % Stratis 7—IL& VY v I LET,

Stratis pool X—2 T, Add blockdevices#7 ) v L. FAY I TNA R &TF—5F/ld
FrvPaELTEMTS Ter ZzBRLET,

2T L —XTESIEINT Stratis T—ILICTOY VTN A& BINT 5EE8FE. XA 7L —
A= AHALET,

Block devices T, F—ILICEBIMNT 3T /N1 A% 8RLF T,

Addz2 ) v I LZET,
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FE26E STRATIS 7 71 LY AT LDEER

Stratis T —H—&., Y RAFTALICH S Stratis 77 A IV AT ALAICEAT3ERERT LT, TOREEZE
XREAEHRTTET,

BF

Stratis (377 / OV —FLEa—#EEe LTOHTHRWERTES, 7o/0V9—7
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Pool Name Device Node Physical Size State Tier
my-pool /dev/sdb 9.10 TiB In-use Data
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