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T—hAT2avaA—RIVIATY R4 VIZEBML. MHARAM T4 RV ZBERMRLET,

X5, FIPS E— N THEALFIRDER L. /proc/sys/crypto/fips_enabled 7 7 1 LDHBFICE > T
BRYET, 7714NIC1HEFNATVSIHEES, RHEL O 7BESEI VY R—3 Y ME, FIPS EERDHE

10
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2% FIPS E— RA®D RHEL Y & %

FET7IVT) ALDREDHEFERATHE— NICIYEDY X9, /proc/sys/crypto/fips_enabled (Z 0
NEFNTVRHE, BESLEIVR—XY MIFIPSE—REZBMILELEA,

SR >—ICB T3 FIPS
FIPS O X7 ALEDESILRY ¥ —IF. JYBWLANILOFIREZHRETHDICHEIEET, Lizr-
T, BEStOBRBMEE2YR—MNT2@ETONINIE BREBICVRATLAVESTAEESE2T7F I VR
LEtHA, 7zEZIK, ChaCha20 ZILT Y XALIZFIPS ICL > TEBEINTH ST, FIPSESIERY

V—lk, TLSH—N=BLV®I 4TV D

TLS_ECDHE_ECDSA WITH_CHACHA20_POLY1305 SHA256 TLSBEEB R4 —h &7 F oV A LAWE
DICLET, ThiE, ZOLIRBEESEFERALLDIETEERKTE7HTT,

RHEL % FIPS E— N EL. MBDFIPS E— NEEDREA SV a v a2 R® T2 7T r—> 3y
EFEATIHEIK. ChoDFToarvERIETR27 TV r—avoR4 9V AH/ELTLREY

W, FIPSE—RTEITINTWVWE VAT ALAEY AT LALEDOESIERY) ¥ —I&, FIPS ERDEES{LD
HEBEALET., LEAE. YRTLDFIPS E— RTEITINTWVWBIHS. NodejsiEA T3 -
enable-fips [FB/HEINE T, FIPSE— RTERITINTWVWRVWI X T AT —enable-fips 4 7> a v %
FAT S E. FIPS-140 ENODEH = F{LERRYET,

Digk

H
[=]

FIPSET— RTEITINTWS RHEL 92 LIFED Y X F A Tld. FIPS140-3 Z# M

B> T, TLS 1.2 ##: T Extended Master Secret (EMS) #h3RHAE (RFC
7627) 5 ERAITIMENHYET, LI >T. EMSFALIETLS13 ZHR—bL
TWEWLAY—I 54T ME, FIPSET—RTEITINTWS RHEL9 H—
N—|lEHmTEFHA, FIPST—RDORHEL9 7547 bi&k. EMS7ZA L TTLS
120DHEYR— NI —N—|CERKTEFEHFA, FMIE. RedHat FL v
NR—2Z2MDY ') 12— 3 TLS Extension "Extended Master Secret" enforced with
Red Hat Enterprise Linux 9.2 58 L T 72Xy,

BEE R

® RedHat h R4 ¥ —HR—4 )LD Product compliance R— M FIPS - Federal Information
Processing Standards €4 ¥ 3~

¢ RHEL DY R T LALGEDESIERY ¥—
® FIPS publications at NIST Computer Security Resource Center

® Federal Information Processing Standards Publication: FIPS 140-3

22.FIPS E— RHIPBERWRVRATLDA VA M=)
EIRIEMALIBIRAEG (FIPS) 140 THEHM T ONTWEESIEEY 2 —ILDBECF v 7 2BEMICT BIC
lE. YRTFLDA VA N=ILBEICFIPSET—REZBAWICLET,

BF

RHEL DA Y XA M—J)LAICFIPS E— RZBMICT BLEIT T, Y AT ALIXFIPS THEEREX
NEZT7ILTY ZLEBGHRERT AN TIRTOEEERTELIICHRYFT,
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Digk

H
[=]

FIPSE—RDOtEy N7y TATETLEE. FIPSTE—REAT7ICTBE. VAT A

MU TAREBEDREICAYFET, TOLIBRLTEHIBERIFE., VATLETLRIC
BAYVAN—ILTZ2OLPHE—DELWAETT,

FIR
L YRTLDA VR M—ILBEIC fips=1 7 2 a v A—FIWAT Y RS VICEMLET,

2. VI RND T ORBIREBET, Y —RRX—F 4 —DYIMNIDTTHA VAN =L LAEVWTLEX
W,

3 AVAMN=IBIC, YRATALIEFIPSE—RTHBMWICEFSHLET,

o VATLNIEELEDS, FIPSTE—RDIEWPICHE>TWEBIEAHERALET,

$ fips-mode-setup --check
FIPS mode is enabled.

RS
o BEA T avDiRE

2.3.FIPS E— RADY AT LDY Y E 2

Y RAT LAREDOESERY) O —ITid, EHIFHRLIEZRE (FIPS) Publication 140 D EHICHE > THES1E
TILTN)ZALEZFWITEZRYD—LRIDBEEFNTVWEY, FIPSE—REEMNEIEEMICT S
fips-mode-setup 'V —JLIE. WEMIC FIPS DY R 7 ARKDEBSIERY > —42FHALE T,

FIPS ¥ 25 ALKDEESILRY v —A2FRA LTI RAT LR FIPSE— RICPYEAZTE, FIPS140 &
EADERNIFRIEIINFEA, VATLEFIPSTE—RICERELLZBICTRTOBSF—%2BEMT 3
ZElE, AJETRWEENHYET, LExE I —F—DESF—%285CBEED IdM LILLADIFE.
ITRTDF—EZFBERT DI EETETEEA,

BF

RHEL D4 Y Z b—JLAICFIPS E— K 28B%MICT BT T, AT LIEFIPS THEERX
NEZ7ILTY ZLEPGHRERT AN TCIRTOF—2ERTELIICRYET,

fips-mode-setup Y —JLid. FIPSARY > —2REHICHERALET, 7=7ZL. ~setFIPSF 7> 3 v %
87 L 7= update-crypto-policies 17> KAEITT 2HAAICIMA. fips-mode-setup (. fips-finish-
install 'V — L&A L CTFIPSdracut E2Y 2 —J)L&BEICA VY AM—ILLET, £/, fips=1 T— A
ToavEA—FNATY RSAVITEML, FERAM T4 RV =BEMRLF T,

12
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2% FIPS E— RA®D RHEL Y & %

Digk

H
[=]

FIPSE—RDOtEy N7y TATETLEE. FIPSTE—REAT7ICTBE. VAT A

N TAREBEDREICARYFET, TOLIBRLTEHIBERIFE., VATLETLRIC
BAYVAN—ILTZ2OLPHE—DELWAETT,

FIR

L VAT LZFIPSETE—RICHPYEZSICIE, LTFOAY Y FEXRITLET,

Kernel initramdisks are being regenerated. This might take some time.
Setting system policy to FIPS

Note: System-wide crypto policies are applied on application start-up.
It is recommended to restart the system for the change of policies

to fully take place.

FIPS mode will be enabled.

# fips-mode-setup --enable
Please reboot the system for the setting to take effect.

2. VAT LEBEEILT, h—RILEFIPSE—RICTOYEZF T,

I # reboot

i3
qEI-I'l

o UAFALNBEELLED, FIPS E— ROBIEDREAERATEZET,

# fips-mode-setup --check
FIPS mode is enabled.

BEE R

o 27 L ED fips-mode-setup(8) man XR—

® RedHat h R4 ¥ —HR—4 )LD Product compliance R— M FIPS - Federal Information
Processing Standards €4 ¥ 3~

® How to enable FIPS on instances using Red Hat Unified Kernel Images (RedHat 7L v ¥ R—
A)

e NIST (National Institute of Standards and Technology) @ Web H 4 k ® Security Requirements
for Cryptographic Modules,

24. YT F—TODFIPS E— RDOBERL

Federal Information Processing Standard Publication 140-2 (FIPS €— K) TE#H{T I 5 h TWBEES1E
EV2-NDELIFIvIDREBEY BT BICIE, KA M RATLDA—FRILH FIPS
E—RTEAINTVEIRRERAHY EY, podman 1—F 1 )74 —l&, HR—FrIhTWBIVTF
T—TCTFIPSE—-FZBEFHWICBDICLES,

13
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7+ —T fips-mode-setup A7~ RN EELK#EEE T, 2OV F)ATIOaATY REFEALT
FIPSE—RZBMCLAEYERTEIENTEEEA,
GRS 3ia

o RAKNIYRATADFIPSETE—RTHBIRELRrHY T,

Fa
® FIPSE—KRABMIR>TWBY AT LTI, podman 1—7F 14 V)74 —FHR—KrIhTL
23T F—TFIPSE—RZBHNICEMICLET,
BAETER
® FIPSE—R~ANDYRTLDYYEZ
® FIPSE—RTODYRFTLDA VA M=)

® RedHat hR ¥ ¥ —R—4% LD Product compliance X—< M FIPS - Federal Information
Processing Standards £ ¥ 3~

2.5.FIPS140-3 ICEMNM L TWAVWESIEZ=FERA L TWS RHEL 7 7Y r—
avDl) R b

FIPS140-3 R EDEET 2 TR TOBSEAEICERTDICIE, I7EBSEIVYR—=V MY hDS
4173 —%FHALET, 5D 4M4 73 —IL, libgerypt #fRE. RHEL ¥ 27 A2EDEES{E
/_j_: U 9_‘:?t\l\i-a—o

A7ESEAVR—3Y NOBE, ZOIAVR—RY NOBIRFAE ARV —FT 1 VTV AT LADR
BHE N—KR9z7EFa2) T4 —FEV21—-LELVRAT—MNA—ROYR—FFE BSLICL?
REDEAAFEDHEIL, RedHat L v ¥ R—XDEEE RHEL core cryptographic components %%
BLTCEIWY,

FIPS140-3 IC#M L TWAWES{EEFERALTWS RHELO 7 Y —>avyDY R b

Bacula
CRAM-MD5 S8iE 70 h Q)L ARELE T,
Cyrus SASL
SCRAM-SHA-188EE AR =R L Y,
Dovecot
SCRAM-SHA-1 =R L 7,
Emacs
SCRAM-SHA-1 =R L 7,
FreeRADIUS
FREETOMIILICTMDE 8LV SHA-1 &2 FERAL £ T,
Ghostscript
R¥axXy NaESIEELVESET BDDHRY LD cryptography £ (MD5, RC4, SHA-
2. AES)
GRUB

14
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2% FIPS E— RA®D RHEL Y & %

SHA-MMAZREBETBLAY—T77—Loz77O0RMNINEYR—KL, libgerypt >4 735 1) —%5&

HFET,
iPXE
TLSRI v I ZERELET,
Kerberos
SHA-1 (Windows & DHEEERM) O R— M E2#FLE T,
Lasso
lasso_wsse_username_token_derive_key () $2& HE%# (KDF) (& SHA-1 Z R L XY,
MariaDB. MariaDB A7 4 —
mysql_native_password F25E 75 V41 VIE SHA-1 ALY,
MySQL
mysql_native_password (& SHA-1 2 FRA L 9.
OpenlPMI
RAKP-HMAC-MD5 FREEA R, FIPS DFEAAEKRBINTE ST, FIPS E— RTIIHEL T A
OVMF (UEFI 7 7 —A™ 7). Edk2. shim
REREES Y v Y (OpenSSL 54 735 ) —DIBDHAHAE—),
Perl
HMAC, HMAC-SHAI, HMAC-MD5. SHA-1, SHA-224 2 &%= ERL 7,
Pidgin
DESBL U RCABESHRELET,
PKCS #12 7 7 4 JLALIE (OpenSSL. GnuTLS. NSS. Firefox. Java)
77 4IILE2ED HVAC D EICHERAIN S F—IRERE (KDF) 2' FIPS TERBIN TLARWE®H,

PKCSH#R2 DI RTOFEAIZFIPS ICEML TWEHA, TDRH., PKCS#12 771 JLIE. FIPS #
WDEDICTL—VFTFRAMNERRBRINE T, BEEDBM T, FIPS KZEDOESEAREFALT

PKCS#12(p2) 774NV %Sy FLET,
Poppler

oD PDF (MD5, RC4, SHA-1E) ICFAET 2HEIE. FaAIhTWARLWTZILIT) TAICEDWT

B, N2AT7—R, 8LUBESLEFERLTPDF #RETEET,
PostgreSQL
Blowfish, DES. MD5 23R4 L %9, KDF I SHA-1ZEAL XY,
QATI VIV
ESIETVITATON—RKIzT7ELVY 7 b7z 7HRE (RSA. EC. DH. AES. .)

Ruby

BETRWVWSA TS —BHMDS 8LV SHA- 1 2RHEL T,
Samba

RC4 & & U DES (Windows & OHEEIERAM) DY R— M aHRLE T,
Syslinux

BIOS /SZAT7— KNIZSHA-1 #FHLE T,
SWTPM

OpenSSL DFERFIC FIPS E— RZBARMIICEMICLE T,
Unbound

DNS f£#% Tld. DNSSEC ) VIL/N—HDHREED /=8I DNSKEY L A— KT SHA-IRXR—Z2D 7))L T)
AL%zERTI2RENHYFT,

15
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Valgrind
AES. SHA /v &2, [1]

zip
NRRAT—REFRALTT7—HM TZBSILBELVESILT 2DDNRYI ABESEEE (EX27T
72\ PKWARE B S 7L T ) X L),

BEE R

® RedHat h R4 ¥ —HR—4% )LD Product compliance R— ®D FIPS - Federal Information
Processing Standards €49 ¥ 3~

® RHEL core cryptographic components (Red Hat 7L v ¥ X—XQ)

[1JARM £®D AES-NI. SHA-1B LUV SHA2 2 EDY 7 bV 2P N—RFO 74 70— FREFEZHERELIT.
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BIE VAT LALKDEBSERY >—DfER

BI3E VAT LEEDOESIERY) ¥—DFEH

VRATALAREDESIERY V—E, AFEBSIEY T RTALAERETEVRATLAIAVYIR—RY NT,
TLS. IPsec, SSH. DNSSec, & UWKerberos DE 7O MILICHIGELE T, Thicky, BEEN
BIRTEBNEEEY NORY Y —ABHLET,

3L Y RAT LARKDESIERY ¥ —

VRATLAREDRY) V—%HFRETBE, RHELOTZ TV 5= 3 VIEFZFDRY O— IV, R P —%
WELTWAWTZILIY XL TOMNINNEFERT 2 LD ICHTRHICERINRVWRY, ZOFERA%EE
BLET, D2FY, YRATLNRBLARETERITIZRIC. 774N MNDOT ) r—> a3 v OEHIC
R)VO—%@BRALETH, BDEQBREFILEXTEET,

RHELO IZIE, UTFTODEEFHARY V—DEFNTVWET,

DEFAULT

FIAILMDYRATFLALEDEESLRY O—LRNILT, WEOEBBETINICRK L TREALEDT
I, TLS7ORILD12 E13, IKEV2 7O KRNI, BLVSSH2 7O M JIHIFEAHATEE T, RSA
$# & Diffie-Hellman /X5 X —4 — i3RI N 2048 Ey NUETHNIEHFAINF T,

LEGACY

Red Hat Enterprise Linux 6 BT & DE#M4EZ R KRICHER L F T, REGRBEEIMIEZ 270, &
Fal)F4—MMETFLET, SHA-1IE, TLSNy Y2, BE, 8LU7INTYXLELTEHERTSE
9, CBCE—KRDBESIE, SSHEHATEE YT, GuTLS 2FARAT 27T r—> 3 vid,
SHA-1 TELZLAIEBEEAHFTLET, TLSF7OMIILD12 & 1.3, IKEV2 7O N3N, BLV
SSH2 7O M AIAFERTE Y, RSAHELE Diffie-Hellman /185 X —4 — (R I A 2048 Ev ML
ETHNIEHFBRINE T,

FUTURE
NEDBHEMNRR) S —ETANTZIEEEME L, JYBKRREEZREA /X2
T4 =L R, TDORY—TIE, DNSSec ¥/ I HMAC & L TD SHA-1 DFERIFFTINEH
Ao SHA2-224 B LU SHA3-224 /Ny 2 2 I3EEBINE T, 128 Ev MESITEMICARY T,
CBC E— NODBES L. Kerberos ZBZJ|MICAY ¥, TLS 7O MIILD12 & 13, KEv2 7O K
dJ)b, BLVSSH2 7O M JIHFEAHATE F T, RSAHEE Diffie-Hellman /85 X —4 —E, Ev k
RONBONULEEEHFTINET, AT LDBRHEDA V4 —%v NETEBET 256, HEERM
DEENRET DHEELHY FT,

BF

HARET—R—% )L AP| DFERAZENEA T 2 S{EHIE FUTURE O X T ALK D
ESERY O —DEERT 2EHEZHEIRVDT, HEFRT redhat-support-tool
A—TFT4YVT14—ld. TORYI—LRILTIIHEELEEA,

COBBEAOET BICIE. HRYT—R—% )L API ADEHF IC DEFAULT BS54t R
)o—%=FRELEY,

FIPS

FIPS140 E4ICEMN L F9, RHEL ¥ X7 L% FIPS E— NIZHIY E X % fips-mode-setup Y — /L
&, TORY—ERBIFERBLET., FIPSRY O —ICHIUE X TH. FIPS140 Z2EADENIE
REEINFEA, Floe YATALEFIPSE—RICKRELZE., IRTOBSEF—2BERTIHNE
PHYET, ZLOVF VAT, THhIEARFTRETY,

F7-. RHEL I3 AT ALALEDH TR > —FIPS:0OSPP it L £ 9, Zhilid. Common
Criteria (CC) BREEICMHEBRBESIETIL T X LICET 2 EBMOGHERASENRTVWEYT, ZOY TR

17
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)o—%BETEE, VATLDHEEERAMMETLEY, & ZIE, 3072y hL YW RSA

BEEDHHE. BMDSSHT7ILITY XL, BLUVEBRDTLS /I —T%2FHATEEFHA, F

7=. FIPS:OSPP 2#:%E 9 % &. RedHat AV TV VEIESRY 7 —% (CON) #EE~NDEHEHIFHIE

IhFd, I5IT. FIPS:0SPP #FEAT % IdM 7704 X > M Active Directory (AD) % &

T*iﬁﬁ,FPS&WP%E%T%MEL$ZF&ADFX%V@@EEﬁ%%L@m#\—%w
THOY MDRIATEXRWAEEELHY T,

pa 3

FIPS:OSPP BBt 1 7R O —% & ET B &, YR T LD CCIERIZKRY T,
RHEL ¥ X7 L% CCIEEICEN I EHM—DIE LWAZEIIE, cc-config /Ny ir—Y
TRHINTVWEIAA IV RIHDI T ETY, RBEFAH RHEL N—Ua >, KIEL
R—K, CCHA RADY VI D) A MIDWTIE, RedHat h AT —R—% LD
Product compliance —< M Common Criteria 22> 3 Vv ASRLTLEIL,

Red Hat &, LEGACY R > —% AT 2BEERE. IRTDSIA TS —DNEFa7R7T74I
MEZIREET B LDIC. IRTORY ¥ — DA)bfé:%lijf“T,El’J‘CEﬂ*i LE¥d., LEGACY 7O 71 LIzt
FaTFRTIAIMEEZRBLIEAD, 2OTOT74NMICE, BEICEATEZ7)LIVILEE
FNTVWEHA, TDEH, REEINLR) O—TEHEMNABTII) LDy M FIGHFETREREY
4 X%, Red Hat Enterprise Linux DF#GHABRICER T 288N’ HY £7,

CDEDBEREEFE, FiLwEFa )74 —FEPHFLVWEF2I) T4 —FAEZRRLTVWET, Red

Hat Enterprise Linux D54 7H 4 JILREKICHE>TREDY AT LEDHEEERAS#HBRTIHNE
BHZDHBEIE. TOVRTLERETZIVEA—XY MDY AT LLEDESER) -S4 T T

T hTEN. ARSI LESER) D —2FRALTRHEDT7IVI) ALEBEENCT2HENHY &

ER

RYY—LRITHAINTWBRERHINTVWBIEFEDTILITYXLERESIE. 7V r—yavp
TNHEHYR—KNLTWBBARICOAMEBETEEY,

KINESLRY O—CCHMCE>TWBESRA—bEFO MOl

LEGACY DEFAULT FIPS FUTURE

IKEV1 (AYA V-4 (AYA Y-+ (AYAY-S (AYAY-S

3DES (AAY-4 (AYAY-4 (AAY-4 (AYAY-4

RC4 (AAY-4 (AAY-4 (AAY-4 (AAY-4

DH &K 2048 Ev b &K 2048 Ev b &K 2048 Ev b =IE 3072 EY b
RSA &K 2048 Ev b &K 2048 Ev b &K 2048 Ev b =IE 3072 EY b
DSA (AAY-4 (A4 (AAY-4 (AAY-4

TLS v1.1 EAgi (AYAY-S (AYAY-S (AYAY-4 (AYAY-4

TLS v1.2 LAR§ =40 (=4 (=4 =40
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BIE VAT LALKDEBSERY >—DfER

LEGACY DEFAULT FIPS FUTURE
TIINEBLE L (=g W Z W Z W Z
UEEBAZE D SHA-1
CBC €E— KB5S =40 vz [al Lz [b] w z el
256 Evy F&Yih [=qW =4 [=qW (AYAY-4
IVEEFFORTR
Bs

[a] CBC B S1d SSH TRMICARY £ 7,
[b] CBC BES &, Kerberos ZFR< §TDTA b THEMICAY XY,

[c]CBCBES 3. Kerberos ZfR< ¥ ATD T A~ L THEMICAY XY,

BaEtE IR
o I 27 I ED crypto-policies(7) & & U update-crypto-policies(8) man X—<
® Product compliance (Red Hat 7R ¥ ¥ —R—% JL)

3.2 VAT LALRKDIESERY) O—DEE

update-crypto-policies V —IL A FHA L T R T L HBEE T2 L. YATLALEKDESLERY >—%
EETEET,

AR

o VAT LD roottERLDH S,
FIE

L A7 a v BEOBSILR) Y —ERTLET,

$ update-crypto-policies --show
DEFAULT

2. ILLWESER) Y —Z2RELET,

# update-crypto-policies --set <POLICY>
<POLICY>

<POLICY> lE, BBET DR —F LY TR > — (FUTURE. LEGACY. FIPS:0OSPP 7:
Sy BE@AET,
3. VATLEBEHLEY,

I # reboot

19
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Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k
HREE
o BMAEDHESILR)—%2FKRLET,

$ update-crypto-policies --show
<POLICY>

BIER R

o JRTLEEFEDEEIR) —OFMIZ. VAT LERDESIER) V— ESRLTLES
LY,

33. VAT ALEKDESILRY O—ALFIOY Y —REBHBMEDH B E— R
ICHIYEZ 3

Red Hat Enterprise Linux 9 IC8 72T 7 4L bD Y R F LALEKDBES{ERY ¥ —Tld, REEHLL TR
2TEARVWTO M INVIEFT I EFH A, RedHat Enterprise Linux 6 8L U ZhUFio ) ) —R EDE
BENBERIGEICIE, RETHWVWLEGACY RY Y—LRILEFIATEET,

a5 H-
= [

LEGACY KUY —LARILKCRET 2E. YRAFABLUTPTYr—> 2 v DRE
MAETLET,

FIR

L. YRTLLEDESIERY) 2~ —% LEGACY LNJLICEIYEZ 5ICI1E, root TUATFOOT Y R
ZEREITLEY,

# update-crypto-policies --set LEGACY
Setting system policy to LEGACY

BIER R

o FUAAEEARSIERY >—LRILDY R ME, ¥ RT7 L LD update-crypto-policies(8) man
R=VEBRLTLEIW,

o HRHLBES{RYV—DEHIX. ¥ RFT L ED update-crypto-policies(8) man X—I D

Custom Policies 27 2 3 > &, crypto-policies(7) man _X—<'®D Crypto Policy Definition
Format 7> a3 vaSRBLTEIV,

3.4.SHA-1 #BEAMIC

BLAEMB LUTHRIET 272D SHA-1 7L T XALADFEAIEZ. DEFAULTESS{LRY > —THIRI 1

TWEd, YFVATEEFZET—RR—F 1 —DEESELRERIIT 24DICSHA- 1 2 ERT2HE
PH3FEIE. RHELOD T 74 N CTRMTZSHAI Y TR Y —%EBHETLZIIETHEMICTEE
T, VATLDEF2T14—DPFPLARBIEITTEELTLEIWL,

20
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AR
o ZDYRT LI, DEFAULT ¥ RTFTLLMEKDEESIERY ¥—%2FHALET,

FIR
1. SHA1 %7K ¥ —% DEFAULTBES{LRY > —ITERALE T,

# update-crypto-policies --set DEFAULT:SHA1

Setting system policy to DEFAULT:SHA1

Note: System-wide crypto policies are applied on application start-up.
It is recommended to restart the system for the change of policies

to fully take place.

2. VAT LEBEHLEY,

I # reboot

R
o« REOHSIKY Y —ERRLET.

# update-crypto-policies --show
DEFAULT:SHAT

BF

update-crypto-policies --set LEGACY O <~ R%&{#H L T LEGACY BB LR ¥ —IC
PUEZBE, BRICFHLTSHAIHEBMICAY 9, 72 L. LEGACY BES{LRY
Y—id, MOBVWESETILIT) ALEBMIITSEIET, YRATLEIFBMNICHETEIC
LEY., COEEKIE. SHA-IZRUADL AL —BSET7ILT) ALE=FWIIT %0
ERrHBOFTVATOAMEALTLLEI W,

BIER R

® SSH from RHEL 9 to RHEL 6 systems does not work (RedHat 7L v ¥ RX—2X)

® Packages signed with SHA-1 cannot be installed or upgraded (Red Hat 7L v ¥ X—2X)

35.WEBOVY —ILTY AT ALALEKDEEILRY) V—4EET S

RHELWeb A YY =LAV H—T T4 AT, YATLLEKDESLR) >—EHTR)>—DWnWTFhh
HAEHESRECEET, 4 DDFMEBEINLEVY AT ALEDEELRY) —IZMA. 574 AILA4 Y
H—T7 x4 A%ENLT, ROR)—EH TR —DEFEDLEEEETDIIEETEET,
DEFAULT:SHA1

SHA-1 7L T XLDEMICA > TW3S DEFAULT /R & —,
LEGACY:AD-SUPPORT

Active Directory Y —EXDOHEEERMLEA2BE LEIE S, EFal) 71 —DEWVERESE ST LEGACY
/_J_: U ¢/_o
FIPS:OSPP
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Common Criteria for Information Technology Security Evaluation Z2#|C & > TEXR I h 2 BINDH
[REST FIPSRY ¥ —,

g

==
=

AT L2EDY TRY > — FIPS:0SPP (Zi&. Common Criteria (CC) BREICWHE

BRESET7ILIY XLICET 2EBMOFRIEEFNTVEY, TDEH, ZOHT
RV —%BETDE, VATLDHEEERAMENMETLEY, & ZIE 3072
Evy h&YREWRSAEE DHEE, BINMD SSH 7ILTY XL, BLTEHDTLS 7
W—T5FRETEFHA, /. FIPS:OSPP 2% E3 % &, RedHat A5
BEfERy N7 —72 (CON) BBEANDEmMBILEINE T, I5IC. FIPS:0OSPP % {§
9% IdM 7704 X > MIIE Active Directory (AD) ##i& TX

Ao FIPS:OSPP %#{#ifid % RHEL ;KA b & AD KX o VEIDBEHHERE L AL
N —EDAD T ATV MARIETEARWAREMENHY £,

FIPS:OSPP B St Y TR O —%{ET D&, YRATLDN CCIHERICKRS 2 &
IERE LTIV, RHEL Y AT L% CCREEICENIEIH—DIEELWAE
I&. cc-config Ny s —Y TREINTVBHA I VRIS ETT, BEIN
7= RHEL X—Y 3 v, MEEL R— b, & & U National Information Assurance
Partnership (NIAP) D Web %4 N THRA MINSB CCHA KAD) VoD R K

&, RedHat HR % ¥ —KR—% JLRXR—T D Product compliance ® Common
Criteria €7 a v ZSRLTKEI W,

AR &M
¢ RHELOWeb VY —ILHM VA K—=ILINTW3S,
e cockpit f—EXNEMIZIR>TWS,

o 1—H—FThHOYRNAE WebdVY—J)LICOYAVTES,
FIElE, Web VYV —ILDA VA= BLVTEME EZSRBLTLEI,

o rootiFHE, F/ldsudo A FEHALTCEEIOTY REANTBERI’H S,

FIR

. RHEL9Web O vV —Jicas4 v LEd,
HMIE. Webavy—lbAoOd4 Y #8RBLTLEIL,

2. Overview *R—I M Configuration 71— KT, Crypto policy DREICH BIREDRY) o —fE%E -
v LET,
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example.user@
localhost

+ System is up to date
+ Insights: Mo rule hits I'_,/'

& Last successful login: May 09, 04:13 PM

on tty2

Overview
View login history
Logs
Storage
Networking

System information

Podman containers

Model QEMU Standard PC (Q35 + ICH9, 2009)
Accounts Machine ID 6eb7a9401d2d4730bf4c70789b916948
Uptime about 1 hour

Services

View hardware details

Applications

Administrative access

CPU 28% of 2 CPUs

Memory 22/3.8GiB

View metrics and history

Configuration

Hostname localhost edit

System time May 9, 2023, 5:28 PM @
Domain Join domain
none

Default

Show fingerprints

Performance profile
Crypto policy

Secure shell keys

3. Change cryptopolicy ¥4 70704V RUT, YRATLTHEAZBBTZR)—%20 )y

7 l/i_a_o

Change crypto policy

Default

Recommended, secure settings for current threat medels.

recommended  active

Default:shal

DEFAULT with SHA-1 signature verification allowed.

Legacy

Higher interoperability at the cost of an increased attack surface.

Legacy:ad-support

FIPS with further Common Criteria restricticns.

Future

Apply and reboot Cancel

LEGALCY with Active Directory interoperability.

FIPS

OCnly use approved and allowed algorithms when booting in FIPS mod
Fips:ospp

Protects from anticipated near-term future attacks at the expense of intercper

arn more

ability.

@) x

. Applyandreboot "% > %Yy o LET,

BEHE. WebAVV—IICBEOJA VL, BSERYS— OEMBRLAEEDE-RLT

WBZEZzHRLET,

% %\ &, update-crypto-policies --show ¥~ KEAAL T, REDY R T LLEKDEES{E
RVY—%H—IFIVIIKRRTBIEETEET,

36. VAT ALALEKDESIELR) O—DoT7 T ) b—a3 v aBRAT S
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TIVr—oa v THERAINIBSILEAEDREENRIVA XTI2RENHZHEIF. YR—FIh
PESAA—RNETONINET T 5= a3V TEERET DI ENHREINET,

letc/crypto-policies/back-ends 71 L7 N =D F7 FUr—o a VvBEEDY VRY w7 ) v %&H|
PRI2EETEFT, NRAIVAXLABEBLREICEIMA DI EETELT, JOREICLY,

BAININY VIV REFRTZ7 ) 5= a Vil e 3V AT LR EOBSIERY Y —1FHAT
XRCRYET, TDEIEIE. RedHat TIEHR—KRIhTULWEHA,

361 Y AT LLERDEBSER) S —%2FT N7 NT 54

wget

wget xy N7 —0 8o O0—4F—THEAINIESILEEEHNRYYA XT SICIE, -—-secure-
protocol = 7> a v & LU —~ciphers 7 7> a v A FERALE T, UTFICHAERLET,

I $ wget --secure-protocol=TLSv1_1 --ciphers="SECURE128" https://example.com

L. wget(1) man R—T D HTTPS (SSL/TLS) Options D7 3 v ASRL T LI,

curl

curl V=)L CERT S AIEET 5ICIL. —~ciphers A 7> a v FHRAL T, TOEIC, IOV TK
Wo7BEEDOY XM EZIBELET, UTICHIZRLET,

I $ curl https://example.com --ciphers '@SECLEVEL=0:DES-CBC3-SHA:RSA-DES-CBC3-SHA'
FFMIE. curl(1) D man R—TEZHBLTLEIN,

Firefox

Web 75 0 H#—® Firefox TY AT LRKDEES{LRY >—% 4T N7 NTERVWEETE.
Firefox DEEILT 49 —T. WHLTWRBEEE TLSNA—2 3 v E I SICFHMICHIRTE XY, 7R
L X/X—|(C about:config & AAIL. HEIZI U T security.tls.version.min DEZZEL 9, &
Z &, security.tls.version.min % 1 I[CERET 2 &, HIETH TLS1.0 KB EITA

Y. security.tls.version.min 2 AA TLS11ICRY £7,

OpenSSH

OpenSSH H—/N\—DY AT LALEDESIER) O—%F TR T7I MT3IC

I&. /etc/ssh/sshd_config.d/ 71 L 27 M) —IZHZ ROy T4 VERET7 71 IVICES{ERY > —%15
ELEFT., co&x, HERXIERF T 50-redhat.conf 7 7 1 L LY ERIITES LD IC. 50 KD 2 #dD
WFHEEREE S, .conf & WD EEF = 117 £ 7 (fl: 49-crypto-policy-override.conf),

FEHliE. sshd_config(5) ® man R—IESBR L TL LI,

OpenSSH 7 54 7V hDY AT LREKDEESIRY S —%2F TR T7H 210 ROVWTRHDS
AV EERITLET,

o IBENDI—HY—DIFAIE. ~Lsshiconfig 7 7 1 L DI—HF—EHFDHRET/O—/NILD
ssh_config z EEXL XY,

o VAT LLIKDIFEIL. letc/sshissh_config.d/ T4 LI N —IlHZ ROy TS VERET 7
AIVICESER) Y—%2BELE T, D& X, FH#ERXIEFT 50-redhat.conf 77 1L LU L
BIICKR D & 5. 50 KiFED 2 HTD#EFEEFF &, .conf & WD FEEFE% 1 F 9 (f: 49-crypto-
policy-override.conf),
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FEHIE. ssh_config(5) D man R—IESRL T LI,

Libreswan

FHffIL. Securing networks M Configuring IPsec connections that opt out of the system-wide crypto
policies 5B L T EX Y,

BIER R

e 27 I E® update-crypto-policies(8) man XR—

37.HTR) Y —% ALY AT LARKRDESIERY—DARITA X
COFEEEALT, AYAESETLTIZLERBTONILOEY NERBLET,

BEOYRATLALEDESIERY Y —DOLEICHARY LY TR) S —%FRTZH. TOLOIBR) S —
ERUONOERTBIENTEET,
2OA—THBEINLZRYD—DBRATEY., Ny IV RTEICERZT7ILTY XLty NEEWIC
TEFT, FB/ETALIVT«47 HFEOZ7OMNIIN, S4T5Y—, FLEY—ERICRETEZ
EP

Tl TALITA4TTR, T4V RA—RZFEALTERBDEZEET 2HBICTRAY ) RV = EH
TEEY,

letc/crypto-policies/state/ CURRENT.pol 7 7 1 JLICI&. 74 I RA—RF7O4 A2 MRICIRIEER
INTVWEBYRATLREKDESIERY P—DIRTOERENY A MNKRRIINET, BSR)>—% &
YBEEIZ 9 B ICIL. /usr/share/crypto-policies/policies/FUTURE.pol 7 7 1 JLICY A RI N TW B {E
EHEAT I EERETLTLEIL,

H7RY > —DHFl&. /usr/share/crypto-policies/policies/modules/ 74 L 2 ) —ICHY ET, D
FTALIRN)=DHTRY =T 7AIICIE, TAYRNT I NINETICGHBANEERTVWET,

FIR

1. /etc/crypto-policies/policies/modules/ 74 L 7 N ) —%F v 077 ML ET,

I # cd /etc/crypto-policies/policies/modules/

2. ABEADYTR) Y —%FHRLET, RICHZRLIT,

# touch SCOPES-AND-WILDCARDS.pmod

BE
RY)VY—FEJa—ILDT77ANEICIEAXFAFERALET,

3 EFBDTHFRANITAH—TRYY—FEVa—ILERE. PRATLEEHDOBESIERY Y —%2%
B934 avERALEY, RICHZERLET,

I # touch MYCRYPTO-1.pmod

I # vi MYCRYPTO-1.pmod
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min_rsa_size = 3072
hash = SHA2-384 SHA2-512 SHA3-384 SHA3-512

I # vi SCOPES-AND-WILDCARDS.pmod

# Disable the AES-128 cipher, all modes
cipher = -AES-128-*

# Disable CHACHA20-POLY 1305 for the TLS protocol (OpenSSL, GnuTLS, NSS, and
OpendDK)
cipher@TLS = -CHACHA20-POLY 1305

# Allow using the FFDHE-1024 group with the SSH protocol (libssh and OpenSSH)
group@SSH = FFDHE-1024+

# Disable all CBC mode ciphers for the SSH protocol (libssh and OpenSSH)
cipher@SSH = -*-CBC

# Allow the AES-256-CBC cipher in applications using libssh
cipher@libssh = AES-256-CBC+

4. EREEEDa— L7 74 IVICRELE T,
5 R)Y—DifE%E, VAT LLEDESIER) > — L ~NJL DEFAULT ICERA L T,
I # update-crypto-policies --set DEFAULT:MYCRYPTO-1:SCOPES-AND-WILDCARDS

6. BEILREELRTHFOY—ERPT T r—>a v TEMIITZICE. YRATLE2EBREELE

e /etc/crypto-policies/state/CURRENT.pol 7 7 { LICEBENEFNTWEH I 2R LT,
UTFICHlERLETS,

$ cat /etc/crypto-policies/state/ CURRENT.pol | grep rsa_size
min_rsa_size = 3072

BIER R

e I 27 I E®D update-crypto-policies(8) man X—< D Custom Policies =7 < 3~
e 27 I ED crypto-policies(7) man X— D Crypto Policy Definition Format 7 > 3 >

® RedHat 7O %752% How to customize crypto policies in RHEL 8.2

38. VAT ALALEKDARY LESIER) O—DERE L VEERTE

TEBR) =T 74N LTHERTSZIET, YRATLLEOBSIERY ¥ —2R/HEDKRREIT
ICARITAXTEZXT,
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FIE
. ARITAZXDR) =T 74 EHERLET,

# cd /etc/crypto-policies/policies/
# touch MYPOLICY.pol

FrolEk, EBEINTWE4D20RY)—LR)ILOWTNAEIE—LZET,

# cp /usr/share/crypto-policies/policies/DEFAULT.pol /etc/crypto-
policies/policies/MYPOLICY.pol

2. MEBICIHLT, TFRAMNITAY—TI77MIVERELF T, UTOLDIICLTHRY LES
ftR) >—%FHLEY,

I # vi /etc/crypto-policies/policies/MYPOLICY .pol

3. VAT ALALBDESIER) Y —%EHRILLNIVIPYEZLFT,

I # update-crypto-policies --set MYPOLICY

4. BEEREERITHFOY—ERP T TV 5—oa v TEMIT I, Y RTLEEEEL X
-a—o

I # reboot

BIER R

e 275 I E®D update-crypto-policies(8) man X—< D Custom Policies Z7 2 3 >~ & crypto-
policies(7) man *—< M Crypto Policy Definition Format =2 < 3 >~

® Red Hat 70O %52% How to customize crypto policies in RHEL

3.9. crYPTO POLICIES RHEL ¥ X5 A0 —)L % {#A L 7= FuTuRE B S1E7R 1)
v—ll&BtEXFY T4 —DE(

crypto_policies RHEL ¥ 27 L0—)LEFERAL T, BEEXNR/ — KT FUTURE R Y —%8ETEE
T ZDRYY—lE, LEALRDIEERBTIDICERIEET,

o [IRDFMEBRBEADHG: GTHENDOALEZFRLET,

o TXalT 4 —DLBAORESEREEICLY, JUYURWBRELYEFITRTILIIIA
ERAICLET,

o SEARtEF)T 1 —READER ER. BE. ERMLREDOTFTIEIT—SORBMELIE <.
BARESEZNATEZIEHDEETY,

BE. FUTURE (. #BEMHOEVWT—49 2RO RIE. HEROBHILEA I RE. RENAEF2Y
TA—ANSTIV—EZRATIRIEICELTWET,

27


https://www.redhat.com/en/blog/how-customize-crypto-policies-rhel-82

Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k

Digk

==
[=]

LAY—DY AT LYY 7 27T, FUTURE R > —IC& > TRl h

5, JYBFLLEER7ZILI) XL TORNINEYR—-NTZ2ZHEEIHY FH
ho T2 ZIE, WY AT ATIETLSIILUEDEY A4 IAHYR— MIhTULARW
eI HY FT, CNICKYBEBRMEOREIRET Z2HEEIHY 7,

T, BARTZILIT) A L%=FERATIE, BF. STEEEMEML. X TLDN
TA—XVRACEZENRITREEIHY £T,

AR

FIR

28

v bA=IL/—REBEBRR/ —ROERFITTLTWD,

BIEWWR/ — KT Playbook #R{TTEd1—H¥—¢LCcarybao—jb/—Kicasq4vLTw
%,

BEENR/ — RAQEBKICERTZT7HI Y MI, TD/ —RICHT % sudo 1R H 5,

ROAR%EZE Playbook 7 7 1 )L (ffl: ~/playbook.yml) =/ L £,

- name: Configure cryptographic policies
hosts: managed-node-01.example.com
tasks:
- name: Configure the FUTURE cryptographic security policy on the managed node
ansible.builtin.include_role:
name: redhat.rhel_system_roles.crypto_policies
vars:
- crypto_policies_policy: FUTURE
- crypto_policies_reboot_ok: true

%> 7I)L Playbook TIEINTWBREIRDESY TT,

crypto_policies_policy: FUTURE

BEWNR /) — RTRELESIER) >— (FUTURE) #5%EL ¥, Thix. EEXKRY

V—, FRIEWLKODIDY TR V—2ECEARR)O—DELELATY, BELLERR
)o—EHTRYY =N, BENR/ — NCHEARETHIULEIHYET, T 74/ ME
iEnull ©9, DFY. FBERZEEINT, crypto_policies RHEL ¥ 27 AO—)bid
Ansible fact D#%=INEL £ 7,

crypto_policies_reboot_ok: true

ITRTCOY—ERET TNV =2 a v FHFLWERETI 74 I A NS L DI, BESERY
V—DEBERICVATLAEBEBILET., T 7 2/ MEI false T,

Playbook THERAINZ2 TN TOEHDOFMIE. I bO—IL/—KRD
/usr/share/ansible/roles/rhel-system-roles.crypto_policies’s README.md 7 7 1 L2 S8R L
TLIEIW,


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/9/html/automating_system_administration_by_using_rhel_system_roles/assembly_preparing-a-control-node-and-managed-nodes-to-use-rhel-system-roles_automating-system-administration-by-using-rhel-system-roles

BIE VAT LALKDEBSERY >—DfER

. Playbook DX =MRFEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

DAY NIIBXERIETZLETTHY ., ANEDPRBEDLERENSRETZEDTIEAN
CEIFRLTLEIWY,

. Playbook #%E1T L £ ¥,

I $ ansible-playbook ~/playbook.yml

g

==
=

AT L2EDY TRY ¥ — FIPS:0SPP (Zi&. Common Criteria (CC) BREICWHE

EI-I‘

BRESET7ILIY XLICET 2EBMOFRIEEFNTVEY, TDEH, ZOHT
RVY—%BETDE. VATLDHEEERAMNMETLEY, L& xIE 3072
Evy h&WYREWRSAEE DHE, BIMD SSH 7ILTY XL, BLTEHDTLS 7
W—T5FETEFHA, /. FIPS:OSPP 252 E3 % &, RedHat A V5TV
BEfERy N7 —72 (CON) BBEANDEmMBILEINE T, I5IC. FIPS:OSPP % {§
9% IdM 7704 X > MIIE Active Directory (AD) 28 TCX F

Ao FIPS:OSPP %#f{#ifid % RHEL ;R A b & AD KX o VEIDBEHHERE L AL
N —EDAD 7AV Y MHBEETERWAREMELHY £,

FIPS:OSPP B St Y TR O —%{ET D&, Y RATLN CCIHERICKRS 2 &
IEBLTKEIW, RHEL Y R 7 L% CCIREICENIEZH—DIELWAE
I%. cc-config Ny I —Y TREINTVWBHA I VRIS ETT, BEIN
7o RHEL N—a Y, #EELR— k. & & U National Information Assurance
Partnership (NIAP) D Web %4 N THRA MINSB CCHA KAD) VoD R K
l&. RedHat h# 24 ¥ —7KR—4 )L R—< D Product compliance ® Common
Criteria €72 a2V ESRLTLEIV,

J> hO—JL/—RT, =& z2IE verify_playbook.yml & L\ ZHEIDBID Playbook % #EAK L
7,

- name: Verification
hosts: managed-node-01.example.com
tasks:
- name: Verify active cryptographic policy
ansible.builtin.include_role:
name: redhat.rhel_system_roles.crypto_policies
- name: Display the currently active cryptographic policy
ansible.builtin.debug:
var: crypto_policies_active

%> 7I)U Playbook TIREINTWBREIRDESY TY,

crypto_policies_active
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crypto_policies_policy ZEH TZ T ANLNZHADIRET V714 TRR) —EHNEZFH
TW3I Y RAR— K EN7T Ansible fact,

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/verify_playbook.ymi

3. Playbook #Z2fT L £ 7,
$ ansible-playbook ~/verify_playbook.yml
TASK [debug] *hkkkkkkkkhkkhkkkhkkkkkkhkkhkkhkhkhkkk
ok: [host] => {
"crypto_policies_active": "FUTURE"
}

crypto_policies_active Z#id. BEREK/ —NEDT7 V714 TR —%RLET,

RS
e /usr/share/ansible/roles/rhel-system-roles.crypto_policies/README.md 7 7 1 JL

e /usr/share/doc/rhel-system-roles/crypto_policies/ 71 L 7 ') —

e update-crypto-policies(8) & U crypto-policies(7) man XR—<
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4T PKCS#NN CHRSIEN—FR Iz 72FEHTZEOICT IV —2a v aRE

FA4Z PKCS#N CHESIEN—RD 75 FRTBLDOICT T
F—S a3V ARTE

ARX—FMAH—K», TV RI—HY-FHAOESILN—0 Y, Y—NR=FF) =3 VED/N—NK

DITEFAUTA—ET 21— (HSM) &, EROESIETNA A THRBERO—BEIBT 2
ET, EF2 T4 E#Lm*niTQMEer PKCS #11 APl Z#{FR L 2 St/N— ROz 7~
DR{EHBT T r—2avBETHE—Ih, BSEN— ROz 7 TCOMBODBMIERLRYI XV TlERR
VYF L7,

41.PKCS #NM IC L BEEFIL/N— KT = 7 ADX G

Public-Key Cryptography Standard (PKCS) #11 i+, BES{bIEHR%=RF L. Btz ET7T 5B51k
TINAZRANDT TN r—23 070053071409 —7x4 X (AP) 2E&LE T,

PKCS#N Tld, EN—RO 7 FLREYVINITTPTFNA R EHE—INHETT T r—vavic
RBRRIBA TV MNTHBIEBSIEN—V Y NEAINTWET, LED>T, 7TV r—yay

&, BEREI—YY—ICL>THERAINEZAY—MI—KRREDTNNA AP, BEEIVE2—49—IC
o TEREINEN—RKRIz2T7EF2 T4 —FV2—I)LAE PKCSHNESIELN—0 & LTERELE
ER

PKCS#11 k=2 > ICI&, ERRE, T—49A T /7 b, AFHE. WBE FAEMEBERA2E0IZFY
FRATITIONIATHBREETEZT, ThoDA TV MME. PKCS #11 Uniform Resource
Identifier (URI) R ¥ —A%&BLT—BICHIITEE T,

PKCS#ITDURIE, #7297 MBHICE> T, PKCSHNEYV 2 —ILTHEDA TV TV M a#ERT
DIEEEMLHETT, TNICEY., URIOER T, §RTCDSATZ)—7 ) r—2avaERALHE
EXFITHRETEET,

RHEL Tlk., T 7 2L N TAY— b H—RKFAIC OpenSC PKCS #11 RS A4 N—HARHEINhTWET, =
ZL. N—=FRDxT7 b= 2VEHSMITIE., AT LICHD VY —IR— N aERWHEB O PKCS #11
EVaA-IUDHYET, TOPKCSHNIEY a—I)LiEpl1-kit Y —ILTEHTXEYT, Thid. ¥R 7T
LDEBEFEFAT—MNA—RRSAN=IIHBITDSy/NN—E LTHBELE T,

VATLATHREDPKCSH#N EYV 2 —ILZBMCTZICE, FILWTFFXA NI 7ML %
letc/pkcs11/modules/ 74 L7 ) —ITEIML F 9,

letc/pkes11/modules/ 74 L7 M —ICHILWTFF A M7 7ML EERT 2 &, B D PKCS #11 €

Va—I)LEVRATALICEBIITEEY, & ZIE, p11-kit D OpenSCERET 7 1 Uik, UTFD LD ITH
Y ET,

$ cat /usr/share/p11-kit/modules/opensc.module
module: opensc-pkcs11.so

BIER R

® PKCS#N®D URI RF—L

® Controlling access to smart cards

42 AN — |\jJ_F‘u'{%ﬁbf\_SSHﬁktuctému
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AX—hMA—RICECDSARE RSAREFHR L THRIFL., TODAY—bH— R%ZEML T OpenSSH ¥
ATV ITRIATHIEANTEEY, AV — b A= REREEE. T7 4N hD/RRT—REBFEICKD 2
:bo)r\‘-a—o

AR

e U547 VKT, opensc /Ny r—I% A4 VA M—=)LL T, pecsed T —EREERITLTWS,

FIR

1. PKCS#11 @D URI # &8 OpenSCPKCS#N EV 2 — LA RETZHEDY A MERTL. TOH
% keys.pub 7 7 1 JLICRFL XY,

I $ ssh-keygen -D pkecs11: > keys.pub

2. NEABEEY E— MY —N—|CEE L E T, ssh-copy-id Y REFHL. BIDFIETYER L
7= keys.pub 7 7 1 L EIEEL £ 7,

I $ ssh-copy-id -f -i keys.pub <username@ssh-server-example.com>

3. ECDSA #% {8 L T <ssh-server-example.com> ICEH L 9., #%—RIIBEBT 5 URID
Y7y NOAEFERTEZIEEHETEET, RIHETRLET,

$ ssh -i "pkes11:id=%01?module-path=/usr/lib64/pkcs11/opensc-pkcs11.s0" <ssh-server-
example.com>

Enter PIN for 'SSH key":

[ssh-server-example.com] $

OpenSSH (& p11-kit-proxy 5 v /S—% A L. OpenSC PKCS #11 €Y 2 — LAY p11-kit Y —
WICERINTWS ), AI0IY Y RE2/BIBETEE T,

$ ssh -i "pkcs11:id=%01" <ssh-server-example.com>
Enter PIN for 'SSH key":
[ssh-server-example.com] $

PKCS #11 D URI @D id= DED %= RILFT &, OpenSSH A, FOF L —ETV a— )L THETEER
BEITRNTHAAAET, ThILY, BDERAANDEZRBLTIENTEET,

$ ssh -i pkcs11: <ssh-server-example.com>
Enter PIN for 'SSH key":
[ssh-server-example.com] $

4. # 7> av:~/.sshiconfig 7 7 1 L TRAL URI XFFIEFERL T, BREEZKGENICTEI &N
TEEY,

$ cat ~/.ssh/config

IdentityFile "pkcs11:id=%01?module-path=/usr/lib64/pkcs11/opensc-pkcs11.s0"
$ ssh <ssh-server-example.com>

Enter PIN for 'SSH key":

[ssh-server-example.com] $

sshyS5A47h1—F4)F4—D, TOURIEARY—MAH—ROBEAEEMICHERT &L
IIICRYFET,
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4T PKCS#NN CHRSIEN—FR Iz 72FEHTZEOICT IV —2a v aRE

BIER R

o X7 L ED p11-kit(8). opensc.conf(5). pcscd(8). ssh(1). & &£ U ssh-keygen(1) man
R—

43. AN — M H— R EDGRELZFERALCRATZT7 T ) 77— 3 VORE

TV —23 YV TARY—MA—REFERALCRIAT R &ICEY, EFa )71 —25bIh, BF
1tb‘ﬁ§$4t“‘fhéi§.— Y ET, ROAEAEMAL T, Public Key Cryptography Standard (PKCS)
#NURI 27 T 45— 3 V1T RETIZET,

e Firefox Web 75 7 H#—Id, p1i1-kit-proxy PKCS#11 €Y 21— L ZBEMICO—RNLEJ, D
FY, VATALATRIGBLTVWRITRTOAY— M= RPBFMICKREINE S, TLSV 54
7Y NRAEERT BI5E. BNOEY b7y TIEBEHY FHA, Y—N—DERLLE X
IKCAT— M A— ROPBEFAENBBNICHERAINET,

o 77U —>3 A GnuTLS £/IE NSS 14 75 —%FEHAL TW3IHEA, PKCS#11URI X
TTICHR—PbINTVWET, /. OpenSSL 51 TS5 Y —IC&ETZT7 TV r—vay
I&. openssl-pkcs11 /Ny r—J|CLk > TRHEINS pkes11 TPV EBLT, Av—hMA—
REESOESIEN—RODZT7EY2—IICTI9ERATEET,

¢ AX—MA—REOEREZRETZIHENHY. NSS. GnuTLS. OpenSSL % {FF L 2Ly
TN r—yavid, BEDPKCS#TEY 2 —I)LD PKCS#1MAPI #{FAT 2D TldA
<. p11-kitAPI 2 EEFRAL T, AXN— M H—RESOUBBSEN—RIZT7EY 2 —ILERE
T% i’a—o

o wgetry NV —0 40 vO0—¥—%FRAT2E. O—DIIREINAERBREGIHAE~DON
ZDRHYICPKCSHNURI ZIBEETEET, TNICLY., BRIREINMEEEIAEL
MWEBETBEIZAIDAY Y TENOERIPERIEINZ2TREELGHY FT, UTICHERLE
-a—o

$ wget --private-key 'pkcs11:token=softhsm;id=%01;type=private?pin-value=111111" --
certificate 'pkcs11:token=softhsm;id=%01;type=cert' https://example.com/

o F/ curlV—ILAHEATZHEEIE. PKCSHNTURI 2IEET DI TEET,

$ curl --key 'pkes11:token=softhsm;id=%01;type=private?pin-value=111111" --cert
'pkes11:token=softhsm;id=%01;type=cert' https://example.com/

R

PINIZ, AX— KR A—RICREEINTWEREADT7 IR 2EHHTZExl)
TA—/ERKTHY., BE77ANMICETL—VFTFAMEROPINDNEEFNT
W37, HEEDPIN ZHAINAVL D ITEBIMOREERET L T LY

W, =& Z . pin-source BHEAFEAL T, 771/IUH5 PIN ZZHANS 72
D file: URI ZIEETET 9, ML, RFC 7512: PKCS #11 URI Scheme Query
Attribute Semantics #58B L T 72XV, a7~ K/XX % pin-source BHD{E
ELTHEATAZEIKIERIELTWAVLWI EIERELTLEIY,

BIER R

o V25 LL® curl(1). wget(1). & & p11-kit(8) man R—
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4.4. APACHE T B % {RE T %5 HSM DfEMA

Apache HTTP Hr—/\—ld, N— ROz 7EFa2) 714 —FV 21—V (HSM) ICREIN TV ETEHEE
BETEET, ChildY, BORAWPHEBTREEZHSIENTEET, BB, a7
EY—RY—NR—IIBNNT =TV XD HSM BREIZRY T,

HTTPS 7O M JILOHRTEF 2 7ABIEETD 72HIC. Apache HTTP +—/3Y— (httpd) (&
OpenSSL 4 75 —%ERAL Y. OpenSSL &, PKCSH#NIZRA T 1 FIIR L EFH A, HSM %
FERTZICE. TV VAV —T A RENLTPKCSHNEY 2 —IADT IV A %1RMHT 2
openssl-pkcs11 /Ny =S %A VAN —)VT ZREBENHYET, BEDT 71 ILEATIEA < PKCS #11
®D URI =AY % &. /etc/httpd/conf.d/ssl.conf X E 7 7 1 L TH—/N—DREAPAELIBETE X
¥, UFICHERLET,

SSLCertificateFile  "pkcs11:id=%01;token=softhsm;type=cert"
SSL CertificateKeyFile "pkcs11:id=%01;token=softhsm;type=private ?pin-value=111111"

httpd-manual /XY 5 —Y %A VXA b—J)L LT, TLSEEZZL Apache HTTP H—/A\—DEL£ K¥ 2
XY N L XY, letc/httpd/conf.d/ssl.conf 38 E 7 7 1 L THIARIBERT 4 L U 7 14 7 DFEH
l&. /usr/share/httpd/manual/mod/mod_ssl.html Z&E L T 23 W,

45. NGINX CH 2% {R#E T %5 HSM O{FEH

Nginx HTTP Hr—/N—id, N"— ROz 7EFa )71 —FV 21—l (HSM) ICREIN TV ITEHEE
BETEET, ChildY, BORAWVWPHEBTREEZHSCIENTEET, BE. a7 I
EY—RY—NR—IIBNNT =TV XD HSM BREIZRY T,

Nginx (£BES{LIRVEIC OpenSSL %R %728, PKCS #11 ~DxfiI% openssl-pkes11 TV IV %
NLTIFOBELHY £, Nginx [FIRE. HSM O SDOMBRDFZHAHFDAHIITHRLEF T, Fik.
FSEEREZIFBED 7 7ML E LTEBICIRET 2HENHY £7, /etc/nginx/nginx.conf FZE T 7 1 LD
server £ > 3 > T ssl_certificate = 7> 3 >~ & & U ssl_certificate_ key # 7> a Vv AZEBL T,

ssl_certificate  /path/to/cert.pem
ssl_certificate_key "engine:pkcsi11:pkcsi1:token=softhsm;id=%01;type=private?pin-value=111111";

Nginx (2 7 7 1 LMD PKCS #11 URI IC#E58EE engine:pkes11: MR ER I EITEFRLTLEI W, &
i, b pkes11 BEEN T VI VEEBRT ZLHTT,

4.6. EHEFHR

o 27 L E® pkesii.conf(5) man R—
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$553 POLKIT2 A LI=AY— b h— KFADT7 9 XD

ESEPOLKITAZFERALEAY—MNA—RADT 7 XDE|H

PIN PIN/Sw R, WNAAARNY 9w IREDAT— M A—RICHPRAFNAEX A ZXLTIHBESZ ED
TERVWBBICHNT 278, BLUEYFMARREODZHIC, RHEL (& polkit 7L —AL7— 2 % {FH
LTAY—MA—RANDT7 /2 RGHIE%=FEL X9,

VAT LABEE, IFELI -V —PIEO—HIN2I—Y— H—ERIITHTZIAIT—MI—KT7IER
BRE BEDYF)AILELET polkit #52ETEXF T,

51.POLKIT ZN LAY — M H— K77 & ZH{H

PC/SC (Personal Computer/Smart Card) 70 3 JLiE, AX—MAH—KEZD) —4F -2V Ea1—
TAVIVRATLIRAET 27-ODIEXEEIEEL X9, RHEL Tl&, pesc-lite /Xy 7 —I A% PC/SC
DAPI AT Z2RAY—MNA—RNICT7 IV ERTZI Rz TERBELET, 2Oy =Y D—ET
%% pesed (PC/SCAX—MA—R) T—EVICLY, YAFALHNPC/SC7ORINEFERALTR
I—MA—RIZF7IVEATESRLDICRYET,

PIN. PIN/Nw R, WAFZARN) wIDREDAT— M A—RICHARAFNEZT IV ERAFEA A=A
i, ZBAONZTRTOBREEAN—FTZEDTIERWSH, RHEL (X, LYEAHRT V& RHIEIC
polkit 7L —L7—0%FRALET., polkitZRAI Y R—I v —Id, BERENDT IV ZRAAHFATEE
To TARIANDT IV ERA%EFATHIEICMAT, polkit #FERALT. AN—hA—FKDEF+a )
TA—%RETIRY—EBETDIIEETEEY, & AlE AN—MH—RNTEREEEITTES
1—H—%ZEHTEET,

pcsc-lite /Xy r— %A VA M=)V L. pcsed T—EVERETEE, VAT A

i&. /usr/share/polkit-1/actions/ 714 L2 N —TEHZEINTWVWER) >—%@HLEd, PRT7L2
KDOFT7 4L hDRY 2 —Id, /usrishare/polkit-1/actions/org.debian.pcsc-lite.policy 7 7 1 JLIC#
YFET, Pokit R =7 74 LI XMLERZFERAL £T, #BXE. ¥ X7 LLOD polkit(8) man R—
UTHMBIhTWETY,

polkitd (&, /etc/polkit-1/rules.d/ 7 1 L ¥ k') —& & U /usr/share/polkit-1/rules.d/ 71 L 2 bV —
T, INLDTALI M) —ILREINTVWBIL—L I 7AIVOEBRLZERLET, 7711,
JavaScript HRDRBAN—ILAEFNTVWET, VAT LEBEIX, MADTALIMN)—ICTHRY A
W=7 74 IL%EEBIML. polkitd 5’7 7 A LEZICEDWTTIL T 7Ry MEICEAAD I ENATEE
T, 220774 IHRECARITH3HBEIE. &I /etc/polkit-1/rules.d/ AD 7 7 1 L H G A F
7,

System Security Services Daemon (SSSD) A root & L TETINTWVWARWE ZICAY— M A— ROY
R—MNEBEWMCTZ2HRELNH ZI5EIL. sssd-polkit-rules /Xy 5 —I % VA N—ILTBREIHY F
To DNy —TE, SSSD & polkit DS EIRELE T,

BIER R

o 27 L E® polkit(8). polkitd(8). pcscd(8) man R—<

5.2.PC/SC EL UV POLKIT ICEET Z2BED STV a—FT4 T

pcsc-lite /Xy r—2 %4 V2 R—J)L L., pesed T—E Y EEE) L /2% ICHEIMICHETI I N B Polkit R
o—id, 2——DPRAY— M- REEFEHELRWVEGETE, 1— -0ty >3 v TRIZKRD
bhdZehHYEFT, GNOME TlE. UTDIS—A v E2—INRFINET,

I Authentication is required to access the PC/SC daemon
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opensc REDAY— M AH—RNICEAET MDY 5 —U %14 VA M—=IULT 2HEIE. AT LDVKE
k& LT pescilite Sy r—I %A VA M=)V TEDZZEITERLTLEI L,

AR— M A— R EDODHEEERIPBRERL, PC/SCT—EVDRABRARRIINAWVELDICT B5E
&, pesc-lite Ny =TV ZEIRTEEY, REBELQNY T—VZ2RNRICEEDHDZ &N, X2
T4 —LDOWRSFIFETT,

AX—Mh— RKEFERT %5513, /usr/share/polkit-1/actions/org.debian.pcsc-lite.policy FFIC, &

ATLDNRBIT DR =T 74 LDIV—IL%Z#BLT, bSTUNYa—FT4 VT 2RIBLES, HR
Y LII—IL T 74 )lid, /etc/polkit-1/rules.d/ 7«1 L ¥ b —DR1) > — (03-allow-pcscd.rules 7 &)
WEBMTEEY, IL—ILT 74 J)bid JavaScript BXEFEAL, RV —T7 74 ILIEXMLEXTH B Z
EITFRLTLES W,

VAT LICRKRTIINZRABKREZIEET ZITIE. LTOFIDEL D I Journal AT = HERRL 9,
$ journalctl -b | grep pcsc

Process 3087 (user: 1001) is NOT authorized for action: access_pcsc

Prioa s Ty M) =ik, 2—HY—HIHRY>—ILLBTI2aVveERTTIERER >TLWAVWI E %
TLTWET, ZOEBFZMHRT 5121, WiT 5)L—IL % /ete/polkit-1/rules.d/ (TEML £,

polkitd 1= v MCEETZO07 TV M) —HRRTEET, UTICHZRLET,

$ journalctl -u polkit
polkitd[NNN]: Error compiling script /etc/polkit-1/rules.d/00-debug-pcscd.rules

polkitd[NNN]: Operator of unix-session:c2 FAILED to authenticate to gain authorization for action
org.debian.pcsc-lite.access_pcsc for unix-process:4800:14441 [/usr/libexec/gsd-smartcard] (owned
by unix-user:group)

COHATIE, RADIY RN —=DIL—IL T 74 IICEX IS —HIHEEFNTVWEIEERLTVWET,
2BBDI VM) =&, 21— —Dpescd NDT IV EZRERMEBTERIN >/ EHRLTVWET,

Frzo BWRIV YT MEFERLT, PC/SCTOMNINEFERTZIRTOT Y r—a3vEY b
RRTDHIELTEET, pesc-apps.shB@EDETT 74 I EEH L. LTFOI—RZEALZET,

#!/bin/bash
cd /proc

for p in [0-9]*
do
if grep libpcsclite.s0.1.0.0 $p/maps &> /dev/null
then
echo -n "process: "
cat $p/cmdline
echo " ($p)"
fi
done

root TRV YT hEEIFTLET,
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# ./pcsc-apps.sh
process: /ust/libexec/gsd-smartcard (3048)
enable-sync --auto-ssl-client-auth --enable-crashpad (4828)

BIERHR

® man RX— D journalctl, polkit(8). polkitd(8). & & U pcscd(8)

5.3. PC/SC ~®D POLKIT 30 DB HR DR T
TI7AINBMERETIE, polkit BT 7 L—L7 =71, RonBEROAZIv+—FHIOJTITEEFELE

T, ILWIL—ILAEEBIMTSZ&T, PC/SCTOMILEED polkitO /Ty ) —%IRTE X
_a—o

(1} =355
e U RT LI pesclite Ny T—U%AVAMN—ILLTWS,
e pcscd T—EVHEITHTH 3,
¥
1. /etc/polkit-1/rules.d/ 74 L 7 M) —ICHR 7 71 IV AR L ZE T,

I # touch /etc/polkit-1/rules.d/00-test.rules

2. BRULEITA9—TIO740VERELET. UTFICHIZRLET,

I # vi /etc/polkit-1/rules.d/00-test.rules

3 UTOITEHEALEY,

polkit.addRule(function(action, subject) {
if (action.id == "org.debian.pcsc-lite.access_pcsc" ||
action.id == "org.debian.pcsc-lite.access_card") {
polkit.log("action=" + action);
polkit.log("subject=" + subject);
}
i

T774I%ERELT, TFT149—%58TLET,

4. pcsed t—ERXB LU polkit t—EXEBESH L 7,

I # systemctl restart pcscd.service pcscd.socket polkit.service

1. pcscd DERAI) V TA M EER L £ T, 7=& ZIE. Firefox D Web 75 7 —%F<
m. opensc 11249 % pkesii-tool -L #FERH L 9,
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2. IBRAT TV M) —%ZRFLET, UTICHZRLES,
# journalctl -u polkit --since "1 hour ago"
polkitd[1224]: <no filename>:4: action=[Action id='org.debian.pcsc-lite.access_pcsc']

polkitd[1224]: <no filename>:5: subject=[Subject pid=2020481 user=user'
groups=user,wheel,mock,wireshark seat=null session=null local=true active=true]

BIER R

e man R— O polkit(8) & & ' polkitd(8)

5.4. EHEIER

o AT—MA—RADT 7t ZADH4 RedHat 707 Di2E
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EBAVTSA 7V ABLUHEBHER X v v OFA

e

$HeE

FBOERTEAVTSATUVABLIVEHEEER T v ORKA

AVTSATVREEIR, BELLA TV D, AVTSAT VAR O—=IHBEINTWSE TR
TOIL—ILILRE > TWBEDEI AT Z2TOERATY, AV TSATVRARY)Y—iF, AvE1—
T4 VIRETHERAINIVERRELAEETS2EX2 Y 71 —EMRIERELZTT., INEZDIH
BlEF. Fzv I YA MDOEHLERY 7,

AVTSATVARY D—IFHBICE Y KIBICERZ ZEDDHY, A—HBATEVYRATLANERD E
R)Y—DERDZAREIHYTT, R I—F EVXATLOENY, HBICBT2VRATLEEN
ICLYERYFET, hRIRAALEVI NV T7REPEADEHICL>TE, ARIITA X LER
)o—DF v 7 ) AMDPREILR>TEET,

6.1.RHEL ICHIFTREBEIAVTSATVARAY—IL

ROFBEAV T4 TV RAY—I7%FHT S &, Red Hat Enterprise Linux CREICHEMEI AT
TS2ATVREEERITTEZET, DY —ILIE SCAP (Security Content Automation Protocol) 384%&
IKEDWTHY, AV TFATVRR) S —DEEMEICEDE S LD ICEGINTVWET,

SCAP Workbench
scap-workbench /27 4 Al 1—FT 4 )74 —ld, BE—DO—AINIRATFLFRLIF)E—FIR
TALALETCHRESIVBBUERF vV EERTTELDICEKEGFINTVET, TNOHDRAF v &7
ICE DK EFa2 T4 —LER—PDEKRICEFATEET,

OpenSCAP
OpenSCAP 514 75 1) —i&, T % oscap A¥Y RSAva1—F1UFq4—&&HIC. O—N
WORTALATHREAF YV ERBEAF vy VE2ETTHLDICHEGINTVET, INICLY., &
EAVTZATVADAVT VY ERIEL., AF v VB LOFHAEICEOWTLR—IBLVHCI K
EERLET,

HE
OpenSCAP DEARICX EY —HEDOBBIRET SR’ HY FT, Jhilk

Y, 7O ZLDNERFTELEL, BRI 74U ERINABVTEENHY £, 5F
ML, F Ly IR—REEE OpenSCAP DA E ) —HEDEE 2#SB LTIV,

SCAP Security Guide (SSG)
scap-security-guide /Xy 7 — &, Linux Y A7 LAOEFa) 74 —R)—DaAL VP avia
RHLET, COHIFVRIF, £F2) T4 —RICICATIERNLT RN XDHSH DT THE
MINTVWEYT (RAT2EEE. EHEHEGEADY YV IREEFNET), coFOV sy ME, —
MRERRY) O —BHERBEORENA RSAVEDBICHZDF vy THIBHZIEHABMELTYL
i’a—o

Script Check Engine (SCE)

SCAP 7’0 b Q)L D¥ERIEEE TH % SCE 2 FAT % &. HEHEIL Bash. Python. Ruby RED R Y
D REBEFERALTCEF 2T —aVFTUYAEERTE XY, SCE LaR#HAEIX. openscap-
engine-sce /N F— U CIREINE T, SCE BIFIE SCAP ZERBO—EHTIEHY £ A,

BHDY)E— N RATALATHH IV ISA TV RAEEAERTTINELNDH BIHE L. Red Hat Satellite
FH®D OpenSCAP VY 12— a3V %aFETEET,

BIER R

o 27 L ED oscap(8). scap-workbench(8). scap-security-guide(8) man XR—<
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® Red Hat Security Demos: Creating Customized Security Policy Content to Automate Security
Compliance

® Red Hat Security Demos: Defend Yourself with RHEL Security Technologies

® RedHatSatelite DX a)F4—aAVTSA4A TV ADEE

6.2. fe58MER F v

6.2.1. Red Hat Security Advisories OVAL 7 1 — K

Red Hat Enterprise Linux Dt ¥ 1Y) 74 —EEKEE. REFKEX2I) 71 —REHBLFIR
(Security Content Automation Protocol (SCAP)) Z&IC L TWEJ, SCAP &, BIMEINZRE. M
S LUy FOREE., BN AHRHEIY TSATYVAT7IT1ET 14—, LVEFa2)FT1—D
AEICHIG L TWBZENBRHEROTIL—LT—VTT,

SCAP f1#klE, RAF v F—FLRBRIVY—I T4 9 —DEZEIFFRHMLITONTVWARITHE, ¥
TA—AVTVYDHANL KON TERELLINTVWE IOV AT LZERLET, ThiTLY., M
BiE, MALTWREF1) T4 — RV —DEICEFRLRL, EF2 YT —RYS— (SCAPI VT
V) ERRTEDE—ETEAETT,

¥ 271 —REEFEE OVAL (Open Vulnerability Assessment Language) I&. SCAP ICRA R T
HWAVR—RYMNTT, TOMDY—ILPHRITA XINZAY ) TRNEIFERY, OVALIZ, B
ERTYY—Z2DRERREATDARLET, OVAL I—Kid, ZF¥F+F+—EMENS OVALA V9 —7
)& —Y—)LEFERALTEERTINDIEIFRLTHY FHA, OVALLEFTHTH DD, FHES
N2V AT LDRENMBAREBESIND I EEHY TEA,

MBDTRTOSCAP AVR— Y MERKRIC. OVAL IZ XML ICEDWTWE T, SCAP ZEHIRIE (L,
WSODDRFaAXAVIMEREERELE T, CORRIE TN ThELZIBROBHRIEHIN. ERQ
ZEMNICERINET,

RedHat & Zt+a1)74— 2FATSE. RedHat RAAESHFVOSERFICHEARIFT X1 )
T4 —EBEAEITRTCEBILTHABELE T, RedHat hRY T —R—4 I TERBLRNRYy FPoE£a )
FA—T RNNAH1) —AFFRHBELF T, RedHat IEOVAL Ny FEZFAER L THR—ML, ¥V
MHFAREAREXF 2T —TFRNAH Y —%RHLF T,

T2y NTA—L, X"=YaY, BLVCZTOMOERNFRASD/H, RedHat BFREFa ) T4 —IT&
HEEMEOEREEETHEIE. Y — K/N—F7 1 —A42# 9 % Common Vulnerability Scoring System
(CVSS) DR—RA 54 ViHliE ZFLIC—BLTWEHIFTEHY A, LEN>T, H— K=

T4 —HDRETIERTIEARL, RHSAOVAL EEEFRT 2 EAHREINE T,

& RHSAOVAL B I\ =Y LTHIETE, fiLWwEFa 714 =7 KN4 HF1) =3
RedHat h A9 ¥ —R—4 )L CREABEICAR>TH S 1BRERURICEHRINE T,

£ OVAL /Ny FEZIE, RedHat 2F a2 )74 =7 RNAH)—(RHSA) &1 1ICTvyEVY I LTW
F9. RHSA ICIFERDIRBEICH T ZBENEZEFN D70, ZHESEMEE. HBHETEMERERF
(Common Vulnerabilities and Exposures (CVE)) & Z & ICRTFI N, RFEANT T —H R— A DL Y ERT
ADY)VIDBRINET,

RHSAOVAL BFld. YRATLICA VA M—)LEINT WS RPM /Ny & — I THESER/N— 3 v % HEsR
THLIICHREINTVEY, COERIFERTE, Ny F—IDRBVPLRETHEAINLTWVWENED
HNeRDI51RE, ILICHRBTEDLIKTEIENTELY., ZDEHIL. RedHat HRMTZ Y
IhNII7ELVERICHIET 2L ICKEINTWES., y—RX=F 1=V I+ T7D/y FR
BERHT HICIE BMOEEIRUETY,
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EBAVTSA 7V ABLUHEBHER X v v OFA

e

$HeE

ya 13!

Red Hat Insights for Red Hat Enterprise Linux A Y 754 7V AH—EX &, ITEF2a
74 —B&LAY T4 7 REEED Red Hat Enterprise Linux Y A7 LADtEF 1Y)
T4—R)Y—DAVT ATV A%, BER. SLPLR—MT2DICEKEILZE
T, Fleo AVISATVAY—ERUIRATREICSCAP EF 1T 1 —RY S —%1F
MELVEETSHIEHTEIET,

BEEHR

® Red Hat and OVAL compatibility
® Red Hat and CVE compatibility
o HRtEXa)7T4—DHIE D BHNSLITT KA H1) —

® Security Data Metrics

6.22. VAT LDMEHIMHED R F v+ >

oscap AXVY RSAvaA—TFT1)T4—%FEATZE. O—AIYRATLDRAFv Y, REIVTSA
TYRAVT VY DR, BOCILAF v VB LCTHEEZEICLZLR— KN EHTA NOERNFTRET

T, IDA—FT4 )T 14—I& OpenSCAP 4 75)—D7OY IV RELTH—ERERHEL.

ZTOMEEENIEST ZSCAP AV TYYDIA TICEDWTEYa—)b(BH7ax Y M) ILJIL—7L
i-a_o

(1} =355

e openscap-scanner 3 & U bzip2 /Xy 5y —I N4 VA M—=ILINFET,
Fa

. VAT ALAICERHF RHSAOVAL EExA Yo vO—RKRLET,

# wget -O - https://www.redhat.com/security/data/oval/v2/RHEL9/rhel-9.oval.xml.bz2 | bzip2 -
-decompress > rhel-9.oval.xml

2. VAT LDMETEM%E X ¥+ >~ L. vulnerability.html 7 7 1 LICHEREREL T,

I # oscap oval eval --report vulnerability.html rhel-9.oval.xml

i3
qEI-I'l

o BRETSIVY-—THALETT, UTICHZRLET,

I $ firefox vulnerability.html &

BEER

o 27 L ED oscap(8) man R—Y
® RedHat OVAL &%

® OpenSCAP M X E!) —HEDRIE
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6.23. JE— M RATLDHEFHEDRF v~

SSH 7’0 b JJL#RE T oscap-ssh Y — L% {EHA L T, OpenSCAP X ¥+ +—TU E— M R T LD
BHAEFTVvITEET,

(1} =355
e openscap-utils 8LV bzip2 /Ny F—2 i, AF¥ v VIERATEZVRATLICA VAN —ILEN
7,

e !)E— NIRRT AIT openscap-scanner /NY T —IU QA VA R—ILINTWS,

o UE—KNIYRFALATSSHY —NR—HPEFTFTLTWDS,

. VAT ALAICERHF RHSAOVAL EExAY o vO—RKRLET,

# wget -O - https://www.redhat.com/security/data/oval/v2/RHEL9/rhel-9.oval.xml.bz2 | bzip2 -
-decompress > rhel-9.oval.xml

2. UE—MURTLDBEMEERAF v L, BRET7 71 IVIRELET,

I # oscap-ssh <username>@<hostname> <port> oval eval --report <scan-report.htmi> rhel-
9.oval.xml

UFDELDICESHAZET,

e <username>@<hostnames (3, VE— M RATFLDI—HY—ZERANGICBESHTZE
£

o <port>iF, VE—FMNIRFTALILTIVERTESR—MES (f:22) TY,

e <scan-report.html> (X, oscap "R ¥+ VIERARETZ 771 ILETY,

B EfE R
® oscap-ssh(8)
® Red Hat OVAL &%

® OpenSCAP DX E!) —HEDRIE
6.3.BEIAVITSATVRART vV

6.3.1L.RHEL DFZEIV TS5A4T7 VR

BREAVIZFATVARAF v v EFALT. REOHEBTERINTVWEIR— T VICERTEF
T, rcE A, KEBFEHAL TWBIEEIE. & AT L% Operating System Protection Profile
(OSPP) ICEMI &, ZTINWNEBEEDIFEIL. ¥ AT L% Payment Card Industry Data Security
Standard (PCI-DSS) ICERI B R ITNIERSRVWBEERHYE T, REIVTSA TV RRF v U %
EITLT YRATLEF2)T1—%BIETBHIEETEEY,
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EBAVTSA 7V ABLUHEBHER X v v OFA

e

$HeE

RedHat (&, WRIAVKR—RY MEITD RedHat DRXA N TSIV T 14 RICHE>TWBHT28H, SCAP
Security Guide /N r — Y THRH I 11 % Security Content Automation Protocol (SCAP) ¥ 7 VW IC
O E=HWELET,

SCAP Security Guide /Xy 77— (&, SCAP12 8 LUV SCAP 13 RERBICEN T 20TV 2 H#

L 9, openscap scanner 1—7 1 ') 7 1 —I&, SCAP Security Guide /N\v 7 —Y TR#EI N 2
SCAP12 8LUSCAPI13 AV TV YDOEA L HEBMMENHY £,

BREAVISATUVRARF YV AEERFTLTE, YVATLADRERLTWS EIFRY &

SCAP Security Guide 24 — hE, T—9 A MY —=LRF2 XY POERT, BHOTSY b7+ —~4A
DF7OAT77MIVERELET, T—FYRAN)—L4IF, EE. RXRVFIY—2, 7O7714), BLVEX
DIL—=IBEFEFNDZT7AILTT, FIL—ITE, AV T4 7V ADERMYEEGHEZEELE T,
RHEL (., EFa)FT4—R)P—%2FE5EHOTO7 71 IV %RHELEF T, RedHat T—H A M1 —
LITIE, EREEOMIC, KBLAL—ILOBEICEAT 3EREE2FNET,

AVTSATIVRARFT Yy Y Y —RADEE

Data stream

—— xccdf
—— benchmark

—— profile
| p——rule reference

|

|

|

| | L——variable
| F——rule

| —— human readable data
| —— oval reference

——oval —— ocil reference
—— ocil —— cpe reference

L——cpe L—— remediation

707 714 JLi&. OSPP. PCI-DSS. Health Insurance Portability and Accountability Act (HIPAA) % &
DEF1)T4—RIVY—ICEDK—EDIL—ILTT, ThiZLY, EFa Y71 —1RERIQICENT
DI, VAT LZBEITEETEET,

TO774INEZEREGAR) LT, RAT—RORIBEDHEDIN—IVEHRITAXTEET, 70O
774 IVORBDOFMIE. SCAP Workbench 2B LX) 71 —7O7 74 ILDARIIA X
ESRBLTLEIL,

6.3.2. OpenSCAP R & v+ ViER D
OpenSCAP 2 ¥ ¥ VICEAINET—Y A N)—L 707740, BLUVVRATLDIFEFIFERTS

074 — KB LE T, BL—D SREDERIERINZBEIHY T, UTFICEXONERERE
ZOEHOBEEAHBERLES.

Pass

AF¥ v VTR, ZOL—ILEDHENRONMY FHATLE,
Fail

AF¥Y VT, ZOIL—ILEDFREVREINE L,
Not checked
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OpenSCAP IZZ DI —ILOBE#FHTMEERITLERHA. YATADNZDIL—ILICFETERLTWS
DEIDERRBLTLLEIW,

Not applicable
ZDI—ILiF, WAEDOEREICIEERINIEA,
Not selected

ZDI=EZ7O7 74 ILICIEFEEFNFEH A, OpenSCAP [FZDIL—ILAFHEIHE I, HERICZD &
DIIL—ILIFRIINFE A,

Error

AFX v VY TIS—hIRELF LA, ML, --verbose DEVEL # 7> 3 > %A#EL T oscap O
Y RCHRTEEY, RedHat HRY Y —R—4% )L THR—NT—R%EEHKT 5D, Red Hat Jira
DRHEL 7OV b TF7 vy MEERLET,

Unknown
2F v UTFHLAWVKENRELF L, FMIE. --verbose DEVEL # 7> a VA EEL T
oscap AX¥ Y REANTEZFY, RedHat h AT —KR—4% Il THR—NT—REERT S
M. RedHatJira @ RHEL 7Oy x4 b TF47 vy hEERLZET,

633.BXEAVTSAT7VADTAT 74 ILDRR

2F v VELIFBEICTOT7 74V AEFERT R I EERET HIIC. oscapinfotf 7YY RAEFEAL
T, 7O774 )05 —8BRNL. FHAHRBEERTEET,

AR

e openscap-scanner /N 7 — 8 & U scap-security-guide /XY S —I N VA M —=ILINT
w3,

FIR

. SCAP Security Guide 7AY =¥ M RHET 22X YT —aVTS5A4 7R 7A774)L
THEITRER 7 7MILETARTERRLET,

$ Is /usr/share/xml/scap/ssg/content/
ssg-rhel9-ds.xml

2. oscapinfo 7 7YY RAMAL T, BRRLAET YA M) —ALICET2FMBEREERTLE
To T—HRAN)—=LEEL XML 7 7ML, BHEIIC -ds XFEFTRINE Y., Profiles z4
vavTik, FIAEREAETO77M4ILE. ZDOIDDY A NAHERTEET,

$ oscap info /usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml
Profiles:

Title: Australian Cyber Security Centre (ACSC) Essential Eight
Id: xcedf_org.ssgproject.content_profile_e8

Title: Health Insurance Portability and Accountability Act (HIPAA)
Id: xcedf_org.ssgproject.content_profile_hipaa

Title: PCI-DSS v3.2.1 Control Baseline for Red Hat Enterprise Linux 9
Id: xcedf_org.ssgproject.content_profile_pci-dss

3T=IAN)—LT7ANNSTAT7AINERRL, BRLATOT 7 A VICET %EINF
WERTLET, TDRHITIE. oscap info IZ —-profile # 7> 3 v &RE L&IC. BFIDI
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EBAVTSA 7V ABLUHEBHER X v v OFA

e

$HeE

XY ROBATRRIINLID DREDOEIVaVERELE T, L&A HPPATO7 74
JL®D ID I xcedf_org.ssgproject.content_profile_hipaa T. --profile = 7"~ a3 > D&
hipaa T3,

$ oscap info --profile hipaa /usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

Profile
Title: Health Insurance Portability and Accountability Act (HIPAA)

Description: The HIPAA Security Rule establishes U.S. national standards to protect
individuals’ electronic personal health information that is created, received, used, or
maintained by a covered entity.

BIER R

o I 27 L E®D scap-security-guide(8) man R—

® OpenSCAP DX E!) —HEDRIE

634 RHEDR—RAFAVILLBEREIAY T4 7 ¥ 2D

oscap AX Y RZA VY —ILAEFRALT, YRATLFLIFZYE—MN D RATLADBEEDR—ASA VILHE
WMLTUBENED D EHIMTL, EREZLR—MIREFETEET,

(1} =355

e openscap-scanner /N 77— 8 & U scap-security-guide /XY S —I N4 VA M—=ILINT
w3,

o URAFALNENTEUENDHIR—RASAVROTOT7A4ILDIDEZH>TWEIRELNHY X

T, IDERDIFAZICIE, BEIAVTSAT7207O07 74 ILDOFRR I avESRLTL
7230,

FIR

L O—AIYRTFLERF Yy LT, BRLATO7 74 ILADENETML., RFv ViERA
T774IICRELEY,

$ oscap xccdf eval --report <scan-report.html> --profile <profilelD>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

LFDLSICBEEH]AFT,
® <scan-report.html> (X, oscap "R ¥+ VIERAREFETH 771 ILETY,
o <profilelD> (&, ¥ AT LNERNT ZHENHSTOT 74)LID (H: hipaa) TT,
2. 7703V VE-—MRATLERF v LT BRLATOT7 7 A UADEREFML, 2
Frv UBRETTANVIRELEY,

$ oscap-ssh <username>@<hostname> <port> xccdf eval --report <scan-report.html> --
profile <profilelD> /usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml
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UTFDELSICESHAZET,

e <username>@<hostnames (3, VE— M RATFLDI—HY—ZERANGICBEESHTZE
£

o <port>ld. UE— RV RFLICTI/ERATEZK—FEETT,
e <scan-report.html> (£, oscap "R ¥+ VIERARETZ 771 ILETY,
o <profilelD> (&, ¥ R F LHDENT Z2NENHZ 07 74)LID (fl: hipaa) TT,
BaEtEIR
o 27 I ED scap-security-guide(8) man R—

e /usr/share/doc/scap-security-guide/ 7 1 L 7 ') —(Z3 % SCAP Security Guide K= 1 X
vk

e /usr/share/doc/scap-security-guide/guides/ssg-rhel9-guide-index.html - scap-security-
guide-doc /XY 7 —I T4 ¥ A h—JLE N7z Red Hat Enterprise Linux 9 Dt ¥ 2 7 REREH 1
k

® OpenSCAP DX E!) —HEDRIE

6.4. BFEDNR—ASA VICEDLELEY AT LADIEIE

BEDR—RSM VILEDETRHEL Y AT LARBIETE 9, SCAP Security Guide TIR#I N2 7
O774IMCEDETCYATLEBETEEY, FRAELATO7 74D R SNOFEMIZ. ZED Y
TSATADTOT7 74 ILDRSR HZSBLTLEIL,

Digk

&

BIE £+ 7> arvhEMRRETOY AT LAFEEIX. BEICTHOAWE Y AT LD
BER2ICMRDIEELHY T, RedHat I, ¥ 251 —%88IELABETIA
ONAELZEATICRTBFFRIFEHELTVWERA, BEIX. TT7AIMERED
RHEL Y ZFATHIELTWET., 41 VAN —ILRICV AT LDZER L EBEIE.

BEAETFTLTE, RELREX2)FT4—7O7 74 IICERLAEVGEDHY X
E

AR

e scap-security-guide /Ny T —I A A VAR —ILINTW S,

FIR

1. —remediate # 7> 3 vV %EE L/ oscap AX¥ Y RAFRHL TV AT LARBELET,

# oscap xccdf eval --profile <profilelD> --remediate /usr/share/xml/scap/ssg/content/ssg-
rhel9-ds.xml
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EBAVTSA 7V ABLUHEBHER X v v OFA

e

$HeE

<profilelD> (&, ¥ AT LWERT Z2HENHZ 707 74)LID (fl: hipaa) ICEZHLAET,

2. VAT LEBEHLEY,

i
EI-I;

L YRTFADNTOT77AIICHER L TVWEHNEI D ETMEL., RF v VERET7 71 IILICREEL
i-g_o

$ oscap xccdf eval --report <scan-report.html> --profile <profilelD>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

DUTFDESICBEESHMAZET,
e <scan-report.html> (£, oscap "R ¥+ VIERARETZ 771 ILETY,

e <profilelD> (&, ¥ R F LAHDENT Z2NENHZ 07 74 )L ID (. hipaa) TT,

BEER

o I 27 L _ED scap-security-guide(8) & & U oscap(8) D man R—<

6.5.SSG ANSIBLE PLAYBOOK =R LR EDR—RX T M4 VICEht
AT LDIBIE
SCAP Security Guide 7O Y £ 4 b ® Ansible Playbook 7 7 1 LA L T, HEDR—ZASM VILE

HDETYRTLEBIETEE T, SCAP Security Guide ICL > TIREINZIRTOTOT 71 ILILE
DETEBETEZET,

Digk

&

Remediate # 7> 3 U AERMABARETO Y A7 LT AIX. BEEICThABWE TR
F LD KBERLICMEZIFEDHY FT, RedHatld, EFXF2 YT 14 —%38{ELIE
ECHMAONAZREATICRET BEFRIIRHLTVWERA, BEIZ. 7406
BREDRHEL Y AT ALATHRIGLTWET, 41 VAN —IRICZ AT LANEBR LS
BlE. BEEERTLTE, BREREFA) T4 =707 74 VICERLRBRWGZGED
HYFET,

AR
e scap-security-guide /Ny S —I A A VAR —ILINTW S,

e ansible-core /XY T —IUDNA VR MN—=JILINTWD, FillE. Ansible 1 VA M—ILAA K %
BRBLTLEIL,

e rhc-worker-playbook /Xy 5 —I A VA M—ILINTWS,
o VAFLDBEIMFEATEIOT774ILDIDIbHMN>TWDS, FMllik, ZEIVTS5A4T7 VAR
D7OT77A4ILDFRR ESRLTLEIL,
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FIE
. Ansible Z#FR LT, BIRLATO7 7 M IIVICERTEELIICVRTLAEBELET,

# ANSIBLE_COLLECTIONS_PATH=/usr/share/rhc-worker-
playbook/ansible/collections/ansible_collections/ ansible-playbook -i "localhost," -¢ local
/usr/share/scap-security-guide/ansible/rhel9-playbook-<profilelD>.yml

Z MY RNT Playbook #3179 %Il(Z. ANSIBLE_COLLECTIONS_PATH IRIEZH N E
TY,

<profilelD> (&, BRLATO774 00707714V IDICEBEHBAZET,

2. VAT LEBEHLEY,

o UZRFLMBIRLAETO7 7AIVICERL TWELNEI DAL, RE¥xv U ERET 714
ICRELET,

# oscap xccdf eval --profile <profilelD> --report <scan-report.html>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

<scan-report.html> (&, oscap "X ¥ v VIERZRET D77 M IIVRAICEZSHZ T,

B EfE R
o I 27 L ED scap-security-guide(8) & U oscap(8) M man R—

® Ansible Documentation

6.6. VAT LEBEDR—AS A VICEbE 2 =6HDEER ANSIBLE
PLAYBOOK D{EEK

VAT LERFEDR—XAZA VICEDEZDICBEREBEDH % EEL Ansible Playbook Z {ER T X X
o ZDPlaybook [, TTITHEINTVWEREHZEATWRWED, INITT, Playbook ZER L
TH, YVATLAR—PEEINI A, JITRH, BRTERATZ7ODI7 7M1 IV 2%/ HLIFTY,

pa 3

RHEL 9 Tl&. Ansible Engine (&, #ARAHEY 1 —ILD &% ST ansible-core /X
T—IICBEIEAONE L, Ansible BEDZ <&, community ALY avELT
Portable Operating System Interface (POSIX) AL 2> a v DEYVa—IAFERTE &
ICERLTLAEIWY, ZhIFBAHFRAHAEY1—LICEEFRTWEEA, JOHEIL.
Bash {18 % Ansible EEDHRH Y ICFEATE F 9, RHEL 9.0 M Red Hat Connector I
I&. 118 Playbook % Ansible Core THEEE T 27 DICIMEZ: Ansible EV 2 —ILH'EE N
TWET,

([} =355
e scap-security-guide /Ny T —I A A VAR —ILINTW S,

e ansible-core /XYy —IUDNA VR MN—=JILINTWD, FillE. Ansible 1 VA M—IJLAA K %
BRBLTLLEIL,
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FIR

&
qEI-I'l

FEERJEFAV IS4 7V RABIURBHER+ v > OFE

e

rhc-worker-playbook /Xy r—I D4 VXA =)L I N TW3,

AT LADBEIFERTZ 7077410 IDAHLNA>TWDS, Fillld, FEIVTS5A4T7 VR
DTOT774ILDFRER EZSRBLTLLEIW,

VAT LERAF vV L THRZRELET,

# oscap xccdf eval --profile <profilelD> --results <profile-results.xml>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

BREIEEFNDZT77M4ILT, BRIDDEERDIFTET,

I # oscap info <profile-results.xml>

2Ty I TERINGET 74 ILICEDWT Ansible Playbook 4 L £ 9,

# oscap xccdf generate fix --fix-type ansible --result-id xccdf_org.open-
scap_testresult_xccdf_org.ssgproject.content_profile_<profilelD> --output <profile-
remediations.yml> <profile-results.xml>

£ I /o <profile-remediations.yml> 7 7 1 JLIZ, 27 v 1 TERITLAZAF v+ TREL
ToIL—IVIZX T % Ansible BIEDEEFNTWH I & 2R L T,

Ansible AL T, BIRLATOT77MIVICENT LIV RTLAEBELET,
# ANSIBLE_COLLECTIONS_ PATH=/usr/share/rhc-worker-

playbook/ansible/collections/ansible_collections/ ansible-playbook -i "localhost," -c local
<profile-remediations.yml>

Z MDY KT Playbook #22179 % (C(E. ANSIBLE_COLLECTIONS_PATH IRIEZH AL E
<7,

Digk

==
[=]

Remediate + 7> 3 Y HAEWRRETOD Y A7 LFE ML, BEEICITHAEWV

EVRATLDKEELRLICEBIGENHY £9, RedHat lF, %)
FA—N—RZVIEEDBEICE > TITbNEETEABFNICTICRT
FEFREBELTOWERA, BEIK. 774 MREDRHEL ¥ A7 ALTX
IBLTWET, 1 VA M=IVEBILY AT ALADNERLLGEIE. BEAET
LTH, MEREXF2Y T4 —TO7 74 ILICERLBWGEDLHY F
ERS

VATFLADNBIRLAZTOT7 7AIIICER L TWBEHNEI I EEML, AxF v VERE 7741
ICRELET,
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# oscap xccdf eval --profile <profilelD> --report <scan-report.html>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

<scan-report.html> (&, oscap "X ¥ v VIERZRET D77 M IILRAICEZSHZ T,

BIER R

o I 27 L _ED scap-security-guide(8) & U oscap(8) M man R—

® Ansible Documentation

6.7.%8TT7 ) r—>a VA BETDZHODBASHRA V) 7 NDEK

COFIEAFHALT, YATLEHIPAALREDEXF 1) T4 —7OT7 74 I ERAETZEBEELEED
Bash 22 ) 7 hAEMLET., ROFIETIE., YATALICEREAMADZERL, BOTTY r—
avBAIRI7ANEEET B ALEERBALET,

AR

FIR

e RHEL ¥ X7 AIT. scap-security-guide /Xy 77— Nf VA h—J)LINTW3,

.oscap AV Y RAFALTYRTLEZRF vV L, BREXML 7 74 ILILIRELE T, UTF

DPITIE. oscap |F hipaa 7O 7 7 A IWICH L T AT LEZFHEL £,

# oscap xccdf eval --profile hipaa --results <hipaa-results.xml>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

. ERIAEFNB T 7AMILT, BREDDEERDITET,

I # oscap info <hipaa-results.xmi>

CFIE1TERINIEZRER 7 7AILICETDWTBash 22 ) T hE4ERLET,

# oscap xccdf generate fix --fix-type bash --result-id <xccdf_org.open-
scap_testresult_xccdf_org.ssgproject.content_profile_hipaa> --output <hipaa-
remediations.sh> <hipaa-results.xml>

. <hipaa-remediations.sh> 7 7 1 JLICIE, FIE1 TEFTINLRAF v+ VARIZKBLIZIL—ILOD

BEIEENFT, COERINLT7AIVEHRELLEL, ZOT77A4ILEBLETALI b
I) —AT. ./<hipaa-remediations.sh> <Y Y RAFRALTCI7 71 LA BETEET,

BEVDOTHFIANIT 49 —T, FIR1TEITLERAF v+ Y TERELEIL—IL D <hipaa-
remediations.sh> 7 7 1 JLICEFEFNTWB I & &2MEELE T,

BIER R
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6.8.SCAP WORKBENCH 2R LA RYLT7AT7 74 I T RATLDR
Fy

SCAP Workbench (scap-workbench) /Xy 5 — (37274« ANI—FT 4 ) T4 —T. 1650O—AHI
VRATLFERERVE- PN RATLATERERF vV ERBHEIF v v ERITL, Y RATLOEBEEZETL
T, AF v VIHEICE DK LR—bE2ERLET, oscap IV R4 vaA—FT4 )71 —EDHE
I&. SCAP Workbench ICISREBIALHEEE LMW T &ISEE L TL A IV, SCAP Workbench i,
T—YAN)—LT77AIVOHATEX2) T4 —AVTUYENELET,

6.8.1. SCAP Workbench 2L AT LD R F v U B L TEE
BIRLEEF 1) T4 —RYSY— IR LTV AT ARTET 21013, UTOFIBICHVE S,

AR

e scap-workbench /Xy 5 —I BN AF LA VA M—=)ILINTWS,

FIR

1. GNOME Classic 7 27 b v 7#&iEHN 5 SCAP Workbench % 32179 % (C1E. Super — %1
LT7971ET71—DOHE %5 X. scap-workbench * AZ LT Enter2#L 9., £k
iE, ROAT Y RAEEFLET,

I $ scap-workbench &

2. MFox7yavondnhraFERLTEFa T4 —RYS—%BRLET,

e BHIEY 14~ KD Load Content /K% ~
® Open content from SCAP Security Guide

e File X —21—® Open Other Content T, XCCDF, SCAPRPM, FZX&IET—4% A MY —LA
T77ANLDET7AIVERELET,

Open SCAP Security Guide X

SCAP Security Guide was found installed on this machine.

The content provided by SCAP Security Guide allows you to quickly
scan your machine according to well stablished security baselines.

Also, these guides are a good starting point if you'd like to

customize a policy or profile for your own needs.
Select one of the default guides to load, or select Other SCAP
Content option to load your own content.

SECU RITY GUIDE Select content to load: RHEL9 v

Close SCAP Workbench Load Content

3. Remediate F T v V7 Ry Y A%&BIRLT. YATLREDEHFHEBEEITOIENTEET, 2
DA T arvaEAMICTBE, SCAP Workbench i, R Y—ICLYERAIhZ X2
TA—I—IRHS T RATLAREDEER4HAE T, 2OTOCRIE, YRATLRF v VB
ICKBL-BEEF v VA BETZ2HENHYET,
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==
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BE 47> arvhAMRRETOY AT AL, EEICThbRVWEY R
TLADEBERRICKEDBEDHY £F, RedHat ld, EF¥al) 714 —%54
{ELIBETMAONAZER2TICR T BEIFERIFRELTULWEEA, B
BlEx., 774N IMEREDRHEL VAT ATHBRLTWEYS, 1 VA M=JL
BRICVZATLDNEB LGSR, BEEZETLTHE, BERQEFX2Y
TA—7TO7 74 IIERLBWNGELHY £T,

4, Scan’ R VAV Yw oL, BIRLA7OT77A4ILTYRTLARAF Yy LET,

ss5g-rhel9-ds.xml - SCAP Workbench X
File Help
Title Guide to the Secure Configuration of Red Hat Enterprise Linux 9
Customization | None selected hd
Profile PCI-DS5v3.2.1 Control Baseline for Red Hat Enterprise Linux 9 (121) - Customize
Target o Local Machine Remote Machine (over SSH)
Rules  Expandall |

» Verify Group Who Owns shadow File

* Verify User Who Owns group File

* Verify User Who Owns passwd File

» Verify User Who Owns shadow File

* Verify Permissions on group File

* Verify Permissions on passwd File

* Verify Permissions on shadow File

* The Chronyd service is enabled

* Aremote time server for Chrony is configured

» Distribute the SSH Server configuration to multiple files in a config directory.

100% (121 results, 121 rules selected)

» Enable Smartcards in SSSD

Clear Save Results ¥ || Generate remediation role ¥ | Show Report

Processing has been finished!

CAF v UERAE XCCDF 774, ARF 7740, E2IEHTML 72 71 LD TRET BIC

i¥. Save Results IV RRY V2% ") v LEF, HTML Report + 7> 3 ¥ %8R L T,
2F¥F vV LR—ME, N\BEHIPHUGHETEIHATER LTI, XCCOF HRB L UARF (T—4 R
M) —s)Fid. BINOBEELEICEL TWET, 3204 T2 a VIFTRTRYIRELEIRT
TEY,

ERR—ADBEEITFAIVICTIAR—NTBICIE. Ry T7 v T A=Z21—0D Generate

remediation role Z{#H L 7,
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6.8.2. SCAP Workbench 2B L7=E* 25T 41— 07 74ILDHRAITA X

X2 T4 —TOT77AINVENRITA T BITIE. BFEDIL—IL (RRAT—RDTR/NMREE) DN
A—8—%ZBEL, BIOAETCHRET 2 —ILZHIFRL, BINOIL—ILZRBRLTRHRERY >—%=X
BTEXFET, 7OT7 7ML EARIIAILTHLWIL—ILOERIETEEH A,

LTFDFIETIL. SCAP Workbench #FH L T7O7 7ML EHRAY <A X (%) LET, oscap 3
RYRSAA—FT 4 VT4 —TERTIEIICHRIRAALETO7 74V ERETZIEETE
i’a—o

AR

e scap-workbench /Xy 5 —I BN AF LA VA M—=I)ILINTWS,

FIR

1. SCAP Workbench #3217 L. Open content from SCAP Security Guide % 7z /& File X =1 —
@ Open Other Content 2 AL THRAIX A X932 7O07 71 LA RIRLET,

2. BRLAEF 2V T4 —7O7 714V EREICG U THEY %ICIE,. Customize Ry V% 4
Jw o LET,
ZhICEY, TOT—FRAN)—LT7 74V EZEFEETICHEEERIATVWS 07714 %
EETCEDZHLVWARITA XDV ROPHAESEST, HHILWIOT7 714 ID%EERLET,

Customize Profile x

Choose the ID of your profile.

Warning: Choose it wisely. It cannot be changed later and may be required if you choose to
use command line tools or various integrations of OpenSCAP.

The |ID has to have a format of "xccdf_{reverse DNS}_profile_{rest of the ID}.
For example "xccdf_org.mycorporation_profile_server”.

New Profile ID | xccdf_org.ssgproject.content_profile_ospp_customized

Cancel OK

3. MBI —TICD SN —ILERE DY —EEaFEHT 5H. Search 71 —JL KAEFERAL
TEFETZIL—IERELET,

4. W) —EEDODF v IRy U A&EFEALT= include JL—ILF 7=1F exclude JL—JL, FIFHE
IKIHKCTIL—ILDEEAZELET,
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Customizing "[DRAFT] Protection Profile for General Purpose Operating Systems [CUSTOMIZED]" X

. 1}
8 ¢ Undo History Select All  Deselect All Password Guality Search | Showing match 1 out of 4 total found.

D Lock Accounts After Failed Password Attempts Selected ltem Properties o x
D Configure the root Account for Failed Password Attempts Title | minlen ‘
D Enforce pam_faillock for Local Accounts Only D | _content_value_var_password_pam_minlen ‘

D Set Interval For Counting Failed Password Attempts e | xeedf-value ‘

D Set Lockout Time for Failed Password Attempts
Modify Value

Only takes effect when this profile is used for evaluation.

- n Set Password Quality Requirements
Set Password Quality Requirements, if using...

18 ¥ | (number)
- : Set Password Quality Requirements with pam_pwquality
(;x deredit Description
& . Minimum number of characters in password
@K dictcheck
¢ difok
;;K leredit

;;K maxclassrepeat
;;K maxrepeat

;;K minclass
* Eminlen
;;K ocredit
% retry
- Affects Rules
% ucredit
* Ensure PAM Enforces Password Requirements -
Minimum Length
Delete profile Cancel OK

5 OKES V&Y Yy o LTERARELET,
6. ZENBAXGIICRET 510 UFOWFhADT 7o a v 2EALET.

e File X —1—® Save Customization Only ZffH L T, ARXR4 <14 X7 74 L& IEREF
l./i_a_o

o File X=—a1—Save All z:ZIRL T, IRTCOEFa)F—aVv7FrvVeE—EIRELZE
_a_o
Into a directory &+ 7’2 3 >~ % 3®IR§ % &. SCAP Workbench i, T—% AN —LT 7
ANBELVAREITAXT7AIVDOEEZ, HELLGMICKELE T, ThidNy
TyFYYa—avE LTHERTEET,

As RPM #* 7> 3 v %32iR4 2% &, SCAP Workbench (. T—% AN —LT774), &2
SMICHRIIA XTI 7AIVEEL RPM Ry S —I DIEFR IR TEE T, hid. Y
E—FMTCRFY VY TERVWIRATALICEF2Y T —aV T VYRGB LEY., AL
BOEDICAVT VY EERET 2DICEMTT,
7. SCAP Workbench (2, h R4 A4 X L7707 71 ILAEITDIERR—XDBIEICH R L TW
MWz, oscap AV R4 Y1—FT4YT4—CIVRAR—MLEBEZFEALZET,

6.8.3. BEIFHR

o I 25 I E®D scap-workbench(8) man R—<

e scap-workbench /Xy r — U TRt I 1 5 /usr/share/doc/scap-
workbench/user_manual.html 7 7 1 )l

® Deploy customized SCAP policies with Satellite 6.x (Red Hat 7L v ¥ RXR—2XQ)

54


https://access.redhat.com/solutions/2377951

EBAVTSA 7V ABLUHEBHER X v v OFA

e

$HeE

6.9. 1 VAN—IVERICEF2VT4+—TOT77MIVICENTEZS AT LD
TF7O04 X b

OpenSCAP 24 — M &AL T, 41 YA M= 7OERXDERIC. OSPP ¥ PCI-DSS. HIPAA 7’0
T7ANBREDEF 1) T4 —TOT7AIICENT D RHEL VR T LT OATEET, DT

A4 XY NAEEFERATZ2E. BERVY T E2FERALTERTHEATERVWVEEDIL —IL (/YR T7—FR
DBEEN—T 42 a VDI —ILARE) ZBHATEET,

6.9.1. Server with GUI E B WO 7 7 1)L

SCAP Security Guide D—E & L TIREI N2 —EDtEFX 1) 74 —7FO7 7 1 JLIE. Server with
GUIR—ZZBEBICEFNRIRNNy r—Yy NEEEELRAHY FHA, LEDN T, ROWVWTHHD
TOT77AIIICENT EZORTLEA VA N—ILT BIHEIE. Server with GUI A 8IR L AW TLK X
Uy,

#6.1Server with GUI & HE#ftf W TO7 7ML

o774 1D HH

o774 4E

[KZ 7 h]CIS Red Hat
Enterprise Linux 9

xccdf_org.ssgprojec  /Xv 4 —< xorg-x11-

t.content_profile_cis
Benchmark for Level 2 -
Server

server-Xorg. xorg-
x11-server-
common. xorg-x11-

server-utils. xorg-
x11-server-Xwayland
(&, Server with GUI
Nylr—I%y hO—H1B
LSERANE 2l )
HIBR T 2EDH Y X
ERS

[ K27 F]CIS Red Hat
Enterprise Linux 9
Benchmark for Level 1-
Server

xccdf_org.ssgprojec
t.content_profile_cis
_server_I1

Ny ir—< xorg-x11-
server-Xorg. xorg-
x11-server-
common. xorg-x11-
server-utils. xorg-
x11-server-Xwayland
(&, Server with GUI
Nylr—Ity hO—E
T, RYD—ITLY
HIBR T 2EDHY &
ER
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To7740% 70774 1D bid::] yz 53]
DISA STIG for Red Hat xccdf_org.ssgprojec  /%v 4 —< xorg-x11- RHEL ¥ X7 L% DISA
Enterprise Linux 9 t.content_profile_sti server-Xorg. xorg- STIG IZ#EH#L L 7=Server
g x11-server- withGUI & L TA VR
common, xorg-x11- N—JL9 BICIE. DISA
server_utils\ xorg_ STIG With GUI 7°|:| 7 7
AIVEFERATEEY

x11-server-Xwayland
(&, Server with GUI
Ny r—I+y hO—ER
T, RUS—It&Y
HIBR T 2EDH Y &
ERS

(BZ#1648162)

6.92. 7774 ANA VA M=V EFRLER—RF A VEHD RHEL ¥ R T LDT 7
BA X2 b

COFIEEFEALT. FEDR—RAFAVICEDEALRHEL YA F7 %7704 LET., ZOHITIE,
OSPP (Protection Profile for General Purpose Operating System) Zf#H L £ 7,

Digk

H
[=]

SCAP Security Guide D—2 & L TIREI N2 —HDEF2 )74 —TO7 714 )L

. Serverwith GUIR—RBEBICEFNBIE/Nv - r— vy NEEBEMELH Y
FtH A, FMIE. GUH—N—CEHREDOAWTOT 7ML Z2SBLTLEIW,

Gl s
o S 74ANAVRAN—=ITOVSLTYRATLEREHL TS, OSCAP Anaconda 7 K#
VWA VISITATRTFFRANDADA VA M=I)LEYR—FMLTWREWZ EIFELTK
72T,

o MVAM—IBMEERmEFAWVNTWNS,

FIR

LAYAM—IBEBHEHCT, YVZ2hIT708RR 27y I LFET, V72O 70RR BE
MPETET,

2. R=ZAFF RA VT, Y—NR—BREZERLTT, X—RFEFEEF, 1DLFBRTEIT,

33T =2V )y I LTHREZERL, A VA IBEBEERICREY 7.
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4. OSPP (ZI&. EWNT D2UENDDIBBIS/N—T 142 aVREBEDNH DT
&. /boot. /home. /var. /tmp. /var/llog. /vartmp. & & U /var/log/audit iZZhEt/{—
Ta4avaEFERLET,

5. EFXaVFT4—RYS—%0Yv o LET, EXaVT1—RY—EBEIHAIZET,

6. YVATLTEXF AT A —RIY—ZFMITBICE, EFa) T4 —RY>—0#EH %2 ON
KUY EZAFT,

7. 7’07 71 JLRA > T Protection Profile for General Purpose Operating Systems 7’07 7
1IVEBRLET,

8. 7OA77MINDER A7) v I L TRIREEELE T,

9. HE FERICEKRI N % Changes that were done or need to be done DZEFEA#HEL £9, *%
YOFBEREEZTT LET,

10. VS5 744 VA MN=)ILTOERERTLET,

R

T274ANWAVZAN=UNTOTILIE. A VAN—IVIZRIT D&, /G 2
FYIRI—bT 742 BEMICEK L £T, /root/anaconda-ks.cfg 7 7 1
IWEFEALT, OSPP MDY R T LEBEHIIA VA M—ILTEET,

o (VAN —IIRTEBILVATLDBEDRAT—YRAEMRET ZICE., PATLEBEHL TH
LWAFvyUAaREKBLET,

# oscap xccdf eval --profile ospp --report eval_postinstall_report.html
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

RS IR
o FHN—FT42aVDERE
693. XV I RI—MAEFHLER—ZASA4 VENMDRHEL Y AT LDFFOA4 XV b

BEDR—RAFZA VICER LA RHEL Y AT L% 7704 TEXEYd, ZDHITIE. OSPP (Protection
Profile for General Purpose Operating System) Zf#H L &7,

=S5

e RHEL 9 ¥ X7 AIC. scap-security-guide /Xy 57— N/ VA h—J)LINTWB,

FIR

1. ¥v X% — K7 74l /usrishare/scap-security-guide/kickstart/ssg-rhel9-ospp-ks.cfg
, BRLEITA9—THETET,

2. REBHEW/ILTLOIC, R=TAYaVREAFT—LZEHLEY, OSPP ICHERT SIS

I&. /boot. /home. /var. /tmp. /var/log. /varitmp. & & T /var/log/audit DERID/N—F 1
aAVERFIDMENHYET, XN—FT 423 VDHA ADAEETEIENTEET,
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3. FVIRY—NEFEALZEEA VA M—ILDOZET OHRBAICK>T, FYIRIY—KM VR
I\_)l/%sﬁﬁf:—l\bi_a—o

BE
FYIRY—RNT7AIDI/INRAT— RKTlE, OSPP DEHIPHERINTVWEE A,

B®EE
o (VAN —IRTEBILVATLDREDRAT—YRAEMRET ZITE,. YATLEBEHL TH
LWRF+ VARBLET,

# oscap xccdf eval --profile ospp --report eval_postinstall_report.html
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

BIER R

® OSCAP Anaconda Add-on

o XYy IRHA—FDIAIXVYRELUVA T3 >DY) 7 7L > R:%addon org_fedora_oscap

610. AVTFF—BLVAVTF—A A=V DfEFHEHRAF v >
UTOFEZFERALT, JvFF—FE a5 —AX—C0tFa) 571 —EEEZREL XTI,

([} =355
e openscap-utils B LV bzip2 /Xy 5 —I N VA M=ILEINET,

FIR

2T LICEHFTRHSAOVAL EHEAY o vO—RKLET,

[

# wget -O - https://www.redhat.com/security/data/oval/v2/RHEL9/rhel-9.oval.xml.bz2 | bzip2 -
-decompress > rhel-9.oval.xml

2. 3

VTFF—FREAVTF—AX—YDIDERELET, UTFICAERLET,
# podman images

REPOSITORY TAG IMAGE ID CREATED SIZE
registry.access.redhat.com/ubi9/ubi latest 096cae65a207 7 weeks ago 239 MB

3. AT F—FLEAVTF—AA—ITHEMEZZXF*+ > L. ¥ER% vulnerability.html 7 7
1TIVICRFELEY,

I # oscap-podman 096cae65a207 oval eval --report vulnerability.html rhel-9.oval.xml

oscap-podman I <~ RIiCI& root RN ET, IV TFT—DID FHHDBIETHB Z &I
FRELTLLEI Y,
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https://www.open-scap.org/tools/oscap-anaconda-addon/
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N

FEERJEFAV IS4 7V RABIURBHER+ v > OFE

o BRETIUVY-—THRALETT, UTICHZRLET,

I $ firefox vulnerability.html &

BEEER
o F¥HflL. oscap-podman(8) & & U oscap(8) D man R—Y ASHRL T LI,

BNBFEDR—RFZA VEFALLAYTF—FLEaAVYTF—A A=
DEFa1YTFT4—3VT 547> ZADFH
AT FH—FEaAryTF+H—4 A=A, Operating System Protection Profile (OSPP)., Payment

Card Industry Data Security Standard (PCI-DSS). Health Insurance Portability and Accountability Act
(HIPAA) M EDRFEDEF 2 ) T4 —R=ZAFA VIZERL TVWEINEI D EFMTEET,

[} =355
e openscap-utils /N o — & & U scap-security-guide /Ny 5 —I A VA M—=)LI TV
%,

o VAT LADroot 7V ERIELRHY XY,

Flia
L AVTFF—FEaVvsF+t—aX—=YDIDAERDITEY,
|

a. AVTF—DIDZRDF3ICIE, podmanps-ad~Y Y RE=ANLET,

b. AYTFF—AA—=JDIDZRDIF%ICIE. podmanimages IY¥Y REZAALZXT,

9l

2. AVTFF—FHWEAVTF—AXA=IUQTAT7 74 IICER L TWEHNE I N EFTML, R
Ty URBRE I FAIICIRELET,

# oscap-podman <ID> xccdf eval --report <scan-report.html> --profile <profilelD>
/usr/share/xml/scap/ssg/content/ssg-rhel9-ds.xml

LTFDESICBEESH]AZET,
o <ID> (3, AvFF+—F/AFAVTF—AA—=YDIDTY,
e <scan-report.html> (£, oscap "R ¥+ VIERARETE 771 ILETY,

o <profilelD> (&, ¥ AT LNENT ZHENH S TO7 74)LID (f: hipaa. ospp. pci-
dss) TY,

REE
o BRETSIVY-—THRALETT, UTICHZRLET,

I $ firefox <scan-report.html> &
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notapplicable & ¥ — 7 I N7c)b—JLid, R7AXAIILELITREBIES AT LIZOHBEA I
N, AVTF—FLEAVTFTF—AA=2IKEERINIEE A,

BIER R

e oscap-podman(8) & & U* scap-security-guide(8) @ man R—/,

e /usr/share/doc/scap-security-guide/ 714 L 7 b ') —,

6.12.RHEL 9 TH/R— hXIh 3 SCAP SECURITY GUIDE 707 7 1 JL

RHEL DEFEDY A F+—) ) —ATERMHBEINB SCAP AV T UYREIFAEFERALTLEIWN, Zhid.,
N=RZVJIAET2AVR—F YV M LWEBETER INS &’ HELHTY, SCAPAVT
UYIE, COBEFHFAERMITBZLIICEREINTI TN, UgION—Va v EFEBRERH B EIERY £+

A’O

pa

oscapinfo AY Y R&EHT 2 &, Y RATALICA VA M—=)LEI N T3 scap-security-
guide RPM D/N\N—2 3 VICAET EREZMECTIZF T, #Flid. FEI VT4 T7 >
ADTOAT77AIDRER ZSRLTIEIL,

LLTFDORTIE, RHELO CHRE#I D O 7q)LE, 7OT77AIIDPBEETERI—DN—V 3y

EEATLTWET,

6.2 RHEL 10.0 THR— b ¥ T % SCAP Security Guide 7O7 7 1 JL

o774 4E

JOo774J) 1D

Security of Information Systems
(ANSSI) BP-028 Enhanced Level

French National Agency for the
Security of Information Systems
(ANSSI) BP-028 High Level

French National Agency for the
Security of Information Systems
(ANSSI) BP-028 Intermediary
Level

French National Agency for the
Security of Information Systems
(ANSSI) BP-028 Minimal Level

CCN Red Hat Enterprise Linux 9 -
Advanced
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xccdf_org.ssgproject.conten
t_profile_anssi_bp28_interm
ediary

xccdf_org.ssgproject.conten
t_profile_anssi_bp28_ minim
al

xccdf_org.ssgproject.conten
t_profile_ccn_advanced
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CCN Red Hat Enterprise Linux 9 -
Basic

CCN Red Hat Enterprise Linux 9 -
Intermediate

CIS Red Hat Enterprise Linux 9
Benchmark for Level 2 - Server

CIS Red Hat Enterprise Linux 9
Benchmark for Level 1- Server

CIS Red Hat Enterprise Linux 9
Benchmark for Level 1-
Workstation

CIS Red Hat Enterprise Linux 9
Benchmark for Level 2 -
Workstation

[ K2 7 ] Unclassified
Information in Non-federal
Information Systems and
Organizations (NIST 800-171)

Australian Cyber Security Centre
(ACSC) Essential Eight

Health Insurance Portability and
Accountability Act (HIPAA)

Australian Cyber Security Centre
(ACSC) ISM Official

Protection Profile for General
Purpose Operating Systems

PCI-DSS v3.2.1 Control Baseline
for Red Hat Enterprise Linux 9

The Defense Information Systems
Agency Security Technical
Implementation Guide (DISA
STIG) for Red Hat Enterprise
Linux 9

I
()]
1
e

7O774J) 1D

xccdf_org.ssgproject.conten
t_profile_ccn_basic

xccdf_org.ssgproject.conten
t_profile_ccn_intermediate

xccdf_org.ssgproject.conten
t_profile_cis

xccdf_org.ssgproject.conten
t_profile_cis_server_I1

xccdf_org.ssgproject.conten
t_profile_cis_workstation_I1

xccdf_org.ssgproject.conten
t_profile_cis_workstation_I2

xccdf_org.ssgproject.conten
t_profile_cui

xccdf_org.ssgproject.conten
t_profile_e8

xccdf_org.ssgproject.conten
t_profile_hipaa

xccdf_org.ssgproject.conten
t_profile_ism_o

xccdf_org.ssgproject.conten
t_profile_ospp

xccdf_org.ssgproject.conten
t_profile_pci-dss

xccdf_org.ssgproject.conten
t_profile_stig

RY>—nR—I3>

2022-10

2022-10

2.0.0

2.0.0

2.0.0

2.0.0

r2

N=I 3 UiFRL

N=I 3 iR L

N=I 3 iR L
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The Defense Information Systems
Agency Security Technical
Implementation Guide (DISA
STIG) with GUI for Red Hat
Enterprise Linux 9

Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k

7O774J) 1D

xccdf_org.ssgproject.conten
t_profile_stig_gui

RY S —iR—

V2R3

#6.3 RHEL 9.5 CTHiR— b ¥t % SCAP Security Guide 7O 7 7 {1 JL

o774 4E

Security of Information Systems
(ANSSI) BP-028 Enhanced Level

French National Agency for the
Security of Information Systems
(ANSSI) BP-028 High Level

French National Agency for the
Security of Information Systems
(ANSSI) BP-028 Intermediary
Level

French National Agency for the
Security of Information Systems
(ANSSI) BP-028 Minimal Level

CCN Red Hat Enterprise Linux 9 -
Advanced

CCN Red Hat Enterprise Linux 9 -
Basic

CCN Red Hat Enterprise Linux 9 -
Intermediate

CIS Red Hat Enterprise Linux 9
Benchmark for Level 2 - Server

CIS Red Hat Enterprise Linux 9
Benchmark for Level 1- Server

CIS Red Hat Enterprise Linux 9
Benchmark for Level 1-
Workstation

o774 1D

xccdf_org.ssgproject.conten
t_profile_anssi_bp28_enhan
ced

xccdf_org.ssgproject.conten
t_profile_anssi_bp28_high

xccdf_org.ssgproject.conten
t_profile_anssi_bp28_interm
ediary

xccdf_org.ssgproject.conten
t_profile_anssi_bp28_ minim
al

xccdf_org.ssgproject.conten
t_profile_ccn_advanced

xccdf_org.ssgproject.conten
t_profile_ccn_basic

xccdf_org.ssgproject.conten
t_profile_ccn_intermediate

xccdf_org.ssgproject.conten
t_profile_cis

xccdf_org.ssgproject.conten
t_profile_cis_server_I1

xccdf_org.ssgproject.conten
t_profile_cis_workstation_I1

RY S —R—

20

2022-10

2022-10

2022-10

2.0.0

2.0.0

2.0.0

vav



o774 %E

CIS Red Hat Enterprise Linux 9
Benchmark for Level 2 -
Workstation

[ K2 7 ] Unclassified
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BIXNET,

MITRE OVAL - ZMDR—Y TlE, MITRE corporation 2'12#t9 % OVALBEED 7OY =7 kA
BAINTWET, OVAL DEEEIER. & AIXOVAL EE. HFICH45 OVAL ERHLAE
INZOVALOAVTVYYDYRY MY —2HY F£F, RHEL DA F + ~IZIE,. Red Hat H¥if#
TB5OVALCVE AV T UV %EHERTHIIENHEREINTET,

Red Hat Satellite Dt a2 ) T4 —aAVTSA TV ADEE - CO—EDHA RTIE,

OpenSCAP ZffRA L TEBDV AT ALATY AT LEFa ) 71 — %R T 2T I 2 HERE
DI TWET,
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872 KEYLIME CY AT LDESMUATERT S

Keylime ZfHT 2 &, VE— M RATLORBREMZHMIGEMICER L. BEFRFICY T LDIKEZHER
TEFJ, F BEEINET 7MLV EERATRI AT ALAISERF L. BERFNR AT LNEEHET R
MCEBTZCICN) H—Sh2EE7I7>aVEEETSIEHTEET,

7.1. KEYLIME D {t#i &
Keylime T—Yx Y MR ET D&, ROBEZ1DLULEETTEET,

SV LABEMER
Keylime D5 V4 4 LBEMHERTIE, T—2zY MIT 704 INTWVWE Y AT A% BGHICER
L. FTJYRRNMIEFNZT77MILERAV ZAMIEEFNRVW T 7MIILOESGHETML T,
7— MalE
Keylime @ 7' — MBAIETIE, BEIFICO AT LDREERIELZF T,

Keylime DEFEDBEZ L. Trusted Platform Module (TPM) 72 / ALY —ICEDWTWE Y, TPM &,
ESEEIMREININ—RKDZT, 77—L0x7, FLEREBIVE—XXVKNTT, TPM T 5 —
NeR—=—DYTL, 2TV MDY 21%HBT S5 ET, Keylime ldY E— MR T LDOHHEE
RESUVIM LERZRHLET,

BF

Keylime Z{RE<Y > VHNTEITT BN RETPM Z2FHT L. EBERBZKRIAMD
BEAMICL>TEAY FT, REBETO Keylime IEEFAT BR1IC. BTHRRANER
BAEEFELTLIEIN,

Keylime I, JRD 3 DDFBIAVR—%Y N THEBEINTVWET,

verifier

I—VIxVNaETTE2VRATLOEGE ZH D OMMEANICIHREEL £9, verifier &, /Sy o5 —
NMOETTOA4T52EE, AVFTFHF—ELTTFFOM4 9525, keylime_server RHEL ¥ 25 A
O—)aFRALTT/O14 9525 TEET,

registrar

TRTCDI—V IV RDT—IR—REZFATHEY, TPMRUV S —DREAEERANLET,
registrar i&, Ny r—IMSFFO/4952&d, AVFF—E LT O49$52&
%. keylime_serverRHEL Y 27 40— EFEHALTCTF7OM T2 EEHETEET,

II—>Jxv b
verifier IC&L > TRIEINZ Y E— M RAFTALICTIOMINZET,

I 5T, Keylimeld, 9—4 Y MU RATFALATHDI—V Y hDTAEY 3= 7580 % < DHEEIC
keylime_tenant 1—5 1 Y714 —%ZFALZF 7,
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%73 KEYLIME CY AT ADEEMA2HET 3

Agent

ip, port

!

Verifier

!

database_url

—

Verifier database

T Provision

Tenant

ip, port

|

Registrar

!

database_url

!

=

Registrar database

Keylime i, AVR—RV MNETFY NOBRTREINZBLAAEEFEAL T, EROEHTERS
RVATLDEEMAERIELET, COFz—VDORERERE LT, EETEX SRR (CA) 2

LTI,

pa 3

I—VxV M REAAZIEZZTMSRVEEIE. CAOBSRLICHEBCSERMRSE

EERLET,
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B17.2 Keylime AV R—% > h DIIAE & RO O ES

—Pp TLS connection

----p Plain text connection
(not encrypted)

-——-p TLS connection using
agent certificate obtained
from the registrar

_________________________

Verifier

server_key

server_cert

client_key

client_cert

trusted_client_ca

Path to the tenant client
CA certificate

trusted_server_ca

Path to the registrar server
CA certificate

Agent

server_key (optional)

server_cert (optional)

trusted_client_ca

Path to the verifier client
CA certificate

Path to the tenant client
CA certificate

__________________________

.-____________________________’

Tenant

client_key

client_cert

trusted_server_ca

Path to the verifier server
CA certificate

Path to the registrar server

CA certificate

Registrar

server_key

server_cert

trusted_client_ca

Path to the verifier client
CA certificate

Path to the tenant client
CA certificate

7.2. /Ny r— 5 KEYLIMEVERIFIER 277049 %

verifier I&. Keylime TREEEZEARIVER—RXV MTYT, YATLESGEOWNHES LUOEHENARF v S
EIW, I—VIVMaEHELTESIEEARSIT—MNANS Y STB2E5YR—MNLET,

verifier (&, &4 V¥ —7 x4 RICHEE TLSES{LEFEALE T,

8%

(AN

EREDEHZMHFTFT HICIE, verifier 2T HV AT LZEFATICEERLTCLES

ZEHICIE LT, verifier 2ROV AT LIZA VA M—=ILT BT EH, Keylimeregistrar EE LY A7 AIC
AVAMN=ITBIEETEET, verifier & registrar Z5l 2 DY AT LTRITT D&, N7 44—V

AmEELET,
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pa )

BRETT7ANEROY TAVT4L I M) —RICEET S

I%. /etc/keylime/verifier.conf.d/00-verifier-ip.conf D & 5 (T, 2 DB F DEEEEEE % {7
Fr774VEEFRALET, REVERIE. KOV TIUYTALIMNI—RHOT 714
AHEETHANMY. B84 T a Vv EREBICHEANLEICKRELET,

(1} =355
o roott#EfRE. Keylime AVR—RV REAVARN=ILTBVRATLANDRY NT—V KL H
6 o

o REIEHILDBEMREREFASHIDH 5,

o F 7L 3 viKeylime M verifier NSDT— Y EREFET DT —IR—RIITIEZRATEET, X
DTF—IR—AEBI AT LOVWThOEFEATEET,

o SQLite (T 74/ K)
o PostgreSQL
o MySQL

o MariaDB

FIR

1. Keylime verifier #44 Y A h—JL L& T,

I # dnf install keylime-verifier

2. /etc/keylime/verifier.conf.d/ 74 L 7 k1) —IZ. SROABZDHFH L\ .conf 7 7 1 )L
(/etc/keylime/verifier.conf.d/00-verifier-ip.conf 72 &) Z{ER L T, verifier D IP 7 KL X &
/_j_:_ I\ % E%‘Eﬁ L/ i _a—o

[verifier]
ip = <verifier_IP_address>

e <verifier_IP_address> (d. verifier D IP 7 KL RICEE#HA FT, HHWIE, ip=*Fk
& ip=0.0.00%FEAL T, EAABERTRNTDIP 7 KL I verifier /X1 RLF T,

o MEILKLUT, portA 7> avaFERALT, verifier DIR— M%7 7 # )L ME 8881 h X
BI5IEETEET,

3.4 ary: =Yz kD) A MAIC verifier DF—9R—REFRELET, T 724/ DK
ETlL. verifier M /var/lib/keylime/cv_data.sqlite 71 L 7 b ) —ICl#H % SQLite T—49 RX—2
EAL XY, /etc/keylime/verifier.conf.d/ 71 L 2 b Y —ITROARDHF L\ .conf 7 7 1
)L (/etc/keylime/verifier.conf.d/00-db-url.conf 72 &) Z{E 92 Z & T, BIOT—9R—R %
EHETEE,

[verifier]

database_url = <protocol>://<name>:
<password>@<ip_address_or_hostname>/<properties>
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78

<protocol>://<name>:<password>@<ip_address_or_hostnames/<properties> (. T —%
~N—2 M URL (f5l: postgresql://verifier:UQ?nRNY9g7GZzN7@198.51.100.1/verifierdb) IC &
IMZET,

AT 2EEBEIRD. Keylime ICT—IN—RBELZFNT 27-ODHEREZRHTELTWE I &
R LTI,

4. verifier ICEEBAZ S BABML 9, Keylime ICZTNSEERI TR &, BFEOREIAE

ZERATBHIEETEET,

o T 74 JLKDtls_dir =generate = 7> 3 VA FHT % &, Keylime |& verifier, registrar,
BLUTTF 2 bDOF L WIIBAZ % /var/lib/keylime/cv ca/ 71 L7 MU —ICERLE T,

o BIFMHELIIBAEARXEICO—RT BICIE, verifier i RETENSDIFAREEREL T,
Keylime #—& z@%ﬁ%r% % keylime 21— —AFREICT VLA TE 2R ELNH Y
7,
letc/keylime/verifier.conf.d/ 74 L 7 k) —IZ, SROHRBDFH L\ .conf 7 7 1)L
(/etc/keylime/verifier.conf.d/00-keys-and-certs.conf 72 &) Z{ERR L £ 77,

[verifier]

tls_dir = /var/lib/keylime/cv_ca

server_key = </path/to/server_key>

server_key_password = <passphrase1>

server_cert = </path/to/server_cert>

trusted_client_ca = ['</path/to/ca/cert1>', '</path/to/ca/cert2>']
client_key = </path/to/client_key>

client_key_password = <passphrase2>

client_cert = </path/to/client_cert>

trusted_server_ca = ['</path/to/ca/cert3>', '</path/to/ca/cert4>']

pa )

WY/ Z2EALT, BEMMEOHBMZERLF T, T, BEIRE
tls dir4 7> avTEEINLETALI N —DORAINET,

5 727479 4#— )L TR—IMEREZET,

# firewall-cmd --add-port 8881/tcp
# firewall-cmd --runtime-to-permanent

BOR—NAaFHT 25481E. 8881 % .conf 7 7ML TCERINTWER—MNESICBEIHRZ
i’a—o

6. verifier Y —EXABBLE T,

I # systemctl enable --now keylime_verifier

pa

T 7 2 )L MERETIL, verifier B D Keylime AV R—F ¥ ND CA EiIBAE %
ER T 7=, keylime_registrar %y —E X % &89 2 HI1IC keylime_verifier %
EBHLET, hRYLHMPEEFERT 256, COIEFTEHNT 2HEEHY £
ﬁ/\'o



#5753 KEYLIME CYRATLADEEH AR T B

HREE
e keylime_verifier Y —EXDNT7 VT4 TTERITHTHZ I 2R LF T,

# systemctl status keylime_verifier
e keylime_verifier.service - The Keylime verifier
Loaded: loaded (/usr/lib/systemd/system/keylime_verifier.service; disabled; vendor preset:
disabled)
Active: active (running) since Wed 2022-11-09 10:10:08 EST; 1min 45s ago
RORTY S

o Ry —IH5 Keylimeregistrar &7 70419 3] ,

7.3.KEYLIMEVERIFIER # Y57 F—& LT 7049 3%

Keylime verifier I&, ¥ 27 LABEGMHOWPF v 7 EEHRFzv 7 2ETL. I—2 v MaFERALE
ESEBOEF1TRT—MNANSY TEYR—NLET, Keylime verifier &, R b EIZ/NAF Y —
PRy T—=IHRTH, RPMARTIERLKAVFF—ELTHRETEET, AVvF+—& LT
A4 $252&IC&Y, Keylime AVR—2 > bOSEEME., EVa—ILE. BREIELELEFT,

AVTF+H—%iREd 5 &, Keylimeverifier 7T 74 MDRETZ7 74 EEHICTIOMINET, R
DID2ULDAE=FERALTREEZARITAATEET,

o REITF7ANEEUCRANDT ALY MN)—%OVFF—IIxO 2V MNLET, NI RHELO
DIRTHDN—I 3V THEATEET,

o OAVFF—TCEEZHAEELTELETT, INiE. RHELOILIEDON—Y 3V CHERATEZE
T, BIEZTHALTETZE, BEIT7AINDEIRA—NN—514 RIhZET,

(1} =355
e podman /Ny 7 —2 & ZDEREFERFBN VAT LICA VA M—=ILEINTWS,

o F 7L 3 viKeylime I verifier NS DT— Y EREFET DT —IR—RIITIEZRATEET, X
DTF—IR—AEBIZTLOVWThHOEFEATEET,

o SQLite (T 7 #JL 1)
o PostgreSQL

o MySQL

o MariaDB

o REIEHMLDBEMREREFASHIDH 5,

FIR

L AT aVBET7ANIT VAT 3ICIE. keylime-verifier /Xy r—J %4 V2 h—JL L
T, CONYT—IPRLTHEIAVTF—E2RETEIIERFTEITN, Ny r—JILNRE
TERET7ANEERT DANEERIGENHY £,

I # dnf install keylime-verifier
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80

2. letc/keylime/verifier.conf.d/ 714 L 7 b YU —IZH L\ .conf 7 7 1 )L (f5l:

/etc/keylime/verifier.conf.d/00-verifier-ip.conf) %= {Ef L. JROHNA%EHR L T, verifier &9
NRTOFEHAATERIP7ZRLRICNSA VY RLET,

[verifier]
ip="

o MEILKLUT, portA 7> avaFERALT, verifier DIR— M%7 7 # )L ME 8881 h 5 X
BIEIEETEET,

A Tvav: =z hDY R MNAIC verifier DF—IR—EHBELET, T 74N MDE

ETld. verifier @ /var/lib/keylime/cv_data.sqlite 71 L 7 k) —IZ#%H % SQLite T— 9 RXR—2

EAL XY, /etc/keylime/verifier.conf.d/ 71 L 2 b Y —IROABRDHFH L\ .conf 7 7 A

U (letc/keylime/verifier.conf.d/00-db-url.conf 72 &) 2 {EXK 95 2 & T, BIDT—9XR—R %
ETXZET,

[verifier]
database_url = <protocol>://<name>:
<password>@<ip_address_or_hostname>/<properties>

<protocol>://<name>:<password>@<ip_address_or_hostnames/<properties> |&. 7—%
~N—2 M URL (f5l: postgresql://verifier:UQ?nRNY9g7GZzN7@198.51.100.1/verifierdb) IC &
EZET,

AT 2EEEERIC, Keylime BT —IN—ABEZEXT 27O DHERD H S T & =R L
TRV,

4. verifier ICEEBAZ S BABML 9, Keylime ICZTNSEERI TR &6, BFOREIAE

ZERATBHIEETEET,

o F7#JLKDtls_dir =generate = 7> 3 VA FHT % &, Keylime |& verifier, registrar,
BLUVTF 2 bDOF L WIIBAZ % /var/lib/keylime/cv ca/ 71 L7 MU —ICERLE T,

o BIFMHELIIBAZEA#RXEICO— RT BICIE, verifier i RETENLDIFAREEEL T,
Keylime 70+ z@%ﬁ%ri) % keylime 21— —AFAEICT VLA TE 2ELNH Y
7,
letc/keylime/verifier.conf.d/ 74 L 7 k) —IZ, SROHRBEDFH L\ .conf 7 7 1 )L
(/etc/keylime/verifier.conf.d/00-keys-and-certs.conf 72 &) Z{ERR L £ 7,

[verifier]

tls_dir = /var/lib/keylime/cv_ca

server_key = </path/to/server_key>

server_cert = </path/to/server_cert>

trusted_client_ca = ['</path/to/ca/cert1>', '</path/to/ca/cert2>']
client_key = </path/to/client_key>

client_cert = </path/to/client_cert>

trusted_server_ca = ['</path/to/ca/cert3>', '</path/to/ca/cert4>']

EC

WY/ Z2EALT, BEMMEOHBMEZERLF T, T, EN/IRE
tls dir4 7> avTEEINLETALI N —DORAINET,

5. 77470 4#—)LTR—IMEREZET,
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# firewall-cmd --add-port 8881/tcp
# firewall-cmd --runtime-to-permanent

BOR—NAaFHT 254813, 8881 % .conf 7 7ML TCERINTWER—MNBEBSICBEIHRZ
i’a—o

L AVTFT—EZERTLET,

$ podman run --name keylime-verifier \
-p 8881:8881 \
-v /etc/keylime/verifier.conf.d:/etc/keylime/verifier.conf.d:Z \
-v /var/lib/keylime/cv_ca:/var/lib/keylime/cv_ca:Z \
-d\
-e KEYLIME_VERIFIER_SERVER_KEY_PASSWORD=<passphrase1>\
-e KEYLIME_VERIFIER_CLIENT_KEY_PASSWORD=<passphrase2> \
registry.access.redhat.com/rhel9/keylime-verifier

o pATVaVIE RANEEAVFF—LOTT A MR- 8881 ZFET T,

o wATVaviE, AVFF—ADTALIRN)—DNNAVRITIVMNEERLET,

0 ZATLavARIEETSHE, Podman AA VT UVICTSAR— MNERHBESNL AT
F9, 2FY., REOAVFTFHF—FIDRTSAR— R 2—LAEFHTETET,

o dATVaviE, AVFF—ETIVFLINYIIZIIVYRTEITLET,

e A7 3 -e KEYLIME_VERIFIER_SERVER_KEY_ PASSWORD=<passphrasei> I,
HY—N—DEDNNZAIL—XA2EHLEFT,

o FF 3 -e KEYLIME_VERIFIER_CLIENT_KEY_PASSWORD=<passphrase2> (. 7
ATV NDEEDNIRR T L —XEEHLET,

e 7+ 7 3 -e KEYLIME_VERIFIER_<ENVIRONMENT VARIABLE>=<value> %#15§%E 9 %
& BEEHTREA T aved—N—S1A RTEET, BHOFT TSV aVvEEETS
IId, BEBEEH I EICe A TYavaERICEALEY., BELEHEZDT 74 MED
T2 A ME, Keylime DIREFEZIH 2SB L TLEI LW,

o OVTF—HIEITINTWEIEZHERALET,
$ podman ps -a

CONTAINER ID IMAGE COMMAND CREATED
STATUS PORTS NAMES

80b6b9dbf57¢c registry.access.redhat.com/rhel9/keylime-verifier:latest keylime_verifier 14
seconds ago Up 14 seconds 0.0.0.0:8881->8881/tcp keylime-verifier

RDRFTv S

o Keylimeregistrar a7+ —& LTHRET %

BIER R

o Keylime AVR—X Y FDFEEMIZ. Keylime DIEFEA 2SR LTLREI WL

81



Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k

o Keylime MREEY — )L DEXEDEFFMIEL. Keylime verifier DFRE Z#SBL TLEI W,

e podmanrun O< ¥ ROFEMIE. ¥ 27 L LD podman-run(1) man R—Y A2 SBL T LI
(A

7.4. /Ny r— 5 KEYLIME REGISTRAR 25 704 9 %

registrar &, I RXRTOI—I Y hDTFT—IR=—%ZEL Keylime AVR—KXV N THY., TPMRY
F—DNBIEAERZA N LET, registrar ® HTTPS #—E X (&, Trusted Platform Module (TPM) A B8
BEZITANDE, V43— MNEFERTEDICINSORNRBENBTE2M V9 —T7 14 RAERELE
ER

B

BRRDEHZMHRFT DICIE. registrar ZEITT 2V AT LZEF 1 FICEEBLTLES
LY,

FZHITIE LT, registrar ZRIDY AT LA VA M—=ILT BT EH. Keylime verifier EA LY AT AIC
AVAMN=ITBIEETEETY, verifier & registrar Z5l#A DY AT LTRITT D&, N T4—T
ZrEELFT,

pa 3]
BEZ7ANEROYTAVTALI M) —RICEET SIS
I&. /etc/keylime/registrar.conf.d/00-registrar-ip.conf D & 5 12, 2 DO F DEEER %

M7 74V EA5FRLET, BELEIZ. ROy 1 VFT4LIMN)—RDT 74
IWABHZEZIETHADY., 84TV avaRBIGEANEICEELE T,

AR

o Keylimeverifier 8 YA h—ILINETINTWVWEVRATLANDRY NT—D T IV 2ADH
%, L. /Xy T —Ih 5 Keylime verifier 27 7049 5%] #SRLTLEILL,

o roott#EfRE. Keylime AVR—RV REA VA RN=ILTBVRATLANDRY NT—V KL H
%,

e Keylime D registrar NS DT — Y ZRFT DT —INR—RIITIVERATES, ROT—H~—
AEBY AT LADVWTNAZFHATEEY,

o SQLite (T 7 #JL M)
o PostgreSQL
o MySQL
o MariaDB
o RELRNSDENLRREEAEN D B,
FIa
1. Keylimeregistrar 24 Y A h—JILLZE T,

I # dnf install keylime-registrar
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2. /etc/keylime/registrar.conf.d/ 74 L 7 k) —IZ. SROABDHFH L\ .conf 7 7 1 )L
(/etc/keylime/registrar.conf.d/00-registrar-ip.conf 7 &) Z/ER L T, registrar D IP 7 KL X
t /_j_:_ I\ 6: E%‘Eﬁ L/ i _a—o
[reqistrar]
ip = <registrar_IP_address>
o <registrar_IP_address> % registrar D IP 7 RL RICBE XA F T, HBWE, ip=*Fk

i3 ip=0.0.00 AL T, FAATERTRTDIP 7 KL Xl registrar /31~ KL Z
ER

o MEILGLT, port4 7> avaFHALT. Keyime T—Y Y M ERKITEZIR—NE2E
BLFEFT, 774/ MNEIZ 8890 T,

o WMEIIMRUT, tis_port#+ 7> 3 v &FERLT. Keylime verifier & 77+~ MR 2
TLSR—bEZEBELEY, T74J MEIL88I1 TT,

3347V av: =z hDY X MAICregistrar DF—IR—REZRELET, 774 b&
TE Tl registrar @ /var/lib/keylime/reqg_data.sqlite 7« L ¥ b ) —Ild % SQLite T—%
R—2%FHALE T, /etc/keylime/registrar.conf.d/ 71 L 7 b 1) —IZ, ROREBDHF L W
.conf 7 7 1 )L (/etc/keylime/registrar.conf.d/00-db-url.conf 72 &) 2 {ER TEX £ 7,

[reqistrar]
database_url = <protocol>://<name>:
<password>@<ip_address_or_hostname>/<properties>

<protocol>://<name>:<password>@<ip_address_or_hostnames/<properties> |&. 7—%
~N—2 M URL (f5l: postgresql://registrar:EKYYX-bqY2?#raXm@198.51.100.1/registrardb) |
BEXMAFET,

AT 2EBEEERIC, Keylime BN T —IN—ABEZEXT 27O DHERD H S T & =R L
TRV,

4. registrar [CEEFAZ E R ZBML X7,

o FUAINDEREEMEAL T, #EIAPE% /var/lib/keylimeireg_ ca7 1 LoV MY —IC
D_ I\“Tﬁ i’a—o

o F/ld, BRETHREMPEDGZFAZERTDIELHTEE
9, letc/keylime/registrar.conf.d/ 71 L2 b U —IZFH LW .conf 7 7 A L EER L T
(51: /etc/keylime/registrar.conf.d/00-keys-and-certs.conf DARFIZRD EH Y T ),

[reqistrar]

tls_dir = /var/lib/keylime/reg_ca

server_key = </path/to/server_key>

server_key_password = <passphrase1>

server_cert = </path/to/server_cert>

trusted_client_ca = ['</path/to/ca/cert1>', '</path/to/ca/cert2>']

pa

/X2 FERL T, BEAPREOHBAEERLETT, Fhid tis_dirF 7
YavTTaALI RN —%ZEHRL, ZEDT4 LI M) =D 5DER/IR %M
Hy2s2&tTEEY,
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5. 727479 4#— )L TR—IMEREZET,

# firewall-cmd --add-port 8890/tcp --add-port 8891/tcp
# firewall-cmd --runtime-to-permanent

BOR—MNAEFRHT 25480, 8890 £7/-1£ 8891 % .conf 7 7M1 I TCERINTWVWBR— I E
SICEIH®AEY,

6. keylime_registrar Yt —EX &8 L £ 7,

I # systemctl enable --now keylime_registrar

pa )

T 7 )L MERETIL, verifier B D Keylime AV R—F ¥ h®D CA EiIBAE%
ER T 7. keylime_registrar %y —E X % &€ 9 2 HI1IC keylime_verifier %
EHLET, hRYLHMPEEFERT 256, COIEFTEHNT 2HEEHY £
ﬁ/\'o

e keylime_registrar t —EXDT7 VT4 TTCERITHTHD I & 2R LET,
# systemctl status keylime_registrar
e keylime_registrar.service - The Keylime registrar service
Loaded: loaded (/usr/lib/systemd/system/keylime_registrar.service; disabled; vendor

preset: disabled)
Active: active (running) since Wed 2022-11-09 10:10:17 EST; 1min 42s ago

RDRFTy S

o INyF—IUhbKeylmeTF Y NeTr7O0479 %]

75.KEYLIMEREGISTRAR ZJ V7 F—& LTF 70493

registrar &, §RXRTODI—Y Y hDT—IR—%EKIMNT % Keylime IV R—FV N THY,
Trusted Platform Module (TPM) X> ¥ —DABHEEZ R R b LE T, registrar ® HTTPS H—E X (X,
TPM RFERZZITAND E, V44— EFT v I T2EDIC. CORRBERGETZLHOD( VI —
74 RERHELF T, Keylimeregistrar (&, "R KN LIS F) =Ny 5—IHRTH, RPMA
RNTERCAVYTF—ELTERETEET, IVTF+F—&LTFFOM4$352&ICLY. Keylime TV
R—XV MO, EYVa1—IM. BEMIEELET,

AVT+H—%iREd 5 &, Keylimeregistrar T 7 A MDERETZ7 74L& EHICT IO INET,
RDOIDUEDFEEFERAL TCHREAEHAITAATEET,

o REITF7FANEEUCRANDT ALY MN) =%V FF—IIxDO 2V MNLET, INIE RHELO
DIRTHDN—I 3V THEATEET,

o OAVFF—TCEEZHAEELTELETT, INiE. RHELOILIEDN—Y 3V CHERATEZE
T, BIEZTHALTETZE, BEIT7AINDEIRA—/NN—514 RIhZET,

AR
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e podman /Ny 7 —2 & ZDRFEFBEN AT LICA VA M—=ILEINTWS,

o F7FL 3v:Keylime M registrar NSO T— Y HREFT DT —IR—RITIVEATELT, RO
T—IR—ZBEBY AT LOVWTNOEFERATEET,

o SQLite (T 7 #JL 1)
o PostgreSQL

o MySQL

o MariaDB

o REIEHILDBEMREEFASHIDH 5,

FIR

L ATV aVBET7ANICT VAT 3ICIE. keylime-registrar /Xy 7 —2 %4 Y X h—Jb
LEY, TONyT—IDRTEAVT T —ZRETSHIERFTEFIIN. Nusr—JIH
BI2RET77AIVEERT Z2ANERELIGBELHY T,

I # dnf install keylime-registrar

2. /etc/keylime/registrar.conf.d/ 74 L 7 K1) —IZH L L .conf 7 7 1 JL (3l
/etc/keylime/registrar.conf.d/00-registrar-ip.conf) % {Ef L. ROANBE %50k L T, registrar
AERARRERIRTOIP 7 RLRIINA Y RLET,

[reqistrar]
ip="

o MEIKLUT, port# 7> avaEFEALT. Keylme T—Y Y MERTZ2R—MEE
BELEY, 774JLMEIZ 8890 T,

o MEIIEUT, tis_port+ 7> 3 v &FERAL T, Keylime 7+ M EERY 5 TLSR— b
AEEBELEYT, 774/ MEIE 8891 T,

3347 av: =Yz hDY X MAICregistrar DF—IR—REZRELET, T7 4 bR
TE TlL. registrar @ /var/lib/keylime/reg_data.sqlite 7« L' 7 b ) —Ild % SQLite T—%
R—2%FEALE T, /etc/keylime/registrar.conf.d/ 71 L 7 b 1) —IZ, ROREBDHF L W
.conf 7 7 1 )L (/etc/keylime/registrar.conf.d/00-db-url.conf 72 &) Z{ER TEX £ 7,

[reqistrar]
database_url = <protocol>://<name>:
<password>@<ip_address_or_hostname>/<properties>

<protocol>://<name>:<password>@<ip_address_or_hostnames/<properties> |&. 7—%
~N—2 M URL (f5l: postgresql://registrar:EKYYX-bqY2?#raXm@198.51.100.1/registrardb) |
BEXMAFET,

AT 2EEERIC, Keylime BT —IN—BEZEXT 27O DHERD H S T & =R L
TLREEIW,

4. registrar [CEERAZ E R ZBML X7,

o FUAINDEREEMEAL T, #LAPE% /var/lib/keylimeireg_ ca7 1 Lo MY —IC

IS = . L
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86

H— P CITXIo

o FE RETHEAPAEDIGMZERITDIEHLTER

¥, /etc/keylime/registrar.conf.d/ 74 L7 M) —IZFH LW .conf 7 7 1L EER L ZF T
(51: /etc/keylime/registrar.conf.d/00-keys-and-certs.conf DR FIZRD EH Y TT),

[reqistrar]

tls_dir = /var/lib/keylime/reg_ca

server_key = </path/to/server_key>

server_cert = </path/to/server_cert>

trusted_client_ca = ['</path/to/ca/cert1>', '</path/to/ca/cert2>']

R

/X2 FERAL T, BEARZEOHBAEERLETT, T tis_dirF 7
YavTTaALI M) —%ZEHRL, ZEDT4 LI M) —D5DER/INR %M
Hy32&tTEEY,

5 727479 4#— )L TR—MEREZET,

# firewall-cmd --add-port 8890/tcp --add-port 8891/tcp
# firewall-cmd --runtime-to-permanent

AMDOR—NaEAT 55HEIE. 8890 £7-13 8891 % .conf 7 7 A1 L TEZINTWBR—M&E
SICBEI|AFT,

$ podman run --name keylime-registrar \
-p 8890:8890 \
-p 8891:8891 \
-v /etc/keylime/registrar.conf.d:/etc/keylime/registrar.conf.d:Z \
-v /var/lib/keylime/reg_ca:/var/lib/keylime/reg_ca:Z \
-d\
-e KEYLIME_REGISTRAR_SERVER_KEY_PASSWORD=<passphrase1> \
registry.access.redhat.com/rhel9/keylime-registrar

o pATVavIE, RANEEQAVFF—LDTT AL bR— | 8890 & LU 8881 #F X &
_a—o

VA TVaviEz, AVFF—ADTALIRN) =DMV RII VM EERLET,

0 ZATLavARIEETSHE, Podman AA VT UVICTSAR— NEHBESNL A 1T
F9, 2FY., REOAVFTF—FIDRTSAR— R 2—LAFHTETET,

dA7Fvavid, AVvFF—%T7IvFLTINVI TSIV RTEITLET,

%4 7> 3~ -e KEYLIME_VERIFIER_SERVER_KEY_PASSWORD=<passphrasei1> I,
HY—N—DEDIZA I L —XAaEHLEFT,

74 7> 3 -e KEYLIME_REGISTRAR _<ENVIRONMENT VARIABLE>=<value> *{§%E 9
328, REEHCTREA TV avaEF—N—F4 RTEXET, BHOA T a3V EEET
I, REZEHCEICe A TV a VA @ERICEALEY, REZEHEZTDT 7 4L ME
DR A MK, [Keylime DIREFEZH ] A#SRBRLTLEIL,



#5753 KEYLIME CYRATLADEEH AR T B

o IVFF—NAEFTINTWVWSLIEZMHRLET,
$ podman ps -a
CONTAINER ID IMAGE COMMAND CREATED STATUS
PORTS NAMES
07d4b4bff1b6 localhost/keylime-registrar:latest keylime_registrar 12 secondsago  Up 12
seconds  0.0.0.0:8881->8881/tcp, 0.0.0.0:8891->8891/tcp keylime-registrar
RORATY S
o RNy —IUhbKeylimeTFH VY baTr7O1493] ,
BEEEIR
o Keylime AVAR—3Y FNDFFMIE. [Keylime DfE#A] #SIBL T IV,
e Keylime registrar DEREDEFEMIL. [/Sy 5 —I 5 Keylimeregistrar 27 704 95 %55
BLTLSEIW,
e podmanrun <Y RDFEMIZ. ¥R 7T L LD podman-run(1) man R—I SR L T EX

(AN

7.6.RHEL > A5 Lo0—I)LA{#FHA L TKEYLIME —/1N—%A5F 049 %

keylime_server RHEL ¥ 27 LO—)L%&ERA L T, Keylime 4 —/N\—DIJVR—F >V N TH % verifier
& registrar v b7 v T TEZEJ, keylime_server O— /LI, verifier VY R—X > K & registrar
AVR—RY NOBEA%EE/ — NICHICA VA ML LTEELET,

Ansible A A=)/ —RTUTDOFIEEAETLET,

Keylime ML, 8.1 Keylime DE#HA #SBL TLEX W,

AR
e OvbhO—JL/—REBEWNR/ —ROERMNTT LTWS,
o TIEWR/— KNTPlaybook #R{TTEH1—H¥—&Lcarybo—)b/—Kicasq4vLTw
%)O
o TEWNR/—RKADEHKIFERTLZ7HATY M, ZDO/—RIZHT % sudo &R H 5,
® D Playbook #1792 EERR/ — NFLIIEERR/ — KD T IL—TH, Ansible 1 o~
VRY=TF7ANICYRARINT WS,
Fa

WERO—)I%2EEHT S Playbook R L X,

a. FILWYAML 7 7ML AERHR L., ChETFARNITA Y —THEET, UTICHIAETRL
i’a—o

I # vi keylime-playbook.yml
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b. LTORABZHALIT,

- name: Manage keylime servers

hosts: all

vars:
keylime_server_verifier_ip: "{{ ansible_host }}"
keylime_server_registrar_ip: "{{ ansible_host }}"
keylime_server_verifier_tls_dir: <ver_tls_directory>
keylime_server_verifier_server_cert: <ver_server_certfile>
keylime_server_verifier_server_key: <ver_server_key>
keylime_server_verifier_server_key_passphrase: <ver_server_key passphrase>
keylime_server_verifier_trusted_client_ca: <ver_trusted_client_ca_list>
keylime_server_verifier_client_cert: <ver_client_certfile>
keylime_server_verifier_client_key: <ver_client_key>
keylime_server_verifier_client_key_passphrase: <ver_client_key passphrase>
keylime_server_verifier_trusted_server_ca: <ver_trusted_server_ca_list>
keylime_server_registrar_tls_dir: <reg_tls_directory>
keylime_server_registrar_server_cert: <reg_server_certfile>
keylime_server_registrar_server_key: <reg_server_key>
keylime_server_registrar_server_key_passphrase: <reg_server_key passphrase>
keylime_server_registrar_trusted_client_ca: <reg_trusted_client_ca_list>

roles:
- rhel-system-roles.keylime_server

EHOFEMIZ. keylime_server RHEL Y 27 LAO—)LDEH #SBLTLEI W,
2. Playbook #Z2fT L9,

I $ ansible-playbook <keylime-playbook.ymli>

1. keylime_verifier ' —EXAT7 V74 T THY, EEWRHAANLETERITINTWE I %M
RLET.

# systemctl status keylime_verifier
e keylime_verifier.service - The Keylime verifier

Loaded: loaded (/usr/lib/systemd/system/keylime_verifier.service; disabled; vendor preset:
disabled)

Active: active (running) since Wed 2022-11-09 10:10:08 EST; 1min 45s ago

2. keylime_registrar H —EZXDT7 V74 TTCRITHTHD I & =HRALE T,
# systemctl status keylime_registrar
e keylime_registrar.service - The Keylime registrar service
Loaded: loaded (/usr/lib/systemd/system/keylime_registrar.service; disabled; vendor

preset: disabled)
Active: active (running) since Wed 2022-11-09 10:10:17 EST; 1min 42s ago

RDRATY S
[Ny =I5 Keylime 7Y Ma77049 3]
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7.7.KEYLIME_SERVERRHEL ¥ R 57 LA — L DL

keylime_server RHEL ¥ 27 LO—)L&FEA L T Keylime Y ——% v N7 v 79 2HAE. registrar

& verifier DIRDEHEHAITA XA TEET,

Keylime verifier #3&E 9 578D keylime_server RHEL > A7 AO—ILEH DY) X b

keylime_server_verifier_ip
verifier DIP 7 KL 2EEHL F 7,
keylime_server_verifier_tls_dir

F—CHAENMREINETALIMN)—ZHBELET, 774N MIBEINTWEHE.
verifier & /var/lib/keylime/cv_ca7 1 L7 b —%FERALZET,

keylime_server_verifier_server_key passphrase

Y —NRN—DWEREESILT DDA TL—XZEBELFTT, ENEDHZE. BERBIIES
IhFEtA

keylime_server_verifier_server_cert: Keylime verifier —/N—Z[BAZ 7 7 1 L ABEL F T,

keylime_server_verifier_trusted_client_ca

BHETE2V9747 Y NCAGIRREDY R M EEHZLET., 771
I%. keylime_server verifier_tls_dir+ 7> 3 VTCHREINALTA LI N) —ILRET Z2HEHLDH
L) i’a—o

keylime_server_verifier_client_key
Keylime verifier D7 247V NOMBREZELC I 74N EZEHZLET,
keylime_server_verifier_client_key_ passphrase

DSAT7 VY NOMBERI 7AWV ZESLT2ODNRTL—XZEH LI T, ENEDIZFE. W
BRIIESEINIEA,

keylime_server_verifier_client_cert
Keylime verifier 7 24 7> MEBAZE 7 71 V2 EHE L T,
keylime_server_verifier_trusted_server_ca

EHETELZY—N—CAIIBAZEDY A EEHELET, 771
I%. keylime_server verifier_ tls_dir# 7> 3 Y CHREINALT A LI N)—ILRET Z2HEHLH
YEd,

keylime_server RHEL ¥ A7 AO— )&ty b7 v T4 51D registrar EHD ') X b

keylime_server_registrar_ip
registrar DIP 7 KL A= E&HL XY,
keylime_server_registrar_tls_dir

registrar DF¥F —EIAEERTFITEDT A LI MNY—%ZEBELET, 774 MIERET B &,
registrar | /var/lib/keylime/reg_ca7 4 L 7 M) —AFERALZF T,

keylime_server_registrar_server_key
Keylime registrar D 754 R— " —NR—F—T 74 LEEHEL £,
keylime_server_registrar_server_key_ passphrase

registrar DY —N—FEREESLT 2ODNRRTL—XEZB/ELE T, BENEDIFE. BERE
RESEINIEA,
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keylime_server_registrar_server_cert
Keylime registrar —/XN—ZERAZE 7 7 1 L ZHEEL T,
keylime_server_registrar_trusted_client_ca
BRTEDI9F4T7 2V NCARIAED Y R h2EHELET, 771
I%. keylime_server registrar tls_dir + 7> 3 VY CHREINAT ALY N)—ILRET Z2HREHLH
YET,

78. Xy —YMNLKEYLIME T+ Y 25770493

Keylime l&, #—4 v NV RAFALALETOI—V v bDTAOEY 3=, %< DHEEIC
keylime_tenant 1—7 1 71 —%{FEHA L 9., keylime_tenant (. E4ICIE L T, D Keylime O
VIR—R VU MNERITTDIVRTLEESUCERDVRATALICA VAN =ILTEZEE, IOV AT ALICA
VARN—=ILVTBIEETETET,

AR

FIR

90

o roott#EfRE. Keylime AVR—RV REAVARN—ILTBVRATLANDRY NT—V KL H

%,

fttdD Keylime AV R—FR Y MDBEREINTWVWEI VAT LANDRY NT—O9 TV 2ADNH 5,

verifier
ML, [Ny —IUh 5 Keylime verifier 27 704951 #8RLTCEIL,
registrar

ML, /Xy o—IH 5 Keylimeregistrar 27 704 F %] #BRLTLEIN,

. Keylime 77> 24 VA M—=ILLET,

I # dnf install keylime-tenant

2. letc/keylime/tenant.conf.d/00-verifier-ip.conf 7 7 1 L Z#R& L T. Keylime verifier ~NDFF

vhoEmEERELEY,

I [tenant]

verifier_ip = <verifier_ip>
o <verifier_ip> (&, verifier DY X7 LDIP 7 KL RICEEMAF T,

o verifier "7 7 #JL ME 8881 & Id R B KR— N {FHAT 23551, verifier_port =
<verifier_port> 8 E%EML X7,

3. /etc/keylime/tenant.conf.d/00-registrar-ip.conf 7 7 1 L Z#E& L T. Keylime registrar ~D 7T

T hOEREEELE S,

registrar_ip = <registrar_ip>

I [tenant]

e <registrar_ip> I&. registrar DY X7 LDIP 7 KL RICBEEHMAF T,
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® registrar "7 7 #JL MNME 8891 £ IFRLBKR— N & FEHAT %3551, registrar_port =

=Ar—]

<registrar_port> B EZEML £ 7,

4. T+ MIEIERE EEAEMLE Y,

a. 774 NDEREEMFEAL T, B EAE% /var/lib/keylime/cv_ca7T 1 Lo MY —IZO—
RTxZxT,

b. F7zld. RETREAPEDHBMEER TSI EETEX XY, /etc/keylime/tenant.conf.d/
T4LYMY)—IT. ROABDFH L L .conf 7 7 1 )L (/etc/keylime/tenant.conf.d/00-
keys-and-certs.conf 2 &) Z{ERK L £ 9,

[tenant]

tls_dir = /var/lib/keylime/cv_ca

client_key = tenant-key.pem
client_key_password = <passphrasei>
client_cert = tenant-cert.pem
trusted_server_ca = ['</path/to/ca/cert>']

trusted_server_ca /X3 X —4% —(&, verifier & & U registrar % —/X—® CA GEEAZEAN D/
RA%ZRIFANZE T, verifier & registrar NEQRS CAZFEAT 2HEREIC. #HOa V<
XY DR ZEETEET,

pa

/X2 FERL T, BEARZEOHBAEERLETY, T tis_dirF 7
YavTTaALI M) —%ZEHRL, ZEDT4 LI M) —D5DER/NR %M
Hy32&tTEEY,

5. # 7'¥ 3 v:/var/lib/keylime/tpm_cert_store 7 1 L' 7 b)) —NDFEEAEZE % A L T Trusted
Platform Module (TPM) OREEHE (EK) ZMREET X RWEEIE, SEAEEZZDT4 LV M) —IC
BMLES, Chid, TIalL—bMIhAETPMEBALRETS VEFERAT 2BEICHICRE
TEHREELIHY FT,

B®EE
1. verifier DAT—4% A=A L E 9,

# keylime_tenant -c cvstatus

Reading configuration from ['/etc/keylime/logging.conf']

2022-10-14 12:56:08.155 - keylime.tpm - INFO - TPM2-TOOLS Version: 5.2

Reading configuration from ['/etc/keylime/tenant.conf']

2022-10-14 12:56:08.157 - keylime.tenant - INFO - Setting up client TLS...

2022-10-14 12:56:08.158 - keylime.tenant - INFO - Using default client_cert option for tenant
2022-10-14 12:56:08.158 - keylime.tenant - INFO - Using default client_key option for tenant
2022-10-14 12:56:08.178 - keylime.tenant - INFO - TLS is enabled.

2022-10-14 12:56:08.178 - keylime.tenant - WARNING - Using default UUID d432fbb3-d2f1-
4a97-9ef7-75bd81c00000

2022-10-14 12:56:08.221 - keylime.tenant - INFO - Verifier at 127.0.0.1 with Port 8881 does
not have agent d432fbb3-d2f1-4a97-9ef7-75bd81c00000.

FLLEY Ry TINTVWT, IT—Y Y MREINTVWAWEGE, verifier ik, 7 #4JL
FDI—2 Y MUUID ZRFELABAWVWEIRELE T,

2. registrar DA T—Y A=A L XY,

o1
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# keylime_tenant -c regstatus

Reading configuration from ['/etc/keylime/logging.conf']

2022-10-14 12:56:02.114 - keylime.tpm - INFO - TPM2-TOOLS Version: 5.2

Reading configuration from ['/etc/keylime/tenant.conf']

2022-10-14 12:56:02.116 - keylime.tenant - INFO - Setting up client TLS...

2022-10-14 12:56:02.116 - keylime.tenant - INFO - Using default client_cert option for tenant
2022-10-14 12:56:02.116 - keylime.tenant - INFO - Using default client_key option for tenant
2022-10-14 12:56:02.137 - keylime.tenant - INFO - TLS is enabled.

2022-10-14 12:56:02.137 - keylime.tenant - WARNING - Using default UUID d432fbb3-d2f1-
4a97-9ef7-75bd81c00000

2022-10-14 12:56:02.171 - keylime.registrar_client - CRITICAL - Error: could not get agent
d432fbb3-d2f1-4a97-9ef7-75bd81c00000 data from Registrar Server: 404

2022-10-14 12:56:02.172 - keylime.registrar_client - CRITICAL - Response code 404: agent
d432fbb3-d2f1-4a97-9ef7-75bd81c00000 not found

2022-10-14 12:56:02.172 - keylime.tenant - INFO - Agent d432fbb3-d2f1-4a97-9ef7-
75bd81c00000 does not exist on the registrar. Please register the agent with the registrar.
2022-10-14 12:56:02.172 - keylime.tenant - INFO - {"code": 404, "status": "Agent d432fbb3-
d2f1-4a97-9ef7-75bd81c00000 does not exist on registrar 127.0.0.1 port 8891.", "results": {}}

ELLEY M7y TINTWT, I—Y Y MDBREINTWRWIEA, registrar l&, 77 #
)l/ I\O)I_‘\/“I\/ I\ UUlD %ulb\ﬁbﬁb\tmkl}i?
B EfE R
e keylime_tenant 1—7 1 1) 7 1« —DBIMDFHMA 7 3 I3, keylime_tenant-h <> K%
AALET,
79. Xy —I NS KEYLIMEZ—Y Y M ETF7AO49 3%

Keylime T—Y x> &, Keylime IC& > TERINZTARTOYRATAILTOMINEaVR—%
v hTY,

T 72V K Tl Keylime T—Y Y MITRTDT—F ZERMER T X7 LD /var/lib/keylime/ T 1

LMY —ICRELET,
pa T
REZ7ANEROY AV T4LY M) —RNTERET SI(C
th\ /etc/keyl|me/agent.conf.d/00 registrar-ip.conf O & 5 IZ. 2 HTDEF DIEEFE % 17
F774VEEFRALEFT, REVEIFE. ROV TIUYTALINI—RHOT 714
AEHZIECTHRAMY., &4 T a Vv ERBICHEAB o EICKRELET,

[} =355

o EEMINRI AT LICXT % root tERRD H 5,

o ELAXHR T AT LT Trusted Platform Module (TPM) B E&E I TW 3, ERT SIC
th tpm2_pcrread Y Y RZ AALF T, HAPEHED/N\Y 2 21 %:RTIHFEE. TPM AEMA
T-a—o

o fD Keylime AVE—ZY FABEINTVWBYRTLADRY NT—0TF 022D H 3,

verifier
X, Keylime verifier DE%E #5B LT X
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registrar
L. Keylime registrar D E 2SR L T 7EI L,
Tk

. Keylime 77~ FPDERE Z#S5BLTLLEIW,

BRI R S R T s T Integrity Measurement Architecture (IMA) B8 ICA > TW3, &4
&, BEMAET —F TV F v —CHBRRIEEY 2 —ILOBEME 2SR LTI,

. Keylme T—Yz v b4V A M—=ILLET,

I # dnf install keylime-agent

Zdav v R, keylime-agent-rust /Xy 5r—Y %A VA M—JLLZET,

CBRETFANTI—VVMDIPTRLRER—INE2EEHELZE T, /etc/keylime/agent.conf.d/

TA4LYR)—IT. ROABDFH L\ .conf 7 7 1 )L (/etc/keylime/agent.conf.d/00-agent-
ip.conf 72 &) ZERR L £ 9,

I [agent]

ip = '<agent_ip>'

pa )

Keylime T—Y Y FDERETIX TOMLERAAFRINE T, chik, o3
VR—RV MNOBREICERAINZ INFERERFRERYEFT, LED>T, EREFE
R TOMLBXTAALTLEIV, L2, RRE—ESIBFTCHA. &
HD/NRZDEFIEAFIMTHEHAE T,

® <agent IP_address> (&, T—Y 2V MDIP7RLRICEE]AF T, HHWLIE ip="
Fidip="0.00.0%2FALT. FHABKRINRTDIPT7RLRAICI—Y Y banNAY
FLZET,

o MEILKLUT, port='<agent_ports' A 7> avaFEALT, T—Yx YV hDR—IET
74 MEYO2HNOEETEHIEETEET,

ERET 7AW Treqgistrar DIP 7KL RER— M 2EZELZE T, /etc/keylime/agent.conf.d/

TA4LYRM)—IT. ROABODFH L L .conf 7 7 1 )L (/etc/keylime/agent.conf.d/00-registrar-
ip.conf 72 &) ZER L £ 9,

I [agent]

registrar_ip = '<registrar_IP_address>'
e <registrar_IP_address> % registrar D IP 7 RL RZICEE#A £,

o WME(LIG LU T, registrar_port = '<registrar_port>' 4+ 7> 3 > % FH L T, registrar O
R—MaT74)MEBBOMNLEFTEZIEETEET,

A TVav: -V PORNA—ERRF (UUD) 2 EEZLE T, EEINTLRWEEIE.

T4 MDD UUID BFERINET, /etc/keylime/agent.conf.d/ 714 L 7 b)) —IC, ROARR
D% L\ .conf 7 7 1 )L (/etc/keylime/agent.conf.d/00-agent-uuid.conf 72 &) Z/ER L £ 9
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[agent]
uuid = '<agent_UUID>'

® <agent UUID> (&, T—2 Y D UUID ICEE#Z 9 (fl: d432fbb3-d2f1-4a97-9ef7-
abcdef012345), uuidgen 1—7 1 )74 —%ZFEALTUUD ZEKTE XTI,

5. #7Yav: =Yz NOBEDOF—LIAEAHAAAE T, T—T ¥ b server_key
L server cert #ZELARWGA, IT—VIV MNMIMBORBEECERIIPELERL TS,
HRETHRIGIBEDHZREEEL 9. /etc/keylime/agent.conf.d/ T4 L 7 h)—IT, JRDOA
BDFH L\ .conf 7 7 1 )L (/etc/keylime/agent.conf.d/00-keys-and-certs.conf 7 &) % ERK L
7,

[agent]

server_key = '</path/to/server_key>'

server_key_password = '<passphrase1>’

server_cert = '</path/to/server_cert>'

trusted_client_ca = '[</path/to/ca/cert3>, </path/to/ca/certd>]

R

/X2 ZEAL T, REAPFSOHEAZ2EELET T, Keylime T—Y TV MI
BERNREZFANTEA,

6. 7747 74#—)IVTR—MEREZTFT,

# firewall-cmd --add-port 9002/tcp
# firewall-cmd --runtime-to-permanent

BOR—MNAEFRET 2HE1E. 9002 % .conf 7 7ML TCERINTWER—MNEBSICBEIHRZ
F9,

7. keylime_agent *—EX A BMICL TREIL X T,

I # systemctl enable --now keylime_agent

8. 7T aviKeylme T+ Y RHBREINTWEVRTLNS, I—V YV MPELLKEREIN
THY, registrar ICEMTI D& 2WRLE T,

# keylime_tenant -c regstatus --uuid <agent_uuid>
Reading configuration from ['/etc/keylime/logging.conf']

==\n-----END CERTIFICATE-----\n", "ip": "127.0.0.1", "port": 9002, "regcount": 1,
"operational_state": "Registered"}}}

e <agent uuid> ik, T—Y TV hDOUUDICBEHAZET,
registrar & agent NIEL K BREINTWBIHFE, HARKIFII—YzV MDIP7RLRE
R— MHRIIN, ZDHKIC "operational_state”: "Registered” "R RINE T,

9. /etc/ima/ima-policy 7 7 1 JLITROWBZAHAL T, FTLWIMARY O—%ERLE T,
# PROC_SUPER_MAGIC = 0x9fa0

dont_measure fsmagic=0x9fa0
# SYSFS_MAGIC = 0x62656572
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dont_measure fsmagic=0x62656572

# DEBUGFS_MAGIC = 0x64626720
dont_measure fsmagic=0x64626720

# TMPFS_MAGIC = 0x01021994
dont_measure fsmagic=0x1021994

# RAMFS_MAGIC

dont_measure fsmagic=0x858458f6

# DEVPTS_SUPER_MAGIC=0x1cd1
dont_measure fsmagic=0x1cd1

# BINFMTFS_MAGIC=0x42494e4d
dont_measure fsmagic=0x42494e4d

# SECURITYFS_MAGIC=0x73636673
dont_measure fsmagic=0x73636673

# SELINUX_MAGIC=0xf97cff8c
dont_measure fsmagic=0xf97cff8c

# SMACK_MAGIC=0x43415d53
dont_measure fsmagic=0x43415d53

# NSFS_MAGIC=0x6e736673
dont_measure fsmagic=0x6e736673

# EFIVARFS_MAGIC

dont_measure fsmagic=0xde5e81e4

# CGROUP_SUPER_MAGIC=0x27e0eb
dont_measure fsmagic=0x27e0eb

# CGROUP2_SUPER_MAGIC=0x63677270
dont_measure fsmagic=0x63677270

# OVERLAYFS_MAGIC

# when containers are used we almost always want to ignore them
dont_measure fsmagic=0x794c7630

# MEASUREMENTS

measure func=BPRM_CHECK

measure func=FILE_ MMAP mask=MAY_EXEC
measure func=MODULE_CHECK uid=0

ZORIVY—F, BETINLT IV 5—2avDI 094 LEREY =Ty hELTVLET,
DR —IFRFICH CTHETEE T, MAGIC ERIE. & 2T L LD statfs(2) man R—
VEZRLTILEIWN,

10, A=FIWNRSA=5—%FHLET,

# grubby --update-kernel DEFAULT --args 'ima_appraise=fix ima_canonical_fmt
ima_policy=tcb ima_template=ima-ng'

N YATLEBEHLT. FILWIMARY > —A2EHLET,

L I—YI VD EFTINTWVWEIEEZMHRLET,
# systemctl status keylime_agent
e keylime_agent.service - The Keylime compute agent
Loaded: loaded (/usr/lib/systemd/system/keylime_agent.service; enabled; preset:
disabled)
Active: active (running) since ...
RDATY S
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ERARKROTRTDOYRTALATI—Vz Y MERE LS, Keylime 27704 LT, ROBED WG
NHOFLIEHEAZERITTIET,
o SUHA LEBERHBICKeylime #7701 9 3%
o J—NAEDT7TFAT—Y3aVEICKeylime 2T 70193
BEEEIR

® |ntegrity Measurement Architecture (IMA) Wiki

7.10. 5V 9 1 LBERAIC KEYLIME %52 E 9 %

EENRY AT LDREHNELWT EEHERT BICIE, Keylme T—Y v MHERFRI AT ALLT
ETINTVWERREIrHYET,

BT

Keylime M S > % 1 LB L. Integrity Measurement Architecture (IMA) 2R L T%

BMOT77ANERET B0, VATLDNR I A —I YV RICEKRLDEEAE 2 298
hrHv Fd,

I—VzV Na7OEYaZVT95EXIT, Keylime PERBRV AT AILEETE 771V EESR
TEHIEHETEZFT, Keylme I —2 Y MIEFINET 7ML EZRESIEL. T—YT VMDY R
TLANTPMARY O—& IMARFA Y A MIERL TWBHEICOHMESILLE T,

Keylime MFRA U R N %ERTET 5 T & T, Keylime BMEFED 7 7 A IV FZIEBFEDTA LI M) —HD
EREAEBEBHITDLIIICTEELT, 77MILERALTE. ZTO7 71 IIEBIE/HmME IMAICEL > TRHES
ni’a—o

RHEL 9.3 TR I N % Keylime /X—2 3 > 730 LARE, FFAI Y X b EFRA YD X M id Keylime 2> 4 4 L
RYY—IHREINZET,

AR

o Keylime AYR—RXV MDREINTWVWEIYRATLADRY NT—I TV EANH %,

verifier

ML, [Ny —IU M5 Keylime verifier 27 704951 #8RLTCEIL,
registrar

ML, /Xy —IH 5 Keylimeregistrar 27 704 F 2] #BRLTLEIN,
Pav A

ML, Ry —IUhbKeylme T+ Y 770492 #8RLTLEIL,
Ir—oxvhk
EME, [Ny —UhsKeylime I—Vz Y haT 70493 #BBLTLEIL,

FIR

1. Keylime T—Y YV PAREINETINTVBERTRY X7 LIC, keylime-policy ¥V —JL
% 2% python3-keylime /Xy 5 —2 %A VA =L LET,

I # dnf -y install python3-keylime
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2. I—V IV N RTLDREDRENS S VI A LR —%FEHRLET,

# keylime-policy create runtime --ima-measurement --rootfs '/' --ramdisk-dir '/boot/' --output
<policy.json>

ZDAXY ROFMIZRDEEY T,
e <policy.json> IEZVH A LR)—DT7 7 A NBICBEZIHTAZET,
o RDTALYKNY—FRENISLBHMICHRAINETS,
o /sys
o /run
o /proc
o /lost+found
o /dev
o /media
o /shap
o /mnt
o /var
o /tmp
o MEICK LT, —excludelist <excludelist.txt> 4 7> 3 Y %#BIL T, BMOKED/ AR
ERAENOHRATEZIEETETET, BRAY R MTIE, 197121 DD Python ERKIR % F
ATEEYT, FHEXFOTLAY) X ME. docs.python.org M Regular expression
operations ZZMR L T XL,

3. ERINLS VYA LR O—%, keylime_tenant 1—7 1 U T 4 —HDEREINTWVWE I R T
LIZOE—=LZET, RICHZTRLET,

I # scp <policy.json> root@<tenant.ip>:/root/<policy.json>

4. Keylime 77V M EREINTWVWSE Y AT AT, keylime_tenant 1—7 1 1) 74 —%FERAL T
I—vzrvhEFOEYazZ I LEY,

# keylime_tenant --command add --targethost <agent_ip> --uuid <agent_uuid> --runtime-
policy <policy.json> --cert default

e <agent ip>(d. IT—2Yz VM MDIP7RLRICEEMAFT,
e <agent uuid> ik, T—Y TV hDOUUDICBEHAZET,
e <policy.json> % Keylime T894 LR Y S —T 7 A IADNRICTEEZHRAF T,

o cetATVavEFATIE. THYMEL BEINAETALIN)—FRIEIT 740
® /var/lib/keylime/ca/ 74 L 7 b)) —IC#H % CAFIRRE L BAFERALT. T—2zV hD
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98

FERAEZAEM L. BRALET. T4 LI M) —ICCARERAEZE L EAEFT N TULARWEGE,
771> M letc/keylime/ca.conf 7 7 1 L DEREICHE > TEN L ZBENICEK L. IBE
INETALI M) —ILRELET, TORER. TFY NI ODREFIAEEZI -V
VMIEFELET,

CABIRAZE F/IBEEBERI -V MIMAEZERT D E SIS, CARERICT I ERT S
HDINZAT—RDAN%ZKRD L1 5 (Please enter the password to decrypt your
keystore:) ZENHY £7,

R

Keylime ldT—Y Y MIEEINT7 74 ILERBSELL, T—YzV D
SATFLNTPM AR Y —E IMAFFAT) Z MZERL TWBIHFHICOAES
{ELET, 774 MTIE Keylime ZEEINc Zzip 7 71 ILERBBELE
ER

fcE 2, ROOAT Y R%EFEHT % &, keylime_tenant (& UUID d432fbb3-d2f1-4a97-9ef7-
75bd81c00000 % #F D% L L) Keylime T—Y v M % 127.0.01 IC7O0EY 3 =>4

L. policy.json EWS SV 94 LRY—%0O0—RKLET, F/. T74ILEMDT1L I b
)—ICEERRZ A ER L. TOHAETI 7ML EIT—Y Y MIEEFELE T, Keylime

ix. /etc/keylime/verifier.conf THREI N/ TPM R Y =B INTWVWBIFBEICDH, 77
1L eESELET,

# keylime_tenant --command add --targethost 127.0.0.1 --uuid d432fbb3-d2f1-4a97-9ef7-
75bd81c00000 --runtime-policy policy.json --cert default

pa

# keylime_tenant --command delete --uuid <agent_uuid> <> RKZfERH L
T. Keylime IC& 3/ — ROERAELETEET,

keylime_tenant --command update I~ > R&fRA L T, 9 TICEHRINTWL
2I—VIVIDREEZEETEIT,

ATV a Vv ERRRY AT LAEBREEL T, RENKGN THE I EERERLET,

L I—VIVMNDTTRT=YavhR TR EEERLET,

# keylime_tenant --command cvstatus --uuid <agent.uuid>

{"<agent.uuid>": {"operational_state": "Get Quote"..."attestation_count": 5

<agent.uuid>s #T—Y TV PO UUD ICEBZBZAET,

operational_state D{EA* Get Quote T, attestation_count 2* 0 IADIFH., THDI—T <
VENDTTRT—=Ya VML TWEY,

Operational_state D{&7" Invalid Quote » Failed DZ&. 77X 7— a VIFKKL., RO
£2ATY RHADPRRIINI T,
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{"<agent.uuid>": {"operational_state": "Invalid Quote", ... "ima.validation.ima-
ng.not_in_allowlist", "attestation_count": 5, "last_received_quote": 1684150329,
"last_successful_attestation": 1684150327}}

3. PTARAT—2a vk LEGEEIE, verifier OV CHEARRLE T,

# journalctl --unit keylime_ verifier

keylime.tpm - INFO - Checking IMA measurement list...

keylime.ima - WARNING - File not found in allowlist: /root/bad-script.sh

keylime.ima - ERROR - IMA ERRORS: template-hash 0 fnf 1 hash 0 good 781
keylime.cloudverifier - WARNING - agent D432FBB3-D2F1-4A97-9EF7-75BD81C00000
failed, stopping polling

BIER R

o IMADEMIE, N—FINEEUY TIRATLICELZEF2) T4 -0l Z5RLTLES
LY,

7M. 77— MNBAEDT7TFATF— 3 VAICKEYLIME 25 E 9 %

Keylime &= 7— MNRAEDT7 T AT — a VAICERET 5 &, Keylime i, BAIERRIATLEDT— K
TOEZAN, EELLREE—HBLTVWEHLEINEERLET.

AR

o Keylime AYR—FRX YV MDREINTWVWEIYRATLADRY NT—V TV EANH %,

verifier

ML, [Ny —IU M5 Keylime verifier 27 704951 #8RLTCEIL,
registrar

ML, /Xy —IH 5 Keylimeregistrar 27 704 F %] 2#BRLTLEIN,
Pav A

ML, RNy —IUhbKeylme T+ Y 770492 #8RLTLEIL,
Ir—yxvhk
EME, [Ny —UhbKeylime I—Vz Y haT 70493 #8BLTLEIL,

e Unified Extensible Firmware Interface (UEF)) AT —Y Y MY AT LATEMICA>TWS,

FIR

1. Keylime T—=Y YV PAREINETINTVBERTRY X7 LIC, keylime-policy ¥V —JL
% 23 python3-keylime /Ny 5 —2 %A VA =)L LET,

I # dnf -y install python3-keylime

2. ERRY X5 LT, keylime-policy V—ILAERAL T, Y AT LDREDREEAE L
T—rbOTHoRY—EERLET,

# keylime-policy create measured-boot --eventlog-file
/sys/kernel/security/tpmQ/binary_bios_measurements --output
<./measured_boot_reference_state.json>
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e <./measured_boot_reference_state.json> (&, keylime-policy IC& > TERINZ R
V—HREINDZNARICBEEHBIFT,

o UEFIYRFATEFXFAT7 T — MDERICA > TWARWESIE, --without-secureboot 2| %4
ELET,

BF

keylime-policy IC& > TERINZRY ¥ —ld, Y AT LDORMIEDRREICE
DWTHEY, FEILEETT, I—FRILDBEFHCVRATLDEHE=SD, ¥
ATLIERBEZMAZE, T— N TOCAPEREIN, YRATALIFTTR
F—avIlKkRLET,

3. ERINZARY > —%, keylime_tenant 1—7 1 ) 74 — D EREINTWVWE YR FALICOE—
LEJ, RiICHlzmLEFT,

# scp root@<agent_ip>:<./measured_boot_reference_state.json>
<./measured_boot_reference_state.json>

4. Keylime 77V M EREINTWVWSE Y AT AT, keylime_tenant 1—7 1 ) 714 —%FERAL T
I—vzrvhEFOEYazZ I LEY,

# keylime_tenant --command add --targethost <agent_ip> --uuid <agent_uuid> --
mb_refstate <./measured_boot_reference_state.json> --cert default

e <agent ip>id. IT—2z VM MDIP7RLRICEBEMAFT,
e <agent uuid> ik, T—Y TV hDOUUDICBEHAZET,

e <./measured_boot_reference_state.json> %=, 77— NBAERY O —ADNRRAICEESH]AF
ERS

VA LERE—REICT— NUEEFZRET %51, keylime_tenant --command add <
YREAANTZEZICHADI—RT—ADF T avadRTEBELE T,

pa

# keylime_tenant --command delete --targethost <agent_ip> --uuid
<agent_uuid> I<Y Y REFERAL T, Keylime IC& %/ — NDERAEILTEE
ER

keylime_tenant --command update I~ > KRR L T, 9 TICEHRINTWL
2I—VIVIDREEZEETEET,

IR

L BERNRVATLEZBEESHL. IV NDT7TRAT—YavhHINTd I E2HRALE
-3—0

# keylime_tenant --command cvstatus --uuid <agent_uuid>

{"<agent.uuid>": {"operational_state": "Get Quote"..."attestation_count": 5
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<agent_uuid> &, T—Y TV PO UUD ICBEZHZET,

operatlonal state D{EH' Get Quote T. attestation_count #* 0 U DIFHE., TODI—T <
VENDTFRF—YavIiERIHLTWET,

Operational_state D{&7" Invalid Quote » Failed D&, 77 A 7— 3 VIFKK L, RD
£2ATY RHADKRFIINI Y,

{"<agent.uuid>": {"operational_state": "Invalid Quote", ... "ima.validation.ima-
ng.not_in_allowlist", "attestation_count": 5, "last_received_quote": 1684150329,
"last_successful_attestation": 1684150327}}

2. PTRT—2avhkBLEIBE, veriferOJ TEMERRILE T,
# journalctl -u keylime_verifier
{"d432fbb3-d2f1-4a97-9ef7-75bd81c00000": {"operational_state": "Tenant Quote Failed", ...
"last_event_id": "measured_boot.invalid_pcr_Q", "attestation_count": 0,
"last_received_quote": 1684487093, "last_successful_attestation": 0}}

7.12. KEYLIME DIRIEZ K

podmanrun XY RT-e A 7Y avAaFRALTCIVTF—%2ET 5 & IR EIC, Keylime DIRIE
THERETDE, RET 7M1 IVDEEF—IN—514 RTEZET,

BIEZHOBXIIRDESY T,
I KEYLIME_<SECTION>_<ENVIRONMENT_VARIABLE>=<value>
Tl UTDELDICRY FT,

e <SECTION> (& Keylime B8EZ7 7ML DEI >3 »TY,

e <ENVIRONMENT _VARIABLE> [JEBIEZ#HTT,

e <value> IFIRIEZHICERET 2ETT,

7= & ZI1E. -e KEYLIME _VERIFIER_MAX_RETRIES=6 (. [verifier] 2 2 3 > ®D max_retries i E 7
ToavAaEGICEELET,

verifier D& E

x7.1[verifier] £ > 3>

RIREH T 74 MéE
auto_migrate_db KEYLIME_VERIFIER_AUTO_  True
MIGRATE_DB
client_cert KEYLIME_VERIFIER_CLIENT default
_CERT
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client_key password

client_key

database_pool_sz_ovfl

database_url

durable_attestation_import

enable_agent_mtls

exponential_backoff

ignore_tomtou_errors

ip

max_retries

max_upload_size

measured_boot_evaluate

measured_boot_imports

measured_boot_policy_nam

e

num_workers
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REZH

KEYLIME_VERIFIER_CLIENT
_KEY_PASSWORD

KEYLIME_VERIFIER_CLIENT
_KEY

KEYLIME_VERIFIER_DATAB
ASE_POOL_SZ_OVFL

KEYLIME_VERIFIER_DATAB
ASE_URL

KEYLIME_VERIFIER_DURAB
LE_ATTESTATION_IMPORT

KEYLIME_VERIFIER_ENABL
E_AGENT_MTLS

KEYLIME_VERIFIER_EXPON
ENTIAL_BACKOFF

KEYLIME_VERIFIER_IGNOR
E_TOMTOU_ERRORS

KEYLIME_VERIFIER_IP

KEYLIME_VERIFIER_MAX_R
ETRIES

KEYLIME_VERIFIER_MAX_U
PLOAD_SIZE

KEYLIME_VERIFIER_MEASU
RED_BOOT_EVALUATE

KEYLIME_VERIFIER_MEASU
RED_BOOT_IMPORTS

KEYLIME_VERIFIER_MEASU
RED_BOOT_POLICY_NAME

F 74 MéE

default

5,10

sqlite

True

True

False

127.0.0.1

104857600

once

0

accept-all

KEYLIME_VERIFIER_NUM_W 0

ORKERS



persistent_store_encoding

persistent_store_format

persistent_store_url

port

quote_interval

registrar_ip

registrar_port

request_timeout

require_allow_list_signature
s

retry_interval

server_cert

server_key password

server_key

severity_labels
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REZH

KEYLIME_VERIFIER_PERSIS
TENT_STORE_ENCODING

KEYLIME_VERIFIER_PERSIS
TENT_STORE_FORMAT

KEYLIME_VERIFIER_PERSIS
TENT_STORE_URL

KEYLIME_VERIFIER_PORT

KEYLIME_VERIFIER_QUOTE
_INTERVAL

KEYLIME_VERIFIER_REGIST
RAR_IP

KEYLIME_VERIFIER_REGIST
RAR_PORT

KEYLIME_VERIFIER_REQUE
ST_TIMEOUT

KEYLIME_VERIFIER_REQUI
RE_ALLOW_LIST_SIGNATU
RES

KEYLIME_VERIFIER_RETRY
_INTERVAL

KEYLIME_VERIFIER_SERVE
R_CERT

KEYLIME_VERIFIER_SERVE
R_KEY_PASSWORD

KEYLIME_VERIFIER_SERVE
R_KEY

KEYLIME_VERIFIER_SEVERI
TY_LABELS

F 74 MéE

json

8881

127.0.0.1

8891

60.0

True

default

default

default

["info", "notice", "warning",

"error", "critical", "alert",
"emergency"]
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RIEZEH F 74 MéE

severity_policy KEYLIME_VERIFIER_SEVERI

TY_POLICY

[{"event_id": ".*",
"severity_label" :
"emergency"}]

signed_attributes

time_stamp_authority _certs_
path

time_stamp_authority_url

ions

104

KEYLIME_VERIFIER_SIGNED
_ATTRIBUTES

KEYLIME_VERIFIER_TIME_S
TAMP_AUTHORITY_CERTS_
PATH

KEYLIME_VERIFIER_TIME_S
TAMP_AUTHORITY_URL

ATIONS_ENABLED_REVOC
ATION_NOTIFICATIONS

tis_dir KEYLIME_VERIFIER_TLS_DI  generate
R

transparency_log_sign_algo KEYLIME_VERIFIER_TRANS sha256
PARENCY_LOG_SIGN_ALG
(0]

transparency_log_url KEYLIME_VERIFIER_TRANS
PARENCY_LOG_URL

trusted_client_ca KEYLIME_VERIFIER_TRUST  default
ED_CLIENT_CA

trusted_server_ca KEYLIME_VERIFIER_TRUST default
ED_SERVER_CA

uuid KEYLIME_VERIFIER_UUID default

version KEYLIME_VERIFIER_VERSIO 2.0
N

#*7.2[revocations] 2/ >3 >~

BREATav RIEEH 774 ME

enabled_revocation_notificat KEYLIME_VERIFIER_REVOC [agent]



webhook_url

registrar D% E
*K7.3[registrar] Zo >3~

=11

BREA T ayv

auto_migrate_db

database_pool_sz_ovfl

database_url

durable_attestation_import

ip

persistent_store_encoding

persistent_store_format

persistent_store_url

port

prov_db_filename

server_cert

server_key password

$78 KEYLIME CY AT LADELEM 2R T S

KEYLIME_VERIFIER_REVOC

ATIONS_WEBHOOK_URL

RIEEH

KEYLIME_REGISTRAR_AUT
O_MIGRATE_DB

KEYLIME_REGISTRAR_DAT
ABASE_POOL_SZ_OVFL

KEYLIME_REGISTRAR_DAT
ABASE_URL

KEYLIME_REGISTRAR_DUR
ABLE_ATTESTATION_IMPO
RT

KEYLIME_REGISTRAR_IP

KEYLIME_REGISTRAR_PER
SISTENT_STORE_ENCODIN
G

KEYLIME_REGISTRAR_PER
SISTENT_STORE_FORMAT

KEYLIME_REGISTRAR_PER
SISTENT_STORE_URL

KEYLIME_REGISTRAR_POR
T

KEYLIME_REGISTRAR_PRO
V_DB_FILENAME

KEYLIME_REGISTRAR_SER
VER_CERT

KEYLIME_REGISTRAR_SER
VER_KEY_PASSWORD

F7 4L ME

True

5,10

sqlite

127.0.0.1

json

8890

provider_reg_data.sqlite

default

default
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server_key

signed_attributes

time_stamp_authority _certs_
path

time_stamp_authority_url

tis_dir

tis_port

transparency_log_sign_algo

transparency_log_url

trusted_client_ca

version

T NRE
FK7.4[tenant] /> 3>
BREASVav

accept_tpm_encryption_algs

accept_tpm_hash_algs

accept_tpm_signing_algs
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KEYLIME_REGISTRAR_SER
VER_KEY

KEYLIME_REGISTRAR_SIGN
ED_ATTRIBUTES

KEYLIME_REGISTRAR_TIME
_STAMP_AUTHORITY_CERT
S_PATH

KEYLIME_REGISTRAR_TIME
_STAMP_AUTHORITY_URL

KEYLIME_REGISTRAR_TLS_
DIR

KEYLIME_REGISTRAR_TLS_
PORT

KEYLIME_REGISTRAR_TRA
NSPARENCY_LOG_SIGN_A
LGO

KEYLIME_REGISTRAR_TRA
NSPARENCY_LOG_URL

KEYLIME_REGISTRAR_TRU
STED_CLIENT_CA

KEYLIME_REGISTRAR_VER
SION

RIEEH

KEYLIME_TENANT_ACCEPT
_TPM_ENCRYPTION_ALGS

KEYLIME_TENANT_ACCEPT
_TPM_HASH_ALGS

KEYLIME_TENANT_ACCEPT
_TPM_SIGNING_ALGS

default

ek_tpm,aik_tpm,ekcert

default

8891

sha256

default

2.0

F7 4L MNME

ecc, rsa

sha512, sha384, sha256

ecschnorr, rsassa



client_cert

client_key password

client_key

ek_check_script

enable_agent_mtls

exponential_backoff

max_payload_size

max_retries

mb_refstate

registrar_ip

registrar_port

request_timeout

require_ek_cert

retry_interval

tis_dir

tpm_cert_store

$78 KEYLIME CY AT LADELEM 2R T S

KEYLIME_TENANT_CLIENT_
CERT

KEYLIME_TENANT_CLIENT_
KEY_PASSWORD

KEYLIME_TENANT_CLIENT_
KEY

KEYLIME_TENANT_EK_CHE
CK_SCRIPT

KEYLIME_TENANT_ENABLE
_AGENT_MTLS

KEYLIME_TENANT_EXPONE
NTIAL_BACKOFF

KEYLIME_TENANT_MAX_PA
YLOAD_SIZE

KEYLIME_TENANT_MAX_RE
TRIES

KEYLIME_TENANT_MB_REF
STATE

KEYLIME_TENANT REGIST
RAR_IP

KEYLIME_TENANT_REGIST
RAR_PORT

KEYLIME_TENANT_REQUES
T_TIMEOUT

KEYLIME_TENANT_REQUIR
E_EK_CERT

KEYLIME_TENANT_RETRY_I
NTERVAL

KEYLIME_TENANT_TLS_DIR

KEYLIME_TENANT_TPM_CE
RT_STORE

default

default

True

True

1048576

127.0.0.1

8891

60

True

default

/var/lib/keylime/tpm_cert_sto
re
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trusted_server_ca

verifier_ip

verifier_port

version

CAXE
xK75[calzy>av
BREASVav
cert_bits

cert_ca_lifetime

cert_ca_name

cert_country

cert_crl_dist

cert_lifetime

cert_locality

cert_org_unit

cert_organization

cert_state

password
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KEYLIME_TENANT _TRUSTE
D_SERVER_CA

KEYLIME_TENANT_VERIFIE
R_IP

KEYLIME_TENANT_VERIFIE
R_PORT

KEYLIME_TENANT_VERSIO
N

RIEEH

KEYLIME_CA_CERT_BITS

KEYLIME_CA_CERT_CA_LIF
ETIME

KEYLIME_CA_CERT_CA_NA
ME

KEYLIME_CA_CERT_COUNT
RY

KEYLIME_CA_CERT_CRL_DI
ST

KEYLIME_CA_CERT_LIFETI
ME

KEYLIME_CA_CERT_LOCAL
ITY

KEYLIME_CA_CERT_ORG_U
NIT

KEYLIME_CA_CERT_ORGA
NIZATION

KEYLIME_CA_CERT_STATE

KEYLIME_CA_PASSWORD

default

127.0.0.1

8881

2.0

F7 4L MNME

2048

3650

Keylime Certificate Authority

Uus

http://localhost:38080/crl

365

Lexington

53

MITLL

MA

default



version

I—VxIVhRE
*K7.6[agent] V>3
REAF T3y

contact_ip

contact_port

dec_payload_file

ek _handle

enable_agent_mtls

enable_insecure_payload

enable_revocation_notificati
ons

enc_keyname

exponential_backoff

extract_payload_zip

ip

max_retries

measure_payload_pcr

#5753 KEYLIME CYRATLADEEH AR T B

KEYLIME_CA_VERSION

REZH

KEYLIME_AGENT_CONTAC
T_IP

KEYLIME_AGENT_CONTAC
T_PORT

KEYLIME_AGENT_DEC_PAY
LOAD_FILE

KEYLIME_AGENT_EK_HAND
LE

KEYLIME_AGENT_ENABLE_
AGENT_MTLS

KEYLIME_AGENT_ENABLE_
INSECURE_PAYLOAD

KEYLIME_AGENT_ENABLE_
REVOCATION_NOTIFICATIO
NS

KEYLIME_AGENT_ENC_KEY
NAME

KEYLIME_AGENT_EXPONEN
TIAL_BACKOFF

KEYLIME_AGENT_EXTRACT
_PAYLOAD ZIP

KEYLIME_AGENT_IP

KEYLIME_AGENT_MAX_RET
RIES

KEYLIME_AGENT_MEASUR
E_PAYLOAD_PCR

2.0

F 74 MéE

127.0.0.1

9002

decrypted_payload

generate

true

false

true

derived_tci_key

true

true

127.0.0.1

-1
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payload_script

port

registrar_ip

registrar_port

retry_interval

revocation_actions

revocation_cert

revocation_notification_ip

revocation_notification_port

run_as

secure_size

server_cert

server_key password

server_key

tis_dir

tpm_encryption_alg

110

REZH

KEYLIME_AGENT_PAYLOA

D_SCRIPT

KEYLIME_AGENT_PORT

KEYLIME_AGENT_REGISTR
AR_IP

KEYLIME_AGENT_REGISTR
AR_PORT

KEYLIME_AGENT_RETRY |
NTERVAL

KEYLIME_AGENT_REVOCA
TION_ACTIONS

KEYLIME_AGENT_REVOCA
TION_CERT

KEYLIME_AGENT_REVOCA
TION_NOTIFICATION_IP

KEYLIME_AGENT_REVOCA
TION_NOTIFICATION_PORT

KEYLIME_AGENT_RUN_AS

KEYLIME_AGENT_SECURE_
SIZE

KEYLIME_AGENT_SERVER_
CERT

KEYLIME_AGENT_SERVER_
KEY_PASSWORD

KEYLIME_AGENT_SERVER_
KEY

KEYLIME_AGENT_TLS_DIR

KEYLIME_AGENT_TPM_ENC
RYPTION_ALG

F 74 MéE

autorun.sh

9002

127.0.0.1

8890

0

default

127.0.0.1

8992

keylime:tss

1m

default

default

default

rsa



#5753 KEYLIME CYRATLADEEH AR T B

ZEAF T av REEH

tpm_hash_alg KEYLIME_AGENT_TPM_HAS

H_ALG

tpm_ownerpassword KEYLIME_AGENT_TPM_OW

NERPASSWORD

tpm_signing_alg KEYLIME_AGENT_TPM_SIG

NING_ALG

trusted_client_ca KEYLIME_AGENT_TRUSTED

_CLIENT_CA

uuid KEYLIME_AGENT_UUID

version KEYLIME_AGENT_VERSION

O¥> J8R%E

#7.7 [loggingl o> a3~

BEA TV av BIREH
version KEYLIME_LOGGING_VERSI
ON
#*7.8[loggers] v >3~
BEA TV av BIREH

keys KEYLIME_LOGGING_LOGG
ERS_KEYS
F79[handlers] />3~
BREASVav BETH

keys KEYLIME_LOGGING_HANDL

ERS_KEYS

#*7.10 [formatters] />3 >

F 74 MéE

sha256

rsassa

default

d432fbb3-d2f1-4a97-9ef7-

75bd81c00000

2.0

F7 4L MNME

2.0

F7 4L MNME

root,keylime

F7 4L MNME

consoleHandler

m



Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k

BREATav RIZEH

keys KEYLIME_LOGGING_FORM

ATTERS_KEYS

#*7.11[formatter_formatter] £ > 3>

BREFTVav RIZEH

datefmt KEYLIME_LOGGING_FORM
ATTER_FORMATTER_DATE
FMT

format KEYLIME_LOGGING_FORM
ATTER_FORMATTER_FORM
AT

#*7.12[logger_root] V> 3~
BEA TV av BIREH

handlers KEYLIME_LOGGING_LOGG

ER_ROOT_HANDLERS

level KEYLIME_LOGGING_LOGG

ER_ROOT_LEVEL

#7.13 [handler_consoleHandler] €2 > 3~

BEtTvay BAEH

args KEYLIME_LOGGING_HANDL
ER_CONSOLEHANDLER_AR
GS

class KEYLIME_LOGGING_HANDL
ER_CONSOLEHANDLER_CL
ASS

formatter KEYLIME_LOGGING_HANDL

ER_CONSOLEHANDLER_FO
RMATTER

level KEYLIME_LOGGING_HANDL
ER_CONSOLEHANDLER_LE

VEL

F7 4L ME

formatter

F7 4L MNME

%Y-%m-%d %H:%M:%S

%(asctime)s.%(msecs)03d -
%(name)s - %(levelname)s -
%(message)s

F7 4L ME

consoleHandler

INFO

F7 4L MNME

(sys.stdout,)

StreamHandler

formatter

INFO



$B7Z KEYLIME CY R T LADEAEAHIRT S
#7.14[logger_keylime] o> 3~
BREATav RIEEH T 74 ME

handlers KEYLIME_LOGGING_LOGG
ER_KEYLIME_HANDLERS

level KEYLIME_LOGGING_LOGG INFO
ER_KEYLIME_LEVEL

qualname KEYLIME_LOGGING_LOGG keylime
ER_KEYLIME_QUALNAME

13
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8% AIDE CE M DR

Advanced Intrusion Detection Environment (AIDE) (&, Y RF7ALICT7 7AINDT—9 R—R%/ERK L.
ZTDT—INR—REFALTI7MIVDEGHEZHRL. YATLORAZBRETZ21—FT1 YT 14—

<7,

8.1.AIDEDA VX b—Jb

ADEA2FERALTI7 74 VEEEF v IV ZBIATICIE. FHT 2y =YV M—=JLL,
AIDE 7 —4R—X&{NHILT 2HELIrHY £,

AR

FIR

14

e AppStream Y RY M) —HABRITHR>TWS,

1. aide/ Xy —Y%4 VA M—=ILLET,

I # dnf install aide

2. YHAT—IN—EERLFT,

# aide --init
Start timestamp: 2024-07-08 10:39:23 -0400 (AIDE 0.16)
AIDE initialized database at /var/lib/aide/aide.db.new.gz

Number of entries: 55856

The attributes of the (uncompressed) database(s):

/var/lib/aide/aide.db.new.gz

SHA512 : mZaWoGzL2m6ZcyyZ/AXTIowliEXWSZgx
IFYImY4f7id4u+Bg8WeuSE2jasZur/A4
FPBFaBkoCFHAoE/FW/V94Q==

3. A7 av: T 74 MNEETIE, aide —init < KiL. /etc/aide.conf 7 7 1 I TEET S

TALIONMN)=ET77A4LDEY NOHEHRBLET, T4 LI M) —FKkIET 74 )% AIDE
FT—IR=ITEML, BERNSA =9 —%ZEEI 5ICIE. /etc/aide.conf =ZEHL £ 7,

L T=IR—ZADERAERBT ZICIE. T —IR—ZAD T 74 ILEDLKRKED .new % HIfR

L/i_a—o

I # mv /var/lib/aide/aide.db.new.gz /var/lib/aide/aide.db.gz

. AT IV ADE F=IR—RADIGFAEZEET %11, /etc/aide.conf 7 7 1 L & iRE

L. DBDIREAZZELZY, BMOEF21 T4 —DTF—H¥XR—2R, KE. /ust/sbin/aide /\
AF)—20 74 %, GZARYERXT A T7REDLERIGMICIRELE T,



8.2.AIDE #{#FH L/-EBAMF v I DET

crond Y —EXAFEHAT3E, AIDE CEENAR 7 7AIIVEEMF v I ARV 21— TEXFET,

AR

5583 AIDE TE A& DORER

o AIDE MWEHICA VA R—=ILIh, T—IR=—ZADMEILINTWVWSB, ADEDA VA=) &
BEBLTLEIL,

FIR

. FHTFzv I 2RBTHICIE. UTEITVWET,

2. Vi &, ADEZBBEZETIBAEIDICVATLERELEY,

# aide --check
Start timestamp: 2024-07-08 10:43:46 -0400 (AIDE 0.16)
AIDE found differences between database and filesystem!!

Summary:

Total number of entries: 55856
Added entries: 0

Removed entries: 0

Changed entries: 1

Changed entries:

fo.. ..S : /root/.viminfo

Detailed information about changes:

File: /root/.viminfo

SELinux : system_u:object_r:admin_home_t:s | unconfined_u:object_r:admin_home

0 | t:s0

REAEREE LTIE, AIDE

EFBHEITLEY, £&xIE cronOY Y RA&FEAL TEHSFR] 04:05 IC AIDE #1795 &£
KR T 2—I)LT BIIE, Jetc/crontab 7 7 1 LI RDITEBML T,

I 05 4 * * * root /usr/sbin/aide --check

RS

o U7 LEDcron(8) man R—

8.3.AIDE T —49 RXR—XDEH

Ny T —IDEHPERET 7MIVOAELRE, VAT LDOLEEN

IN—REEHLIT,

RTEL, EXERD ADET—

115
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=55

o AIDE MNEHICA VA R—=ILIh, T—IR—ZADMEPILINTWVWSB, ADEDA VA= &
BRBLTLEIL,

FIE
. ERXERDADET—9R—RAE=EEHLET,

I # aide --update

aide --update ¥ >~ Ki&. /var/lib/aide/aide.db.new.gz T —9 RXR—X 7 7 A JLEER L F
ER

2. BEMF Vv I TEFLET—IR—RE[FERIT ZITIE. 771 ILEDSKED .new % HlIfR
L/i-g_o
8.4. 7 7 1 JLEL MY —JL:AIDE $ L U’ IMA
Red Hat Enterprise Linux I, YXFTLEDT77A4ILETA LI MN)—DEEMEF v IHLICRE
TE2EODIFTIFERY—IAERBELET, RORIE, PFVAICBE LAY I ERETDZDICHZILD
i-g_o

R8.1AIDE & IMA O H.8%

Advanced Intrusion Detection

Environment (AIDE)

Integrity Measurement Architecture (IMA)

FHEERTT &R ADE &, AT LLEDT77A4ILETALY IMA IE. LETHCREINILREM & i L
N)—DF—I9R—25ERTZI1—FT1") TI774AWAEE Ny Y 1E)EFTy Y
FL4—TT, TDT—IR=RIF, 774 TBIEILELY, J74IHDEEINTWVS
DELEMEFTv I L. BAZBRHETZOIC HEIHLERELET,
BIBEEY,

R AE ADE (Z)IL—I)LEFERLT, Z2714IILET 4 IMAIZ, 774Ny afEaERLTEA
LY MY —DBEMREAZLELET, ERHLET,

B BRHE -ADE I, IL—ILERIET BT &I MEERGLE - IMA K, 771 ILDILREME%
U, 274D EEINTVEHNE I D AR BIMADIEILLY, REEZBREBES LU
HLET, IELFET,

ERAE ADE 2. 7274 FEIFTa4L I MY =N HENIDT 7 A I EERDEREE MBI,
THEINLEZICBRERELET, IMA IEEBRZBRHLZE T,

&3 ADE &, O—HAIYATFLLED T 7A4ILE IMAIE, O—AIYRATLEYE—RYRT

T4LIN)—DEEMEF v I LET,

LDEFa1) T4 —%5WHELET,

85.AIDERHEL YR F7 LO0—JLAEFERALET7 7M1 ILEEEF T v I DERE

aide RHEL Y 27 LAO0—IL &2 AT 2 &, EHOP R T LICH7Y —E L T Advanced Intrusion
Detection Environment (AIDE) Z3%ETE £ 9, cDO—)LiE. TRTOEERR / — NIl aide /v

F—IJEEEMICA VA M—=IL L,

16

REWISCTRDT7 V72 avaRTTEEY,



5583 AIDE TE A& DORER

o ADET—4R—%E#MELL., I bO—I/—RIZRETS
o EEWR/—NTADEEEUFIvIEETTS

o ADEF—49R—2Z2EFHL., avbO—IL/—RICIEET 3

AR
o OvhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTEd1—H¥—¢Lcarybo—)b/—Kicasq4vLTw
%,

o BIENR/—RKRADOEMICHERTEZT7HIY M, TD/—RIINT 2 sudo HERENH 5,

¥
1. ROWB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {ER L % ¢,

- name: Configure system integrity
hosts: managed-node-01.example.com
tasks:

- name: Configure file integrity checks with AIDE
ansible.builtin.include_role:
name: rhel-system-roles.aide.aide
vars:
aide_db_fetch_dir: files
aide_init: true
aide_check: false
aide_update: false
aide_cron_check: true
aide_cron_interval: 0 12 * * *

%> 7I)L Playbook TIEEINTWBREIRDESY TT,

aide_db_fetch_dir: files

JE—N/—KHSEE LA ADE T—9R—AEREFETBHD Ansible 3> bAO—JL
J—=RACN) LOF4 LV M) —%IBELET., 774 hDfiles fETIL. Playbook &
ALCTFALI M) —ILTF—IR=—ZADPREINET, T—IR—RT 71 L EBDBFICHF
BEIBITIE. BIDRRERELET,

aide_check: false
JE-—N/—RTEEMFIvIZRTLIET,
aide_update: false
AIDE F—#~R—2&&E#H L, A hO—IL/—RIEEFELET,
aide_cron_check: true
BENR/ —RCADERBEEF v 5270714 7T 2EHMQ cron 23 TEFREL
x7,
aide_cron_interval: 0 12 * * *

cron ¥ 3 7 DfER% <minute> <hour> <day_of _month> <month> <day of week> & L\
HATHRELET, EZ012***ILT2&, BHEFICYaTE2RTITELDIKEESN
xY,

17
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Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.aide/README.md 7 7 1 L =SB L T X

EZN
(AN

2. Playbook O#XAMIEL £,
I $ ansible-playbook --syntax-check ~/playbook.yml

CDAX Y NIIBXERIETZLETTHY ., BNEDPRBEYLERENSRETZEDTIEAN
CEITEFRLTLEIWY,

3. Playbook #%2fT L £ 9,

I $ ansible-playbook ~/playbook.ymi

BB
e /usr/share/ansible/roles/rhel-system-roles.aide/README.md 7 7 1 JI

e /usr/share/doc/rhel-system-roles/aide/ 71 L 7 1) —

8.6. B EIF R
o T L E®Maide(1) man R—Y

® Kernel integrity subsystem

18


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/9/html/managing_monitoring_and_updating_the_kernel/enhancing-security-with-the-kernel-integrity-subsystem_managing-monitoring-and-updating-the-kernel

FOoFLUKS A2FHLAE=7OY 72 57/814 ADIES{L

FOELUKS 2 L=70v I 57/N1 ADEESAL

TARVESEEFERTSZE, JOVITNARALEDT—9%2BESEL THRETEET, T/N1 ADE
BEINIAVTUVICTIERTZICTE, BREEELTRARTIL—XFRIFBEAALET, INhid.
TINA R AT LDOYEBMICRYAINEZZETE. TNA ROV T VY A RET BHDIHEILD
e, ENANAVEL—F—PYL—NRNTIVATATICE>TEETY, LUKSFRIE. RedHat
Enterprise Linux IC8 1327 0Y 7 7/\1 RAOBSILDT 7 # )L NEETT,

9.1. LUKS & 1 R U OIS E1t

Linux Unified Key Setup-on-disk-format (LUKS) &, BES{LINz7 /1 RAOEB=ERILT 2V —IL
Yy NERBELET, LUKS 2FERTEE. JOv 27N\ REBSEL. RO —H—F—T< 2R
H—F—%BETEZLIIRYEST, X—FT 12 aVO—HFEESLIZIE. COYRY—F—%FH
Lji-a—o

Red Hat Enterprise Linux (&, LUKS R LT70OY 75 /\1 ADES{LEERITLET, T74I T
XA VA M=, 7OY 9T N\A R5BECTE2F T aVvHMBEINTVWERA, T1 RV %
Bt 24T avERERTZE, AVELI— 9 —%2BHTILTINRRTL—XDAADRKRD 5N F
T, TONRRTL—XIF, N"=T42avEESLTZNIVIBSROOY VEZRRLET, 7741
NDOR—=F42avrF—TIEEET2HEIF. BEETEZNN—FT12aVERBIRTEET, TOXRE
. N=F42avTF—TIRETITONET,

Ciphers

LUKS ICERIN 2T 7 # )L b DBES 13 aes-xts-plain64 T3, LUKS DT 7 #JL b DEEH 1 X 512
Ev hTY, Anaconda XTS E— FZFRA LA LUKS DT 7 #JL DY A4 XE 512y hTY, FH
AREARESIIRDEHBY T,

o SERES{LIZAE (Advanced Encryption Standard, AES)

® Twofish
® Serpent
LUKS IC& > TEITI N 5134E

o LUKSIE., 7Ov I FN\A A2 5EBILT 27D, RBARERANL—I AT TSy S
Ny TDTFARIRSATE WD, ENAITNRAZROAVT VY ARETZDICELTW
i’a—o

o ESINALTOYITNS RDERNLARIIEETHY., X7y TTF/NN( ADESICK
UBFET, Fh EYDITT—YRAMN—YVRICTA— Yy MLETOYITNA A A5FERT
DEEDT—IR—ICEALTEHEATY,

o |LUKSIE, BEFEDTNA AT YIR—DH—FIW G TORATFLAEFERALET,

o |UKSIENRRT7L—ADEFal) 71 —%mmbtL,. HBEREISKFRELZT,

o LUKS TNA RICIFEHDF—ROY MHEFNTWSREH, Ny I Ty Tx—0R2R 7L —
XEBIMTEET,
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BR
LUKS RO+ ) A ICIRERIhEE A,

o |UKSREDT A4 RIBEEEY Y 1—Tavik, YRATLADELERBICLIAT—%
BIRELTIHA, YVATLDERBRN A VICRY, LUKS AT ARV EESIET S
ELFDTARIDT7AIIE, TDT7AIICTIVECATEZTRTHDI—
H—NERATEET,

o ELTFNARICHTBERMDT IV ERAFXF—5EBEHOLI—F—HIEFEORENH BV
+VF, LUKSIFERIEF—ROy % SERMH L. LUKS2FERIEF—ROY b
ERAMERBELET,

o Jr7AINLRIDESLEVLEETZTSTYr—>ay,

BaETE R
o LUKS 7OV IV NDIKR—LR—Y
o |UKSH VYT ARYI 74— v MDDk

® FIPS197: Advanced Encryption Standard (AES)

9.2. RHEL @ LUKS /X\—2 3 &

Red Hat Enterprise Linux Tl&., LUKSBEB{LD T 7 # )L ML LUKS2 TY, B LUKST R IEE] =
BITRICHR—PMINTHY., LLEID Red Hat Enterprise Linux ) ) — R &E B D H 3 TR
INFET, LUKS2 BEESILId. LUKSITBERESILEEBRL T, JYBETRRIFERATEZERAEER
LNTWET,

LUKS2 FER A FRATZE, NAF)—BEA2ZTFTEHI R, IFIELRHOERICEHFTEZE

¥, LUKS2 Id, WBERRIICA S T—FICISON THF R MERZFEAL. X9 T —9DRRMEZRME L.
A TS DWIBERE L, XFT—9DIAE—DSEBNICEBELET,

BF

LUKSTDHEHR— KT BV AT ATIHLUKS2 A FEALAWVWTL I,

Red Hat Enterprise Linux 9.2 A Tl&, MmA D LUKS /X—<7 3 > T cryptsetup reencrypt A7 > K%
FRALTT1 RV ZBSILTEET,

V54 v OBERES{
LUKS2 BRI, /81 ADMERFBDEIC, BSELAETNNS ROBESILICRHIELET., & A
LTFDYIRIBEREITTBICHIY., TNARTIF7FANIATLET YYD Y NTZ2REEIHY FH
/\JO
o R)a—LFx—0DEH
o ES{F7IITYXLDER
EESEINTVWARVWTNA RERESIET B8, 77MILYRTLDIYI Y NERIRT B0
EXNDHYFET, BEELOBEWIHIEZICT 7MLV RTLAEBYY Y NTEET,
LUKSTFERIE, #5414 VEBRES{EICHELTWERA.

%
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HEDRRTIE, LUKST % LUKS2 ICE#|TEE 9, BEARMICIZ. UTDOYFH YA TREERDNTEEE
Ao

e LUKS1F /31 ZH, Policy-Based Decryption (PBD) Clevis ¥V 1) 2 —> a VICL WERAINTL
2&EX—7XNTW3S, cryptsetup 'V —JLI, luksmeta X ¥ T— 9 HHRHEIND &, ZDT
NAREEB|T DI EEEETLET,

o FNAZANT VT4 TICHE>TWD, TNARANET VT4« TIRETRIThIE, THhIT B &
T FEHA,

9.3.LUKS2 B S\t DT — Y 1REDA T 3V

LUKS2 TlF. BESETOERT, RI7A—IVRAPT—IVREOCBEELRET 2REOAL T 3
VERIRTEE T, resilience 7 7Y 3 VILIXIRDE— RHABEEINTVLWE T, cryptsetup reencrypt
--resilience resilience-mode /dev/<device ID> A< Y RAFHTEE, TNH5DE—ROVWTFhh%E
BEIRTEE T, <device_ID> &, 7/X1 ZDIDICEZIHWATLLEI W,

checksum

FIAIWNMDE—R, T—HYREENRTA—TVRADNSVRAERY ET,

ZDE—RTI, BESEEROEII—DF v 7 LAPERNICEEINET, FIviHLA
. LUKS2 IC& > TBRESILINAEYY—ICDWT, EIHOERATHRETEZET, TOE—NR
Tl 7OV I TNA R0 9—DEZRAADNT NIV ITHBIRENDHY T,

journal

BERERT—RTIHN, BEEVWE—RTEHYET, TOT—RTIE. BESIEEE/N1F
) —8EIHIC S v —FILET D72, LUKS2 IET—49 A% 2QEXAAF T,

none

none T— RTIEINT =TV ANMEBEIN, T—9REIREINFTHEA. SIGTERM > 7 FI)L ¥
A—H—IC& D Cri+C F— DI TR L, Z2LhTOERARTHIODAT—YA5RELETT, FHL
BWYRTLBERPT )= a VvEENRETDE, T—IDIETIHAEELHY T,

LUKS2 OBESIE 7O A D REIFICEARET LEBE. LUKS2 IZULTOWIThADAETEIRAE
TCTEZF9,

BE)

ROWTNHADT I avaEFTTEE, RLAIOLUKS2 TN, RBP4 avhIiCEFHEIRT
93V hr M) H—INET,

e cryptsetup open I< Y KARTT 3,

e systemd-cryptsetup I<¥ > NEHRALTT/N\1 X &R T %,

F&)
LUKS2 7 /34 R T cryptsetup repair /dev/<device_ID> I > R&=FERAL XY,

BIER R

o I 27 I ED cryptsetup-reencrypt(8) & & Uf cryptsetup-repair(8) man XR—<

9.4.LUKS2 =R L7770y V7 /1\1 ADOBRET—4% DEES1L

121



Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k

LUK 2 FTERAFAL T, FEESEINTUVWAWTNS ZOBEDTFT—Y5ESIETEET, LWL
LUKS Ay ¥ —lE. T4 2D~y RICREINET,

AR E 4
o TJOVIOTFNARICT 7AWV AT LD H D,

o F—HADNY YTy THEEKLTWS,

Digk

==
[=]

N—=RO 7, A—FI), FELEEAWIRIILY., BSt7OEREIC

TFT=IDKbONBZFENDHY ET, T—YDESIEEFHBT ZHEIIC. 55
HEDFWNNY Ty THERLTLIEIL,

FIR

1. BEIbT 3T NARICHDITIFANIRATLDIIY NEaETRTEBBRLET, RICHERLE
-a—o

I # umount /dev/mapper/vg00-lv00

2. LUKSAY S —%RETIOOEZIFTEEZHELETT, YFHVAICEDLET, ROVWTFhnh
DA T avEFEARALET,

o MERY1—-—LZESILTBHERIE. UTDLIIC, F77MANVRTLDOYA X 2EEE
TS, MEBERY 2 —LAZIRTEX Y, UTICHlZRLET,

I # Ivextend -L+32M /dev/mapper/vg00-lv00

o parted REDN—F 1 aVEBY—ILEFRLTAA—FT1s2availskLE T,

¢ ZDTNARADT 7AINY AT L%ERENLET, ext2, ext3. Tl ext4 DT 7L R
T LlllE resize2fs 1—F7 4 )74 —%fEATEEX T, XFST7 7MY AT LIIEHEBNTE
MW EITEFR LTSRS W,

3 BEStedHtLET,

# cryptsetup reencrypt --encrypt --init-only --reduce-device-size 32M /dev/mapper/vg00-lv00
Iv00_encrypted

/dev/mapper/lv00_encrypted is now active and ready for online encryption.
4. TNAR&EITIVMLET,
I # mount /dev/mapper/lv00_encrypted /mnt/lv00_encrypted
5 XkiEHARTyEYIDI Y b —% Jetc/crypttab 7 7 1 JLISEIIL £ 9,

a. luksUUID #8277,
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# cryptsetup luksUUID /dev/mapper/vg00-lv00

ab2e2cc9-a5be-47b8-a95d-6bdf4f2d9325

b. FEDTF A NI T 44 —T letc/crypttab ZFIE, TDT7 7 ILICT/NA R %&EBML F
ER

$ vi /etc/crypttab

Iv0O_encrypted UUID=a52e2cc9-a5be-47b8-a95d-6bdf4f2d9325 none

a52e2cc9-a5be-47b8-a95d-6bdf4f2d9325 (&, T/ 4 A D luksUUID ICE X Z £ 7,

c. dracut T initramfs #EB#H L £ 7,

I $ dracut -f --regenerate-all

6. letc/fstab 7 7 1 JLICKIBIRT DY POV MY —%EBMLE T,
a. 7O9T47RLUKS 7OV I TNARADT7 7AIYRTLDUUID 2RDITE T,
$ blkid -p /dev/mapper/Ilv00_encrypted

/dev/mapper/lv00-encrypted: UUID="37bc2492-d8fa-4969-9d9b-bb64d3685aa9"
BLOCK_SIZE="4096" TYPE="xfs" USAGE="filesystem"

b. FEDTFANIT 144 —T letc/fstab ZFEX. DT 74 IICT/NNA R &BMLET,
RICHIZ=RLET,

$ vi /etc/fstab

UUID=37bc2492-d8fa-4969-9d9b-bb64d3685aa9 /home auto rw,user,auto 0

37bc2492-d8fa-4969-9d9b-bb64d3685aa9 (k. 7 7 ALY AT LD UUID ICE E# X
Y9,

7. A4 VESEEBRLIT,
# cryptsetup reencrypt --resume-only /dev/mapper/vg00-lv00
Enter passphrase for /dev/mapper/vg00-Iv00:

Auto-detected active dm device 'lv00_encrypted' for data device /dev/mapper/vg00-Iv00.
Finished, time 00:31.130, 10272 MiB written, speed 330.0 MiB/s

HREE
L BFEOT—9DPBSEINTWELNE DI EHERLET,
# cryptsetup luksDump /dev/mapper/vg00-lv00
LUKS header information

Version: 2
Epoch: 4
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Metadata area: 16384 [bytes]
Keyslots area: 16744448 [bytes]

UUID: ab2e2cc9-a5be-47b8-a95d-6bdf4f2d9325
Label: (no label)

Subsystem: (no subsystem)
Flags: (no flags)

Data segments:

0: crypt

offset: 33554432 [bytes]
length: (whole device)
cipher: aes-xts-plain64

[..]

2. B EINAEEDTOY I TNAZADRAT—H R =RRLET,
# cryptsetup status Iv00_encrypted

/dev/mapper/lv00_encrypted is active and is in use.
type: LUKS2

cipher: aes-xts-plain64
keysize: 512 bits

key location: keyring

device: /dev/mapper/vg00-lv00

BIER R

o X7 L ED cryptsetup(8). cryptsetup-reencrypt(8). Ivextend(8). resize2fs(8). & & U
parted(8) man R—

OL5. I L7=Av ¥ —2H 2 LUKS2 AFEARALTT7Oy 757/ ZADEEE
F—4 DSt

LUKSAY H—ARIFETHLEHOEIEHAERETIC. 7Oy 9711 RADOBEEOT—9 %8BS T

XFET, AvY—E, BMOEFXFa) T4 —BELTHFERTES, WX LAEEMICEEINIT, &
DFIETIE, LUKS2 BESItEXZFERLE T,

Gl s
o TOVIOTFNARICT7AINY AT LD H D,

o F—HBNYIT Y TEHTH D,

DIk

H
[=]

N—=KRxz7, A—FI, FLEABNIRIZLY., BEES{ELTOERBFIC
FoIBNEDNBZBANDHYET. T—5 OESLERMET 2801, 4
MDOBEWNY 27y THEERLTLEIL,
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CUTDEDIE, EDOTNRARAD I 7AWV AT LETRTTUYITIVMLET,

I # umount /dev/<nvmeOnip1>

<nvmeOnipis> &, 7YYV Y R Z2N—FT 423 VICHIET 2T/ B FICESTAF
ER

EEb 4B L T,

# cryptsetup reencrypt --encrypt --init-only --header </home/headers /dev/<nvmeOn1p1>
<nvme_encrypted>

WARNING!

Header file does not exist, do you want to create it?

Are you sure? (Type 'yes' in capital letters): YES

Enter passphrase for </home/headers:

Verify passphrase:

/dev/mapper/<nvme_encrypteds is now active and ready for online encryption.

UTDOEHIICEE]RZIET,

o </home/headers ICI&, I L7z LUKSAY Y —5EL T 7 ILADNNRAEIBELX T,
BTHESIELETNA 200y V5 RBBRT 27012, MII LA LUKSAY Y —ICT7 IR
TIXBZNEIHYZET,

e <nvme_encrypted> (&, BESLRICTERINDETNA ATy N—DRFIIEI|RAZET,

CTNARETYIVMNLET,

I # mount /dev/mapper/<nvme_encrypted> /mnt/<nvme_encrypted>

. KR T Yy EVY DIV M) —% Jetc/crypttab 7 7 A JLICEML £,

I # <nvme_encrypted> /dev/disk/by-id/<nvme-partition-id> none header=</home/header>

<nvme-partition-id> (&, NVMe /N\—F 4 > 3 VOFHFIFICEI AT,

. dracut Z{#H L T initramfs #B4EMR L £ 7,

I # dracut -f --regenerate-all -v

. letc/istab 7 7 A ILICKkIERIR T O MDY MY —AEBMLE T,

a. 7O9T47RLUKS 7OV I TNARADT7 7AIY AT LDUUID 2RDITE T,
$ blkid -p /dev/mapper/<nvme_encrypted>

/dev/mapper/<nvme_encrypteds: UUID="37bc2492-d8fa-4969-9d9b-bb64d3685aa9"
BLOCK_SIZE="4096" TYPE="xfs" USAGE="filesystem"
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R

b. ¥ A NI F 14 —T letc/fstab % F =

4

ZnLET,
I UUID=<file_system_UUID> /home auto rw,user,auto 0

&lt ;file_system_UUID&gt; I&. BERIOFIETROMN>7k7
B2IET,

ESbzBRALEY,

DT FAIVICTINA REBIMULE T, RITH

7AIY AT LD UUID ICE X

# cryptsetup reencrypt --resume-only --header </home/headers /dev/<nvmeOn1p1>

Enter passphrase for /dev/<nvmeOnip1>:

Auto-detected active dm device '<nvme_encrypteds' for data device /dev/i<nvmeOn1p1s>.

Finished, time 00m51s, 10 GiB written, speed 198.2 MiB/s

L MIILIAY Y —DH2 LUKS2 5ERAT2 7Oy 9 TNA ZADBEDT—IHPESELINnTWL

EHEIDEHERLET,

# cryptsetup luksDump </home/header>

LUKS header information

Version: 2

Epoch: 88

Metadata area: 16384 [bytes]

Keyslots area: 16744448 [bytes]

UulID: c4f5d274-f4c0-41e3-ac36-22a917ab0386
Label: (no label)

Subsystem:  (no subsystem)

Flags: (no flags)

Data segments:

0: crypt

offset: 0 [bytes]
length: (whole device)
cipher: aes-xts-plain64
sector: 512 [bytes]
[...]

BSEINEEZOTOYITNAADRAT—Y A ERRLET,

RS

126

# cryptsetup status <nvme_encrypted>

/dev/mapper/<nvme_encrypteds is active and is in use.
type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits
key location: keyring
device: /dev/<nvmeOnipi>
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2 AT I ED cryptsetup(8) $ & U cryptsetup-reencrypt(8) man R—

9.6.LUKS2 AR L/=ZED 7Oy ¥ 57/N4 ZADEE(

LUKS2 FERAZFEAL T, Z0o70v 95N\ 1 2A%5ESEL T, BESIELANL—YELTHERATEE

ER

=S5

FIR

1.

4.

1.

ZOTOYTTNA R, Isblk2EDITY REFALT, TDT /A ALERKEDT—%
(F7ANYRTLRE) BRWHEI DN ERRTEET,

EEL LI LUKS =T 12 av e LTR—FT142avaRELET,
# cryptsetup luksFormat /dev/nvmeOnip1

WARNING!

This will overwrite data on /dev/invmeOn1p1 irrevocably.
Are you sure? (Type 'yes' in capital letters): YES

Enter passphrase for /dev/nvmeOn1p1:

Verify passphrase:

EBIE L LUKS R—F 1> avafEET,
# cryptsetup open /dev/nvmeOn1p1 nvmeOnip1_encrypted

Enter passphrase for /dev/nvmeOn1p1:

Zhi&Y, X—=F1¥avoOy Is@EEIN, TN ATy NR—%FRALTN—F 1> 3
VB LWT NS RICT Y EVTEINET, BSEINAT—9%2LEILARVEIIC, 20D
AV RIE, 711 ADBEBIEINZT/N1 A THY. /dev/mapper/device_mapped_name
NR%EFHALTLUKS ZB LTV RLRABEINZ &2 A—RILICESELET,

EE b INIT =95 NR—FT 1 IVIEZRAD DD T 7MY AT LEERLET., D
N—=F42avilld,. TNARAI Y TEZENLTCT IV ERTEINEKHY ET,

I # mkfs -t ext4 /dev/mapper/nvmeOn1p1_encrypted

FINAREIDIVMNLET,

I # mount /dev/mapper/nvmeOn1p1_encrypted mount-point

ZEDTOAYITNAZADPBEHEINTVWEINE I N EHRLET,
# cryptsetup luksDump /dev/invmeOn1p1

LUKS header information
Version: 2
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BIER R

2. B

Epoch: 3

Metadata area: 16384 [bytes]

Keyslots area: 16744448 [bytes]

UuID: 34ce4870-ffdf-467c-9a9e-345a53ed8a25
Label: (no label)

Subsystem:  (no subsystem)

Flags: (no flags)

Data segments:

0: crypt

offset: 16777216 [bytes]
length: (whole device)
cipher: aes-xts-plain64
sector: 512 [bytes]
[...]

EELINEZDOTOY I TNAADRAT—I RERRLET,

# cryptsetup status nvmeOnip1_encrypted

/dev/mapper/nvmeOn1p1_encrypted is active and is in use.
type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits
key location: keyring
device: /dev/nvmeOnip1
sector size: 512
offset: 32768 sectors
size: 20938752 sectors
mode: read/write

2 A7 L ED cryptsetup(8). cryptsetup-open(8). & & U cryptsetup-lusFormat(8) man
=

97 WEBIJOYVY—J)LTDLUKS /R T7 L —XDETE

YRATLADREFEDRERY 1 —LICHESEZEMT 2581E. R 1—L%T74—<v bF2IETL
NERITTEEEA,

AR

128

¢ RHELOWeb VY —ILAA YA M—ILINTWS,

cockpit H—EZXADNERICR > TW 5B,

A—H—FAHY9 Y MDA Web OV —)LICOFA VY TED,
FIElE, Web VYV —ILDA VA= BLVTEME EZSBLTLEIV,

cockpit-storaged /XY T —I DNV A TFLIZA VA R—=ILINT WS,

SR LT, BIFOMRER) 1 —L%ZMATEIEY,


https://docs.redhat.com/en/documentation/red_hat_enterprise_linux/9/html/managing_systems_using_the_rhel_9_web_console/getting-started-with-the-rhel-9-web-console_system-management-using-the-rhel-9-web-console#installing-the-web-console_getting-started-with-the-rhel-9-web-console
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RHELO9Web Oy VY —JbicAs4 v LZEYd,
EME, Web vV —bAoOs4 Y #SBLTLLEIW,

NIV T, Storagex 2 U v U LET,

Storage 7— 7T, BBILTZAMNL—ITNAADAZa—REY § 0 ) v Y

L. Formatz2 ') v 7 L&Y,

Encryption field T, BES{bfiHk LUKS1 7 (& LUKS2 % &R L £ 7,
FLWARTL—X%HEL. BRELET,

AT a v IoRBBEEAT T avEERELETS,

74— v MREDRIINIE

Format%=2 ) v 2 LZ9,

9.8.WEBIJYY—J)VLTLUKSNRT7L—XDEH

Web 32V —)LT,

ER
AR
® RHELOWeb AV Y —ILDM VA KR—ILINTW3B,
o cockpit Y—EZXNBEMICHR>TWS,
o I—H—FAhHIYV A WebIVY—ILIZATAVTES,
FlEE, Web 32V —ILDA VA M—ILESLVTEME Z2BRLTIEI W,
e cockpit-storaged /XY T —I DV AT LICA VAR —ILINT WS,
FIa
. RHELOWeb Oy v —Jbicos4 v Lx9,
M. Webav Y —bAoOd4 Y Z#BRBLTLLEIN,
2. NXJVT, Storage=7 Yy I LZEY,
3. Storage 7—7IL T, BBIEINET 928071 RV & BRLET,
4. TARYR—=IUT, Keys o> aviEFcrRsO—-IL. BERYVEI) v I LET,
5 RRAT7L—XDEE Y4700 714V RIT, UTFETVWET,
a. WEDNRRI7L—X%&2AALET,
b. ILWRRT7L—X&EAHLET,
c. LWARZRT7L—X%MRLZET,
6. Save =7 ) v U LET,

EBIEINT A RV FIENRN—T 423V TLUKS KRR L —X2ZEELF
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99. Y Y RSAVAFEHALZLUKS /XX 7L —XDEHE

ARV RSAVEFALT, BEIEINET A RI7FLIENRN—FT 123 VDILUKS NRTL—X4%ZHR
LET, cryptsetup 1—7 1 V71 —%FRAT D, IEFIFER[ELS TP a v EMeesFERL T
St7n0exe=fEL,. BEOEHELT—770—ILTOERAEAHEETEET,

AR
o roothitE, F/cld sudo A#FRHLTCEEIAYTY REANT BRI’ H D,

FIg

1. LUKSBESIETNA RDBREGFEDONRRAT L —X%ZZEELET,
I # cryptsetup luksChangeKey /dev/<device_ID>
<device_ID> (&, 7/ RIEEF (fl: sda) ICEXHZ F T,
BHEOF—20Y MIRESNTWSEIHEIFE, BATZ20Y M2EETEIET,
I # cryptsetup luksChangeKey /dev/<device_ID> --key-slot <slot_number>
<slot_ numbers (I, ZEI2F—20Y NOBSICEIHBAFT,

2. BEDNRZA7L—XEHRLWARTL—X%ZABDLEY,

Enter passphrase to be changed:

Enter new passphrase:
Verify passphrase:

3HLWART L —X%ZREEL X T,

I # cryptsetup --verbose open --test-passphrase /dev/<device_ID>

REE
LHLWRRIL—XTTNAZADOY VAR TEIBI & 2MRLET,

Enter passphrase for /dev/<device_ID>:
Key slot <slot_number> unlocked.
Command successful.

9.10.STORAGE RHEL ¥ A5 AO0— /)L A AL T LUKS2 SR 21 —L%
B9 %

storage D—JL%Z M L. Ansible Playbook #3217 L T. LUKS TEES{EIN/R) 2 —LZFRE L
VRETEZET,

AR
o OvhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,
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o TIEWR/— KNTPlaybook #R{TTER1—H¥—&Lcarybo—)b/—Kicasq4vLTw
%,

o BIENR/—RKRADOEMICHERTEZT7HIY M, TD/—RIINT 2 sudo HERENH 5,

FIE
L EBREOSVWEHAERSEIN 7 71 ILICRELET,
a. vault #ERR L 9,

$ ansible-vault create ~/vault.yml
New Vault password: <vault_password>
Confirm New Vault password: <vault_password>

b. ansible-vault create 1YY R TI 71 ¥ —HDFHWEL, #ET—4 % <key>: <value> %
XTAALET,

I luks_password: <password>

c. TEAERELT, T7149—%FHLZET, Ansible I vault ROT—4 28BS LE T,

2. ROARAB%EEZE Playbook 7 7 1 JL (f§l: ~/playbook.yml) Z/Em L £,

- name: Manage local storage
hosts: managed-node-01.example.com
vars_files:
- ~/vault.yml
tasks:
- name: Create and configure a volume encrypted with LUKS
ansible.builtin.include_role:
name: redhat.rhel_system_roles.storage
vars:
storage_volumes:
- name: barefs
type: disk
disks:
- sdb
fs_type: xfs
fs_label: <label>
mount_point: /mnt/data
encryption: true
encryption_password: "{{ luks_password }}"

Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 L 2SR L T £X
(A

3. Playbook D#XAMREEL £,

I $ ansible-playbook --ask-vault-pass --syntax-check ~/playbook.yml

DAY NIIBXERIETZLETTHY ., ANEDPRBEYLERENSRETZ2EDTIEAN
CEITEFRLTLKEIWY,
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4. Playbook #Z21TL %9,

I $ ansible-playbook --ask-vault-pass ~/playbook.yml

1. LUKSEESIER') 12— LD luksUUID {[EZ=RDIF X T,

# ansible managed-node-01.example.com -m command -a 'cryptsetup luksUUID
/dev/sdb’

4e4e7970-1822-470e-b55a-e91efe5d0f5¢

2. R 1—LDBESIERAT—9 X %ERTLET,

# ansible managed-node-01.example.com -m command -a 'cryptsetup status luks-
4e4e7970-1822-470e-b55a-e91efe5d0f5c¢’

/dev/mapper/luks-4e4e7970-1822-470e-b55a-e91efe5d0f5¢ is active and is in use.
type: LUKS2
cipher: aes-xts-plain64
keysize: 512 bits
key location: keyring
device: /dev/sdb

3 ERR I N LUKSEESIERY 2 —L%5MERBLE T,

# ansible managed-node-01.example.com -m command -a 'cryptsetup luksDump
/dev/sdb’

LUKS header information
Version: 2

Epoch: 3

Metadata area: 16384 [bytes]
Keyslots area: 16744448 [bytes]

uulID: 4e4e7970-1822-470e-b55a-e91efe5d0f5¢
Label: (no label)

Subsystem:  (no subsystem)

Flags: (no flags)

Data segments:
0: crypt
offset: 16777216 [bytes]
length: (whole device)
cipher: aes-xts-plain64
sector: 512 [bytes]

RS

e /usr/share/ansible/roles/rhel-system-roles.storage/README.md 7 7 1 )L

e /usr/share/doc/rhel-system-roles/storage/ 71 L 7 h!) —
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® Ansible vault
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BIOE R Y—R—ADESZHEALESIER) 2—LDBEH
0w 7RO TE

RS —R—ADEF (PBD) &, MBI VHIMREBYIVIZEWT, N"— KR4 TTHESEL

Tcroot R a—LBLVEHVFYY =R 2—L0OAY VMR TEDLDICTZ2—EDEMTT,

PBD &, 21—#—/X2 7 — R, TPM (Trusted Platform Module) 7/314 R, ¥ X F LIZHERRT % PKCS

BT 2 (RERERR— M A— K) BREDIFIERO Y 7 OBBAE. &< LISHHATRY b
T— oY —N—EFEALET.

PBD #fFAHT 3 &, RYY—ICIFIFLhOY VDORBRBRAEEHAEDET, IFIFAAFETHL
R a1—LDOY I EBBRTEDLIICTDZIENTETET, RHEL ICH 1T % PBD DIRFEDEEL,
Clevis 7L—LD—2 &, EY EENZ TSTAVTERINET, EVIREhZFh@EROOY 7
PRISEEAIRM L F I, BMEFMETESZEVIIUTDESY TY,
tang

XY RND—OH—N—%FHELTRY) 2—L0OY V@B TEET,
tpm2

TPM2 RY S —AFEHALTRY 2—L00Y V5 BRTEET,
pkcs11

PKCS#NURI ZFALTAHRY 2 —LDOY V5B TEET,
SSS

Shamir's Secret Sharing (SSS) BEBEAF— L% FEA L CHIRAKY AT L5701 TEET,

10.1. NETWORK-BOUND DISK ENCRYPTION

Network Bound Disc Encryption (NBDE) &, R ¥ —~X—22DES (PBD) DY T AHFI)—THY.
ESIEINTRY) 2 —LEZFHNRRY NT—0H—NR—(INA Y RTEBLDICLET. NBDE DIRTE
DEREZICIE, TangP—/—B&KE, TangH—/A—FHD Clevis EV D EFENF T,

RHEL Tld, NBDEIZRDIAVR—FX Y hET I/ OV —ILL>TEEINZET,

B210.1LUKS1 CHRES{E L /2R ) 2 — L% FAY 355D NBDE R ¥ — A(luksmeta /Xy 5 — I,
LUKS2 R 2 —AICIREAIhIEA)

CLEVIS FRAMEWORK TANG SERVER

Clevis Pin for Tang

A
v

Jose Crypto Library Jose Crypto Library

!

LUKSmeta

!

LUKS
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F1I0BRYY—R—2ADESAFALEESERY) 2 —L0B88O Y 7BBODE

Tang ., XY MNT—VDTLEVRICT—9%NA Y RFT2LHODOY—/N—TF, £¥a 71—
REINLZFEDRY NT—JILVRTLENA Y RS BBICHABRERT 92505 LIICLE
T Tang EAT— ML AT, TLS FLEFRAREBEHDY FHA, TRAI/O0—RX—ADY)a1—-3Y
(M—N—DEEREITRTREL., FRAINALIEI’HZ2ITRTORICETINZEET D) SIFER
Y, Tang &7 47 NOREVEERTE I EEBWEH, 75472 M o#HRlEREZE 2 &
BHY FEEA.

Clevis I, BBt INAESHO TS J4 VAR I L —LT—2T9, NBDE Tl&. Clevis I&.
LUKSRY a—L0BEHT7 Ay IV %RELE T, clevis /Xy or—JE, 7547 NTHEBEIN#
BEERMBLET,

Clevis EYV {&, Clevis 7L—LT7—O~ADTZ 74T, TDLIBREVD1DIC, Tangh'dH Y &
T TNIENBDE H—N—EDPYRY 2RETETS574 VT,

Clevis B& U Tang &, —MMBR I ATV MELVY—N—DIVR—FXY FNT. 2y hT—=0HN
A4V REINEESIEERHELFT, RHEL Tld, LUKS EHAEDLETHERAI N, IL— B LTIEIL—
RAMNL=YURY) 2a—LEBSELELIVPESLT. XRYMNTI—JIINNA VY RINT 1 RIVBSEER
BLEY,

DIAT Y RBLVY—NR—DIVR—RV MIEEHIT José T4 T ) —%FHL T, BELELELT
BESDHREFZRITLIT,

NBDE D Z7OEY 3=V J%BIAT &, Tang Y —/3—®D Clevis EV &, Tang Hr—/8—®D, 7 K%
AXINTWBIENIREBDO ) AN ZIRELET, B LI BOEGHTH S8, Tang DLFHED

D2 NEBFHICEHBELT, 77347 MO Tang T—N—ICT7 VA LA TEHETEDLDICL

¥F9, COE—REA7534vFaEa=-vJ cHEhzE7,

Tang D Clevis EV &, REBOVWI NI AZFERAL T, BET. BERNIGANLESEEZERLZE
T, COPAFARALTCT—Y2ESETDE. CORIIWBEINE T, Clevis 77147V ML, FULP
TWBMIC, 2O7AEYaZ v IV RETERLIZREEARETIVNELGHYET, T—FY 5SS
22070t RF FaoEyaz-yIFE EMEhTWET,

LUKS /8= 3> 2(LUKS2) I&. RHEL DT 7 # )L hDT 1 RV BESILFEX TH S 7H. NBDE D 7O
EvazyJREIE, LUKS2AY S —ICh—2o v E LTREINE T, luksmeta /Xy r—T1C& B
NBDE ®7OEY 3 =V JIREIX. LUKSI TSI LR a—AICORMEAINZET,

Tang FH® Clevis EV &, #HEENEEH T LUKST & LUKS2 O A% S R— K LEF, Clevis &7
L—=VFFARNT77AIVERESIETEZ TN, 70v 75781 ZDEESEICIE cryptsetup ¥V — )L % fF
BAT20ENHY T, FMIE. LUKSZFERLAZTOY 2731 ZDEEE 25 LTI,

DA4AT VDB EDT—FILT IV ERAT2EENNTEZE, OV a =V JFIRTER LAY T—
Semiridd. BELTHESEEZRLEY, COTOCRIZEBFE EFEhFEzT,

Clevis &, NBDE TIEEYAFH L TLUKS R 2 —L%E /N4 Y RLTWBH, BEIMICOY 7R
BRINET, NMYRTOCIDPEEICKRTTSE, BEINTWS Dracut 7vAv 7 & EALT
FTARYETVAYITEETS,

Pz

kdump H—RIWN I 59> aDI Y TAANZZALD, YRATFLXE)—QIAVFTUYE

LUKS TRESIE LT NA RIIREFETBEDICEEINTLWEIHEAICIE. 2BFBDODH—F
IWEEBFICNRT—REAATEEDITKOLNET,

RS

o ;L v IAN—2EE NBDE (Network-Bound Disk Encryption) Technology
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o 27 L EDtang(8). clevis(1). jose(1). & & U clevis-luks-unlockers(7) man XR—<

o FLvwINR—AMDEEE How to set up Network-Bound Disk Encryption with multiple LUKS
devices(Clevis + Tang unlocking)

10.2. ENFORCING E— R® SELINUX #{#H L T TANG Y —/N\—%& 57O
195

Tang Y —/"—%FAL T, Clevis®IET7 54 7> M LD LUKSBES{ERY) 2—LD0Oy 7 %= BEMIC
RIRTEEYd, RIROIF)ATIE, tang /Ny sr—T %14 X M—)LL. systemctl enable
tangd.socket --now ¥~ K&EANT B &ICLY, R—K80ICTang—"—%F7O4 LE Y,
RDFIEDH TlE, SELinuxEHIE— FDREH —ERELTHRY LR—PMNTEITINTWS Tang
H—N—DFTO4 AV FERLTVWET,

AR
e policycoreutils-python-utils /Xy 7 — I B L KEFRARHLS A Y X b—ILINhTW3,
o firewalld Y —EZXAHNERTHTH 5,

FIR

1. tang /Ny 5 —TJ & ZTDREBZREA VA M—=ILTBITIE root TUUTDITY REERITLE
-a—o

I # dnf install tang

2. 7500/tcp R EDARERR— M ZREIR L, tangd Y —EZXADNZDR—MINAI VY RTEB LD
IKLET,

I # semanage port -a -t tangd_port_t -p tcp 7500

R—MI1DODH—EZXDHT—EICFERATESLH, ITIHERALTWER—MEFRALEL
5 &9 % &, ValueError: Port already defined TS —A"FEEL £ 9,

3. 7747 04— ILDR— N EHTFT,

# firewall-cmd --add-port=7500/tcp
# firewall-cmd --runtime-to-permanent
4. tangd Y —EXEBMLET,
I # systemctl enable tangd.socket

5. Z—N—SA4A K72 745K LZET,

I # systemctl edit tangd.socket

6. LFOIT 1% —EET. /etc/systemd/system/tangd.socket.d/ 71 L 7 b —IlHBED
override.conf 7 7 1 JLEZRE, RDITZEML T, Tang P —"—DF 7 #IL hDR— %,
80 N5, LAINBLAESICERELET,
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PBIOERY Y —R—ADESEFALESERY) 2 —L0BEOY 7 RERODKE

[Socket]
ListenStream=
ListenStream=7500

BF

# Anything between here & # Lines below this TiaZ 2 17ORICLARIO O —
FRX=ZRy NEEALET,. FALBRWEE, YATLRERZHELIT,

7. BEEREL. IT49—%8TLET, 774 MDVIZITAI—TIh%ERTT3IC
&, Esc ¥F—Z#HLTOT Y RE—RICYYEZ. 'wqEABDLTEnter ¥—Z#L X7,

8. BELLEBEEZBEHAIAALET,
I # systemctl daemon-reload
9. BMENHEEL TWBZLEMIRALET,

# systemctl show tangd.socket -p Listen
Listen=[::]:7500 (Stream)

10. tangd Y —ERERBLE T,
I # systemctl restart tangd.socket

tangd ', systemd DYV Y K7 VT4 R—=2 3 VAN XLEFALTWE LSO, RIDICE
MI2ETCICH—N—DEBHLEFT, RUOEEHFIC. —HOBSEI/PBFNIERINE
T, MOFHEMMREDESLREEZRITTSICIE. jose 1—F 1 )T 1 —%FERALET,

e NBDEV A7V KMT, ROATY REFAL T, Tang—N"—DELLEBELTWVWE I L%
BRELET, 2OATYNILLY, BESLEESEISETEOERLA Yy E—Y DRI
ENHY ET,

# echo test | clevis encrypt tang '{"url":"<tang.server.example.com:7500>"}' -y | clevis
decrypt
test

RS

o X7 L EDtang(8). semanage(8). firewall-cmd(1). jose(1). systemd.unit(5) & & U
systemd.socket(5) man X—<

10.3. TANG Y —N—D#FEOCO—T—> a3 vELP I ATV NTONAL Y
TAVITDEH
tFa1) T4 —LDOEEANS, Tang P —N—DEZO—T—>3 v L, 753472 NLEDEEFED/A

VT4 VT ATFERHNICEFRFLTLEIWN, B50—FT—MNT23DIBLERRIE. Z7U5r—2 3y,
BOYA X, BITHEHBORY) V—ICLYERY FT,
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L7=A'>T. nbde_serverRHEL ¥ 27 L0—J/)LZEHAL T, Tangt#zO—7—> 3V TXET, 7
L 88D Tang B —/N—ERE T®D nbde_server Y AT LO—)LDFER #SB L T LI,

AR

FIR

138

Tang H—/N—HDEFTLTW3,

clevis /Xy o —I B LU clevis-luks /Xy r—I B0 SA TV MIAVRAMN=ILEINTWS,

. Ivar/db/tang T — 9 R—ZXAF 4 LI M) —DFTRTOEDELRIDFINIC . ZIBEL T, 7 KN

HAZXAYPMIRULTHERRICLET., UTDFIDT7 71 IL&IK, Tang Y—N—DET—%
NR=ZTA LI N)—ILHZ—BDIT77AINREFERYFT,

# cd /var/db/tang

#ls -l

-rw-r--r--. 1 root root 349 Feb 7 14:55 UV6dgXSwe1bRKG3KbJmdiR020hY .jwk
-rw-r--r--. 1 root root 354 Feb 7 14:55 y9hxLTQSiISB5;SEGWnjhY8fDTJU.jwk

# mv UV6dgXSwe1bRKG3KbJmdiR020hY.jwk .UV6dgXSwe1bRKG3KbJmdiR020hY .jwk
# mv yOhxLTQSIiSB5;SEGWnjhY8fDTJU.jwk .y9hxLTQSiISB5;SEGWnjhY8fDTJU.jwk

ZEINEEREIN, TangY—/"—D7 RNRNF A I/ L TITRTOENIERTRICAE>TWVWD &
EHERLET,

#ls -l
total O

Tang % —/X—® /var/db/tang T /usr/libexec/tangd-keygen O~ > R&FERA L THLWEEE
BLZET,

# /usr/libexec/tangd-keygen /var/db/tang
# Is /var/db/tang
3ZWS6-cDrCG61UPJS2BMmPU4I154.jwk zyLuX6hijUy_PSeUEFDi7hi38.jwk

Tang U—N—= UTFDLSICHRF —RT7HLEBEZF—Z2HAL TV I ZHABLEY,

# tang-show-keys 7500
3ZWS6-cDrCG61UPJS2BMmMPU4154

NBDE ¥ 54 7> b Tclevis luks report A< > RAEFERHL T, Tang b —/A—TT7 RN¥ 14 X
INEIPBCEENEINEERLE T, clevislukslist I R&FRET &, BET S
NAVTAVITDHBAO0Y MaRFHETEEY, UTICHlEZRLET,

# clevis luks list -d /dev/sda2
1:tang '{"url":"http://tang.srv"}’
# clevis luks report -d /dev/sda2 -s 1

Report detected that some keys were rotated.
Do you want to regenerate luks metadata with "clevis luks regen -d /dev/sda2 -s 1"? [ynYN]

6. FTLWEOD LUKS X9 F—4#BEKT 2ICIE, BrRIOIAYY ROV Ty =7

M. clevisluksregen O~ > R&FEARAL X,



BOERY > —R—ADOESEFALELESEERY) 2 —LOHEIO Y 7 REROK
I # clevis luks regen -d /dev/sda2 -s 1

7. §RTOFWI ATV MDFLWREZFER T 2R LS. Tang F—/N—D 5 H LR
HHIBRTEE Y, RIHIERLET,

# cd /var/db/tang
#rm " jwk

Digk

==
[=]

7247 MMERALTWERPICHVREZEIRT 2&. 790 RbN2EED

HYUFET, TDLIRBAER > CHIRLAEEBZSIE. 754 7> MT clevis luks
regen O<¥ Y R%&EFETL, LUKSIRRT—RAEFEITIRELET,

BEEE R

o 2 X7 L E®D tang-show-keys(1). clevis-luks-list(1). clevis-luks-report(1). & & U clevis-

luks-regen(1) man XR—<

104 WEBOJOVY—I)LTTANG F—ZEFHL CEHEOY VERZRET S
Tang Y —/N—HD1RH T 2@ A2 FEAL T, LUKS THESIELEANL—Y TS ZOEEIOY 7 f@BiR%

=

ax ;e

TEEY,

AR

FIR

RHELOWeb OV Y —IHA YA M=ILENTWS,
cockpit Y —EZDRBMICR > TW3B,

A—HY—TFhHI Y DA Web OV Y —)LicAT AV TED,
FEIX, Web A2V —ILDA VA M=ILELUEME ZSRBLTLEIL,

cockpit-storaged & clevis-luks /XY T —Y N AT LIZA VA M—=ILINT WS,
cockpit.socket tf —E Z A R— k 9090 TERITINTW 3,

Tang Y —N—%ZFHAHTE 2,

FF#iiE. Deploying a Tang server with SELinux in enforcing
mode ZRRL T I L,

root i5H. F72ld sudo #{FA L TERBIOTY K2 ANT BERLH B,

RHELO9Web Ov VY —JbicAs4 v LZEYd,
ML, Web vV —bA0Os4 Y #SBLTLLEIW,
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2. BEET O ERICYYEA. REEHRZANDL T, Storage =2 1) v 7 LE T, Storage T —
T, BENICOY U Z@RT B7HICEMT 2 FEDESILR) 1 —LNEEFNET 1R

V7 )v I LET,

3. MOR=IIGER LT 1 R DFEMARRIINES, Keys o2 avD+%50) v LT
Tang $#%ZEML £,

Name

uuiD

Type

Size

Encryption

Encryption type
Cleartext device
Stored passphrase

Options

Keys

Passphrase

Storage » wvda-VirtlO Disk » wda2

44d29c6b-02
Linux filesystem data edit

15.0GB

LUKS2
Jdev/mapper/luks-37128c9a-70a2-4831-8d64-9f00acf80449
none edit

discard edit

Slot O

4. Key source & L T Tang keyserver %=:#iR L. Tang F—/N—D7 KL X &, LUKS THES{L
INTNA2200Y J5BRTB/IRAT—REAALET, AdddEZ2 ) v 7 LTHEELE

ED

Add key

Key source

Keyserver address

(O Passphrase ® Tang keyserver

tangl.example.com: 7500

Disk passphrase .0.....0..0000004 @
Saving a new passphrase requires unlocking the disk. Please provide a current disk
passphrase.

Add Cancel




F1I0BRYY—R—2ADESAFALEESERY) 2 —L0B88O Y 7BBODE

UTFDFA470T74 Y ROl @Ay 2ad—HT2E2WRBRI2IV Y FZRMLE
-3—0

5. Tang #—/X—®D 4% — X FJL T, tang-show-keys I<v > RZFEAL T, LBEDEHIZF—/\v
varmRRLET, TOHITIE. Tang H—/N—IFR— K 7500 TEITINTWVWET,

# tang-show-keys 7500
x100_1k6GPiDOaMIL3WbpCjHOy9ul1bSfdhI3M08wO0

6. Web AV Y —JLERIROOATY ROBADF—/1Ny > ahEUHEEIE. Trustkey 221 v o
LE9.

Verify key

Check the key hash with the Tang server.

How to check

In a terminal, run: ssh tangl. com tang-show-keys [M
Check that the SHA-256 or SHA-1 hash from the command matches this dialog.

SHA-256
x1@@_ 1keGPiD0aMLL3WbpCiHOY9ul1bSfdhIZMOEW0D

SHA-1
hmINh1leYBOO@ddFszgICjqJizFI

7. RHEL92 LIETI, BESIEINI— T 7MY AT L& Tang H—/N—%BIR L 721,
A=AV RZ A4 U AD rd.neednet=1 /X5 X —4% —DiEN. clevis-dracut /Xy r—2 D
AVAM=Ib, BLUTHEBRAM T 1 R4 X —2 (initrd) DBEM%E A ¥y T TEET, FE
W—KT7 74D RTLDFE, Web >V —JLIE., remote-cryptsetup.target & & U
clevis-luks-akspass.path systemd 1= hZBMIC L. clevis-systemd /Xy 5r—I % 1A >~
A RM—=JLL. _netdev /N5 X —% —7% fstab & & U crypttab sX T 7 7 1 JLICEEMT B &£ D TR
YFxLi,

1. FRIEMI iz Tang ¥ —5% Keyserver ¥ 1 7D Keys 272 3 VICY A MKRRINATWS
JEEHRELET,
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Encryption

Encryption type LUKSZ

Cleartext device Jdev/mapper/luks-37128c9a-70a2-483f-8d64-9f00acf80449
Stored passphrase none edit

Options discard edit

Keys
Passphrase Slet0 Tt E

Keyserver http://tangl. com/ Slotl Ty E

2. NAVTA VDT — N THEATEZ2 I 2HABLET, RICHZRLET,

# Isinitrd | grep clevis-luks

Irwxrwxrwx 1 root  root 48 Jan 4 02:56
etc/systemd/system/cryptsetup.target.wants/clevis-luks-askpass.path ->
/ust/lib/systemd/system/clevis-luks-askpass.path

BIER R

e RHELWeb VY —ILD{ER

105. EAN/S NBDE B LU TPM2BES LY S 14 7 > MNRE

Clevis 7L —L7—21&, FL—YFTF A7 714 %BES{L L. JSON Web Encryption (JWE) &=
DESIETFRAME LUKSKESETOY VTN 2AOEAEBESTEET, Clevis 754 7 M, B
SALAEIC Tang * v b7 — 2% —/"—F %4 Trusted Platform Module 2.0(TPM 2.0) Fv 7O W3§'h
NaFATEET,

ROOATY RIF, FL—VTFFERARNT7A4ILDEFTNBHIT Clevis MRt T 2 E AWM AMEEARL TW

F9, /2. NBDE F7/&IE Clevis+ TPM DT 7AA AV MDD RS T a—F 14 VJICHEFERTEE
£

Tang V—NR—CNRA Y REXhEBESIEISA 7V b

o ClevisBEEEV7 A4 T7 Y D Tang —/—IINNA >V RYN B & AR T BICIE. clevis
encrypttang 4 7O~ Y R&FERAL X,

$ clevis encrypt tang '{"url":"http://tang.srv:port"}' < input-plain.txt > secret.jwe
The advertisement contains the following signing keys:

_Oslk0T-E2I6gjfdDiwVmidoZjA

Do you wish to trust these keys? [ynYN] y
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https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/9/html/managing_systems_using_the_rhel_9_web_console/getting-started-with-the-rhel-9-web-console_system-management-using-the-rhel-9-web-console
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LEEDHID hitp://tang.srv:port URL (&, tang 1 Y A h—I)LINTWBH—/N\—D URL &—
BMIBLIICERLET, secretjwe HA7 7 1 LICiE, JIWEFHRATHESLELAESXIEZE
nNEY, ZOBESXE input-plaintxt A7 71 ILHSHEAAENE T,

Fr, BREICSSH 772 R4 LT Tang Y —/N\—E OIERFEDOBEIBERIGEIL. 7 RN
HDAZXA Y RNEY D O—RLTITZ7MIVICRETEET,

I $ curl -sfg http://tang.srv:port/adv -o adv.jws

adv.jws 7 7 1 LADT KNG AL AV ME T7 AP Ay -V DES{LRE, BHEOY
AVICERLET,

I $ echo 'hello’ | clevis encrypt tang '{"url":"http://tang.srv:port","adv":"adv.jws"}'

o F—HEESTBHITIE. clevisdecrypt I¥ Y REETL T, S (UWE) #R#LE T,

I $ clevis decrypt < secret.jwe > output-plain.txt

TPM2.0 =Y BBESILISM4 7 b

o TPM20Fv 7%EALTHESITZICE. JSONKREA TV Y MEXDBIHDANERS
nTWaclevisencrypttpm2 4717 Y RAFERALZE T,

I $ clevis encrypt tpm2 '{}' < input-plain.txt > secret.jwe

BB, NyYa, BIUTRET7ILITYILZRRT I, UTDLS IS, FETSON
TA—EEELET,

I $ clevis encrypt tpm2 '{"hash":"sha256","key":"rsa"}' < input-plain.txt > secret.jwe

o F—H%EST BITIE. JSON Web Encryption (JWE) ERDES X %#IRELE T,

I $ clevis decrypt < secret.jwe > output-plain.txt

E'> &, PCR (Platform Configuration Registers) JREEADT—4 DY — ) V JICEMIGLE T, D&
DI, PCRAY Y 2R, =) VY IRICERLAERY - —HT2B8ICOH. T—9DV—) v
JHEBRTEET,

TeEZE SHA-256 RV 7ICH LT, AV TYVRO0OBLVT7DPCRICT—H %S —ILT BITIE. B
TZITWET,

I $ clevis encrypt tpm2 '{"pcr_bank":"sha256","pcr_ids":"0,7"}' < input-plain.txt > secret.jwe
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DIk

H
[=]

PCRONY S 1 EESMA D EATE, BEAINARY 1—ADOY 2 58K

THIEWRTERLL Y F LI, DD, PCROEIEEINLIBETH., BS
fEXnizRh) 2—LDOY I AFEICTHRIRTETZ2HNDABNR T L —%EML X

o

shim-x64 /Xy 5 —2 D7y T L — RRICV AT LDNBESIEINLZRY 2—LOD
Oy 7% BEMNICERTERVESIE. RedHat T Ly I R—22Y Ya—-ay
Clevis TPM2 no longer decrypts LUKS devices after arestart Z&8 B L T 230,

BEEtER

o 2 X7 L ED clevis-encrypt-tang(1). clevis-luks-unlockers(7). clevis(1). & & U clevis-
encrypt-tpm2(1) man XR—<

o LITD&LDICBIBIEEE T IC clevis. clevis decrypt & & U clevis encrypttang I<¥ > K%
AALIEZICRRINDHEAHIAH CLL,

$ clevis encrypt tang
Usage: clevis encrypt tang CONFIG < PLAINTEXT > JWE

10.6. LUKS SR Y) 2 —L00OY 7 ZEBHMERT 5L DICNBDE 7 514
TV NEHRET D
Clevis 7L —LD—0 % EAT 5 &, BRLAE Tang Y —NN—HDEAATEERIZAIC. LUKS BBEE{ER
Ja—L00Oy ) =BEERTEILIICISATVIMNERETEET, ZNIZLY, Network-Bound
Disk Encryption (NBDE) 7 704 X ¥ HMERINE T,
AR &M

o Tang H—N—AEFINTVT, FATEZLIICLTHS,

FIR

1. BEED LUKSEES{ERY) 2 —LDOY U % BEIRNICEERT 5 ICI1L. clevis-luks 7 /Xy 45—
HAVAMN—=ILLZFT,

I # dnf install clevis-luks

2. PBD A LUKS BEBIERY) 2 —LEZFELF T, ROFITIE, 7Ov I 731 UL /dev/sda2
EMEhTWET,

# Isblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT
sda 8:0 0 12G 0disk

—sda1 81 0 1G 0 part /boot

L—sda?2 82 0 11G 0 part
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L—luks-40e20552-2ade-4954-9d56-565aa7994fb6 253:0 0 11G 0 crypt
—rhel-root 253:0 0 9.8G Olvm /
L—rhel-swap 253:1 0 1.2G Olvm [SWAP]

3. clevisluks bind <> FE2FEAL T, RJa—L%Z Tangh—"—INNA VY RLZET,

# clevis luks bind -d /dev/sda2 tang '{"url":"http://tang.srv"}'
The advertisement contains the following signing keys:

_Oslk0T-E2I6gjfdDiwVmidoZjA

Do you wish to trust these keys? [ynYN] y

You are about to initialize a LUKS device for metadata storage.
Attempting to initialize it may result in data loss if data was
already written into the LUKS header gap in a different format.
A backup is advised before initialization is performed.

Do you wish to initialize /dev/sda2? [yn] y
Enter existing LUKS password:

Zoav Y Rk, UTO4D20OFIEEEITLET,
a. LUKSYRY—EELELCI Y bOE—%2FRALT, TILWEEZERLE T,
b. Clevis THrL WEARES{L L T,

c. LUKS2AYH—K—2ICClevis JWE A TV TV NERIFT DD, T 74 MNUHD
LUKSIAY F—DMEAINTWBEHEAIX LUKSMeta 2 EHALE T,

d LUKS #fEHEdT 2 LVWEZBEMICLE T,

Pz -
NA Y RFEETIE, BXLUKS/ART7—RZ2OY DR EE1DHBED
. BHRER->TWVWET, FOZXOY FD1D% clevis luks bind <> KAFEAL
= i-a_o
RYa—A4lE, BE. BEONRRT—RKEClevis R Y—5FHLTAOY VA2RBRTIET,

4. YRT LD TOCRDOWMEERBETT A RINA VT4 VT ENEBTBICIE, 1 VA M=)
BHDY AT LT dracut Y —I)LAFERA L £9, RHEL Tlk. Clevis (F7R A NEBDEREA 7
2 avEBEETITRA nitrd FHRAM 74 R 2) ZEK L., A—RILITY KZA VI
rd.neednet=1 R ED/NS A =45 —ZBEIEML T A, MHOEEFICRY NT—0 % ih
EL 92 Tang EV = FHAT %355 1L. --hostonly-cmdline 5|3 % £ L. dracut »* Tang /\
A1 VT4 T %KRHET 5 E rd.neednet=1 ZEBIML £,

a. clevis-dracut /X\vw 45— %4 VXA M—=JLLET,

I # dnf install clevis-dracut

b. fIEARAM T« RV =BEKLE T,

I # dracut -fv --regenerate-all --hostonly-cmdline
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c. ¥7I&, Jetc/dracut.conf.d/ T4 L2 M) —IT conf 774 ILEER L. ZDT 74 )IC
hostonly_cmdlinezyes # 7> 3 V%#EMML £9, §5&. --hostonly-cmdline 4 L T
dracut #{FRHTE XY, RIHAZRLET,

# echo "hostonly_cmdline=yes" > /etc/dracut.conf.d/clevis.conf
# dracut -fv --regenerate-all

d. Clevis 5’1 YA M—JLEINTWB Y AT LT grubby YV —I)LEFR LT, ¥R T LRERD
BVWEETTangEY DRy 7=V &FATERLDICTEHIENTEET,

I # grubby --update-kernel=ALL --args="rd.neednet=1"

REE

1. Clevis UWE A 7V T MDA LUKSAY S —ICEBICIEINTWAZ EEFESRLE T, clevis
lukslist A~ REFBRLZET,

# clevis luks list -d /dev/sda2
1: tang {"url":"http://tang.srv:port"}'

2. NAVTA VI NAT - FTHEATEZ2 I 2MABLET, RICHZRLET,

# Isinitrd | grep clevis-luks

Irwxrwxrwx 1 root  root 48 Jan 4 02:56
etc/systemd/system/cryptsetup.target.wants/clevis-luks-askpass.path ->
/ust/lib/systemd/system/clevis-luks-askpass.path

BEEER
o I 27 L ED clevis-luks-bind(1) & & Uf dracut.cmdline(7) man X—<
o RYKNIT—VDT—hrAT>av

® | ooking forward to Linux network configuration in the initial ramdisk (initrd) (Red Hat Enable
Sysadmin)

10.7. BB IPEREAFDNBDE V54 7~ NDRE
(DHCP #{FEA LAV BB IPEREAF DI SA 7Y MINBDE 2#FEHT 5ICIE. *y NT7—URE
% dracut V —LICFEITEIHSLELHY T,
[} =355

o Tang H—NN—NDEITINTVWT, FHATEZLDICLTH S,

o TangY—N—ICL > THSEINLZRY 2—L00OY V 5BHHERT 5L DICNBDE 754
TYENREINTWS,

X, LUKSEESIERY 2a—L00Oy 7 =B8RI DLIICNBDE YV A7V NERET
5 HSRBRLTLLETY,

FIR
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F1I0BRYY—R—2ADESAFALEESERY) 2 —L0B88O Y 7BBODE

1. Blxry NO—2%E%, dracut 27 KD kernel-cmdline = 7> a Y D& LTIETE

Y. RICHIZRLET,

# dracut -fv --regenerate-all --kernel-cmdline
"ip=192.0.2.10::192.0.2.1:255.255.255.0::ens3:none nameserver=192.0.2.100"

2. FlF, BRY N7 —01E#HRE ST conf 7 71 L% Jete/dracut.conf.d/ T4 Lo M) —IC

ER L. FEARAM T A RV A X =2 BERLET,

# cat /etc/dracut.conf.d/static_ip.conf
kernel_cmdline="ip=192.0.2.10::192.0.2.1:255.255.255.0::ens3:none
nameserver=192.0.2.100"

# dracut -fv --regenerate-all

10.8. TPM2.0 R > —A{FHAL TLUKSES{tRY) 1 —LDFENEFHF AL

EY S

Trusted Platform Module 2.0 (TPM 2.0) R Y ¥ —%FERA L T, LUKSEES{ERY 2a—LD0Oy U #ER%

RETEET,

IE=S 0
o 7Y tRAFRE/MR TPM2.0 BT /81 Z,

o JATLNGA4EY Mintel 7—F TV Fv—. FLIFZE4AEYMNAMD7—F7TIFv—Th
%,

FIR

1. BEED LUKSEES{ERY) 2 —LDOw V= BEIRNICEERRT B ICI1X. clevis-luks Y 7 /Xy o —

EAVAM=ILLET,

I # dnf install clevis-luks

2. PBD A LUKS BEBIERY) 2 —LEZFELEF T, ROFITIX, 7Ov U731 UL /dev/sda2
EMENhTWET,

# Isblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

sda 8:0 0 12G 0disk

—sda1 81 0 1G 0 part /boot

L—sda?2 82 0 11G 0 part
L—luks-40e20552-2ade-4954-9d56-565aa7994fb6 253:0 0 11G 0 crypt
—rhel-root 253:0 0 9.8G Olvm /
L—rhel-swap 253:1 0 1.2G Olvm [SWAP]

3. clevisluks bind A~ RAFHAL T, RY2—LETPM2OTF/NA RIINA VY RLEFET, UL

TICHlZRLET,
# clevis luks bind -d /dev/sda2 tpm2 '{"hash":"sha256","key":"rsa"}'

Do you wish to initialize /dev/sda2? [yn] y
Enter existing LUKS password:
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ZoaAv Y Rk, UTO4D20FIEEEITLET,
a. LUKSYRY—EEELCIbOE—%2FBRALT, FTILWEZEKRLE T,
b. Clevis THrL WEAES{L L T,

c. LUKS2AY H—Kh—2UICClevisJWE A TV TV MNERIFT DD, T 74 UKD
LUKSIANY F—DMEAINTWBHEAIX LUKSMeta 2 EHALE T,

d LUKS #fEHEdT 2 LVWEZBMICLE T,

pa )

NA Y REETIE, ZBXLUKS /SR — K20y RV EE12H3 2
ENRHRER>TWVWET, TDROY D 1D% clevis luks bind <> K
MERALEY,

S

HBWIE, FFED Platform Configuration Registers (PCR) DRREICT—4 %> —IL§ %15
&, clevis luks bind O < > NI per_bank & per_idsfE%=EBML EF, UTFICHIZRL
x7,

# clevis luks bind -d /dev/sda2 tpm2
'{"hash":"sha256","key":"rsa","pcr_bank":"sha256","pcr_ids":"0,1"}'

BF

PCRNAY Y aENY—IVEIFERINEZR) Y—&—HL, Ny ParEX
BZBIENTEBGEEICDH, T—H9 5TV —ILTEBH, PCRDIE
AEEINLERES. BEEINAER) 1 —A0OY 7 5FEHTRIRA T2
NN 7L —X5&BIMLET,

shim-x64 /Xy 5 —I %7y FOL— KUK PRATLADPESEINLR
)a—L00Ov 7 ZBENICHERTERWVGEIE. RedHat F LYy INR—2
Y1) a2 —< 3> Clevis TPM2 no longer decrypts LUKS devices after a restart
EHRLTLLEIV,

4. R a—LE, RE BFEORRXT—REClevis R Y—%FALTAY V&2@RTIET,

5 VAT LDEEN SO CRADIEBRETT A RINA VT4 VT HMBTZLIICTBITIE. 4
VAN—IFEAIADY AT LTdracut Y —ILAHERALET,

# dnf install clevis-dracut
# dracut -fv --regenerate-all

1. Clevis JWEZA 7Y 9 RHLUKS Ay F—ICETIICENMNTWS Z &EAHERT 5I121E. clevis
lukslist A~ REFBRLZET,

# clevis luks list -d /dev/sda2
1:tpm2 '{"hash":"sha256","key":"rsa"}'
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BIER R

o I 25 I E®D clevis-luks-bind(1). clevis-encrypt-tpm2(1). dracut.cmdline(7) man X—<

109.PKCS#NEVA{FH L TLUKSEESIERY) 2a—L00Oy VKRR TE
ER)

PKCS#1l t BEMMEDH BT NA R (AR— M A—RFLE@FEN—KRIzT7EFa)T4—FEVa2 -
(HSM)) 2R LT, LUKS THES{tINAR) 2a—L00y VERERETIET,

ClevisPKCS#NT EVAFEA L THEES{INARY 2 —L52BEMICO Y VIR T %ITI1E. /etc/crypttab
T77ANDEBREMETYT, TOEBRICLY, AVVY—)TA—HF— IOV T ERFTTEIRDY
I, AF_ UNIXV 4 7y hEFRLT, RY1—ADAY V5 BRT2-HODF—T7 L — X5 FilT 5L
Sl systemd ¥ X—T v —%HRELET,

ClevisPKCS#N D=y 774 Iid. T4 X200y VERICEAT 21EHREEXZET OOV T Y
N % /run/systemd/clevis-pkcs11.sock 7 7 1 JVIRICERE L £9, ClevisPKCS#N EVICL>THY
VEBRINDTARIDFEIF. VIV NI 74NV EF—T714ILE LTERETH2RENDHY T,

AR
o PKCSH#NT/INAZANTTICREINTSEY., 7V ERATHETH 3,
e clevis-pin-pkcs11 /Xy 5 —INf VA h—J)LINTWB,

e clevis luks bind O~ > RFEIC, LUKS/XRT—RKDZEX220y AV RLCEE1DH B,

FIR

. PBD A LUKSHEBEARY a—LEZRELET, ROFTIE. 7OvY 2734 R /dev/sda2
EMENTWET,

# Isblk

NAME MAJ:MIN RM SIZE RO TYPE MOUNTPOINT

sda 8:0 0 12G 0disk

—sda1 81 0 1G 0 part /boot

L—sda?2 82 0 11G 0 part
L—luks-40e20552-2ade-4954-9d56-565aa7994fb6 253:0 0 11G 0 crypt
—rhel-root 253:0 0 9.8G Olvm /
L—rhel-swap 253:1 0 1.2G Olvm [SWAP]

2. R a—LpOy VEBRICERT 3 PKCSH#N TNA ZADURI AHELE T, RICHERLE
-a—o

$ pkcs11-tool -L | grep uri

uri
pkcs11:model=PKCS%2315%20emulated;manufacturer=piv_lIl;serial=42facd1f749ece7f;token=
clevis

uri :
pkcs11:model=PKCS%2315%20emulated;manufacturer=0OpenPGP%20project;serial=000f060
80f4f;token=0penPGP%20card%20%28User%20PIN%29

3. clevisluks bind A< Y RAFEBALTHRY 2— L% PKCSH#N F/INA ZRIZNA VY RLE T, RIC
BlarmLET,
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# clevis luks bind -d /dev/sda2 pkcsi1
{"uri":"pkcs11:model=PKCS%2315%20emulated;manufacturer=OpenPGP%20project;serial=0
00f06080f4f;token=0penPGP%20card%20%28User%20PIN%29;id=%03;object=Authenticatio
n%20key;type=public"}'

Do you wish to initialize /dev/sda2? [yn] y
Enter existing LUKS password:

Zoax v RiE, ROFIEEERITLET,
a. LUKSwRY—f@LsELCLT Y MOE—AEHEALT. FTLWEAER LT,
b. Clevis THrL WEAES{L L T,

c. LUKS2AY H—Kh—2UICClevisJWE A TV TV MNERIFT DD, T74) MNUHD
LUKSIAY F—DMEAINTWBIEAIX LUKSMeta 2 EHALE T,

d LUKS #fEHEdT 2 LVWEZBEMICLE T,

ATV FERTEZEVA-IINERET ZBENH BHEAIE. module-path URI /X5 XA —4 —

ZEMLET,

# clevis luks bind -d /dev/sda2 pkcs11 '{"uri":"pkcs11:module-
path=/usr/lib64/libykcs11.s0.2";model=PKCS%2315%20emulated;manufacturer=OpenPGP%2
Oproject;serial=000f06080f4f;token=0penPGP%20card%20%28User%20PIN%29;id=%03;0bj
ect=Authentication%20key;type=public}'

. clevis-luks-pkcs11-askpass.socket 1=v Z=HFMICL £,

I # systemctl enable --now clevis-luks-pkcs11-askpass.socket

. TFANIT 449 —Tletc/crypttab 7 7 1 LR X, PKCS#NEYTOY J %R %

LUKSBEESIERY 2 —LZ80T2RFELET, RIHERLET,

luks-6e38d5e1-7f83-43cc-819a-7416bcbf9f84 UUID=6e38d5e1-7183-43cc-819a-
7416bcbf9f84 - -

. v 2% [run/systemd/clevis-pkcs11.sock 7 7 1 JL/X R & keyfile-timeout + 7> 3 (T

BIHMATT,

luks-6e38d5e1-7f83-43cc-819a-7416bcbf9f84 UUID=6e38d5e1-7f83-43cc-819a-
7416bcbfof84 /run/systemd/clevis-pkcs11.sock keyfile-timeout=30s

keyfile-timeout # 7> 3 Vi3, OV VRIS —HMPHRLEL. PATFTLNAVY —ILH SRR
L—X%E2FEHTANTI2UENHZHZEIC. ROWBICBITT SHHEAZRBLET,

EREFREFEL. ITA49—%ERTLET,

VAT LAOEB IO RDHMEBET, W— K774V RAFTLOAOY I 58BBRT DD

BRTARAINA VT4 VT EMEBETBICIE, 1 VAN —ILEHFDY AT LT dracut Y — )L %
HERLEY,

I # dracut -fv --regenerate-all
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10. AT LEBREHLET,
REIODT— M F7OERAIC, PKCS#NT/NA A PINDAANERINET, ELWLPINAEZA
ALEBEICOH, [T EREFHADESIET 1 RIDPESLINET,

L 7= 7OCREFEFTTAMNTB2RDYIC, ROATY Y REFALTTFA M yE—V%
ESILBELVESETEET,

# echo "top secret" | clevis encrypt pkcs11 '{"uri":"pkcs11:module-
path=/usr/lib64/libykcs11.s0.27pin-value=<PIN>"}' | clevis decrypt

<PIN> (ZPINEICEZHAZE T, AvtE—Y%ESETDICIE. COPINEEZAATZHREN
HYFEd,

2. ClevisJWE A 7V MDA LUKSAY F—ICEBICHEINTWA I AT BIC
I&. clevislukslist A~ > RZ2FRALZT, RICHAERLET,

# clevis luks list -d /dev/sda2

1: pkes11 '{"uri": "pkcs11:model=PKCS%2315%20emulated;manufacturer=piv_lI;
serial=0a35ba26b062b9c5;token=clevis;id=%02;0bject=Encryption%20Key?
module-path=/usr/lib64/libykcs11.s0.2"}'

RS

o > X7 L ED clevis-luks-bind(1). clevis-encrypt-pkcs11(1). & & U dracut.cmdline(7) man
R=Y

10.10. LUKS THEE{t L7=R Y 2 —AH 5D CLEVIS Y OFFHHI

clevis luks bind I~ Y RTERINIX Y T—9 =FHTHIRT 255, Clevis NBIIL7=/XX 7
L—XZz80RIAOY & —ET5I12E. UTOFIEZTWET,

BF

LUKS TEES(EL7=RY 2 —LH S Clevis EV 2 HIRT 335513, clevis luks unbind
A9V REFRTEZENHEINZ T, clevis luks unbind % {FEFH L 7z BIBRFIEIE, 1
BDRTY TTHREIN., LUKSIRY 2—ABELVLUKS2 RY 2 —LDEA THEEEL X
o RDAX Y RBE, N1 Y RFIETERIN A T—4 %HIR L. /dev/sda2 7
NAZDE2OY M1 EHIBKRLET,

I # clevis luks unbind -d /dev/sda2 -s 1

=50

o Clevis/ \A VT4 V7 %MBALELLUKSESIERY 2 —L4,

FIR

1. /devisda2 7 EDRY) 2 — LD ED LUKS IN—V 3V TH DI EFEE L. Clevis I2/8f VKX
nTtwz20vy hELUV M=V Vv ERHELET,
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# cryptsetup luksDump /dev/sda2
LUKS header information
Version: 2

Keyslots:
0: luks2

1: luks2
Key: 512 bits
Priority: normal
Cipher:  aes-xts-plain64
Tokens:

0: clevis
Keyslot: 1

LRRDOHITIE, Clevis k=27 >IZ 0 THBISh, EEMFLONIF—ZOY ME1TY,

2. LUKS2 BESbDigEIE. h—2 VA&HIBRLE T,

I # cryptsetup token remove --token-id 0 /dev/sda2

3. /34 2% LUKSI THESE L. cryptsetup luksDump 1% > RO FIIC Version: 1 XF 54
TINTWBIGEIL luksmetawipe O RTZDBIMFIEEZITVWE T,

I # luksmeta wipe -d /dev/sda2 -s 1

4. Clevis/SR7 L—XEEUE20OY N &HIRLE T,

I # cryptsetup luksKillSlot /dev/sda2 1

B E R

o I 257 I ED clevis-luks-unbind(1). cryptsetup(8). luksmeta(8) man X—<

10M. v IV RY— M NEFEALTLUKSES{ERY) 2 —LDOBEENZEFEERTE
ER)

CDEIBICHST. LUKS THES{LINERY 2 —LALDESRIC Clevis 2 EHT 2884 VA =)L 7O
TRERELET,
FIE

1. =B/ 2A7—R%ZFEHAL T, LUKSESIENEMICR>TWSET 1 XV %, /boot LADTRT

DIIVENRAYVNTRETDEDIC, FYvIRIY—KNIHBRLET, RAT—RE, &8
O XOFBICFERTZ2E-O0—BENLREDTT,

part /boot --fstype="xfs" --ondisk=vda --size=256
part / --fstype="xfs" --ondisk=vda --grow --encrypted --passphrase=temppass
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OSPP #MD Y AT LITIE, SYBMHARENVETHD I EISEELTLEIW, RILH %=
~LET,

part /boot --fstype="xfs" --ondisk=vda --size=256

part / --fstype="xfs" --ondisk=vda --size=2048 --encrypted --passphrase=temppass

part /var --fstype="xfs" --ondisk=vda --size=1024 --encrypted --passphrase=temppass
part /tmp --fstype="xfs" --ondisk=vda --size=1024 --encrypted --passphrase=temppass
part /home --fstype="xfs" --ondisk=vda --size=2048 --grow --encrypted --
passphrase=temppass

part /var/log --fstype="xfs" --ondisk=vda --size=1024 --encrypted --passphrase=temppass
part /var/log/audit --fstype="xfs" --ondisk=vda --size=1024 --encrypted --
passphrase=temppass

. BAE ¥ % Clevis /Xy s —I % %packages 2> 3 VIZEBMLT, 1 YAM—=ILLET,

Y%packages
clevis-dracut
clevis-luks
clevis-systemd
Y%end

AT a Vv EBILG L TESEINAZRY 2 —L00Y V5 FETHRMRTEELIIZTBIC
&, =B RT7 L —X%HIBRT 2RIICENDGRNR T L —X %8N L 9, FF#ld. RedHat F
Ly INR—2YY 21— 32 How to add a passphrase, key, or keyfile to an existing LUKS
device ZZR L T EI L,

. clevis luks bind ZIF U LT, %post to/ > avDNA VT4 v T2ETLET, TDIE,
—BRRT7—REHIBRLES,

Yopost

clevis luks bind -y -k - -d /dev/vda2 \

tang '{"url":"http://tang.srv"}’ <<< "temppass"
cryptsetup luksRemoveKey /dev/vda2 <<< "temppass"
dracut -fv --regenerate-all

Y%end

RENEBWHIICKRY N7 —02NEET D Tang EVICEKEL TWBIHE. T8 IP &
EDNBDE 72547 baEFEALTWSIHEEIX. Configuring manual enrollment of LUKS-
encrypted volumesiZfE> T dracut AY Y RAZERTH2UELHY T,

clevis luks bind Y Y RD -y # P> avid, RHEL8I N LFEATE 2 I &ITFRLTLKE
T W, RHEL 8.2 LIgTTl&. clevisluks bind Y > RT -y & fICEE# X, Tang F—/\—nH
57 RNREGA XX v dovO—-—RLET,

Yopost

curl -sfg http://tang.srv/adv -0 adv.jws

clevis luks bind -f -k - -d /dev/vda2 \

tang '{"url":"http://tang.srv","adv":"adv.jws"}' <<< "temppass"
cryptsetup luksRemoveKey /dev/vda2 <<< "temppass"
dracut -fv --regenerate-all

Y%end
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Digk

==
[=]

cryptsetup luksRemoveKey O < > Ni&, ZNhZEHAT % LUKS2 7/3 4

ADRZNULICEEBINDZDEBETEY, LUKSTI T/ 2T L TDH
dmsetup I7¥ Y RAEFAL T, BIRINATRY—F—%OETEET,

Tang —N"—DKDLYICTPM20 R ¥ —%FHHT 21551, AROFIEEZFEATETET,

B SR
o X7 LED clevis(1). clevis-luks-bind(1). cryptsetup(8). & & U dmsetup(8) man R—<

e RHEL OBEIM1 VR M—JL

10.12. LUKS TSI NIY L—NTILA N L= FNNA 20EEOY &
RIR%=ERET B

LUKSBESIEUSBRAMNL—YFNA 2OBEIOY VKR TOELRAERETEET,

FIR

1. USB RS A4 774 E, LUKS THESIELIZY LA—NTIVRANL—IFNNA RA2EFHICT7OY
29 BIIE. clevis-udisks2 /N Hr—V A VA MN—ILLET,

I # dnf install clevis-udisks?2

2. VAT LEBREEIL, LUKS THEEB{E LR 2 —LDFENESHFOHETE ICHE> T, clevis luks
bind A~ Y REFBRLENAI VT1 Vv IFIEEERITLET, UTFICHIERLET,

I # clevis luks bind -d /dev/sdb1 tang '{"url":"http://tang.srv"}’

3. INT. LUKS TESIEINSZY L—NNTILFNA X%, GNOMETRY by Tty 3T
BEMICOY VR TEEEDICRYF L, Clevis R —IZNNA Y RTBT/NNA R
. clevisluksunlock ¥ RT7rOv /I TEZd,

I # clevis luks unlock -d /dev/sdb1
Tang —N"—DKDLYICTPM20 R ¥ —%FERHT 21551, AROFIEEZFEATETET,

RS

o I 27 I E® clevis-luks-unlockers(7) man R—

1013. ST NBDE Y AT LA T 7O147 %
Tang . BTAMT 7O AV N EBETIHEE 2 DRELET,
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27477 bOTURY (HE)
54T ME BHO Tang —N—IINNA U R T 2HEAXFRA L TRETI2HELIHYET, &
DERETIE, & Tang P —N—|[THMBOELIHY., 75147V ML, DY —N"—DH Ty MIE
WMIBDIETESTEEY, ClevislZTTIC, sss TS VAM VAFRALTIOT7—270—ICx/BL
TWF 3, RedHatld, EFTRAMOTTOA A Y MIZOHEEHELET,

goity

TRMEEZERT 27HIC, TangDA Y RAY VYV RAIERT TOM4TEEd, 2 DBUEDS YRy Y
A%ERETDICIE, tang Xvr—T %A VA M—)L L, SSHEMT rsync AL TZDHET 1
L7 M) —ZFBERAMIIE-LET, BEZHEITHERADRET I ERDY R IDNEEY.,
BIMOBEES Y75 A NSV Fv—DREICRD /D, RedHat (I DHEAHEL TLEY
Ao

v ITOMELRAFER LS A% NBDE

v I T ORMBHEL (SSS) 1. MBEEBOEED/A—YVICHETIHEERF—LTY, WELEEE
TBIE, WSODDR—YHIPBRBICAYFT, BUEIFLSVMEEIEEN, SSSIELEWMERF—LALE
EMEENE T,

Clevis &, SSSDREZRHELE T, BZEML. ThZeWI2DDNR=YIIREILET, /Y
I, SSSHEBIFENICETHDOEY ZEAL THESIEINE Y, T, LEWVMEtEEELT Y. NBDE
TTAA RV M TORLELLDEDEEST DL BSERI|METIN. ESTOEIN/EILZ
¥, Clevis B LEWMETEREINTVWRHEIYENIVWEZZMREHTDE. T5—AvE—IDHAE
nE9,

Bl1:250 Tang —NN—ZFERALLTRYE
RDOAX Y RIE, 28D Tang Y —/"—DI3 54K & 1 BANMEATEERIZAIC. LUKS THES{EIh
TNA2%B5LET,

# clevis luks bind -d /dev/sda1 sss '{"t":1,"pins":{"tang":[{"url":"http://tang1.srv"},
{"url":"http://tang2.srv"}]}}'

EERDIATY RTIE UWTFORERAF—LZERLTVWE LA,

{
"t":1,
"pins":{
"tang":[
{

b
{

}
]
}
}

"url":"http://tang1.srv"

"url":"http://tang2.srv"

ZDHRETIE., YRAMIRBEHINTWE 28D tang H—/N\—DH 502 & 1DOMFATETHN
(£, SSSLEWMEt N 1ICEEEIMN. clevisluksbind Y Y RAMBAEEEICEEBELT T,

5] 2: Tang ' —/X—& TPM 7 /31 A THE L TV 5 HE

ROAT Y R, tang H—/N—& tpm2 T /N1 RO\ AHIFATRERIFEIC. LUKS THESELATN
1 2AEEBICESLET,
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# clevis luks bind -d /dev/sda1 sss '{"t":2,"pins":{"tang":[{"url":"http://tang1.srv"}], "tpm2":
{llpcr_idsll:llo’7ll}}}l

SSSLEWEt A2 ICREINTWVWEIRERAF—LIIUTOLS ICRY T,

{

"t":2,
"pins":{
"tang":[
{
"url":"http://tang1.srv"
}
1,
"tpm2"{
"pcr_ids":"0,7"
}
}
}
BAER R

e 7 L ED tang(8) (High Availability 2 2 3 >), clevis(1) (Shamir’s Secret Sharing
7> 3v). B&U clevis-encrypt-sss(1) man X—2

10.14.NBDE XY N7 —V TR~ VA2 57704149 %

clevisluks bind A< > Ri&, LUKSTRY—ZZTE LI A, Ihidk, RET>VFAEF VTR
IRIECTHERT 2. LUKSTHRESIELZA A=A FERT 2BEIC. COAA—VEETTEIIRTDS
VA VANT A —REHBFITBZIEEZEGKLET, hiZiFtEFa) 714 —DEHERTKREAMED
HB=H, BICOET2RENHY T,

ZhiE. Clevis DHFIRTIEA <. LUKS DREFRETY, > F VA TYV S5V RADIL— I RY 2—L%
ESLT 2RELH BHFEIE. 757 KAR®D Red Hat Enterprise Linux D& Y R VAT LTE &
BEFvIRI—PEFRALOAVYAM=LTOEREZETLET, TOA1 A=V, LUKST R
Y—RAEHBLRITNIEHRETE A,

RFE{RETBEOY VERET 704 XV M 3I2I1E, lorax ¥ virt-install R EDY AT LEFY Y
AI—=FIT7AN(FYv I RI—bEFERLE LUKSESIERY 2 —LOBEHEFORESR) £/

ZToMOBHIOEY 3=V I Y—ILEFRLT. EES{IEVMICBEDTRY —F—42BEERILFS5L
i’a—o

BTG IR

o 25 LE®D clevis-luks-bind(1) man R—
10.15.NBDE ZfFAH L T/ o7 RRIEFHOBHEEFKAURERREBTI VA1 X —
OHEIRT S
BEEFAREARESEAX—VA2 IS RBRBICTIO/4 958, FEOEENRET ML HY
F9, MOREIULRIBEERRKIC, LUKSTRY—RBZHBLAVWELDIZ, 1DDAM X —=UDSEEENIT S
AVRAY VAR ERLT I ENHRINET,

Lo T RAKNTZ VT4 RIE EDNRTY I YRS NY—TEHBEINT, Rohik1 VRS
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VADTTAAA YV MDR—RERMBTZEIIC, AX—VHHRAITYAXTEBIETT, ERT DA
VA VADEIE, FTTAAMA Y INDEF2IYTFA—RY O —TCERITIVEIHY FT, Fi.
LUKS ¥R Y —BDOKENRY MNUICBEETZ ) RIVFREICEDVWVTRETIHELNHY T,

LUKS ISR T 2BE8T 704 XY NEFEET BI1CI1E. Lorax. virt-install ED Y RAFLEF VI R
A=K7 74N E—BICERAL, I XA—VEBETOCRAFICTRAY—BO—ZHEHERTINELNHY
i’a—o

759 RRIETIE, CITHREFT2 220D Tang Y —N"—FTO4 XY bA T aVHFBEATEET,
F9. VIV RBREZOEDICTang Y —N—%F7O/4TEEF, L LLIFE. 22001V T35S
O9F v —BTVPN Y VI AFRLEMILAA VY ISANSIF¥—T. V57 ROHIC Tang ¥ —
N—%FTO4TEEY,

P92 RICTang XM T4 7770495 &, BRICTIOMTEET, L. IOV RFLD
EEXDT—YKGILETA VIS5 AMNSVFv—%HBLES, Tang Y —"—DOMEES L O
Clevis X9 7—% &, ALYMEBT 1 RIVILRETEZ2HEIHYET, COYMEBT 1 RV TIE, BEX
T—INDWHDRBRIET VAW EREICRY £T,

BF

T ERETDIBHE Tang 2RTIT DV AT L%, BICYEMICOBEL T Y
We 7570 R&E TangH—/N\—%08d 52 & T, Tang H—/N—DFEEL. Clevis X
HTF—HEBROTHEBTDIENRVEIICLET, IBIC. ThICLY, 259 KA
VISANSIFr—DRBRICISINTWVWBIBAEIC, Tang H—/N\—DO—HILEIE%
RELZET,

10.16. 37 +F—& LTOTANG OF 7 OA

tang O 7 F—41 A —2 &, OpenShift Container Platform (OCP) ¥ 5 24 —F 7 IdBIDRE~Y > >~ T
E179 % Clevis 7 54 7~ b®D Tang-server ES b #RHE L 7,

([} =355
e podman /Ny 7 —2 & ZDERFRFBN VAT LICA VA M—=ILEINTWS,

e podman login registry.redhat.io 1~ > K%z {£f L T registry.redhatio > 7+—h4%07
KR4 LTW3, aFffllld. RedHat AV 737 —L YA M) —DEREE ZZRLTLLEI W,

e Clevis 7247 M. TangH—/N\—%FERALT. BEWICT7 O 795 LUKS THES{EL
R 1—LEEOYRATLIA VA M=ILINTWS,

FIg
1. registry.redhatio LY XA M) —H S tang IV TF—A X—Y % FILLET,
I # podman pull registry.redhat.io/rhel9/tang

2. AVTFHF—%ETL. TOR—MEBELT Tang BAD/NIREZBELET, LEBOHIT
&, tang IV T F—%ZETL. R—h 7500 #45E L. /var/dbtang 71 L 7 b)) —D Tang
BADNRERLET,

# podman run -d -p 7500:7500 -v tang-keys:/var/db/tang --name tang
registry.redhat.io/rhel9/tang
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Tang &7 7 # I N TR—bF 80 #{FHA L £ 9 H. Apache HTTP H—N—"pEDDH—E R
ERETITRUIHB I EITEFRELTLEIL,

3 ATvaviERal) T4 —%RIET 2HEIE. TangBEEHWICO—FT—>a v LE
¥, tangd-rotate-keys 27 ) M EFERATE £, UTFICHIERLET,

# podman run --rm -v tang-keys:/var/db/tang registry.redhat.io/rhel9/tang tangd-rotate-keys -
v -d /var/db/tang

Rotated key 'TZAMKAseaXBeOrcKXL1hCClg-DY .jwk' -> .'rZAMKAseaXBeOrcKXL1hCClg-
DY .jwk'

Rotated key 'x1Alpc6WmnCU-CabD8_4q18vDuw.jwk' -> .'x1Alpc6WmnCU-
CabD8_4q18vDuw.jwk'

Created new key GrMMX_WfdgomIU_4RyjpcdIXbOE.jwk

Created new key _dTTfn17sZZqVAp80u3ygFDHtjk.jwk

Keys rotated successfully.

MREE
o Tang H—N—AEHELTVWREHICEE 7 Ay 7HICLUKS THES{IELLAERY 2 —LNEFE
NTWEYRTALT, Clevis 7547V "D Tang ZFRALTTL—VTFRAMDA Y=Y
BB LVESETEEIEAERLET,

# echo test | clevis encrypt tang '{"url":"http://localhost:7500"}' | clevis decrypt
The advertisement contains the following signing keys:

x1Alpc6WmnCU-CabD8_4q18vDuw

Do you wish to trust these keys? [ynYN] y
test

EEDoa~ Y RElIE, localhost URL T Tang ' —/\—AFHTEX 2B EICTDHIDDHRRIC
FAMXFHAERL, R—b 7500 XHATEELET,

BIER R

o 27 L E® podman(1). clevis(1). # & U tang(8) man R—

10.17.RHEL ¥ 25 A 0—JL%{EFH L7- NBDE D& E

nbde_client & & " nbde_serverRHEL ' 27 L0—)L%FHT 2 &, Clevis 8L U Tang 2R L &
Policy-Based Decryption (PBD) ¥V Y 12— 3 V2 HETF 704 TE X9, rhel-system-roles /%
T=UIE, IN6DY AT L=, BEETBZH, VI77LVARFaXVIDBEIENET,

10.17.1. 83D Tang ' —/X\—Dt v h 7 v 7T nbde_server RHEL ¥ 2 57 A0 — )L %
Hd 2%

nbde_server Y X7 LO—I)LEFERAT S L. BEIT 1 RIVBSEY ) 1—>avO—8& LT, Tang
H—N—%F7 04 LTCBEEBTEEY, TOO—LIFLUTOMEEYR—NLET,

e Tang@®EHO—FT— 3V

o TangBDTFOABLUNY I TV S
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AR EH
o OV hO—J)L/—KREBEEWR/ —RFDERBITETLTWS,

o TIEWR/— KNTPlaybook #R{TTEH1—H¥—¢&LTcarybo—)b/—Kicarsq4rLTw
%,

o BIENR/—RKADOEMICHERTEZT7HIY M, TDO/—RIINT 2 sudo HERENH 5,

¥
1. ROWB%EEL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {ER% L % ¢,

- name: Deploy a Tang server
hosts: tang.server.example.com
tasks:
- name: Install and configure periodic key rotation
ansible.builtin.include_role:
name: redhat.rhel_system_roles.nbde_server
vars:
nbde_server_rotate_keys: yes
nbde_server_manage_firewall: true
nbde_server_manage_selinux: true

ZDY > T Playbook IC& Y, Tang H—N"—DF 704 LEOO—FT—> 3 YARITINFE
ER

H# > 7l Playbook THEINTWRREIXRDESY TY,

nbde_server_manage_firewall: true

firewall > 257 L0—)L%{FHA LT, nbde server D— /L CHERINZR—N2BELZF
ER

nbde_server_manage_selinux: true

selinux Y A7 L0—J)L%AFERA LT, nbde server O— )L CHEAINZKR—MAEEBLZE
ER

Playbook THERAINZ2 TN TOEHDOFMIE. I bO—IL/— KD
/usr/share/ansible/roles/rhel-system-roles.nbde_server/README.md 7 7 1 )L % &8
TLIEILW,

PiN|

L

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

CDAX Y NIIBXERIETZLETTHY ., BNEDPRBEYLERENSRETZ2EDTIEAN
CEITFERLTLEIWY,

3. Playbook #Z2fT L £ 7,

I $ ansible-playbook ~/playbook.yml
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e NBDEVZA4 7Y MT, ROIATY RZ2FEALT, Tang—NN—DELLBELTVWDE I &%
HELET, COATYNILLY, BEILEESEICETEOERLA Yy E—YNBRINZ 0
ENHY T,

# ansible managed-node-01.example.com -m command -a 'echo test | clevis encrypt tang

{"url":"<tang.server.example.com>"}' -y | clevis decrypt'
test

RS

e /usr/share/ansible/roles/rhel-system-roles.nbde_server/README.md 7 7 1 JU

e /usr/share/doc/rhel-system-roles/nbde_server/ 714 L 7 b 1) —
10.17.2. nbde_client RHEL ¥ 2 7 L0 — )L %{#FH L T DHCP 29 % Clevis 7 514 7
Y hERET D
nbde client > 27 L0—JLIZ&Y ., BED Clevis 754 7> MEBEMNICT7O1 TEET,
ZnO—)VEFEATBE. LUKS THEBIEINARY 2 —LA% 1 DLLE®D Network-Bound (NBDE) H—
N—=(Tang P —R"=)IINA VY RT B ENFATRETY, NATL—X%ZEAL TRFOR) 12— LD
FEEREFTEN HIBRTEET, "RTL—X%ZHIFRLAES, NBDEZIFZFEALTRY 2—LD
Oy V7 5RTEET, Chid, YAT7L07AOEY a =V JRICHKRT Z2ULENH S —BFREF 215/
AT7—RZFERALT. R 1 —LDEHAICESEINTVWEIBEICRIBET,
NRRATL—RERT7AINDEHEEBET 2HEICIE. O—IVEHKAMIHEELLABE2FERALEYT., &
HIENA VT4 Y INRODLRWERIE. BBEONA VT4 VI BNRRAT L -0 %2 A4 %
ER
Policy-Based Decryption (PBD) Tld. T/NA RERZAOY MDY YEVITDETNA VT4 VT 5 ES

LET, ZDH, ALTNA RIS L TERHRONA VY RERETEET, T74)bDROY M1
T“’a—o

pa )

nbde_client ¥ 27 A0—)Li&, Tang/NM VT 1 VT DH%EHR—MLET, Lid>
T, TPM2 XA T4 Y JIIRERTE EH A,

Gl s
o O hO—I)L/—REBEFR/—ROEBENZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTER1—H¥—¢Lcarybo—)b/—Kicasq4rvLTw
%,

o BIENR/—RKRADOEMICERTEZT7HIY M, TD/—RIZNT 2 sudo HERENH 5,

e LUKSZ AR LTI TICHESIEINTWERY 1—4,

1. ROWAB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {EE% L % ¢,
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- name: Configure clients for unlocking of encrypted volumes by Tang servers
hosts: managed-node-01.example.com
tasks:
- name: Create NBDE client bindings
ansible.builtin.include_role:
name: redhat.rhel_system_roles.nbde_client
vars:
nbde_client_bindings:
- device: /dev/rhel/root

encryption_key_src: /etc/luks/keyfile

nbde_client_early_boot: true

state: present

servers:
- http://server1.example.com
- http://server2.example.com

- device: /dev/rhel/swap

encryption_key_src: /etc/luks/keyfile

servers:
- http://server1.example.com
- http://server2.example.com

Z DY 7 Playbook I, 2B® Tang H—NN—D > 5D EH 1 EP’FETREABZBEIC.
LUKS TEESIE L2 DDA 2a—LEZBHMICT7 Oy Y23 5LIICClevis V5147V M
BRELEY,

%> 7I)U Playbook THEINTWBREIRDESY TT,

state: present

state DfEIL. Playbook ZE{TL/EDEELERLET. LWL VT4 VT HEKT S
N BIEDONA VT4 VT ABHT 5513, present Z{EA L £9, clevis luks bind &
X2 Y, state:present Z#FHE L TT/NNM ROy MIHZIBEEDODNA VT 10T LEE
XTBHIEETEET, absent ICRET D&, BELENSI VT4 VIDHIBRINE T,

nbde_client_early boot: true

nbde_client O—JLid, 77 #J)U KT, BEIWHIERET TangEVHO Ry N7 —2 % FIH
AREICLE T, COKEZEMNICTI2LELH BIHEIE. Playbook IC
nbde_client_early boot: false Z# %ML £ 7.

Playbook THERAINZ2 TN TOEHDOFMIE. I bO—IL/— KD
/usr/share/ansible/roles/rhel-system-roles.nbde_client/README.md 7 7 1 L= S8R L
TLIEILW,

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

CDAX Y NIIBXERIETZLETTHY ., BNEDPRBEYLERENSRETZ2EDTIEAN
CEITFERLTLEIWY,

3. Playbook #Z2fT L £ 7,

I $ ansible-playbook ~/playbook.yml
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1. NBDEZ 54 7Y hT, TangP—N—|CL>TEHBMICOY VBBRINZES{ERY 2—L0D
LUKS EVIC, WIS T 2 BHRIEFNTWS I L EHELE T,

# ansible managed-node-01.example.com -m command -a 'clevis luks list -d /dev/rhel/root’
1:tang '{"url":"<http://server1.example.com/>"}'
2: tang '{"url":"<http://server2.example.com/>"}'

2. nbde_client_early boot: false Z# % {#H L AW EE 1. RIS VT4 Y IHMERAT
X2 EEWRLET, RIHAZERLET,

# ansible managed-node-01.example.com -m command -a 'Isinitrd | grep clevis-luks'
Irwxrwxrwx 1 root  root 48 Jan 4 02:56
etc/systemd/system/cryptsetup.target.wants/clevis-luks-askpass.path ->
/usr/lib/systemd/system/clevis-luks-askpass.path

RS

e /usr/share/ansible/roles/rhel-system-roles.nbde_client/README.md 7 7 1 JL

e /usr/share/doc/rhel-system-roles/nbde_client/ 71 L 7 h 1) —

10.17.3. nbde_client RHEL > A 7 L O0—)L%Z{EHA L TEEMIP Clevis 7 54 7V N %5&7E
ERA)

nbde_client RHEL > 2 5 A0 —)JLI&, Dynamic Host Configuration Protocol (DHCP) % H 9 3 IRiE
IKDHMIELTWET, B IPEREDNBDE V547V hTlE, Ry N7V EZHA—FILT—F
INFGA—=—F—ELTETREIHYET,

BE., BEEIL Playbook #BFIH L £9 ., Ansible NEEIVHIRECTHMNIP PRNL AEE|Y HTBEK
A MZEIT, BERID Playbook BT B &lEHYFEHA, TITDHIEICLY, Playbook HDZEH

ZEAL, A7 7M1 THRELZRBETEZET, TDRDHD, BELRDIE Playbook 1 DEEREEEL 7 7
14I1DEIFTY,

AR
o OV hO—I)L/—KREBEWR/ —RFDERBITETLTWS,

o TIEWR/— KNTPlaybook #R{TTEH1—H¥—¢&LTcarybo—jb/—Kicasq4rvLTw
%,

o TEWR/—NADERFERTZITHTY M. TD/ —RIIKT % sudo tERDH %,

e LUKSZ AR LTI TICHESIEINTWERY 1—4,

FIR

L RAMDRY NT—UBREEZSTL 7 7 1)L (f5: static-ip-settings-clients.yml) = {ER L. TR
MIBIRICEIY HTRHEEZEBMLET,

clients:
managed-node-01.example.com:
ip_v4:192.0.2.1
gateway_v4: 192.0.2.254
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netmask v4:255.255.255.0

interface: enp1s0
managed-node-02.example.com:

ip_v4:192.0.2.2

gateway_v4: 192.0.2.254

netmask v4:255.255.255.0

interface: enp1s0

2. ROARAB%EEZE Playbook 7 7 1 JL (f§l: ~/playbook.yml) =/ L £,

- name: Configure clients for unlocking of encrypted volumes by Tang servers
hosts: managed-node-01.example.com,managed-node-02.example.com
vars_files:

- ~/static-ip-settings-clients.yml
tasks:
- name: Create NBDE client bindings
ansible.builtin.include_role:
name: redhat.rhel_system_roles.network
vars:
nbde_client_bindings:

- device: /dev/rhel/root
encryption_key_src: /etc/luks/keyfile
servers:

- http://server1.example.com
- http://server2.example.com

- device: /dev/rhel/swap
encryption_key_src: /etc/luks/keyfile
servers:

- http://server1.example.com
- http://server2.example.com

- name: Configure a Clevis client with static IP address during early boot
ansible.builtin.include_role:
name: redhat.rhel_system_roles.bootloader
vars:
bootloader_settings:
- kernel: ALL
options:
- name: ip
value: "{{ clients[inventory_hostname]['ip_v41 }}::{{ clients[inventory_hostname]
[gateway_v4' }}:{{ clients[inventory_hostname]['netmask_v47 }}::{{
clients[inventory_hostname]['interface’] }}:none"

Z D Playbook &, ~/static-ip-settings-clients.yml 7 7 1 JLICY) A RINTWBEKRR NDFF
EDEZEFIICFTEHERY £,

Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.network/README.md 7 7 1 L =SB L T X
(A

3. Playbook O#XAMREEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml
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CDOAXR Y NEBXZMELT D71 THY ., BMNEDIPEUIREENOIRET DEDTIERWL
CEITFERLTLEIWY,

4. Playbook #Z21T L% 7,

I $ ansible-playbook ~/playbook.yml

BEEE R

e /usr/share/ansible/roles/rhel-system-roles.nbde_client/README.md 7 7 1 JL
e /usr/share/doc/rhel-system-roles/nbde_client/ 71 L 7 k1) —

® | ooking forward to Linux network configuration in the initial ramdisk (initrd) (Red Hat Enable
Sysadmin)
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BNE AT LDERE

ENE AT LDESR
EREFIRTLODEXF 1) T4 —%RILTHBEDTIEHHYFEADN, YATFLEDEFXF2IYFTF1—RY

VoERERHETHLEOICHEATETY, &, SELinux REDEBMDEF 1) 71 —WREZRES
52&T, ALERDBREZHSIEDNTEEY,

11.1. LINUX @ AUDIT
Linux D Audit > A7 ALlE, YRT7LDEF2) 74 —FEEBERZEBHT A E=RHELFT I, FHak
EINII—ILIZEDE, Auditid, ATV M) —Z4ERKL. PRATALATEELTWVWSEARY MNMIFE
TEHERAETIDLEITIZLLREH LET, COBHKRIZ, Iv>arvs)T1hIBBRETEX2I) T 94—
RYV—DEREE, EREBEILELDT77aVvaEHTZETHEDEDTTY,
LAFIE, Audit O T 7 74 IVICEESRTE B BEHROMETT,

o ARV NDHK, 947, R

YTV MNEATI I NOBBEHED S NIV

o ARVINERBLAEI—Y—DID &MY NOEER

o Audit REDREBES LV Audit BT T 74 IADT JREIT

® SSH, Kerberos M EDFRFEA A =X LD TR TDMEA

o FRTEXBT—H~R—2 (letc/passwd 72 &) ~DEH

¢ VRATLNLDERDA VIR— b BLUVYRATLAANDERDOT Y AR— DT

o 1—H—ID, YTV TV MNEFTV T I MDISRIVBEDEMICED A RV DB &R

Audit Y 2T LDFERIE. < DEF2) T4 —FHEOREICETZEHTEHY £9, AuditiE., LT
DREFLIFZAVTSATVAHA ROBHICERT DD, ThEBIDEDICKFINTULET,

e Controlled Access Protection Profile (CAPP)

® | abeled Security Protection Profile (LSPP)

® Rule Set Base Access Control (RSBAC)

® NISPOM (National Industrial Security Program Operating Manual)
® Federal Information Security Management Act (FISMA)

® Payment Card Industry - Data Security Standard (PCI-DSS)

® Security Technical Implementation Guides (STIG)

BEE (X, National Information Assurance Partnership (NIAP) & & U Best Security Industries (BSI) I
SOoTEHEFBEINTUVET,

A—RT75—2R

T77ANVT I EZADER
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Auditid, 7740 T4 LI MN) =BT IR, BE., FLEFERITINED, ELIET7MIVE
MAEBEINLIZEBHCTEET, ThiFEAE, EERI7AIMADT IR EZBREL, Th
S5DT77AIHDIRE LIGEICERMN % AFAIREE §2BICERICIIBET,

AT LAA—ILDERE
Audit i&, —EBDY A FLAOA—ILAMERINZZTICOT IV M) —2E5MT DL ICERETEE
¥, Ih%EFEHET 5 &, settimeofday * clock adjtime. ZDtDOEFEREED Y A7 L0 —IL 5B
RITBIET YRATLFEAANDEREZBIFCEXET,

a—H—HRIFLAITY FORE
Audit lE7 7 A WDIRITINAEDEI N EBIHTE 2720, BHEDIAT Y NROERTAEOREHFT 5 £
DIII—IVEEHZETEET, LEAE binTA LI MN)—AROITRTDEITAET 71 ILICIL—
WEESTXET, ChICLYERINZOFIVN)—421—H— D THRETZE, 1—H—2
EICEFINAOTY ROEEIWHEERTEET,

2 AT LDINRZDRITDFE
IW—ILDBUH LEFIC/SR Z inode IKEBRT 57 7 AIVT V&R %04 v FIHLUMIC, L—ILOD
WO UBICFELRWEEP. L—ILOFTHELERICT 7 M ABIBRAONIIBETE,. Audit
PIRZADR[TEV 4y FTEBLICBYE L, TNICEY, =i TAOTSLRTI 74
VETY TTL—R LItk FBAYRM—LINBRICEBEERETEET,

E¥aYr1a—ARY DR
pam_faillock REE €Y 1 — /LI, KB L7OT A VATEZRHETI LY, Audit TRBRLADT A
VETERBRTALDICKRET DS, OTM v ERALI—Y—ICBET Z2EMERM|MRBEINE
-a—o

1RV DRE

Audit i ausearch 1—7 1 U714 —%RHELFXT, chAaEFERTZE. O MN)—%T 4L
F—IChMF. WS DD DEEICE DK R ERTHA12HTEET,

<) —LR— bDERT
aureport 1—7 4 )74 —%FEATEIE, BHBEINELARYINDTAY—LR—MEEHRTEE
T, VRATLBEEEEE, COLR—FEDHL, fOLWTFITA1ET A —%2ILIARBIED
TXZEY,

XY MNIT—O 7 EADER
nftables. iptables. & &£ U ebtables 1—7 14 )7 1 —(&. Audit 41 XY M ZRET D LD ICEKRTE
TIXBD, DRATLEBENRXY NI — VTV ERAZEHR/TESLIICRYET,

Pz -
VRATLADINT =TV AL, Audit PINET BBREICLE > TRHEINZTRELLHY
P 9,

1.2.AUDIT Y RFLADT —FF 4 F ¥ —

Audit VAT LlE, A—Y—EET7 IV r—oavELt1—FT1 YT —&, A—FIBIOYRT A
O—JLAEBEWD 2 DODEEBATERINET, h—RINVIAVR—FV MNE, 21— —EFT7 Y
T—2avhbYRATFLI—IVERZ|F, Ih% user, task, fstype. 7l exitDWLWITNHDT 1)L
Y—TIRYDITET,

VAT ALOd—)LD exclude 74 LY —%BIBT D E, BIRD T 1LY —DVWTFHMNIESNET, D

T4 —IC&Y, Audit L—ILEREICEDWTY AT A=A AUdit T—EVICEEI N, I5IC
MIBINZET,
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I—H—Z/FD Audit 7T—EVIE, h—FRILHDSBEHRZIREL., A7 74 ILDITV M) —%EHRLZ
¥, O —Y—ETEI—FT 1 )T —IF. Audit 7T—EFY., BI—RIDAuditIAVR—FV b, Fk
EAditOZ 774 IVEHEBERBLET,

e auditctl AuditHIfHIZI—F 4 ) F 4 —lFH—FRJIV Audit AV R—F Y FNEHEBEBL. L—IL%E
BETELEITTRLLARY MERTOERADEZ DBERNRSA—Y—FLEEHLET,

e BYUDAuditI—T4 VT4 —E AudtAT 7740 DAVTYVEANELTEIFERY,
A—H—DEBEHICEDVWTHAZERLET, & ZIE, aureport 1—7 1 1) 71 —IF. ECs%
INEEARYNDLR—PMEERLET,

RHEL 9 Tid. Audit dispatcher 7—¥ > (audisp) #gE(&. Audit 7—E ~ (auditd) ICIHEEINTWE
T BEEARVIMNE, VTZLIA LDOAHTOT S LDEEFERICERINE TS 714 VERET 71
&, 77 # )L N T letc/audit/plugins.d/ 714 L 7 M) —ILREINZET,

N3.BEAFET D700 AUDITD DEE

T7A4IMDauditd FREIE. FEAEDREBICELTWEY, L, BRES A BEAEF2) 71—
RYY—&JBLETRELND BIHEIE. /etc/audit/auditd.conf 7 7 1 JLAD Audit T —F VEREDRDEE
EALTETIET,

log_file

Audit 7 7 7 4 )L GBE X /var/log/audit) ZRFT 2714 LV ) —&E BIOTD Y MRA Y MC
RIVRMRINTVWIRERAHYES, ThiITLY, T O OT1 L7 M) —HDHE
HAEFRALARWLDICL, Audit T—EVDRKRY OFEBAERICRELE T,

max_log_file

12D Audit AT 7 74 IVDRAY A XEEBELE T, Audt AT 7 7ML EREFETE/NN—FT 143
VTHATREARBIEE IR TERTBDLDICKET Z2RENHY 9, max_log file' /35 X —4% —
& RRZ7 7AW A XEXANA NERITIEELE T, IBET ZEIX. BUEICTIHELHY F
-a—o

max_log_file_action

max_log file (CERE L/ZHIRICET 2 E&RTIT5772aV%EEELET, AuditO g7 74 LA
EEXINARWVWE I IT keep_logs ICERETIMELRHY T,

space_left

space_left_action /XT3 X —4 —[CBRELLT VYV a Vv RETETA RAVDEIRELZEBELZE
T, BEEIZ. TARVOEEERML TRERT2DIC+DLEEEZRET 2HENHY X
9, space_left DfEIZ. Audit OV 7 7 A ILHBEMRINZREICL > TERY F9, space_left DIE
DNERE L TEEINTWLWRIGHEIE. XH/NA M (MB) B0t 4 & LTRRINET, E
D1~ 99 DHUEDRERICNN—tY FMEBE[MTTIEBEINTWSIHE (5% R E). Audit 7—E Y
&, log file 5L 7 7MLV AT LD A ZITEDWT, X HNA NEMATHEEY 4 X=5ELE
-a—o

space_left_action
space_left_action /X5 X —4% — (&, EYBA AL (email 7213 exec) ICFRET 5 T AR
hi_a—o

admin_space_left
admin_space_left_action /XS X —4 —(IRELET V2 a VDB RET BT 1 AV DEIEHOR
WA X, BBENETITZ772a V007 %8R T52DIC+DRY A XE2HRITHENDHY X
To TDNFTA—F—DEYEIE. space_left DBUEL YNNI K TEIMEIHY XY, o HEIC
N—tY MNEBEEBIM (1% 2E) LT, Audit T—EVYD, TARINR=FT 1423 vHA4 IHEDW
T, BEEZFETDLHICTRIEETEET,
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admin_space_left_action

single 2, YR7 L&YV 71— —F—RICL, BEEN T+ RVEBERHRTESLHICL
ij—o

disk_full_action
Audit BT 7 74 IVHEEFNZ/NR—T 4 2 3 VICEZEEALBRWERICKETZ 77 a3 VvEREL
F 7 (halt £7/214 single ICERET2RELNHY FET), ThIZL Y. Audit B XY MO JICEEEk
TERLRBZE YRATLE, YN A—H—FE—RTOvy NI VEREBEELET,
disk_error_action

Audit AT 7 74D EEFNEZN—T 13V TIZT—DPREINLBEIIRETE T3 V%I
ELET, TONRFTA=Y—F, N—=RIzT7OHREFALLEICREIZA-AILDOEF21) T4 —
R —ICTEDWT, syslog. single. hat DWIFNNIRETIHENHY T,

flush

incremental_async ICERET Z2HEHLNHY EF T, Chidfreq/ST XA —F—tHFEDLETHELE
¥, Thid, N"—RRSATEDN—REHZBREITZRIICT 4 XAV ICEETESLI— RO %
BELEY, freq/XTA—49—IFX 100 ICFERETE2MENHYET, TONRSTA—F—ITLY, 775
TAETA—DERLEBICEWR 7+ —I VY RAEZJREDD, Audit ARV KF—4BF 402 0DO
TI77ANVEREICEARAIND LD ICAYET,

BYDEKREA Tavid, O—ALDEFa Y74 —R)I—IEDLETHRELE T,

11.4. AUDITD DORBE$ L U HI1E

auditd "EBEINALS, Y—EREZREEIL TAUditBRZINEL, O 771 IIICEEFELE T, root
A—HF—TxkRODOAT Y K%=ETL, auditd &L X7,

I # service auditd start
VAT LADEEEFIC auditd »EENT B L IICKRETSICIE. ROAV Y RERTLET,
I # systemctl enable auditd

# auditctl -e 0 T auditd &= —BBYICERNIC L. # auditctl-e 1 THEAMWICTEF T,

service auditd <action> I~ > Nz A9 5 &, auditd THRDT7 V> a3V Z2ERITTEET, <action>
TRDODWTFNNTT,
stop

auditd Z{21EL X7,
restart

auditd = BiEE L ¥,
reload % 7= I force-reload

letc/audit/auditd.conf 7 7 1 L5 auditd DEREEZBO— KL T,
rotate

ivar/log/audit/ 74« L2 N —0OJ 774 ) &O0—F7—>3 v LET,
resume

Audit 1R hoOIHN—BEIELAE. BRALET, EXIE AuditABYT 771D EENS
TARIN=T142aVORFEREEIFIFRLTVWERIHFERETT,

168



BNE AT LDERE

condrestart & 7= I try-restart

auditd "9 TICEEL TWBIFRICOH. IhZzeBEELET,
status

auditd DFEEIRLZERTZLES,

R

service IY ¥ Nid, auditd 7—EV & ELKHEEERT 2H—DAHETT, auid {ED
BYICEERIND LD IS, service AV Y NEFRTIHENHY £79, systemctl I
Y RiE, 22079 3 (enable & & U status) ICOAERATEET,

N5 AUDITOZ 7 74 ILICDWT

T 74 MTHE, Audit ¥ R7AEOT TV M) —% /var/log/audit/audit.log 7 7 1 JLICRTFL X T,
AJ/O—7—YarvaAEMcA>Twhid, O—F—YaryIhiauditlog 771 ILIEELCT 1 LS
M)—ICRTFEINZET,

TEED Audit L—IL%BIIL T, /etc/ssh/sshd_config 7 7 1 L DFHEAERY F /2 IFBIEDRITETRT
BJICExLET,

I # auditctl -w /etc/ssh/sshd_config -p warx -k sshd_config

auditd T —EVHAEITLTWBIEBAIEE., &R0y REFEALT, Audt A7 7 714 ILICHL
WARY MR LET,

I $ cat /etc/ssh/sshd_config
ZDARY ME, auditlog 7 7 1 L TIELLTD L S IZRY £,

type=SYSCALL msg=audit(1364481363.243:24287): arch=c000003e syscall=2 success=no exit=-13
a0=7fffd19¢5592 a1=0 a2=7fffd19c4b50 a3=a items=1 ppid=2686 pid=3538 auid=1000 uid=1000
gid=1000 euid=1000 suid=1000 fsuid=1000 egid=1000 sgid=1000 fsgid=1000 tty=ptsO ses=1
comms="cat" exe="/bin/cat" subj=unconfined_u:unconfined_r:unconfined_t:s0-s0:c0.c1023
key="sshd_config"

type=CWD msg=audit(1364481363.243:24287): cwd="/home/shadowman”

type=PATH msg=audit(1364481363.243:24287): item=0 name="/etc/ssh/sshd_config" inode=409248
dev=fd:00 mode=0100600 ouid=0 ogid=0 rdev=00:00 obj=system_u:object_r:etc_t:s0
nametype=NORMAL cap_fp=none cap_fi=none cap_fe=0 cap_fver=0

type=PROCTITLE msg=audit(1364481363.243:24287) :
proctitle=636174002F6574632F7373682F737368645F636F6E666967

ERBOARYMIADDLOA—RTERINTEY., M1 LRIVTESYTILESEHBELET., L
J— K&, Biltype= THRFY EF Y, ELO—KRIF. AR—RFALREFIA VI TRULNEEROARIE
fEDRT (name=value ) THEXINFET, LIZDI RV NOFEMBROIEIUTOL D ICARY £,

12HBOL3—FK

type=SYSCALL

type 74 —IL RICIE, LI— KDY 4 THREINET, ZDOBHID SYSCALLEIE, H—FILAD
YRAFLIA—IICEY TRARBBINAEIEERLTVET,
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msg=audit(1364481363.243:24287):
msg 7 1 — )L RIZIXL A RHEINZE T,

e audit(time_stamp:ID) XX DL I— KDY 1 LRIV THELVC—ED ID, E#HOL I—K
HPEILC Audit A RV FD—EE L TERINTWBIHEIE, BLYMI LRIV THLUID

ERHETEET, 94 LRY Y Fd Unix DBIFERRTY (1970 &1 8 1H 00:00:00 UTC
5 DI,

o N—XINZTEBLVAI—F—ZEOT7 TV Ir—a VR RHTZIFIFZTRARY NEBFD
name=value X 77,

arch=c000003e
arch 7 1 —J)LRIZIE, YATLADCPUTZ—FT I Fv¥—ICEATIBHRIPEENE T, c000003e D
%16 EHKRETEEINE T, ausearch I¥ Y RTAudit LO— REHFTETIHESIE. 47

vavEkid ~interpret £ 7 a v AFEAL T, 16 EHOEE ABAMHFETZ 2EICEEBNICER
L %9, c000003e fElE x86_64 & L THMRINF T,

syscall=2
syscall 7 1 —JL RiZ, A—FRIVNIEEINALVATLOA—ILDYA THIEHRLET., ED 2DHFE
(&, /usr/include/asm/unistd_64.h 7 7 1 LI, ABIDHIGRTESEEZIBETCEET, TDHFED 2
&, A—FY BRORAFLTI—ITY, ausyscall 1—F 1 )71 —Tlk, YATFLOA—ILES%,
AEDHFZTEZEICEBRTEZE Y, ausyscall --dump IV REFERAL T, YRX7LI—ILDY)
ANEZDEHEERRTLET, ML, ausyscall(8) D man R—IEBIRL T LI,
success=no
success 7 1 —JL NiE, ZOFEDANY KTREHIINLI AT LI LD E D D %EE
ZLET, 2OBITIER. MUHELAKILEEATLL,
exit=-13
exit 74 —JLRICIE, YRATLAI-IMRLIERTI-RFZEEIZEIZINIT, ZDEE.

YAFAA—LNICEYRRY ET, ROTATY RERTTBE. OBE AL UHTERS DI
LRTEET,

I # ausearch --interpret --exit -13

ZOFITIE, BEEOJIC, TOA—R-13TREMLEARY IDEFNTVWBR I EPFIHRERY X
_a—o

a0=7fffd19¢5592, a1=0, a2=7fffd19¢5592, a3=a

a0 N5 a3 ETD T4 —ILRIFZ, TOARYKMNIBFZVRATLIA—ILDED 4DDB|8 %, 16
HETEBLET, ZOBIEE. FAIND Y ZATFALAO—IICKYERY XY, ausearch 1—F 1
)74 —TCHBIRTZZY,

items=1

items 74 —JLRICIE, YRFLI—I)LDLI—RIIFHEL PATHEBILO—ROBHPEFNE T,
ppid=2686

ppid 7 1 —JL RiE, $7OEXID (PPID) %k L 9., ZDFITIE. 2686 (k. bash & DT
A+ 2X®D PPID T,
pid=3538
pid 7 1 —JLRIE, 7O ID(PID) &8k L9, ZDHID 3538F cat 7O XD PID TY,
auid=1000
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auid 7 1 —JU RICI&, loginuid T % Audit T—H'— ID AREEFRINEF T, D IDIE. BT A VB
IKI—H—ICEYETON, I—F—DDHIPEBRLAETEIRTOTOERICEIESHINET
(& ZIE, su-john AX Y RTA—H—Tho Y M EHYBEZLIFE).

uid=1000

uid 7 1 —JILRIZ, L TWS 70X 2@A L1 ——Da1—Y—ID #5E&KLFd., 1—
#— D |Z. ausearch-i--uidUID DO~x Y RAFHETZE1I—HF—ZICTBRINET,

gid=1000

gid 74 —JLRIE, BTLTWB7O0REZMBLAEI—Y—DJIL—TID 258K LET,
euid=1000

euid 74 —JLRIF, BTLTVWETOEREZMBLAEI—Y—DEHI—Y— D EZEHZLFT,
suid=1000

suid 74 —JLRiF, BLTVWR7O0ERE2MBLAEI——DtEy 21— — D &REHKLFT,
fsuid=1000

fsuid 7 1 —JL K&, BHFL WA 70 E@BLAZI——DI7 7MY AT LI—H—ID %
iR LEI,

egid=1000

egid 74 —JLRIE, BTLTVWAORAZMBLAI—Y—DEMIIL—TID 2K LET,
sgid=1000

sgid 74 —JLRIF, BHLTVWRTOEREMBLAEI—Y—DEYy NJIL—T D ZE&HKLFT,
fsgid=1000

fsgid 7 41 —JIL NiF. BITLTWB O REMIBLEI—F— DT 71V AT LTIL—TID %
mERLET,

tty=pts0

tty 74 —ILRIE, BAHLTVWATOANBEB LAY —IFILERHELET,
ses=1

ses 74 —J)LRIF BLTVWSTOEAPHBLAEY Y a YDy a3y IDEREHLET,
comm="cat"

comm7 14 —JLRIZ, AL TWBTOCRAEHBTEHOIERLAZIAYY ROIATY RSA Y
ZHEEHELETT, ZOFITIE., TOAUditARY NEFREETZDIC, cat AY Y RAMFEREINFL
7=o

exe="/bin/cat"

exe 74 —JLRIE, BHLTWBTOCRAHIBRTH/-OIERLARITHREI 7M1 IILAD/IR %
SoERLEI.

subj=unconfined_u:unconfined_r:unconfined_t:s0-s0:c0.c1023

subj 7 1 —JL RiE, BT L TW2 7O XDRTEFICS RILTIF I N7 SELinux OV 7 > & 5ok
LE9.

key="sshd_config"

key 7 4 =L RiE, Audit AT TZDAXRY M EER LI —ILICEEMITONTWEEEREICL S
EEDOXFI%ZEexk L T,

2DOHDODLO—FK

type=CWD
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2DOBOLO—RDtype 71 —IL RDEIZ., CWD(BREDEXETA LI KNY—)TY, ZDF¥AF
i, BHMDOLI—RTCHEEINAVRATLAOA-ILERBLEZ7OCADEET LI M) —%588
TRLEDIERAINET,

CDEEHFOBEMIE, /RN BEET B PATH SRHFICREINLIZEIC. BT 7O0EADAMAEBE%E
BB EICHYET, ChilLY, BEREBEETEXET,

msg=audit(1364481363.243:24287)

msg 7 1 — )L R, BHIDOLI—REBLYALRYYTEIDDEEZFHLET, 91 LRYVT
id Unix OBFEIRTY (1970 &1 A 1 B 00:00:00 UTC H* 5 DFE),

cwd="/home/user_name"
cwd 7 4 =)L RiZ, YRTFLA—IVHDBEBLETA LI M) —DRRIZBYFET,

32HOLO—F

type=PATH

3DBDLO— KTl type 74 —/L RDfEIEX PATH TY, Audit4 XY MNIIE, Y RXFL0—)L
ICBIBE L TEINETRTDONRRICPATHA A 7OLI—RAEENFT, TO Audit 1 RV b
TlE. 12D/XR (/etc/ssh/sshd_config) DHHBIEE L THERAINE T,

msg=audit(1364481363.243:24287):
msg 74— /LRI 1DBE2DOBDPLI—REBLYSM LRIV TEIDICRY T,
item=0

item 7 4 —JLKiE, SYSCALLY A4 L O—RTEBINTVWET7A TLDEEHDS> B, BIED
LO—RDBAEDTFATLTH DD AR LET, COHIEOR—AT, 0 ZRYDEETHDI &%
~LET,

name="/etc/ssh/sshd_config"

name 7 1 —JLRIE, YRATLAI—IBIEE L TEINET 74IVELIETAL I MY —D/RR
ZELET., ZDBE. Ihid letec/ssh/sshd_config 7 7 1 ILTT,

inode=409248

inode 7 1 —JL RICIE, TOARY NTEEBEINZT7AINELIEFITa4LI M) —ICEET % inode
BENESFNZET, UTDIAT Y RIL, inode S 409248 ICREETZ 77 M IILFIETa4L 2 K
)—%&RRLET,

# find / -inum 409248 -print
/etc/ssh/sshd_config

dev=fd:00

dev 714 —JLRIE. TDARY NTREBINLT7ANFLZETALIN)—E2ELTNAADT
1 F—BLUATVY—DIDEEELFT, TZTiE, ED /devifd/0 T/81 R A RLTWET,

mode=0100600

mode 7 4 —JLRIE, 774 INFEEETA LI MN)—D/IN—Xv> 3%, st mode 7 1 —JL KD
stat AV Y RORTEFERETERHZLE T, FMIE. stat(?) D man R—IUESRLTLEIW, T
DiFE. 0100600 (& -rw------- ELTEHRINET, DFY, root2—H—IZD

7. letc/ssh/isshd_config 7 7 1 JVICFHAIY B L UVEZRAAD/NN—I v a3 UIMFEINFET,

ouid=0
ouid 74 —J)LRIF, ATV NORREZEDI——ID%#LHKLET,
ogid=0
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ogid 71 —JILRIF, ATV NORRBEZED VI —TID 2588 L £ T,
rdev=00:00
rdev 7 4 —JLRIZIE, HET7 7 M IICDOHRBHFEINLT NS RAFBRIFHIEENEFT, I TiE
BINET7AIVERED I 7AIVTHBD., D74 —ILNIFFEAIhIFEA,
obj=system_u:object_r:etc_t:s0

obj 7 1 —JU KiE, ETHFIC. BEINTVWE I 7ML ELETAL I M) —IZSRIVGIFTS
SELinux AV 7H R MEEHZLZF T,
nametype=NORMAL

nametype 7 1 —J)L Kix, FEELAYRATLOA—IDAVFTFFRAMNTE/NRRADL I— REEODER
HEosk L E T,

cap_fp=none

capfp 714 —ILRIE. 774NV ELEFETALIN) =TI NTHAINEZT7AIVY AT A
N—2DHEEDHREICEET 2T —9 2L T T,
cap_fi=none

cap_fi 74 —ILRIE, 77ANFELETALIN)—FTI2) NOBMEINILZT 74V AT A
N—2DHEEDHREICETZT—9 2L T T,

cap_fe=0

cap_fe 74 —ILRNIF. Z7ANFELETALIRN)I—F TSI RDIT7AINY AT LR—IADKE
BEOAMEY NOREEZEEZLFT,
cap_fver=0

anl
cu

cap_fver 74 —JLRIE, 774NV FLETALIRN) AT IO RMDIT 7MY AT LR—AD
HEEDN—Ta v EEELET,

4DOHDLO—F

type=PROCTITLE

type 7 1 —ILRICIE, LO—RDY M THRBHINET, ZDFID PROCTITLEEIZ, oL d—

RiC&Y, A—RNWADYRTLAA—INILYRETDIIDEETEARY MAaREIHAARESLAOY

VRSAVERBT B ENMBEINSEZEEZRLTWVWET,
proctitle=636174002F6574632F7373682F737368645F636F6E666967

proctitle 7 1 —JL Ri&, BTL TV 7O ARART 2HDIERLALIYY ROIOT Y RS A
VEREKLET, JDOT7 14— NIF 16 ERDKRETREFI N, Audit T N—H—(ICHEN RIER
WEDIKLET, TOTFRAKME, TOAUditA RV MNERIALAZOTY RIZESLE

9, ausearch 1< KT Audit L O— REBRRT 2I5E1d. -i 77> 3 v F/(d —~interpret £ 7
v avEFMEALT, 6 EHOELZ AFEIHIFETE 2EICEENICERL X

9, 636174002F6574632F7373682F737368645F636F6E666967 {E (. cat /etc/ssh/sshd_config
ELTHRINET,

11.6. AUDITCTL TAUDITIL— LA EHZS L VOET

Audit VAT LI, O 774V THRET2EDEZEETH2—EDIL—ILTEEL XY, Audit)L—IL
2. auditetl 2—F 4 V74 —%2FHALTCOTY Y RS A VTEHRET 5D, /etc/audit/rules.d/ T4 L & b
) —CERETEZET,

auditctl A~v Y RAFHT 3 &, Audit VAT LAOEFRMNAHEEEEHIE L, O Audit4 R h20O45
ICERER T D AIBET DI —ILAEHRTIET,
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274N AT LDIL—ILOHI

. IRTOEZRAAT V7R E letc/lpasswd 7 7 1 LD TR TCOBEMUEEZOJICEEHRT H)IL—
WEEHETZICIE, ROOAX Y RERTLET,

I # auditctl -w /etc/passwd -p wa -k passwd_changes

2. TRTCDEXAHFT IR E, lete/selinux/ T4 LI N)—HNDELT 7AIANDTIERE,
TOEBUEREAEZITARTCAJICEERTIIN—ILAEEETHICIE. ROATY Y REERITLET,

I # auditctl -w /etc/selinux/ -p wa -k selinux_changes

Y RAFAO=ILDIL—ILDOBI
L YATLATEAEY NTP—FF7 I Fv—dMERATIH, AT L3—)LOD adjtimex F7i

settimeofday /707 S AICLYFERAINZZMICOV IV M) —42ERT 2L —ILEESE
ZiCiE, ROAT VY RERITLET,

I # auditctl -a always,exit -F arch=b64 -S adjtimex -S settimeofday -k time_change

2. A—H—IDHMN1I000 U LDV AT LA—HF—D T 74 IEHR LY 7741 IIVEAEEET B
M, BTV N —BERTBIL—ILEEERT DICIE, ROOATYY RERTLET,

# auditctl -a always,exit -S unlink -S unlinkat -S rename -S renameat -F auid>=1000 -F
auid!=4294967295 -k delete

-F auid!=4294967295 #+ > 3 H, OJ4 2V UD AR EINTVWAWI—H—45RHNT B
DIFHRINTWET,

2TEEER T 7AILIL—IL

bin/id 7O 5 LADETRTODERITEOVICERET 2 —ILEERT 2ICIE, ROIATY REEFTLE
EE

I # auditctl -a always,exit -F exe=/bin/id -F arch=b64 -S execve -k execution_bin_id

BIER R

o 257 L E® auditctl(8) man R—

1N.7. KB AUDIT L—ILDESH

BEBZREERIDLDICAUdit L—ILEEERT %L, /etc/audit/rules.d/audit.rules 7 7 1 JLICE
EEINY % H . /etc/audit/rules.d/ T4 L U M) —IZH B IV—IL % 5EHAT augenrules 7O 5 L%k
ERTZVENrHYZET,

auditd Y —E X &RIAT % &. /etc/audit/audit.rules 7 7 1 ILHBERINBZ T EICFELTLES
W, /etc/audit/rules.d/ D7 7 A JLix, L auditetl AV RS54 VEXAFERALTIL—ILAEEELE
To NV AT #H) IR EDITETFAMIEEINET,

F7/=. auditetl Av Y RiE, UTOELIIC-RA T avaFRALTEELLETZ 7AILDS5IL—IL A
ARALDICFERAT D EEHETIET,
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I # auditctl -R /usr/share/audit/sample-rules/30-stig.rules

N8 EZEEICENT B/-DDERIREINTZETIL—ILT 71

Y EDEREIZAE (OSPP, PCIDSS, STIG 2 &) ICH#EWT B & 5 I Audit Z5&ET B ICiE. audit/Sy
J=UEEBIA VAN —ILINZEFEREEFAI—IVT7AILDEY NeHERE L THEATERE
¥, BV FILIL—ILIL. /usr/share/audit/sample-rules 74 L 7 ) —IZHYET,

Digk

==
[=]

X2 T4 —FEFENTHY, EEINDAEMEDH D78, sample-rules

FT4LY MN)—RD Audit > TILIL—ILIZHBRNARE D TIERL ., BHFOEDT
EHYERA. INOHDIL—ILIE, Audit L—ILDNED L D ITHEELES LVERS
NENZRTEDICOAREINTVET, IhblidE, FFOEFa ) 71 —12%#
ICENBFICHEMT B2 EARIITDEDTIRIHY FEA. FEDOEXF2IY T 1 —HA
RSA VIO TV AT LERHDEF 2 714 —1ZHITENIHF S (ITIE, SCAP
R=2DtEFa)F4—AVTSATVAY—=IL HFALTLEIL,

30-nispom.rules

[National Industrial Security Program Operating Manual]l @ TInformation System Security] D=
TEEINTWSEHZmLIERIN—ILERE

30-ospp-v42*.rules

OSPP (Protection Profile for General Purpose Operating Systems) A7 7 4 JL/A—I 3> 42 1C
EEINTWIEHZHATERIV-IERE

30-pci-dss-v31.rules

PCI DSS (Payment Card Industry Data Security Standard) v3.1 ICEREINTW B EH =M T ER
IV—ILERTE

30-stig.rules
Security Technical Implementation Guides (STIG) TREINTW S EHZH L ITETI —ILETE

LEROEBRET7 7AINEFERT BICIE, letc/audit/rules.d/ T4 L7 Y —ICOE—L T, UTFD&LDIC
augenrules --load <Y > R&FAL £,

# cd /usr/share/audit/sample-rules/
# cp 10-base-config.rules 30-stig.rules 31-privileged.rules 99-finalize.rules /etc/audit/rules.d/
# augenrules --load

HEESEEAFXF—LZFEALTEREIN L ZIEFMIFTTE XTI, FH#llE. /usr/share/audit/sample-
rules/README-rules 7 7 1 L 2SR L T EI L,

BaEtE R

o I 27 L E® audit.rules(7) man R—

1.9. kIl —IL % EFHT 5 AUGENRULES DOfFEF
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augenrules 2 7 ') 7 M &, Jetc/audit/rules.d/ 714 L 7 MU —IZH B I —I)L & FiHAFH. audit.rules
T7AMICAVIRAILET, TORIY T ME. BRBY — MNEFORHEDIEE T, .rules Ti&hH 2
IRTDIT7ANERBLES, TOTALIMN)—DT7 7140 UTOBRKERFDJIL—TICHEE
IhFEd,

10
H—FRI & auditctl DERE
20
—E R —IL E—BT BEEEMEDLH DD, BIO—BHARERIL—IL
30
FRI—Ib
40
FTvarvol—I
50
Y—N—EFDI—I
70
YAFLOA—HIIL—IL
90
774FT 74X AZIa—9T))
=g, TRTCE—EIFATRZ2IEREERINTVERA, —IIEEBIRER) O —D—ET

HY. BxD7 741)iE letc/audit/rules.d/ ICIE—INF T, & xIE. STIGKRETYRATLERE
L. 10-base-config. 30-stig. 31-privileged. 99-finalize D& —ILZJE—L Z T,

letc/audit/rules.d/ T4 L 7 ) —ICI—ILEEWS, -load T 1 L ¥ 7 14 7T augenrules X7 1)
ThNEeRTTEIETENETHZAHAAHET,

# augenrules --load
/sbin/augenrules: No change
No rules

enabled 1

failure 1

pid 742

rate_limit O

BIER R

o 27 LE® audit.rules(8) & & Uf augenrules(8) man R—

11.10. AUGENRULES D #Exh1b

augenrules 1—7 1 ') 74 —ZEWICT BICIE. LTFOFIRICKWVWE T, ThiCLY. Audit A
/etc/audit/audit.rules 7 7 1 L CEZINLIL—IIAEFRTEZLHICYEZZ T,

FIE

1. /usr/lib/systemd/system/auditd.service 7 7 1 JL % /etc/systemd/system/ 71 L & k1) —|C
:I l::)_ l/ i 3—0
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I # cp -f /usr/lib/systemd/system/auditd.service /etc/systemd/system/

2. FBDTFR KNI T 14 —T letc/systemd/system/auditd.service 7 7 1 L & fREL £, LU
TICHZRLET,
I # vi /etc/systemd/system/auditd.service
3. augenrules 22T AV M7 ML, auditctl-R AT Y REESTTOIX Y MNREL R
BRLET,
#ExecStartPost=-/sbin/augenrules --load
ExecStartPost=-/sbin/auditctl -R /etc/audit/audit.rules
4. systemd 7 —E A HBiHiAiAH LT, auditd.service 7 7 1 ILDZEEEZBMBFL X,
I # systemctl daemon-reload
5. auditd t—EXEBESHL T,
I # service auditd restart
B =Sk
o I 27 L E® augenrules(8) & U audit.rules(8) man R—
e Auditd service restart overrides changes made to /etc/audit/audit.rules (RedHat 7L v ¥ R—

2)

MNYIRNITTOEFHFRZERT 57-HD AUDIT DERE

FERIREINIL—IU 44-installers.rules Z#FERAL T, YVIMNI T T7A5AVAMN=ITERODI—T 4
)54 —ABEHTZLIICAUdIt EBRETEZET,

dnf [2]
yum
pip
npm
cpan
gem

luarocks

rpm 1—7 4 Y74 —%E189 5ICIE. rpm-plugin-audit /Xy 5 —Y %44 YA M—=JLLET, TD
%, Auditld, Ny br—Y% A VA M—ILELIEEHT 5 & XICSOFTWARE_UPDATE 1 RNV M &4
BLET, INS5DANY M) X MKRTT SICIE, YV RS54 T ausearch -m
SOFTWARE_UPDATE X AHWLZEY,
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BRIREINIL—ILT 71 I)LIE, ppcbdle B &V aarch6d 7—F TV F v —% KA1
RATLTRERATEEEA,

=55

e auditd ', RIFEZHFET H7HOD auditd DFHRE TREINZBEICK > TEEINTWS,

FIR

. FEIREINZIL—IL T 7 1 )L 44-installers.rules % /usr/share/audit/sample-rules/ 7 1 L
2 N —75 Jetc/audit/rules.d/ 7« LV MY —IZOE—-LZF T,

I # cp /usr/share/audit/sample-rules/44-installers.rules /etc/audit/rules.d/

2. BBV EHmMAHET,

I # augenrules --load

L mAHARENTI—ILEY APMRTLET,

# auditctl -1

-p X-w /usr/bin/dnf-3 -k software-installer

-p Xx-w /usr/bin/yum -k software-installer

-p x-w /usr/bin/pip -k software-installer

-p X-w /usr/bin/npm -k software-installer

-p x-w /usr/bin/cpan -k software-installer

-p X-w /usr/bin/gem -k software-installer

-p x-w /usr/bin/luarocks -k software-installer

2. AVARN =V EEGFTLET, UTFICHZRLET

I # dnf reinstall -y vim-enhanced

3. Audit AV TREDA VA RN—ILARY NERBELET, RIHAERLET,

# ausearch -ts recent -k software-installer

time->Thu Dec 16 10:33:46 2021

type=PROCTITLE msg=audit(1639668826.074:298):
proctitle=2F7573722F6C6962657865632F706C6174666F726D2D707974686F6E002F75737
22F62696E2F646E66007265696E7374616C6C002D790076696D2D656E68616E636564
type=PATH msg=audit(1639668826.074:298): item=2 name="/lib64/ld-linux-x86-64.s0.2"
inode=10092 dev=fd:01 mode=0100755 ouid=0 ogid=0 rdev=00:00
obj=system_u:object_r:ld_so_t:s0 nametype=NORMAL cap_fp=0 cap_fi=0 cap_fe=0
cap_fver=0 cap_frootid=0

type=PATH msg=audit(1639668826.074:298): item=1 name="/ust/libexec/platform-python"
inode=4618433 dev=fd:01 mode=0100755 ouid=0 ogid=0 rdev=00:00
obj=system_u:object_r:bin_t:s0 nametype=NORMAL cap_fp=0 cap_fi=0 cap_fe=0
cap_fver=0 cap_frootid=0

type=PATH msg=audit(1639668826.074:298): item=0 name="/usr/bin/dnf" inode=6886099
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dev=fd:01 mode=0100755 ouid=0 ogid=0 rdev=00:00 obj=system_u:object_r:rpm_exec_t:s0
nametype=NORMAL cap_fp=0 cap_fi=0 cap_fe=0 cap_fver=0 cap_frootid=0

type=CWD msg=audit(1639668826.074:298): cwd="/root"

type=EXECVE msg=audit(1639668826.074:298): argc=5 a0="/usr/libexec/platform-python"
al="/usr/bin/dnf" a2="reinstall" a3="-y" a4="vim-enhanced"

type=SYSCALL msg=audit(1639668826.074:298): arch=c000003e syscall=59 success=yes
exit=0 a0=55c437f22b20 a1=55c437f2c9d0 a2=55c437f2aeb0 a3=8 items=3 ppid=5256
pid=5375 auid=0 uid=0 gid=0 euid=0 suid=0 fsuid=0 egid=0 sgid=0 fsgid=0 tty=ptsO ses=3
comms="dnf" exe="/usr/libexec/platform-python3.6"
subj=unconfined_u:unconfined_r:unconfined_t:s0-s0:c0.c1023 key="software-installer"

NI2.AUDITIC & B2 2—H—0O7 1 VBFZDER
BEOEZICOJA Y Lca—HY—42BERT25-0I1IC, BAAETAdt 2RETI2HELHY T
ho BUBHRAERTT 2EMLDHE%IRHT % ausearch £ 7|3 aureport YV —ILZEATEE T,
GRS a3

o auditd A%, RIEAZIRET 572D auditd DR E CTREINZBREIH>TEREINTWVW S,
FIE
A—H—DO74 VEHERERT BICE. ROVWThADOIYY REFRLEY,

o EEENOJTUSER LOGIN Xy —2 414 THRELET,

# ausearch -m USER_LOGIN -ts '12/02/2020' '18:00:00' -sv no

time->Mon Nov 22 07:33:22 2021

type=USER_LOGIN msg=audit(1637584402.416:92): pid=1939 uid=0 auid=4294967295
8es=4294967295 subj=system_u:system_r:sshd_t:s0-s0:c0.c1023 msg="op=login acct="
(unknown)" exe="/usr/sbin/sshd" hosthame=? addr=10.37.128.108 terminal=ssh res=failed'

o tsA TV avEFHALTCANMNEEAEIEETEEYT., COF TP arvaFERLAVE
&, ausearch (IS HDERZIZMH L. BFR%= B89 5 &, ausearch (X581 0 BFH 5 DFE
RERBELEY,

o IMLAOVA VEAITERATZICIE svyesF T avaE, KBLOV M VETER
N9 BICIE-svno %, TNENFERAT LI ENTEET,

e ausearch IYvY ROEDHEAN%E aulast 1—F 1 VT4 —IC/NNA TTELZET, TD1—F 4
>4 —i&, last A ROHAERAHKDODEATHAZRRTLET, UTICHAERLET,

# ausearch --raw | aulast --stdin
root ssh 10.37.128.108 Mon Nov 22 07:33 - 07:33 (00:00)
root ssh 10.37.128.108 Mon Nov 22 07:33 - 07:33 (00:00)

root ssh 10.22.16.106  Mon Nov 22 07:40 - 07:40 (00:00)
reboot system boot 4.18.0-348.6.el8 Mon Nov 22 07:33

o -login-iZA 7 arvAEIgEEL Caureport A¥ Y RAEFEHL, OJA VARV EINDY A MNER
ZT_\L/i-a—o

# aureport --login -i

Login Report
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1.11/16/2021 13:11:30 root 10.40.192.190 ssh /usr/sbin/sshd yes 6920
2. 11/16/2021 13:11:31 root 10.40.192.190 ssh /usr/sbin/sshd yes 6925
3. 11/16/2021 13:11:31 root 10.40.192.190 ssh /usr/sbin/sshd yes 6930
4.11/16/2021 13:11:31 root 10.40.192.190 ssh /usr/sbin/sshd yes 6935
5. 11/16/2021 13:11:33 root 10.40.192.190 ssh /usr/sbin/sshd yes 6940
6. 11/16/2021 13:11:33 root 10.40.192.190 /dev/pts/0 /usr/sbin/sshd yes 6945

BIER R

o I 25 L E® ausearch(8). aulast(8). aureport(8) man R—

1.13. BEHE B

RHEL Audit System Reference (Red Hat 7L v ¥ R—X)

e Auditd execution options in a container (RedHat 7L v ¥ R—2X)
® Linux Audit Documentation Project D R—</ (Github.com)
e audit/Ny s —JIC L > TIRHEI NS /usr/share/doc/audit/ 74 L7 N —AD KFa X b

o VAT LED
auditd(8). auditctl(8). ausearch(8). audit.rules(7). audispd.conf(5). audispd(8). auditd.
conf(5). ausearch-
expression(5). aulast(8). aulastlog(8). aureport(8). ausyscall(8). autrace(8). & & U
auvirt(8) man R—<

[2] dnflE RHEL TIE YR ) w2 ) v o TH B0, dnfAudit L—ILDNNZITIES VR Yy o)V oDY =4y
AAEBENTWIRENHY FF, ELWAudit 1 RV M 2FZEFT 2ICIE. path=/usr/bin/dnf /XX %
/usr/bin/dnf-3 ICZE L T. 44-installers.rules 7 7 1 ILAZEL XY,
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$125 FAPOLICYD 2 L/A=7 TV 5r—> a3 v OEES L TFFAT

BREFAPOLICYD Z#2FH L7 TV yr—2 a3 v DEEH LU
=

=Lty MIEDWTT7 Y r—2avORTEHFITFLIFET TR V—52BRELTEMICT S
ZET. EMICEZDHD2—BHICHONTUVWAWY I N T 7P, 22 RIFTHEMEOHZY T N
D7 DETEOBETEET,
12.1. FAPOLICYD D E
fapolicyd V7 bV x 7 7L —LT—2F, 12— —FROR)—ICEDVWTT ) r—>3avnx
TERELET, COT7L—LT7—21F BRELAET, YVATLLETEBEIATHWARVWTZ T y—
AV EEDOHBT NI avEaEERFINAVWEDICLET,
fapolicyd 7L —L 77—, UWTFOAVF VY ERHBLET,

e fapolicyd 7 —EX

e fapolicyd A¥vY KSA4>va1—FT4)7T14—

e fapolicyd RPM 75 71 &

e fapolicyd L —ILEFE

e fagenrules 27 ') 7

BEHEIZ, R, NyTa, MIMEYA 7, GHEICEDVWT, §RTODT7 ISV r—2a VILETIL—IL
alow 5LV deny Dl A ZBEETHIERCIET,

fapolicyd 7L —L7 =212k Y, EROBINVBEAINET, 7TV Ir—ravid, YRFLRY
T=IRRX—Iv—ILLoTHENA VA M-I INZEEEIND O, AT LDORPM T—%4
N—2ZILEFEINE T, fapolicyd T—E VI, RPM F—IR—RAEEBTEXEZN(FT) =29 1)F
hD)ZMELTHERLET, fapolicyd RPM 7S 4 ~ &, DNF Package Manager & 7z (& RPM
Package Manager DWEFNHTUEBIND VAT LAEHREIRTCER T LI ICRYELE, 554
Vik, TOTF—IR—ZADEFE% fapolicyd T—EVICBMLET, 7V r—>a v aEBMT 540
FETIK. HRYLIL—IL%EER L. fapolicyd t —ERXR = BEETI2HENHYET,

fapolicyd 4t —E XX E L. ROEE %D Jetc/fapolicyd/ T4 L7 ) —IZHYET,

e /etc/fapolicyd/fapolicyd.trust 7 7 1 JLICIE, BRETZXZ2 774D Y A MDEFNATVE
¥, /etc/fapolicyd/trust.d/ 7«4 LV N) —CEBDEFE 7 71 IV EFERATZIELETEET,

e allow & U deny DEITIL—ILEEL T 7 1 )LD /etc/fapolicyd/rules.d/ 71 L 7 b+
I)—, fagenrules 27 ) Fhid, Tho5DAVKR—FY ML= T 74 %
/etc/fapolicyd/compiled.rules 7 7 1 JLIZ—Y LE T,

e fapolicyd.conf 7 7 1 JLICIE, T—EVDREA T avrEFhTV0WES, TO7714)
. EICNT =T Y AFAEDODENTRICIIEET,

letc/fapolicyd/rules.d/ DIL—)LiE, TNETNERZRY S —T—ILERTEBDOT7 71 IV TEEI O
F9, T 2771 ILEZDEEOHFICL > T, /etc/fapolicyd/compiled.rules TOIEFEARFE Y &
ER

10
SEL—I
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20
dracut BAEDIL—I
21
Ty TT—H—DIL—I
30
NG —>
40
ELFJL—JL
41
®HEA TPV ML—L
42
EREI N/ ELF L—Ib
70
BREINLEEIL—I
72
2 xI)LIb—Ib
90
ETHEBI—IL
95
F—TUEHFHIL—IL
fapolicyd &M F = v 7I1CIE, ROVWETNADHEEFRATEET,
® File-size FxTv ¥
® SHA-256 /Ny ¥ 1 DEE
® Integrity Measurement Architecture (IMA) % 7> 27 A
77 #J)U N TId, fapolicyd ZBEMF v IV ETVWEFA, 771 YA XICEDVWEEBEEF Y
JIIEETIN, REEBT77M1INVDOABTZEIZ. TONS M A XZRFITHIENTEET,
SHA-256 F v VY LADEBEF T v INKIYRETIN, YATLDNT =V AICHELZE

¥, fapolicyd.conf @ integrity =ima 7+ 7> 3 > Tld, RITHETI 7M1 ILEESLCTRTD I 7MLV R
FLTT7 74 IVIRREEBM (xattr S EMEENFET) DY R— MARBRETY,

BAEE R

e fapolicyd(8). fapolicyd.rules(5). fapolicyd.conf(5). fapolicyd.trust(13). fagenrules(8).
B & U fapolicyd-cli(1) man R—

o H—XRIDEE, B, BLUVEHF RFa XV MDD h—RINEBEUY TORATALILEE X2
) 54 —Ds&1{t DE

e fapolicyd /X o —< & & %(C /usr/share/doc/fapolicyd/ 74 L 7 M) —IZ4A VY A =)L Eh
%5 K¥ a1 X k& /usr/share/fapolicyd/sample-rules’README-rules 7 7 1 JL

12.2. FAPOLICYD @77 O4
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12T FAPOLICYD 2 LE=7 IV —2 a v OIEE S L UFFA

fapolicyd 7 7 75— a VOHFAV AN I L—LT7 =95 F 704§ 35A1E. RADIC permissive
E—RTCHREERNICHATN. TIANPMRETH—EREZEZEEMITEET,

FIa
1. fapolicyd /Xy 5r—2 %4 VA M—=ILLET,
I # dnf install fapolicyd
2. A7V a v BEICEREERTICIE. T— K% permissive ICEEBL T,

a. FEDTF X NI T 1% —T letc/fapolicyd/fapolicyd.conf 7 7 1 L =R Z 9, LATFIC
BlzRLET,

I # vi /etc/fapolicyd/fapolicyd.conf

b. permissive * 7> 3 v DEEZ 0HNS 1ICEEL, 771V EREFELTCIT49—%#&TL
i’a—o

I permissive = 1
7z, Y—EX%FIAT %H]1IC fapolicyd --debug-deny --permissive 1< > K& L
TREETNY /TEFET, FMIL. fapolicyd ICEET ZHBED NS TV a—F4 V5
I avESRBLTIEIWL,
3. fapolicyd H—EX&ZBMICL THIBLET,
I # systemctl enable --now fapolicyd
4. /etc/fapolicyd/fapolicyd.conf % i L T permissive E— K= FMIC L 5B E:

a. fapolicyd 1 N> N %589 % Audit T —EREZHREL T,

# auditctl -w /etc/fapolicyd/ -p wa -k fapolicyd_changes
# service try-restart auditd

b. 74— avEFRLET,
c. EENO YU T fanotify ER 2R L Fd. UTICHZTRLET,

I # ausearch -ts recent -m fanotify

d TRy J Lk, Xitd &% permissive = 0 ICE L T permissive E— R &EIC L.
H—EREZBEBLET,

I # systemctl restart fapolicyd
1. fapolicyd t —EZADNE LK ETINTVWSE I & EHRLET,

# systemctl status fapolicyd
e fapolicyd.service - File Access Policy Daemon
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Loaded: loaded (/usr/lib/systemd/system/fapolicyd.service; enabled; preset: disabled)
Active: active (running) since Tue 2024-10-08 05:53:50 EDT; 11s ago

Oct 08 05:53:51 machine1.example.com fapolicyd[4974]: Loading trust data from rpmdb
backend

Oct 08 05:53:51 machine1.example.com fapolicyd[4974]: Loading trust data from file
backend

Oct 08 05:53:51 machine1.example.com fapolicyd[4974]: Starting to listen for events

2. root ERDARWI—HF—& L TATA L. ULTD &L IC fapolicyd B HEEEL TW B Z & %58
RLET.

$ cp /bin/ls /tmp
$ /tmp/ls
bash: /tmp/Is: Operation not permitted

123. BINDEEY —R&=FHALTI7 7M1 I E2EETI350DELTY—Y
ERA)

fapolicyd 7L —L7—71&, RPM TFT—9R—IIEFNZ 771V EEFBELET, WHETZITV b
|) —% letc/fapolicyd/fapolicyd.trust 7L —> 7% X b 7 7 1 JL £ % | /etc/fapolicyd/trust.d/ 7 1 L
JMN)—ITEMT DI EICEY, BIMDT7 7ML EEREEFEAE L TY—I TEXT, fapolicyd.trust £
7= /etc/fapolicyd/trustd AD 7 7 1 L&, TFRANIT 1 ¥ —%EHEHERT 55 . fapolicyd-cli J
RYREZFERALTEETEET,

y 13!

fapolicyd.trust 7z (& trust.d/ AL T7 7M1 IV EBEREEAE L TI—VT 5L
&, N7 —< VA LOEBEMS, 7R LD fapolicyd L—ILETERTEELY HEN
TWET,

AR

e fapolicyd 7L —LT—O NV AT LICTTOA4INET,
¥
L ARG LNAF ) —%BBRTaALIMN)—IAE—LET, ULTFIKAERLET,

$ cp /bin/ls /tmp
$ /tmp/ls
bash: /tmp/Is: Operation not permitted

2. RRAZLNAF ) —%FRFHELTY—7 L, ®iET 5TV ) —7% /etc/fapolicyd/trust.d/
@ myapp 7 7 1 ILICRTFEL X9,

I # fapolicyd-cli --file add /tmp/Is --trust-file myapp

o —trustfile4A 7> avaFxyF9d2E, gIOIAT Y RIEFRBET 21T
/etc/fapolicyd/fapolicyd.trust IZE L £ 9
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o TALIBMN)—HNDIXRTDOEREEFT7 7AINEEREAELTY—77F5ICIE, ~filed 7
avDBIBELTTAL I M) —NRREBELE T, &z, fapolicyd-cli --file
add/tmp/my_bin_dir/--trust-file myapp T3,

3. fapolicyd 7 — 49 X—X&ZEBH L X7,

I # fapolicyd-cli --update

R

FREINLT7ANELETALI N —DARBEZEETSE, THDF v 79 A
HNEEINS 7, fapolicyd IFZNLZFHEAERDLARYIT,

FLLWIAVFUYEBWGERTESLDI1C9 5IC1E, fapolicyd-cli --file update O~ ~
FEaFERLTI77MILEET —IXR—RZEHLET, 5I8EMELIEE LRVIGE,

T—IR—AEDIEHRINET, T FEO T 7MILFLETAL I N)—~OD
IRRAEIBETEET, KRIZ, fapolicyd-cli --update %A L CTF—9R—R&EHL F

-a—o
WREE
L 7ERE ARSI LNAF) —PNEFTTEEIEE2HRLET,
$ /tmp/ls
Is
BEEER

e fapolicyd.trust(13) man R—<

12.4. FAPOLICYD D AR Y LADHFA S L TEFIL—ILDIEDN

fapolicyd /Xy 75— DT 74 hDIL—Ibtzy ME, YR TLBEICHELEFEA, NMFTU—PR
YT NERBEDADT 1 LI M) —ICRET D, FhiddnfE i rppm A VA N—5—%FHET
WP TN r—2a v aEBINT2REDHRI LAY F ) AT, BMOT7 7/ ILAEEFHELTY—7
T30 FILWARYLIL—ILABMTZIHELRHY FT,

BEABWLQRFVATIE, GHEOEMY —RA%ZFRLTI7 74 I EGHEEAE LTY—09 5 & EHE
LET. BREDI—F—ELTITIL—TDICTHLTDRNRY LNAF ) —DEITHEHATEHRHE,
SYUBERYFT)ATIE. FTLWAHRY LJL—IL% Jetc/fapolicyd/rules.d/ 74 L 2 M) —ITEIL &
-3—0

ROFIEE, FLWIL—ILZBMLTHRI LN, F ) —%HATE2AE=RLTVWET,

=S5

e fapolicyd 7L —ALT—O NV AT ALICTTOM4INET,

FIR
L ARG LNAF ) —%ZRBERT 4 LI M) —ICOE—LFT, UTICHZRLET,
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2.

3.

4.

5.

6.

7.
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$ cp /bin/ls /tmp
$ /tmp/ls
bash: /tmp/Is: Operation not permitted

fapolicyd —EX %#{EIE L X T,

I # systemctl stop fapolicyd

TNy JE—REFRALT. Hd2/IL—ILE#HR L X9, fapolicyd --debug I<¥ > KDOH A
ETTRT. Ctrl+C 2 gH, WET 2 TO LR EMHEIRT T 2723 TELETESLD, T5—
HAZ 7714 0MICUSA LI MNLET, TDIFA. ~-debug DD Y IC --debug-deny # 7

YaveEFERLT, 77 ERBEEDOHIHNZFRTEES,

# fapolicyd --debug-deny 2> fapolicy.output &
[1] 51341

F7zlE. BIDIHAKT fapolicyd 7 /8Ny JE— R &ZFETTEET,
fapolicyd "EGZ LA~ Y RERYIRLZE T,

I $ /tmp/ls

bash: /tmp/Is: Operation not permitted

TNy JE—RZT 277502 RTHBRAL, CtrI+C Z# L TEIEL X,
#1g
fapolicyd --debug 2> fapolicy.output
"G

F7zl. fapolicyd 7Ny JE— RO 7O R %EEHRT LE T,

I # kill 51341

FPI)r—2avDETERERTDI—IVERDITET,

# cat fapolicy.output | grep 'deny_audit'

rule=13 dec=deny_audit perm=execute auid=0 pid=6855 exe=/usr/bin/bash : path=/tmp/Is

ftype=application/x-executable trust=0

HRY LN Y —DRITEHFIV—ILEST I 7ML ERDIFET, J0D5
#. deny_audit perm=execute /L — )/l (3 90-deny-execute.rules 7 7 1 JLIZE L £ 9,

# |s /etc/fapolicyd/rules.d/

10-languages.rules 40-bad-elf.rules 72-shell.rules
20-dracut.rules  41-shared-obj.rules 90-deny-execute.rules
21-updaters.rules 42-trusted-elf.rules 95-allow-open.rules
30-patterns.rules 70-trusted-lang.rules

# cat /etc/fapolicyd/rules.d/90-deny-execute.rules
# Deny execution for anything untrusted
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I deny_audit perm=execute all : all

8. letc/fapolicyd/rules.d/ T4 L 7 N) —RDARY LA F Y —DERITEEEBTZIL—ILEET
W=7 74ILEY ETFHEIRTHICHS 771I)LIC, FiLWallow)L—ILEEIML XY,

# touch /etc/fapolicyd/rules.d/80-myapps.rules
# vi /etc/fapolicyd/rules.d/80-myapps.rules

BUF®DIL—)L % 80-myapps.rules 7 7 1 JLICEAL T,

I allow perm=execute exe=/usr/bin/bash trust=1 : path=/tmp/Is ftype=application/x-executable
trust=0

F7zId. /etc/fapolicyd/rules.d/ DIL—ILT7 7 A JLITRDIL—ILZEML T, ftmp T4 L U K
—ADIRTDNAF ) —DEITZHAIT2IEELTEET,

I allow perm=execute exe=/usr/bin/bash trust=1 : dir=/tmp/ trust=0

B

BELETALIMN)—DTFICHBZTRTDTALY M) —ICFLTIL—ILEE
IBEIIICERICT BICIE. IL—ILAD dir= /X5 X —49 —DEICKED RSy ¥ a
ZEBIMULEY (LEZDHFHD Amp/),

9. HARALNAFYY—DAVTVYDEBEESCICIE, SHA-256 Fx v VY A% FRHLTHRER
I—ILEEELET,

$ sha256sum /tmp/ls
780b75¢c90b2d41ea41679fch358c892b1251b68d1927¢80fbc0d9d148b25e836 Is

W= ELUTDEHRICEELET,

allow perm=execute exe=/usr/bin/bash trust=1 :
sha256hash=780b75c90b2d41ea41679fcb358c892b1251b68d1927c80fbc0d9d148b25e83
6

10. IVRAIFEHDY R K Jetc/fapolicyd/rules.d/ ICEREINTWBIL—ILERRD I & %HE
2 L. /etc/fapolicyd/compiled.rules 7 7 1 JLICRBFEINTWVWB ) A MNZEHL T,

# fagenrules --check

/usr/sbin/fagenrules: Rules have changed and should be updated
# fagenrules --load

. AR LIL—ILH, EITEHIFZIL—ILOFEIC fapolicyd )L—ILD ) A MMIH B I & &AL
7,

# fapolicyd-cli --list

13. allow perm=execute exe=/usr/bin/bash trust=1 : path=/tmp/Is ftype=application/x-
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executable trust=0
14. deny_audit perm=execute all : all

12. fapolicyd Y —EX#RHB L £ 9,

I # systemctl start fapolicyd

WREE
L 7EZE ARSI LNAF) —PNEITTEEIEE2HRLET,
$ /tmp/ls
Is
BEEER

e 27 I ED fapolicyd.rules(5) & & U fapolicyd-cli(1) man XR—</

e /usr/share/fapolicyd/sample-rules/README-rules 7 7 1 )L ® fapolicyd /Xy 5 —2 THA VR
F—=ILEINBRFaxXTUh,

12.5. FAPOLICYD E&M4F v 7 OB

77 #J)U K Tld, fapolicyd 3BEMF v V7 ERTLERA. 77T A XFEIE SHA-256 /Ny
JADVWITND AL TEEEF v I %2ETT 5L D IC fapolicyd 252 ET I F 7, Integrity
Measurement Architecture (IMA) Y 7Y A7 L= FRA L TEEUF v IV EZRETDHILETEET,

AR

e fapolicyd 7L —LT—O NV AT LICTTO4INET,

FIR

1. FEDTF A NI T 14 —T /etc/fapolicyd/fapolicyd.conf 7 7 1 L ZFAEX 9, LUTFICHI%
ZT_\ L/ i’g—o

I # vi /etc/fapolicyd/fapolicyd.conf

2. BAM AT avDEA noneHh S sha256 ICEHE L, 774 IIERELTITAY—%KT
L/i-g—o

I integrity = sha256

3. fapolicyd t—EX#BEHLET,

I # systemctl restart fapolicyd

1. BEEICERE T2 774Dy 07y THERLET,
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I # cp /bin/more /bin/more.bak

2. /bin/more /XA + ) —DABEEBEL XY,
I # cat /bin/less > /bin/more
3EBELENAF ) —%— 1 —F—ELTHERALET,
# su example.user

$ /bin/more /etc/redhat-release
bash: /bin/more: Operation not permitted

4. ZEZRTICRLET,

I # mv -f /bin/more.bak /bin/more

12.6. FAPOLICYD ICEEE ST 2RED S TV a—FT4 VT
fapolicyd 7 ) s —2a v 7 L—LT7 =0l SHL—BHNREAEDON STV a—FT4 VT %47

Y—LERELET, F/, rpm AV RTA VRN =LV INLT Y T—2 3 VEEFEET—IR—2
ICEMd 22 &ETEET,

rpm ZFRALET7 ) r—>avo4 A =)

o ipm AT Y REFALTTZ FYr—vavaaA YA =L %54, fapolicyd RPM 7 —%
NR—2ZFYTEHRITI2HLEDDHY I,

L7V 5—2arv 4R =L LET,
I # rpm -i application.rpm

2. TINR—REBEHLET,
I # fapolicyd-cli --update

CDFIEERIETESRAT LN T —XTEAEMEDH DD, BEBTIHENHY X
-3—0

Y—EXADRT—F A
e fapolicyd A’ IE L < #BEL 2 WBEEIF. Y—ERXRRT—49 R 2R LZ T,

I # systemctl status fapolicyd

fapolicyd-cliFxvy 2 &)X b
e --check-config. --check-watch_fs. & & U'--check-trustdb + 7> 3 vix, BXT>5—,
FEHRINTWRWI 7MLV AT L, BLUVT7MIVDA—HZ2RDIT2DICKILEET,
RICHIZRLET,

# fapolicyd-cli --check-config
Daemon config is OK
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# fapolicyd-cli --check-trustdb
/etc/selinux/targeted/contexts/files/file_contexts miscompares: size sha256
/etc/selinux/targeted/policy/policy.31 miscompares: size sha256

o istA 7 arvAEMALT, L—IDBREDYRAMNEZDIEFEERLET,
# fapolicyd-cli --list
9. allow perm=execute all : trust=1
10. allow perm=open all : ftype=%languages trust=1
11. deny_audit perm=any all : ftype=%languages

12. allow perm=any all : ftype=text/x-shellscript
13. deny_audit perm=execute all : all

FNRy JE—FK

o FTNYJTE—NRNIE, —BLENL—I, T—IR—IART—HRAREICEAT 2 MIBEREZRMHEL
9, fapolicyd =7 /\y JE—RICYPYEZZITIE. UTFETVWET,

1. fapolicyd t—ER&FIELZF T,
I # systemctl stop fapolicyd

2. TRy TE—RZ2FEALT, MIST2)L—LZE#HILET,
I # fapolicyd --debug

fapolicyd --debug IA~Y > ROHAETRTH 2720, T7—HAET7AILI)FTAL Y
hTEZET,

I # fapolicyd --debug 2> fapolicy.output

F7zld, fapolicyd 7V R ZEB LBEICOAENEIY M) —ICHIRT 51C1E, -
debug-deny &+ 7> a v AFERHLZE T,

I # fapolicyd --debug-deny

Tz, 7TV —2 a3 vDETERLET 3 Permissive E— RAFERAT R EETEZET
A, —H L 7 fapolicyd L — LD HHEHFEINE T,

I # fapolicyd --debug-deny --permissive
fapolicyd 7—4% ~X— X OHIER

e fapolicyd 7 — 9 XN—RCEET BRI BICIE. T—I9R—RT7 74 EBIFRLTLE
-S\I\Q

# systemctl stop fapolicyd
# fapolicyd-cli --delete-db
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DIk

==
[=]

/var/lib/fapolicyd/ 74 L ¥ b ) —%HIBR L 72T 72X W, fapolicyd 7

L—LT—2J1F, ZDTA4LIMN)—RDT—IR—=RAT7714ILDOH%H
FICEBTLET,

fapolicyd 7—49 R— 2D ¥ > 7

e fapolicyd ICIE. BRI RTODEREY —IANLDIY MN)—HIEFINFET, T—IR—%S
VTLERICIV N —2BRBTEET,

I # fapolicyd-cli --dump-db

FIIVy—avnga 7
e FhIl. fapolicyd /X1 T 7/ LV EZHIBRT 2 EQY I Ty THRRT Bi5EaDHY T,

I # rm -f /var/run/fapolicyd/fapolicyd.fifo

BaEE R

e 27 L ED fapolicyd-cli(1) man R—

12.7.FAPoLICYD RHEL Y R F LAO—J)LAEARAL CA—HY—ICL B EBETER
WIA—RKDETZ=IET S

fapolicyd RHEL ¥ R 7 AO0— L% FHT % &, fapolicyd Y —ERXDA VA b—JLEREEXBEMLTE
F9, COO—)IW%EFATEE. RPMT—IR—ZAPHFTY R MIBEINTWEZ 7Y r—ay
BE, FHETEZT7 ) r—2avniaa1—H—HNETTEELIICH—EREZ)E—NTHRETZ

FY, ILIC, Y—EBER@HFAINALT TV r—2a v aRTTIRICEEETF Ty IV A2RITTEE
EE

=S5
[ ]

v bhA—=IL/—REBEBTR/ — ROERFEITTLTWD,

BIEWMR/ — KT Playbook #R{TTEd1—H¥—&LCcarybao—ib/—Kicasq4vLTw
5,

BEWR ) — RADERKICERTZ7HI Y M, FO/— RIZXT 5 sudo #EEHL D 5,
FIE

ROAR%EEZE Playbook 7 7 1 )L (ffl: ~/playbook.yml) Z/Em L £,

- name: Configuring fapolicyd
hosts: managed-node-01.example.com
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tasks:
- name: Allow only executables installed from RPM database and specific files
ansible.builtin.include_role:
name: redhat.rhel_system_roles.fapolicyd
vars:
fapolicyd_setup_permissive: false
fapolicyd_setup_integrity: sha256
fapolicyd_setup_trust: rpomdb.file
fapolicyd_add_trusted_file:
- <path_to_allowed_command>
- <path_to_allowed_service>

H# > 7L Playbook THEINTWBRREIXRDESY TT,

fapolicyd_setup_permissive: <true|false>

RVY—DREZA—RIVICEGB L TERTZ I 2B LEBEMILIET, TN\ IS
SUTRA NERNDZE. TOXEHE % false ICREL T,

fapolicyd_setup_integrity: <type_type>
BEMFIvIAEEERLET, ROVWTIHHDEEZZETEET,

e none(7 74N BEEFIYvIEBBAICLET,

o size: t—ERICELY., FAINAET TV r—2avDI7 74141 XDH%EHELF
_a—o

o imaH—EXIZLY. F7—FRILD Integrity Measurement Architecture (IMA) B8 7 7 A
IVDIRERBHICHREFELZSHA- 256 Ny Y a%xFzv 2 LET, ILHIC, Y1 XF vy
VHFRITLET, O— IR IMAA—RLVYTORTLAERELAVWI EIERLTLE
IV, ZOATYavEFEATZICHE. IMAYTYRTLEFETHRET D2HELNHY
xY,

e sha256: H—ERICLY., HFAINALT TV r—3 D SHA-256 /1y ¥ 1 & LEER L
9,

fapolicyd_setup_trust: <trust_backends>

EENYIIVRDYANEERZLET, file N\v VTV RE2EHZHE
l&. fapolicyd add_trusted_file ) A N CHAIINTWEBRTAE 7 7ML EBELET,

Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.fapolicyd. README.md 7 7 1 L 2SR L T &
T LY,

2. Playbook O#XAMEEL £,

I $ ansible-playbook ~/playbook.yml --syntax-check

CDAX Y NIIBXERIETZLETTHY ., ANEDPRBEYLERENSRETZEDTIEAN
CEIEFRLTLKEIWY,

3. Playbook #Z2fT L £ 9,

I $ ansible-playbook ~/playbook.yml

192



12T FAPOLICYD 2 LE=7 IV —2 a v OIEE S L UFFA

o AT RANIBWNAF) =T F)sr—yavaca1—H—ELTEITLET,
$ ansible managed-node-01.example.com -m command -a 'su -c

"/bin/not_authorized_application " <user_name>'
bash: line 1: /bin/not_authorized_application: Operation not permitted non-zero return code

RS

e /usr/share/ansible/roles/rhel-system-roles.fapolicyd/README.md 7 7 1 JU

e /usr/share/doc/rhel-system-roles/fapolicyd/ =1 L 7 k') —

12.8. BEAEE R

o 27 L ED fapolicyd FAED man *X—< (man -k fapolicyd ¥ > KT R RKRINDH
D)

® FOSDEM 2020 fapolicyd LY F—>a >
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BI3ZERABUSB 7/ RIIRT %Y AT LDIRE
USB F/8A RICIE, RNNAM D7, 7)oz 7, LI MO DODKRENTZHAEFN, T—YEBAL
Y, YATL%EEETEHREELDHY £§, Red Hat Enterprise Linux BEIEE L., USBGuard TI D&
DIMUSBHEAEBS I ENTEET,
13.1. USBGUARD
USBGuard YV 7 bz 7 7L —LD7—V % FRATBE, A—RILDUSB T/31 AHFAIHEREICEDWT
HFAINTNARABLVRLEINTVWE TN, ZDEERY A M EFRAL T, BARUSB /84 A hH
LY RTLERETEET,
USBGuard 7 L—L 77— &, RERHELZET,

o EIUEES L VR P —il@HlI[EF D IPC (inter-process communication) 1 ¥4 —7 4 XA %{F
BALAEVRATALAY—EROVR—FRV M

o E{TH D usbguard ¥ AT LY —EREWMETHATY RTAY
o USBTF/NARHFARYY—%Bhd2I—ILEE
o HBESA TS —ICEEINLVRATALAY—EROAVR—RY NEXEET S C++ API

usbguard ¥ 2 7 LA —ERXFRE 7 7 1 )L (/etc/usbguard/usbguard-daemon.conf) (i, IPC 1 ~
=T 1A RA%&FERT2OD01— Y —BLPITIN—T42RAT24 T avNEENET,

23

AT LY —ERIE, USBGuard /X7 Y v I IPCA V9 —T7 x4 RA%RMHELET, Red
Hat Enterprise Linux Tl&, TDA VY9 —T 4 ANDT I EZAIET 7 #J)V b Troot 1—
P—IIREINTVWET,

IPCAYH—T x4 ANDT V22X %H|RY %IZI1dE. IPCAccessControlFiles & 7> 3
v (#32). IPCAllowedUsers &+ 7> 3>, & & U IPCAllowedGroups # 7> a3 > %%
ETDIEERFTLTLLEIN,

TOEREEY A M (ACL) ERBEDEFICLAVWTLEIWN, RELRVLWE, TRT
DO—ANI—HF—IZIPCA VI —T 4 ADNEIN, USBF/NA ADFFIRES IR
ELTUSBGuard R Y —%EETEXDLHICKRYET,

13.2.USBGUARD O 1 ~ X k=)l

CDFIBAFEALT, USBGuard 7L—LT7—0 54V AM—I)LLTCHBLET,

FIE

1. usbguard /Xy r—Y %AV AM—=JLLET,

I # dnf install usbguard

2. MBI —ILtEYy NEERRL X9,

I # usbguard generate-policy > /etc/usbguard/rules.conf
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3. usbguard 7 —EVEEEL. YR TLOEHFICEINICKEEI TSI EEERLET,

I # systemctl enable --now usbguard

1. usbguard H —EXNEITHTHSD I 2R LFT,
# systemctl status usbguard
e usbguard.service - USBGuard daemon
Loaded: loaded (/usr/lib/systemd/system/usbguard.service; enabled; vendor preset:
disabled)
Active: active (running) since Thu 2019-11-07 09:44:07 CET; 3min 16s ago
Docs: man:usbguard-daemon(8)
Main PID: 6122 (usbguard-daemon)
Tasks: 3 (limit: 11493)
Memory: 1.2M

CGroup: /system.slice/usbguard.service
L6122 /usr/sbin/usbguard-daemon -f -s -c /etc/usbguard/usbguard-daemon.conf

Nov 07 09:44:06 localhost.localdomain systemd[1]: Starting USBGuard daemon...
Nov 07 09:44:07 localhost.localdomain systemd[1]: Started USBGuard daemon.

2. USBGuard 7’8859 5 USB T/NA ZDY X M 2RRLET,

# usbguard list-devices
4: allow id 1d6b:0002 serial "0000:02:00.0" name "xHCI Host Controller" hash...

BIER R

e usbguard(1) & & U usbguard-daemon.conf(5) @ man R—

133.CLIZERALZUSBT/NM 2D 7Oy 7 &

—XFJ)VCusbguard A7V REFATZ &, USBTNNA REZFAS LV TOYITEEDIC
USBGuard Z8%ETEX X J,

AR

e usbguard —EZAHNA VA =)L I N, RITHTH 5,

FIR
1. USBGuard '@ T2 USBTNA AD) A M &aKXRRLET, UTICHIERLET,

# usbguard list-devices

1: allow id 1d6b:0002 serial "0000:00:06.7" name "EHCI Host Controller" hash
"JDODbOBIktYs2ct3mSQKopnOOV2hOMGYADwhT+oUtF2s=" parent-hash
"4PHGcaDKWtPjKDwYplRG722cB9SIGz9191ea93+Gt9c=" via-port "usb1" with-interface
09:00:00

6: block id 1b1c:1ab1 serial "000024937962" name "Voyager" hash
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"CrXgiaWIf2bZAU+5WkzOE7y0rdSO82XMzubn7HDb95Q=" parent-hash
"JDODbOBIktYs2ct3mSQKopnOOV2hOMGYADwhT+oUtF2s=" via-port "1-3" with-interface
08:06:50

2. TIRAR> NV AT LENETHIEZFHALET,

I # usbguard allow-device <6>

3TN R<6> DT =R L. T/1 RZHIBRLET,

I # usbguard reject-device <6>

4. FINA R <6> DHFTEMML. F/N1A RERFLET,

I # usbguard block-device <6>

p= 2T
USBGuard Tl&. block # & U reject (FLL TFOEKRTHERAINE T,
block

SEIDTNARERYRY LEE A

reject
CDTNARARFPFELBVEDE LTERLET,

BaEE R

o I 25 L E® usbguard(1) man R—

e usbguard --help A< >~ K

13.4.USB /N1 RADXHENATOY U & LA
pA T avEMERETEZE USBT/NNA RAKGENICTOY VBLVOHFAITEET, chickY, 7
NAZREEDIL—=ILHAREDRY —ICEMINE T,
GRS Jia
e usbguard —EZAHNA VA =)L E N, RITHTH 5,

FIR

1. usbguard T —E VDI —ILDEZAAEFFAIT S L D ICSELinux 258 E L F T,

a. usbguard ICE3E 3 % semanage 7 —JLEZRRLE T,

# semanage boolean -1 | grep usbguard
usbguard_daemon_write_conf  (off , off) Allow usbguard to daemon write conf
usbguard_daemon_write_rules (on , on) Allow usbguard to daemon write rules
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b. HEIZIG LT, usbguard _daemon_write_rules ® 7 — LEHIEMICA > TWBIHE L,
BMICLET,

I # semanage boolean -m --on usbguard_daemon_write_rules

2. USBGuard B’33# 9 5 USBT/X1 ZD Y A M ERRLE T,
# usbguard list-devices
1: allow id 1d6b:0002 serial "0000:00:06.7" name "EHCI Host Controller" hash
"JDODbOBIktYs2ct3mSQKopnOOV2hOMGYADwhT+oUtF2s=" parent-hash
"4PHGcaDKWtPjKDwYpIRG722cB9SIGz9191ea93+Gt9c=" via-port "usb1" with-interface
09:00:00
6: block id 1b1c:1ab1 serial "000024937962" name "Voyager" hash
"CrXgiaWIf2bZAU+5WkzOE7y0rdSO82XMzubn7HDb95Q=" parent-hash

"JDODbOBIktYs2ct3mSQKopnOOV2hOMGYADwhT+oUtF2s=" via-port "1-3" with-interface
08:06:50

3 TFNARCHVRTALAENEFET DT &EAKEMICEEFTLE T,

I # usbguard allow-device 6 -p

4, TINA R 6 DEFAI & kEERICERRR L. T/N1 A &HIBR L 9,

I # usbguard reject-device 6 -p

5. FINA R 6DHFAEKEHICEIREL. TNAAERERELET,

I # usbguard block-device 6 -p

P2
USBGuard Tld. block & £ U reject (ZLATOEKRTHERAINZE T,

block

SRIDTNARERYRY LEEA,
reject
ZDTNARARFBFEELRVWEDE LTEEKLET,

1. USBGuard L—JLICINATZEENEFNTWE I & 2HRLET,
I # usbguard list-rules
BEEEIR

o I 25 L E® usbguard(1) man R—

e usbguard --help ¥ REFERA L TY R MRERINDHEAHAAANIL T,
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13.5.USB T /N1 D ARY LR > —DVERK

UTOFIETI, F)FDERHZRRYT B USBT/NM ZRHEDIL—ILty M %EEMT 2FIEZ5 L
i’a—o

AR

FIR

usbguard ¥ —EZXHNA VA M=)l I h, RTHhTH 5,

/etc/usbguard/rules.conf 7 7 1 JLIC. usbguard generate-policy 1< > RICL > TENRIN
M-Iy RBEENTWVWS,

CIREEHFELTWBUSBT NS REHFA TR —5ER L. £RIN7z/)L—IL% rules.conf

T774IVICRELEY,

I # usbguard generate-policy --no-hashes > ./rules.conf

--no-hashes # 7> avid, TNAADNy Y 1BHEEERLFEA. BRED/NY Y 1BMEIE
KGRI TIZARWATREMED D B0, EE LTI,

CBIRLEETFANIT 49 —Trulescconf 77 M ILERELE T, RICHAERLET,

I # vi ./rules.conf

MBIZIHE U T, Ib—=ILEBIN., Bk, FAEEELET, &2 E UTOIL—IA2FRT 3
. KBEAMNL—=VUAVIY—TIAZANTIDOHDTNARADHIDE VAT LAENETXZET,

I allow with-interface equals { 08:*:* }

AR —IILEEB DA E T DDA, usbguard-rules.conf(5) D man R—T &S8R L TL
720,

BHLAER)Y—Z2AVAM—ILLET,
I # install -m 0600 -o root -g root rules.conf /etc/usbguard/rules.conf
usbguard T —EVZHEELT. ZEZEALET,

I # systemctl restart usbguard

A
L ARG LIV—=IWDT I T4 TR —ILHBIEEHERLET, UTICHlERLET,
# usbguard list-rules
4 allow with-interface 08:*:*
BEEEIR
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o I 25 I E® usbguard-rules.conf(5) man X—<

13.6.USB 7 /N1 ZFADBEILINIZHRY LR S —DIERR

letc/usbguard/rules.d/ 71 L 2 b —HADEEHD .conf 7 7 1)L T, hHRHY LD USBGuard R & —
HEETXFY, usbguard-daemon ICL Y. X4 VD rules.cconf 77 IILET ALY MN)—HD
conf 774 ILHBTILT 7Ry MEILEEINET,

=S5

e usbguard t—EZAHNA VA M—=ILE N, RITHTH 5,

FIR

L IREHEHKLTWBUSB TN REFAITEHR) O—%FER L. ERINTIL—ILE, FILL
.conf 7 7 1)L (f§l: policy.conf) 7 7 1 LIZIREL X,

I # usbguard generate-policy --no-hashes > ./policy.conf

--no-hashes # 7> avid, TNAADNYy 1B EERLFEA. BRED/NY Y 1BMEIT
KGRI TIXARWATREMED D B 720, EEL T LI,

2. FBDTFRARNIT 149 —Tpolicyconf 771 )L ERELF T, RICHERLET,
# vi ./policy.conf

allow id 04f2:0833 serial "™ name "USB Keyboard" via-port "7-2" with-interface { 03:01:01
03:00:00 } with-connect-type "unknown"

3 BIRLA1TERIOD .conf 7 71 ILICEEILE T,

"Iz‘ﬁa
T77AINVEDEBICHDZ 2 DODHFIE, T—EUDNRET7 7M1 I EHEHFADIER

(¢ HIEELET,

TeEZIE, F—HR—RKRDIL—ILEHFER conf 774 J)LICOE—LZET,

I # grep "USB Keyboard" ./policy.conf > ./10keyboards.conf

4. L WIRY > —% Jetc/usbguard/rules.d/ 7« L7 ) —IZA VA M—=ILLET,

I # install -m 0600 -o root -g root 10keyboards.conf /etc/usbguard/rules.d/10keyboards.conf

5 FYDITAEAA D rules.conf 7 71 JLICHEEILEX T,

I # grep -v "USB Keyboard" ./policy.conf > ./rules.conf

6. BYDIL—ILEAVAKRN—=ILLET,
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I # install -m 0600 -o root -g root rules.conf /etc/usbguard/rules.conf

7. usbguard 7 —EVZBHEEL T, EEZBEALZT T,

I # systemctl restart usbguard

. 7974 7 USBGuard L—IL AT RTHRRLET,
# usbguard list-rules
15: allow id 04f2:0833 serial "" name "USB Keyboard" hash
"kxM/iddRe/WSCocgiuQlVs6Dn0VEza7KiHoDeTz0fyg=" parent-hash

"2i6ZBJfTI5BakXF7Gba84/Cp1gsinNc1DM6vWQpie3s=" via-port "7-2" with-interface {
03:01:01 03:00:00 } with-connect-type "unknown"

2. rules.conf 7 7 1 )L &, /etc/usbguard/rules.d/ 714 L 27 ) —R®D .conf 771 ILOARAET%.T
NTHRRLET,

I # cat /etc/usbguard/rules.conf /etc/usbguard/rules.d/*.conf

3. PUOTFATRIL=IIZ, Z774ILDTRTDIL—ILAELL, ELWEFRTEEFNTWSEIZ &
EHRELET,

BEETEIR
o 275 I E® usbguard-rules.conf(5) man X—<
13.7.USBGUARDIPC 1 V¥ —J x4 R % FHTZ1——8L VT IL—
TDEFH
CDFEAFALT, BEDI—HY—F/E/IL—THUSBGuard D/XTY v U IPCA v H—T x4

25FEHETELOICRTLET, T7A4IMTIE, root I—HF—FEFHRZDA V9 —T 4 A%FHT
xFd,

AR
e usbguard t—EZAHNA VA =)L E N, RITHTH 5,

e /etc/usbguard/rules.conf 7 7 1 JLIC. usbguard generate-policy I <7 > RICLk > TENKI N
M-Ity RBEENTWS,

FIR

. FEDOTF R NI T 14 —T letc/lusbguard/usbguard-daemon.conf 7 7 1 L REL X7,

I # vi /etc/usbguard/usbguard-daemon.conf

2. =& ZWE wheel JIV—TDE£I1—H—NIPCA VI —T A R%=FATEEELIIC, L—I
N&HBITEEBMLT, 771V EREFELET,

200



FREFLABUSB T/ R T B AT LDRE

I IPCAllowGroups=wheel

3. usbguard Y Y KT, A—HY—FL@FIIN—T%2BNMTZIEEHETEFET, L& xIE RD
IV R%&ERAT 2 &, joesec 1—H —7" Devices 27 > 3 & LU Exceptions 02 3>~
KTV EATEET, IHIC, joesec FIRITRNY—D) A MNKRRBLIVEREETIZ L
NTEET,

I # usbguard add-user joesec --devices ALL --policy modify,list --exceptions ALL

joesec 1 —H—ICRE5EIN//N\—3 v 3 VZHIFRY 511, usbguard remove-user joesec
aAv Y FEEALEY,

4. usbguard 7 —EV 2 BEEL T, EREEZEHALET,

I # systemctl restart usbguard

BIER R

e usbguard(1) & & U usbguard-rules.conf(5) ® man X—

13.8. LINUX EE&5 0 /'~ USBGUARD a1 XY h DERER

LTFOFIRICHE> T, USBguard FafA XY OO Y EZED Linux BEEO VA2 1DICFEHET, T
7 #JU b Tl&, usbguard 7—E V& /var/log/usbguard/usbguard-audit.log 7 7 1 JLICA X N &5
ZRLET,

([} =355
e usbguard —EZAHNA VA =)L I N, RTHTH 5,
o auditd —EXANEITHTH 3,

¥

1. usbguard-daemon.conf 7 7 1 JL%, ZBRLAETFRAMNIT 4 9 —TIREL T,

I # vi /etc/usbguard/usbguard-daemon.conf

2. AuditBackend #+ 7 3 > %, FileAudit 5 LinuxAudit ICZE L 7,

I AuditBackend=LinuxAudit

EEZEALIT,

Ko
4l
Rt

3. usbguard ¥ —E >V &= Hi2E# L T,

I # systemctl restart usbguard

. audit7—EV OV TCUSBEFAIAM RV M EBELET, RICHZERLET,

I # ausearch -ts recent -m USER_DEVICE
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RS

o 25 I E® usbguard-daemon.conf(5) man X—<

13.9. FEIF

e usbguard(1). usbguard-rules.conf(5). usbguard-daemon(8). & & U usbguard-
daemon.conf(5) D man R—

® USBGuard IR—LR—
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BUZYE—bOXYIYY 21— aVOR

BA4ZE ) E—MOXTITY)2—2aVDETE
BiEROEREY U ALOO/ 50X JH—N—|CERWICERTEEHIC. V54TV N RATA
DO —N—IIHEDREILAR T 207 %R T DL DICRsyslog 7T r—2a Vv aBRETEE
-a—o
141. RSYSLOG OFX v/t —E R

Rsyslog 7 7'V) r—> a >4, systemd-journald #+—E X & #iA &+ T, Red Hat Enterprise Linux
TA—ALBLTYE—MOOF VY ITHR—MERBLET, rsyslogd T—EVId. v —FILH 5
systemd-journald % —E ZH'Z(E L /= syslog X v £— I GG AHEY £9, rsyslogd

&, syslog A XY R&ET 4L )V LTAEL, rsyslog 077 7 A ILICEESHRT BD. FBEICIELCT
o —ERICERELEF T,

rsyslogd 7 —E Vi, BRI N7 4L 5 ) VT, BEETREINZAYE—VDY L—. AHST
EYVa—J)b, TCP7OMINBLCUDP 7O NN EFALLGEOY R— M ERELE T,
rsyslog DELFRET 7 1 JLTdH % /etc/rsyslog.conf Tld, ED rsyslogd B’ X v z— ZIBT % H
WKL TIL—ILEIBETEEY, BEE. V—RBLUPMNEY 2 (772714 ) BLUVRRE (B
HE)MICA Y E—Y DL, AvE—UNTOREEICAEBMLAEIICETTET7IaveEEYY
THIENTEET,

letc/rsyslog.conf TlE. rsyslogd "#FdT207 774 ILDY R NEERTEZET, FEAEOOY
Z74)iE varllog/ T4 LV MY —IZHY £, httpd. samba RED—EHDT7 T r—>avigk, O
JI774 )% arllog HDH 774 Lo M) —ICRELET,

BIER R

o 27 L ED rsyslogd(8) & & U rsyslog.conf(5) man XR—<

e /usr/share/doc/rsyslog/html/index.html 7 7 1 JLIC rsyslog-doc /Xy 5 —2 TA Y X h—)b
TN RFaxXvh,

14.2. RSYSLOG RFa XV h DA VA =)L

Rsyslog 77 71) r—< 3 > ITI&. https://www.rsyslog.com/doc/ THRIFRTEEAEEMAA V514 Y R¥a
AV EDRHYETAHA, rsyslog-doc RFa XAV My Fr—U%20—ANICA VA MN—ILTBIEHETE
£,

AR
o VT LT AppStream )R N =TIV F4R—KMLTW3,

o sudo AL THBNNvr—I %A VA N—ILT DERLH D,

FIR

e rsyslog-doc /Ny — %A VA M=)LLET,

I # dnf install rsyslog-doc
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o FE®MT S VY —T /usr/share/doc/rsyslog/html/index.html 7 7 1 L ZBHE £ ¢, RICHI%
~LET,

I $ firefox /usr/share/doc/rsyslog/html/index.html &

143.TCP TCO) E—rOFXF YV JTHDODY—N—DFEE

Rsyslog 7 7N r—o a3 v aERTEE, OF I —N"—%FTL. BROYRTLOT 7714
EOX VY —N—ICEETBHLOICKETETEY, TCPRATY E—MNAXF VI %HEET DICIE,
Y—N—=ED0SAT7VNOMAEERELE T, T—1—F, V54TV N RATFTALILLYZEEINLO
JEIREL. M LET,

Rsyslog 7 7N r—oa v aERTRE, O XAvE—UDNRY NT7—0 5N L TH—N—|lEEIN
Z2RRAF VIV RTLEMBTEET, Y ——DFETETLVGERICAYyE—IUDKbhARWNED
ICT 2, ERET7 V72 avD702avFa—%RELET, IhICLY., EFEICKBLEAYZ—
Tk, Y—N—BEIEFARICAZETCO—HIIREEINFET, TOLH>AFa1—I1F, UDP 7O
NIOWAEFERTREGRICRETCIAVIEISERELTLETY,

omfwd 75714 Vi, UDP F7/IX TCPICL B8R LF T, T 74/ DO MNIILIEUDP T
T, TOTSTAVIFHEPAETNTWDEO, ZAHAAOCREIIHY FH A,

77 4L Tl rsyslog (F7R— b 514 TTCP 2R L %97,

AR
® rsyslog MY —N—=2 AT LICA VA RM=ILINTWS,
o H—/N—(lroot&LTOYVMYLTW5,

e policycoreutils-python-utils /X v r—271d, semanage <Y~ N L TERDFIETT ~
Z I\ _)l/ L/ i _a—o

o firewalld Y —EXNEITHTH %,

FIR

1. MEICIKH LT, rsyslog bS5 74 v ZICBIDR— M aERAT 2I1C1E. SELinux ¥4 7
syslogd_port t #/R—MIEMLFT, & ZIE R—bk 30514 ZBMICLE T,

I # semanage port -a -t syslogd_port_t -p tcp 30514

2. WEIZIHLUT, rsyslog h 5714 v JICBIDR— MEERAT 5121, firewalld A EDR— KM T
DERFrsyslog NS 74 v I AFATBLIIERELEFT., & 2IE. R— bk 30514 T TCP
NSTav o aFTLET,

# firewall-cmd --zone=<zone-name> --permanent --add-port=30514/tcp
success
# firewall-cmd --reload

3. letc/rsyslog.d/ 74 L 7 b —IZH#R T 7 1 )L (f5: remotelog.conf) Z/Ef L. L FOa YT
VY ERALET,

I # Define templates before the rules that use them
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# Per-Host templates for remote systems
template(name="TmplAuthpriv" type="list") {
constant(value="/var/log/remote/auth/")
property(name="hostname")
constant(value="/")
property(name="programname" SecurePath="replace")
constant(value=".log")

}

—_ =~

template(name="TmplIMsg" type="list") {
constant(value="/var/log/remote/msg/")
property(name="hostname")
constant(value="/")
property(name="programname" SecurePath="replace")
constant(value=".log")

}

—_ =~

# Provides TCP syslog reception
module(load="imtcp")

# Adding this ruleset to process remote messages
ruleset(name="remote1"){
authpriv.* action(type="omfile" DynaFile="TmplAuthpriv")
*.info;mail.none;authpriv.none;cron.none
action(type="omfile" DynaFile="TmplMsg")
}

input(type="imtcp" port="30514" ruleset="remote1")
4. /etc/rsyslog.d/remotelog.conf 7 7 1 L~NDEEZREFEL XY,
5. letc/rsyslog.conf 7 7 {1 L DEXETAKNLZET,

# rsyslogd -N 1

rsyslogd: version 8.1911.0-2.el8, config validation run...
rsyslogd: End of config validation run. Bye.

6. Rsyslog —EZ2HD'OF Y JH—/N—TRTHT, BAIA>TVWEIEEHERLET,
I # systemctl status rsyslog

7. rsyslog Y —EX 5 HiR2EIL XY,
I # systemctl restart rsyslog

8. MEILIG LT, rsyslog AEMICAR > TLWAWEEILX, BEHEZIC rsyslog ' —E AN BEEIM
ICEHTEELIICLET,

I # systemctl enable rsyslog

BRERAOMOY AT LNLAT 774V ERITIRY, RETSHLIIC. AT —N—DIREINRTVLZE
-a—o

BaEE R
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o X7 L EDrsyslogd(8). rsyslog.conf(5). semanage(8). & & U firewall-cmd(1) man X—
e /usr/share/doc/rsyslog/html/index.html 7 7 1 JLIC rsyslog-doc /Xy 5 —2 TA VX h—)b
IhlcRFaxXTh,
14.4. TCPREDH—N—~AD) E— FOFXFV T DHEE

TCP7OMINBHETOI Ay E—V A —N—|l8ZETDLIICVRTLERETCETET, omfwd
T4k, UDP F£/IE TCPICL B AaiRtLEd, 774/ kD 7OMINIEZUDP T, 7
STAVIFHEIAZFNTVWEIDTAO— RTIHEEIHY FH A,

AR

e rsyslog /Ny 7T —IN, B—N—ICRETI2LEBEDHZD VATV N RATLIZA VA M=)
INTW3,

o VE—FMOFUVIAIIH—N—%FZELTWS,
o IBELMLR— KNI SELinux CHAIN, 77470 4—ILTHVWTWS,

o U7 ALITIE, policycoreutils-python-utils /Xy mr—IAEFNTVWET, ZONyIF—2
&, BELSADR— b % SELInux R EICEINNT 572D semanage < > RaREL £,

FIR

1. letc/rsyslog.d/ 71 L 2 M) —IZF# 7 7 1 )L (f5]: 10-remotelog.conf) Z{EfK L. UTFDa >
TUVERALET,

*.* action(type="omfwd"
queue.type="linkedlist"
queue.filename="example_fwd"
action.resumeRetryCount="-1"
queue.saveOnShutdown="on"
target="example.com" port="30514" protocol="tcp"

)
ZITIE UTFDED LAY ET,
e queue.type="linkedlist" %€ (&, LinkedList 1 Y X E) —Fa—%=FMILZF T,
e queue.filename X ElE. TA RAVAML—VEEELET, Nv I Ty T T 74L& R
D7 A—/N)L D workDirectory 74 L V74 TTHEEINIEET«A LV M) —IC

example_fwd #REF = 117 TERIN X T,

e action.resumeRetryCount -1 %€ (3. H—/N\—DIEELAWVGEEICEREBAT IS E X
ICrsyslog M A v E—JZBELLAVWEDICLET,

® queue.saveOnShutdown="on" &ZE(d. rsyslog '~ v v hF IV LIBEICA VX E
)—T—89%REFLET,

o REBEDITIE. BELATRTOAYyE—V%2OFXF I —N—[l&GELFT, R— bDIE

EFERTT,
ZDFRETIE, rsyslog lE XAy t—I%H—N—(CEFELFTH. YE—M—/N—(TE)E

206



FUFEYVE—MOFXFUIYY21—a3 VDK

TERWMESICIE., XvtE—VBEXAEY—IREFBLET, TARIVEICHB 7714V,
BREINIAEY —F 21— D rsyslog TRRTED. vy NI VT E2RENH D
BRICDAMMERINE T, LY, PATLNRNT7x—<VZANPELELET,

P2
A Rsyslog I&E&E 7 7 1 JU letc/rsyslog.d/ = FAEICNE L 7,

2. rsyslog f—EXE2FBEHSLE T,

I # systemctl restart rsyslog

REE

DF5AT VN ATLADNY—N—IIX v =V %FETDIEEMRATBICIE. ULTOFIEICHWE
£

L 94T VYN RTALAT, TAMNAyE—VBEZEEFELET,

I # logger test

2. ¥—N—=Y X F LT, Ivar/log/messages O/ 52K KL ET, UTICHERLET,

# cat /var/log/remote/msg/hostname/root.log
Feb 25 03:53:17 hosthame root[6064]: test

hostname (37 A 7Y N AT LDKRKAMNZTY, AFICIE. logger A¥ > REZAHA LK
A—HF—D1—H—Z (ZDFEIE root) NEFNTWVWE I EITFRLTLEI W,

BEEEIR
o 27 L ED rsyslogd(8) & & U rsyslog.conf(5) man XR—<
e /usr/share/doc/rsyslog/html/index.html 7 7 1 JLIC rsyslog-doc /Xy 5 —2 TA Y X h—)b
TN RFaxXvh,
145 TLSEESLY E—hOF Y TDHRE

T 74 KNTIE Rsyslog @ 7L—VFHFZAMEATYE—bOF U IVRBREEZEELET., ¥ FTUAT
OBEFvYRNDEF2)T 1 —Z2HETILENDHZDHEIE. TLSZHEALTHESIETEET,

TLSZN LEBSIEINA NSV AR— N E2ERT I, —N—E 03547V NOEHEZRELF
o ==& VATV M RATALICLYEFINEZOTZIREL, 2HLET,

ossl *Y N7 —2 2N —L RS A/8— (OpenSSL) F7idk gtls A M) —L RS A /8— (GnuTLS) @
WeFnhh=FEETEEY,

pz o-1o)

FY M7=V ICERINTVAL, BBARTAZITTWSRE, EFa )71 —1%4

EINEBDOY 2T LADH BRI, TORDY ZF LEBIRE (CA) & LTHEALE
3—0
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H—/N—fAl Tl global. module. input L X)L T, 754 7> MAITIX global & & U action L NJL
T AMNV—LRFAN—%EFALTERRELNDRAITAIITEES, LYEKRHLQREX LY—
MRELDRELYEBEINE T, TDLHO, LEXIE FEAEDEKD I/ O—/NLERET ossl & fF
AL, FEDERODANET V2 aVEETOUs ZFRATHIENTEET,
AR

o USATYNYRTLEY—N—Y AT LDEAICrootICT7 7 ERATE B,

o H—N=—BLUVIFATUVRNIRATLIZRODNY T—=IDA VA M—=ILINTWS,

o rsyslog /Ny o —

o ossl xRy hT—U RN —L RS54 /X—HFHD rsyslog-openssl /Xy r—<
o gtls xy h7—JXNY—LKZA/N—FHD rsyslog-gnutls /Ny o —

o certtool ¥ N%EFER L CARAEZ AT 572D D gnutls-utils /Xy o —2

e O —/X— /etc/pki/ca-trust/source/anchors/ 7 1 L 2 b —ITIE, ROEAEHL H
Y. update-ca-trust ¥V RZFRAL TV RATLEREZERMLET,

o ca-certpem-O7H—N—&054 7> NTHREMPELRIITE % CAGIRE.
o server-cert.pem- O > JH—/—DNFHHE,
o server-key.pem - OX ¥ 74— /N\—DORHEH,

o OJU54 7 MNTl&, ROEIBAED /etc/pki/ca-trust/source/anchors/ 74 L 7 b —ITH
Y. update-ca-trust #ER L TV AT LREEZEHL T,

o ca-certpem-OJH—N—&054 7> NTHREMPELRIITE % CAGIRE.

o client-cert.pem- 7 54 7> s DGR,

o client-key.pem- 7 54 7> N DR E R,

o H—/N—HRHELI2LIEARITL. FIPS E— RABMICR>TWBHE, V7347V b
A Extended Master Secret (EMS) #3R#EREZ HR— M LT W2 A, TLS13 ZFERALTW
ZRENHYET, EMS EHFEA LAV TLS 12 #EiEIEKLB L 9, #MIZ. RedHat F

Ly IR—ZY1)a— 3 TLS extension "Extended Master Secret" enforced &8 L
TLIEEW,

FIE
L 9547V N RTADSESLLAEOVASETEILIICH—N—52BFELETT,

a. /etc/rsyslog.d/ 71 L 2 MY —IZ, ##7 7 1)L (securelogser.conf 72 &) Z{ERK L &
-a—o

b. BEZESILTBICIE. BETZ 7AIIC, T—N—DFRTFT7 7 1 ILAD/NRR, ERLE
RELAE. BELUOTLSHEEILICHIET AN —LRSAN=—DEEFNTVWEIRENHY
¥ 9. /etc/rsyslog.d/securelogser.conf [CLLTFDIT%BML T,

# Set certificate files
global(
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DefaultNetstreamDriverCAFile="/etc/pki/ca-trust/source/anchors/ca-cert.pem"
DefaultNetstreamDriverCertFile="/etc/pki/ca-trust/source/anchors/server-cert.pem"
DefaultNetstreamDriverKeyFile="/etc/pki/ca-trust/source/anchors/server-key.pem"

)

# TCP listener
module(
load="imtcp"
PermittedPeer=["client1.example.com", "client2.example.com"]
StreamDriver.AuthMode="x509/name"
StreamDriver.Mode="1"
StreamDriver.Name="ossl"

)

# Start up listener at port 514

input(
type="imtcp"
port="514"

)

R

GNnuTLS RS 4 N—H2ELRIFEIL. StreamDriver.Name="gtls" ;24 7
vavEFEALET., x509/name & Y EEIE TILRVWERELE— KD
I&. rsyslog-doc ICA VA M—)LEINTWVWBRFa XY NESRBLTES
L

-

c. 773 V:RHEL9.4 TR I N 2 Rsyslog /N\—T 3> 82310 A S Id, FEREZEEHRSY
JAXTEEYT, INETDICE input I3 VAEUTICESHRAZET,

input(
type="imtcp"
Port="50515"

StreamDriver.Name="<driver>"
streamdriver.CAFile="/etc/rsyslog.d/<cal>.pem"
streamdriver.CertFile="/etc/rsyslog.d/<serveri-cert>.pem"
streamdriver.KeyFile="/etc/rsyslog.d/<serveri-key>.pem"

)

o FATERIA/N—ICEL T, <driver> % ossl £/l gtls ICBEXH]AF T,

o <cal>IEIHARY YA XT BEHRED CAEFAZEIC, <serveri-cert> (LEEFAZE
IC. <serveri-keys (JSEICESHZ T,

d. ZE % /etc/rsyslog.d/securelogser.conf 7 7 1 JLICIRELE T,

e. /etc/rsyslog.conf 7 7 1 L DIEX & Jetc/rsyslog.d/ 74 LV M) —HDITRTDT7 71
B LET,

# rsyslogd -N 1

rsyslogd: version 8.1911.0-2.el8, config validation run (level 1)...
rsyslogd: End of config validation run. Bye.

f. Rsyslog  —EXPOF Y JH—N—TEITHT, BMIR>TVWE I E2HRALET,
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I # systemctl status rsyslog

g. rsyslog —EREHBEHLF T,

I # systemctl restart rsyslog

h. # 7> 3 v:Rsyslog AT > TWRVIGE . BiEEIRIC rsyslog Y —E XD BEIR
ICREIIND & 2R L T EIL,

I # systemctl enable rsyslog

2. BELO7 Y —N—IlEETELIICITAT Y NEEZRETDICIE. UTDaY Y KA
ETLEY,.

a. 72147V N RT AT, letelrsyslogd/ T4 LI KN)—IZ, FiE7 7141
(securelogcli.conf 72 &) ZERR L £,

b. /etc/rsyslog.d/securelogcli.conf [CLLFD{T%EML 9,

# Set certificate files

global(
DefaultNetstreamDriverCAFile="/etc/pki/ca-trust/source/anchors/ca-cert.pem"
DefaultNetstreamDriverCertFile="/etc/pki/ca-trust/source/anchors/client-cert.pem"
DefaultNetstreamDriverKeyFile="/etc/pki/ca-trust/source/anchors/client-key.pem"

)

# Set up the action for all messages

*.* action(
type="omfwd"
StreamDriver="ossl"
StreamDriverMode="1"
StreamDriverPermittedPeers="server.example.com"
StreamDriverAuthMode="x509/name"
target="server.example.com" port="514" protocol="tcp"

pa )

GNnuTLS RS 4 N—H2ELRIFEIL. StreamDriver.Name="gtls" ;¥ A 7
YaveEFEALEY,

c. 73 V:RHEL 9.4 TR I N 2 Rsyslog /N\—T 3> 82310 A b Id, FERBEEHRY
YAXTEET, INEITIHICIEK, actiont/ L avELUTFICEI#RAZET,

locall.” action(
type="omfwd"
StreamDriver="<driver>"
StreamDriverMode="1"
StreamDriverAuthMode="x509/certvalid"
streamDriver.CAFile="/etc/rsyslog.d/<cal>.pem"
streamDriver.CertFile="/etc/rsyslog.d/<client1-cert>.pem"
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streamDriver.KeyFile="/etc/rsyslog.d/<client1-key>.pem"
target="server.example.com" port="514" protocol="tcp"

)
o FHTBRSAN—IZIHEL T, <driver> % ossl 7/l gtls ICBXH|Z T,

o <cal>dHRYTA XT BEHD CASERAZIC, <client1-cert> [SEEFAEIC. <client1-
key> (JSRICEI#Z T,

d. & % /etc/rsyslog.d/securelogcli.conf 7 7 1 JLICIREL X T,

e. /etc/rsyslog.conf 7 7 1 JLDEX & Jete/rsyslog.d/ T4 L7 M) —HADZDHD T 71 )L
EHERLET,

# rsyslogd -N 1

rsyslogd: version 8.1911.0-2.el8, config validation run (level 1)...
rsyslogd: End of config validation run. Bye.

f. Rsyslog Y —EZ2PXOF > JH—/N—TRTHT, BRI >TVWSLIEEHERLET,
I # systemctl status rsyslog

g. rsyslog t—EREBEHLF T,

I # systemctl restart rsyslog

h. # 7> 3 »:Rsyslog AT > TWRVGE L. BiEEIRIC rsyslog U —E XD BEIM
ICRBEIIND & 2R L T EIL,

I # systemctl enable rsyslog

DF5AT VN ARATLADNY—N—=IIX v =V %FKETDIEEMRAT BICIE. LTOFIEICHWE
£

L I9SAT7 YV RIRATALAT, TAMA Yy E—YZZEELIT,
I # logger test
2. == X5 LT, /varllog/messages O/ 2R R~LET, UTFICAIZERLET,

# cat /var/log/remote/msg/<hostnames/root.log
Feb 25 03:53:17 <hostname> root[6064]: test

<hostname> (37 54 7Y N AT LDKRARNETYT, OJICIE, logger A¥Y REAA LK
A—H—D1—HF—Z (TDFEIFroo) NEFNTWVWB I LITERLTLEIW,

BaEE R

o X7 L ED certtool(1). openssi(1). update-ca-trust(8). rsyslogd(8). & & U
rsyslog.conf(5) man XR—<
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e /usr/share/doc/rsyslog/html/index.html (T rsyslog-doc /XY 5 —L TA VA =)L I N K
Faxrh,

® TLS T® logging ¥ A7 LO—)LDFEA

146.UDP T E— M AFXF VI IBEHREZETDLHDHY—N—KE

Rsyslog 7 7 r—o a3 v aERATEE. YUE— M RATLANSAOFVIJEREZETDIELIICVRT
LERETEET, UDPRAEATYE—MAFVIVEFERTZICIE. Y—N—E0F54T7 2V NOEA %
BRELEFT, BEY—N—F, VSAT VNV ARATLADREELLZOVDODRES LW ETVET., T
7 #JL N T, rsyslog iZR—h 514 TUDP ZFRAL T, VE— MY RTLDLO7EREZZEFELE
ER

LTFOFIBICHE->T, UDP7ORMNINTYISATY NV RATALADNEFELLEOVOIRES LU ET
I —N—%HZRELET,
Gl s

rsyslog AP —/R—=Y AF LA VA M—=)ILI N TWS,

o H—/NN—(Croot&LTOVAM v LTW5B,

e policycoreutils-python-utils /¥ v r—2713, semanage I <Y KR L TERDFIETT ~
Z I\ _)l/ L/ i 3—0

o firewalld Y —EXNEITHTH %,

FIR

L BEBEILHELT, 772 bDR—N514LUAD rsyslog b S 714 v ZICBIDR— N %=FHRT S
ICiE, ROITY RERITLET,

a. SELinux R 1) ¥ —3%7EIC syslogd_port_t SELinux ¥ 1 7%3EA L. portno I rsyslog T
FRTIR—FNESICBIWMAET,

I # semanage port -a -t syslogd_port_t -p udp portno

b. rsyslog DZERNT 71 v U %HFAT 2 LD IC firewalld %252 E L £9, portno (Z7R— b
#FSIC, zone |d rsyslog AMERAT 2V —VICBEI#AF T,

# firewall-cmd --zone=zone --permanent --add-port=portno/udp

success
# firewall-cmd --reload

c. 77ATF70A4A—IIL—ILEBFEHMAHLET,

I # firewall-cmd --reload

2. letc/rsyslog.d/ 74 L ¥ h') —IC .conf DFIR 7 7 1 )L (f§: remotelogserv.conf) % {ER% L.
UFpavsoyasEALET,

# Define templates before the rules that use them
# Per-Host templates for remote systems
template(name="TmplAuthpriv" type="list") {
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constant(value="/var/log/remote/auth/")
property(name="hostname")

constant(value="/")

property(name="programname" SecurePath="replace")
constant(value=".log")

}

template(name="TmplIMsg" type="list") {
constant(value="/var/log/remote/msg/")
property(name="hostname")
constant(value="/")
property(name="programname" SecurePath="replace")
constant(value=".log")

}

=~

# Provides UDP syslog reception
module(load="imudp")

# This ruleset processes remote messages
ruleset(name="remote1"){
authpriv.* action(type="omfile" DynaFile="TmplAuthpriv")
*.info;mail.none;authpriv.none;cron.none
action(type="omfile" DynaFile="TmplMsg")
}

input(type="imudp" port="514" ruleset="remote1")

514 (3. rsyslog BT 7 # )L N THEATEZR—FESTT, KHDYICHDR—ME2IBEETEE
-3—0

3. /etc/rsyslog.conf 7 7 1 LD & Jetc/rsyslog.d/ T4 L7 b)) —ADZ .conf 7 7 1 )L % &
RLET,

# rsyslogd -N 1
rsyslogd: version 8.1911.0-2.el8, config validation run...

4. rsyslog W —EREFEHLE T,

I # systemctl restart rsyslog

5 BEILG LT, rsyslog B"EMICAR > TWRWEEIZ., BESRIC rsyslog H—E XA BEH
ICEBTEELIICLET,

I # systemctl enable rsyslog

BaEE R

o X7 L EDrsyslogd(8). rsyslog.conf(5). semanage(8). & & U firewall-cmd(1) man X—
:/\‘

e /usr/share/doc/rsyslog/html/index.html 7 7 1 JLIC rsyslog-doc /Xy 5 —2 TA Y X h—Jb
TN RFaxXvh,
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14.7.UDP BEHDY —/NN—~ADY E— rOXV T DBE

UDP 7O M JNBRATOT A v E—J Y —N—(l8E T BELIICVRTLERETEET, omiwd
TST4 1k, UDP /X TCPICL AR LE T, 740 M 7OMINIEUDP TY, 7
STAVIFHEIATFNTVWEIDTAO— RTIHEEIHY FH A,

AR
e rsyslog /Ny 7 —IN, B—N—ICHRETI2LEBEDHZD VATV N RATLIZA VA M=)
INTW3,

e UDPTHE—hMOFVIIBREZETDLOHDY—/N—3FT THBAINTWBE LI, JE—
hOFVIBEICH—N—%%ZELTWS,

FIR

1. /etc/rsyslog.d/ 74 L 2 k') —IC .conf DF#R 7 7 1 JL (fl: 10-remotelogcli.conf) % {ER% L .
UFnavsoyasEALET,

*.* action(type="omfwd"
queue.type="linkedlist"
queue.filename="example_fwd"
action.resumeRetryCount="-1"
queue.saveOnShutdown="on"
target="example.com" port="portno" protocol="udp"

)
ZITIE UTFDOEDICRY ET,
e queue.type="linkedlist" %€ (L. LinkedList 1 Y X E) —Fa—%=FMILZF T,
e queue.filename X EIE. TA RAVAML—VEERELET, Nv I Ty T T 74L& I
D' A—/N)L D workDirectory 74 L V74 T THEEINIEET4 LV M) —IC
example_fwd #5REF = 117 TERI N EX T,

e action.resumeRetryCount -1 32 E (3. H—N\—DIEELAWVWGEICEREBAT IS E X
ICrsyslog " A v =Y ZBELLAVWEDICLET,

® queue.saveOnShutdown="on" ;X E4%BMICT B &, rsyslog h'> v v MUV LEHE
IKAVAEY —T—9DPREINET,

e portno fElL. rsyslog CHEATZR—MESTY., T 74/ MEIX 514 TT,

o REBEDITEREAYE—IVETRTOF Y IH—N—ITEELFET, R— NDOEEIER
T9,
CDFRETIE. rsyslog lE XAy =% H—N—|CEEFELEFITH. YE—MF—N—ICEE
TERWERITE, XvE—Y%XE)—ILRELET. T1 RV LEILH BT 714 IV,
BREINIAEY —F 21— D rsyslog TRRTEM,. vy NI VT E2RENH D
BRICDOMERINE T, ThiIZLY, YATLANT A=V ANAELELFT,

Pz
a Rsyslog I&E&E 7 7 1 JU letc/rsyslog.d/ = FAEICANE L 7,
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2. rsyslog f—EXE2FEHLE T,

I # systemctl restart rsyslog

3. BEILK LT, rsyslog B"EMICAR > TWRWEEIZ., BESRIC rsyslog —E XA BEEIH
ICEBTEELIICLET,

I # systemctl enable rsyslog

REE

DF5AT VN RATLADNY—N—=IIX v =V %FETDIEEMRAT BICIE. ULTOFIBICHWE
E

L 9ZATYRNIRATALT, TAMNAYE—YZZEEFLET,
I # logger test

2. == X5 LT, Ivarllog/remote/msg/hostname/rootlog O 7 %2R/~ £9 ., LATICH
=nLET,

# cat /var/log/remote/msg/hostname/root.log
Feb 25 03:53:17 hostname root[6064]: test

hostname (37 54 7V N AT LDKRARETY, BJICIE logger AX Y RZAALE
A—H—D1—HF—Z (TDFEIFroo) NEFNTWVWB I LITERLTLEIW,

BIER R

o 27 I ED rsyslogd(8) & & U rsyslog.conf(5) man R—<

e rsyslog-doc/\vy o —< & & % IC /usr/share/doc/rsyslog/html/index.html (1 >~ X b — )L &
nNaRFaXVE

14.8. RSYSLOG DA EINIL/X—

Rsyslog &2 5 24 —CfER Y %354, Rebindinterval s34 ZHE$ % Z & T Rsyslog DERTDE % X
ETEET,

Rebindinterval Ti&, IRIEDEHKEEIM L CEWIIT RBREEEL TS, TDHREK. TCP. UDP,
BLUVRELPDO NS 74 v 2 ICEAINET, O—RNSUH—ZIhEHLUWEREEHL, X v
-V EBOWMEY -4y N RATLICEELE T,

Rebindinterval (. ¥ —%Y R AT LDIP 7 RL AN EBINIGEICKIIBEE T, Rsyslog 77
Jhr—oavid, BROBIUIBICIP7ZRLAZFXF vy ad5kH, XyvE—JFRACHY—/—I0E
BINFET, P7RLADNEEINDS E. Rsyslog—EZXNBIEEITSHETUDP /Ny Ak bh
9, ERABWIITSE,. IPADNSICEYBERRINET,

TCP. UDP. 8L U RELP 57 1 v 7139 % Rebindinterval O &AM

action(type="omfwd" protocol="tcp" RebindInterval="250" target="example.com" port="514" ...)

action(type="omfwd" protocol="udp" RebindInterval="250" target="example.com" port="514" ...)

215



Red Hat Enterprise Linux 9 ¥ a1 ) 7 1 —Di&{k

I action(type="omrelp" RebindInterval="250" target="example.com" port="6514" ...)

149.ETEX2 V) E—MOFVJDRE

Reliable Event Logging Protocol (RELP) 2942 &, XvE—YBKDY X7 2 KIEICER L T
TCP Tsyslog X v z—Y%EZETEET, RELP I, EHEETER2IRY M A Y E—VAEERETZOD
T Xy E—VEERIHFINLBLWVRRETHERATY, RELP 2EAT 5ICIE, imrelp DABEY 21—
(P—N"—LTOERFTEOIVDZE) Comrelp BEAET 12—V (VZ4 7 NETOERTEQFV T
H—NR—~A"DOTDERE) ZHELET.

=S5

e rsyslog /Ny —, librelp /Ny o —2 LU rsyslog-relp /Ny 5 —2 % —nN—8L U7
FGAT VN RATLICA VA M =ILLTWS,

o IBELHR—BMDSELinux THAEAIN, 77470 4—ILRETHBRINTWS,
FIE
. E¥ETEBZNVE—MNOXFVITRICISATUY RN ATLAERELET,

a. 7247 N RT LD leteirsyslog.d/ 74 L2 K1) —IC. relpclient.conf 7 & & ARl %
BEELTHLW.conf 77 ML &2ER L, LTV TV EBALEY,

module(load="omrelp")
*.* action(type="omrelp" target="_target_IP_" port="_target_port_")

ZITIE UTFOEDICRYET,
e target IPld. OF Y/ H—N—DIPF7RLRAICBXMIET,
e target port lFOF¥ Y JH—N—DR—MIBZHMZAET,

b. &% /etc/rsyslog.d/relpclient.conf 7 7 1 JLICIREFEL £ 9,

c. rsyslog t—EREBEHLF T,

I # systemctl restart rsyslog

d. BEICIH LT, rsyslog AEMICAR > TWARWEEIX, BESNEZIC rsyslog Y —EXH'H
ERICEREIT 5L DICLET,

I # systemctl enable rsyslog

2. EETEZN)E—MOFXFVITBICH—NN—VRATLEERELET,

a. Y—/N—=2 27 LD letc/rsyslog.d/ 714 L 2 k1) —IC. relpserv.conf 7 & & ARIAIEE L
THLW.conf 77 ML ZER L. UTFDIVFT VY EHALET,

ruleset(name="relp"){
*.* action(type="omfile" file="_log_path_")

}
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module(load="imrelp")
input(type="imrelp" port="_target_port_" ruleset="relp")

ZITE UTFTOLSILRYET,
® log path &, X v tE—Y%REFETEINNREEELEXT,

e target port (ZOF Y JH—N—DR—MIBEMAET, VISATVRERET 7M1
ERUCEZFEALET,

b. /etc/rsyslog.d/relpserv.conf 7 7 1 L~NDEEZREFEL XY,

c. rsyslog —EREHBEHLF T,

I # systemctl restart rsyslog

d. HEILIG LT, rsyslog AEMICA > TOWARWEEIL. BEHHEZIC rsyslog H—EZAHNH
EMICEETHLOICLET,

I # systemctl enable rsyslog

T

DIAT VRN RATLADY—N—IIA v -V %XETHI & 2MET 2. UTOFIRICHENE
ER

L I9SAT7 VR RATLAT, TAMA Y E—YZZEELET,

I # logger test

2. Y—N—=YRF LT, BEINK log_path TOTARRLET., UFICHERLET,

# cat /var/log/remote/msg/hostname/root.log
Feb 25 03:53:17 hostname root[6064]: test

hostname (37 54 7V N AT LDKRARETY, BJICIE logger AX Y RZAALE
A—HF—D1—H—Z (ZDFEIE root) NEFNTVWE I EITFRLTLEI W,

B EfE R
o 27 I ED rsyslogd(8) & & U rsyslog.conf(5) man XR—

e /usr/share/doc/rsyslog/html/index.html 7 7 1 JLIC rsyslog-doc /Xy 5 —2 TA Y X h—Jb
TN RFaxXvh,

14.10. ' R— bR D RSYSLOG EY a1 —JL

Rsyslog 7 7 ) r—> a v DMEEEILIRT 57-DIC. BEDEYV2—I)LAFATEET, EVa-I
. BIMDAA(AAEY 2—)), BAMHHEY2-)), BLUOZTOMOMAEERMHLET., €
Ta—)liE, EVaA-IDHEHFAARICHBAERRET AL I T 1 TEBINTRET S EEHEAET
EP
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LTFoav Y REFALT, YATLICA VAN —=—ILINTWBEARDEY2a—ILAEYARNKRERTEZ
j—o

I # Is /usr/lib64/rsyslog/{i,o}m*

rsyslog-doc /Xy 5 —S %4 VA h—)L L%
. lusr/share/doc/rsyslog/html/configuration/modules/idx_output.html 7 7 1 JL CER AR T X
TDrsyslog EVa—ID)RAMERRTEET,

BN H—IAYvE—IBF)E—RNKRAMIEHETDILDIC
NETCONSOLE H—E X A& E
TARIADQAOATA VY T7ILAVY —IILOFERAIATERWEEIE. netconsole h—FRILEY 21—

IBLVELCERDY—EREFALT, RY MNTVT—IBBEHTH—RIMAYEZ=JFY)E—ND
rsyslog ' —E R ICEBHTEE T,

AR
e rsyslog @ EDY AT LATH—EZAN) E—FRAMIA VA M—ILINTWS,

o YE—FMIRFALAOVHY—EREE, TORAMISZEOIIVN)—EZITIMBLIICHETE
INTWET,

FIR

1. netconsole-service /X4 —J %A VA R—=JLLZET,

I # dnf install netconsole-service

2. /etc/sysconfig/netconsole 7 7 1 )Lz #w&% L. SYSLOGADDR /X5 X —% —% 1) E— hR A
PDIP7RLRICEEELE T,

I # SYSLOGADDR=192.0.2.1
3. netconsole H—EXABFMIC L TEEIL F 7,

I # systemctl enable --now netconsole

o JE—MNIRFLOTH—/N—0 |var/log/messages 7 7 1 L E=RRLFT,

14.12. BEE1E R

e /usr/share/doc/rsyslog/html/index.html 7 7 1 JLIC rsyslog-doc /Xy 5 —2 TA Y X h—)b
TN RFaxXrh,

o 27 I ED rsyslog.conf(5) & & U rsyslogd(8) man R—

o FLvIN—XMEE Configuring system logging without journald
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o ;L v IN—XMEE Negative effects of the RHEL default logging setup on performance and
their mitigations

® logging VAT ALAO—LOFER OE
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215Z LogaiNg Y AT L O—JLD{ERA

Y RAT LEEEIE, logging ¥ A7 L0—)L%fEMA LT, RedHatEnterprise Linux KRR MO ¥ &
H—N—ELTEREL. ZHDOIVSATY N AT LDLOTERETEET,

15.1.LoGGING RHEL Y R F LAO0— )L FERALAO—AIOT Xy E—T0
A2 AN

logging RHEL ¥ R 7 LAO—I)LOFONRT A —R=AD T4V I —%FAT DL, SEIFREHICE
DWTHA—ANATAYE—S%T4IVI VI TEET, TORR. LEAFUTERBETEET,

e BAREAROV NS T4 v IEDEZWRIETIZ, AVDNRETZIEHYET, T7—REDK
EDAyE—VIEETSZIET, MEZIYBRIKEETESLIICRYEY,

o URAFTLNITA—IXVADREL: OVDEN L TEDE, BE. VATALNT +—IVANE
TLET, BEERARY NOAEBIRMICOVICEHRTDIET, VY —ADEEFE, &
ATFLELIYMRMIERTETET,

o tXxal)F4—DEb: VATLAIS—OJA VKRB EDEFI T4 —AyvE—IUkFHK
B4 )0 Td352ET, BETZO7OHAEETEET, chid. ERamHEL.
AV T SA TV RAERAEFB-TI-HICEETT,

Gl s
o O vhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTEd1—H¥—¢sLcarybo—)b/—Kicasq4 L Tw
%,

o BIENR/— RKRADEMICHERTEZT7HIYMI, TD/—RIINT 5 sudo HERENH 5,

¥
1. ROWAB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {ER% L % ¢,

- name: Deploy the logging solution
hosts: managed-node-01.example.com
tasks:
- name: Filter logs based on a specific value they contain
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_inputs:
- name: files_input
type: basics
logging_outputs:
- name: files_output0
type: files
property: msg
property_op: contains
property_value: error
path: /var/log/errors.log
- name: files_output1
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type: files
property: msg
property_op: "lcontains”
property_value: error
path: /var/log/others.log
logging_flows:
- name: flow0
inputs: [files_input]
outputs: [files_outputO, files_outputi]

H# > 7l Playbook THEINTWEREIXRDESY TY,

logging_inputs
AXYJDANTA4 023+ )—D)ZAaEHELE T, type:basics 7 7> a VAIBET
&, systemd Vv —FILFELIE Unix VI Y RHDSDAADRTRICHRY £T,
logging_outputs
AXYJ7OENT40>aF)—D)RANEEHELET, type:files T T avitky,
O—AILT774)0 GBEIE Ivar/log/l 74 LI M) —R) ICOJA2REFETE XY, property:
msg. property: contains. & &£ U property_value: error + 7> 3 Y %#18E$ % &, error
XFHAEETTRTOOYH /var/log/errors.log 7 7 1 JLICIRTFEINE S, property:
msg. property: !contains. # & U property value: error # 7> 3 VAIEET D &, D
$RTOOYH /varllog/others.log 7 7 1 LICIREINE S, error EIE. 715UV YT
TOIMEBEDNHIILFIICBEIHWMADIENTEET,

logging_flows

OF¥>v/7o70-74723F+)—0Y) A M%=EEHL T, logging_inputs &
logging_outputs DEEHR%EIEE L £, inputs: [files_input] + 7> 3 vk, O DUNE%
FETH2AHNDY X M%EIBEL £9., outputs: [files_outputO, files_outputi] + 7> 3 >~
&, OVZEEXOEND) A MNEBELET,

Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 L SR L T £X
(A

2. Playbook O#XAMEEL £,
I $ ansible-playbook --syntax-check ~/playbook.yml

CDAR Y NIIBXZRILT BT THY ., BWNEITBYLRERENSRETEHEDTIEAW
CEITFERLTLEIWY,

3. Playbook #Z2fT L £ 7,

I $ ansible-playbook ~/playbook.ymi
WREE
. BEENR/ — KT, letc/rsyslog.conf 7 7 1 LDEXE2TAMLET,

# rsyslogd -N 1
rsyslogd: version 8.1911.0-6.el8, config validation run...
rsyslogd: End of config validation run. Bye.
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2. BENR/—RT, YAT7LN error XFN 2B A v E—2%207ICEETH I & 2R L
x7,
a. TAMAwE—VEEFELET,

I # logger error

b. LF®D & S (T /var/log/errors.log O 7 %=X~ LE T,

# cat /var/log/errors.log
Aug 5 13:48:31 hostname root[6778]: error

hostname (37 54 7V N AT LDKRA MNRICEZMZ FT, BJICIE, logger ATV
FeADLa—H—D1—H—F (ZDHFEIF root) "EFNTVWE I EITEFRLTLE
Iy,

BaEE R

e /usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 )L
e /usr/share/doc/rhel-system-roles/logging/ 71 L 7 ') —

o 27 I ED rsyslog.conf(5) & & U syslog(3) D man R—<

15.2.L0GGING RHEL ¥ 2 F AO0—)IVAFEALEZY E—bOFV IV ) 2 —
a3 vOEA

logging RHEL ¥ 27 LO0—J)LAFEAL T, 12U EDY 54 7~ KT systemd-journal HH—E X5
OJ%zREL. YE—M—N—([C&GEXTZVE—MOFVIY)a—2a3VERETEET, 20D
H#—/N—I&. remote_rsyslog & & U remote_files SZEN S ) E— MANZZIFERY., YE—FKZ b
BICE>THREINLETA LI M) —ROO—ALT 74OV 2HALET,

%OD%E%\ 7“:& iti;ﬂ@ct 5 7‘3:1_7\/7_7\‘:%’75—63 i’a—o

o OJDEAREE: BHOTY VYDA AYE—IVBIDDAMNL—YRAVIDOLNE, 7€
2, BT BHIET, BADERENS T a—FT4 v IDYRIMBRIEINE T,
oo TDA—RAT—RAT, AT A E—VAEHBRET BLHOIfE DT ICOTA VT B
EMIEBRINET,

o LXxal)FT 44— O AvE—VF1TAMICERLTRETDE, EF 27 THRIART
BEAEREBICOVERELYICAYET, TOLHIRBEICLY, EXa)TF1—A VI Ty
PELYMRPICKBRHEHLTHRIGEL, BEEEHGAZF/LIIENETZICRY T,

o OJNDOMEMB L BHOTY VELIEIHYH—ERICFLNDERLBBARZEICNS TIL
A—FT 4 VTTBICI, BHOVRATLANLDOAT Ay E—VAHBAIEEIEHNEET
T, TNICLY, IFIFRY—ZADLDARY MNETFTIERL AL, HESBTBEZENT
X7,

AR
o OVhO—IL/—KREBEWR/ —RFDERBITETLTWS,

o TIEWR/— KNTPlaybook #R{TTEH1—H¥—&Lcarybo—ib/—Kicasq4vLTw
%,
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BENR/ — RAOERICERTZT7HV Y M ZD/ —RIINHY % sudo #ERD % 5,

H—N—FWE IS4 T7Y N RFLDSELinux RY —THR—ME2EHL. ThOHDER— K
DI 7ATI74—IERL, T74IbDSELinux K'Y >—ICld, R— b 601, 514, 6514,
10514, BLV 2054 PEFENET, BIOR—PMEFERTZICIE. V5147V BLUH—/11—
VAT LD SELinuXx R Y —DZEERE EZBBLTLEIW,

. RDODAB%ET Playbook 7 7 1 JU (f3l: ~/playbook.yml) % {ER% L % ¢,

- name: Deploy the logging solution
hosts: managed-node-01.example.com
tasks:
- name: Configure the server to receive remote input
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_inputs:
- name: remote_udp_input
type: remote
udp_ports: [ 601 ]
- name: remote_tcp_input
type: remote
tcp_ports: [ 601 ]
logging_outputs:
- name: remote_files_output
type: remote_files
logging_flows:
- name: flow_0
inputs: [remote_udp_input, remote_tcp_input]
outputs: [remote_files_output]

- name: Deploy the logging solution
hosts: managed-node-02.example.com
tasks:

- name: Configure the server to output the logs to local files in directories named by
remote host names
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_inputs:
- name: basic_input
type: basics
logging_outputs:
- name: forward_outputO
type: forwards
severity: info
target: <host1.example.com>
udp_port: 601
- name: forward_outputi
type: forwards
facility: mail
target: <host1.example.com>
tcp_port: 601
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logging_flows:
- name: flows0
inputs: [basic_input]
outputs: [forward_output0, forward_outputi]

> 7L Playbook DEHD FL A4 THEEINTWBIEEIXRDEEY T,

logging_inputs

AXYITDOANTA >3+ )—D)ZAN2EHELET. type: remote + 7 3 V% 1BE
T5E XY NIV ENLIMROOF Y T RATLADLD) E— MAAD’RRICAY F
¥, udp_ports: [601]14 T avid, BEFRTHUDPR— MBSOV RANEEERZLE

¥, tcp_ports:[601] 4 T a vk, BT B TCPR—FEESDY AN EEERELZE

¥, udp_ports & tcp_ports DEAHEEI N TWSHE, udp_ports HMEHA I

. tcp_ports IFHIBRINZE T,

logging_outputs

AXYJ7OENT4 >3+ )—D)ZANEEHELET. type: remote_files + > 3 v %
BETSE. OVDEBTTHZ ) E—NRANETOTZLET LI, EAVO—HI
77AIICRESNE T,

logging_flows

OF¥>/7o70-74723F+)—0Y) A M%=EEHL T, logging_inputs &
logging_outputs DEHR%IEE L £9 . inputs: [remote_udp_input. remote_tcp_input]
FF avii,. OV ONBEREKRTEZANDY A M EEEL XY, outputs:
[remote_files output] + 7> 3 vk, OV EEHXLOHID) AN EIBELET,

H#> 7IL Playbook D 2 BEBD L A4 TIREINTWVWBEREIFTRDODEHYTY,

logging_inputs

AXYJDANTA4 023+ )—D)ZAREEHELE T, type: basics 7 7> 3a VAIBET
&, systemd Vv —FILFELIE Unix VI Y RHDSDAADRTRICHRY £T,

logging_outputs

AXYJ7OENT40>aF)—DYRANEEHELET, type: forwards 7 7> 3 viC &
Y, 2y h7—ORBBETYE—MOTHY—N"—IIOTAEZEETETET, severity: info7d 7
vavid, BERENMBEROOIA Yy —Y%RLES, facility: mail+ 7> a vk, oy
Ay E—YEERTEVRATLTOTSLDEEARLEY, target:
<host1.example.com> # 7> a3 v iE, YE—bOTH—N—DKRAMEEEEL X
¥, udp_port: 601/tcp_port: 601 4+ 7> a ik, YE—bOTH ==Y v VT3
UDP/TCP R— M EE&HEL XY,

logging_flows
OF¥>/7o70-74723aF+)—0Y) A M%=EEHL T, logging_inputs &
logging_outputs DEHR%IEE L £ 9, inputs: [basic_input] # 7> 3 Vi, O/ DUNE%
FHIBT2ANDY R N%&¥EEL 9. outputs: [forward_output0, forward_outputi] 74 7
vavid, OJEFEEOENDOY XA MEEBELET,

Playbook THEAIN 2 TANTOEHOFMIF. 2> bO—IL/—KRD
/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 L 2SR L T £X
AN

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml



#5153 LOGGING Y 27 A0O0—ILDER
DAY NIIBXERIET BT THY ., BNEDPPEYRERENLFRET SHEDTIERW
ZEITERLTLEXW,
3. Playbook #Z2fT L £ 9,

I $ ansible-playbook ~/playbook.ymi

L 9547 MEY—N—=2 T LDEAT, letc/rsyslog.conf 7 7 1 IILDEXZT A ML E
ER

# rsyslogd -N 1

rsyslogd: version 8.1911.0-6.el8, config validation run (level 1), master config
/etc/rsyslog.conf

rsyslogd: End of config validation run. Bye.

2. DFAT Y NV RAT LY —NR—II XAy -V % EETDIIEEMRALET,
a. VA7V NI RATALAT, TAMAy =V %X ELET,
I # logger test

b. #¥—/X—< X7 LT, /var/log/<host2.example.com>/messages 07 =&~ L £9, JRIC
BlzRLET,

# cat /var/log/<host2.example.com>/messages
Aug 5 13:48:31 <host2.example.com> root[6778]: test

<host2.example.com> (&, 754 7Y N RATLDRAMZICEEWMA TS, OTICIE,
logger ARV REAA LI —DI1—H—Z (ZDHFEIE root) "EFNTWVWB I &I
FRELTLEI Y,

BIER R

e /usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 )L
e /usr/share/doc/rhel-system-roles/logging/ 71 L 2 ') —

e rsyslog.conf(5) & & U syslog(3) man R—<

15.3. TLS #{#F L /= LogGING RHEL ' 257 A O0—)LD{EMA

Transport Layer Security (TLS) (&, A Ea—4%9—XXy M7=V LTEF a2 7RBELZFREICT S0
ICERET I NSO NIILTY,

RHEL ¥ 27 L0—)L® logging AT 5 &, O XvtE—YDEFa7REEERELT. 128
+DYS4 7> hT systemd-journal t—EXANSOJABEL, TLSZFEALTY E— b —/1N—
ICERETEET,

BE, VE—MOFUIYYa2a—2a3 0 TATEEZETDLODTLSIE, 19—y NREDEFE

MOEWRY =0Ty IRy NT—VRATHET -9 2EXET2HAICERAINIT, &
fo. TLS CitPAZEZER TSI ET, V347V MDLELWMEHETE S Y —N\—ICO 7 2 HEICERE
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TEEY, NICEY, "PEERE R EORBEZHSIENTEIT,

5.31LTLS 2FAH LA SA 7 NOXF Y TDERE

logging RHEL ¥ 257 60—V %FET 2 &, RHELZSA4 7 hToOFXF V%R E L. TLSES1E
EEALTAOJZ)E—MOF VIV RATALICERETEET,

CODFIETIE, MBBEABAELEIFERLE T, TDHE. Ansible 1 YRV N) =D IS4 TV NTIL—
THOLKRANMITLSAERELT T, TLS 7O MINIE, XvE—YEEEESIELL, XY NT7—2
RBBETOVAZ2IlEgELET,

pa 3

SFBAZ A ERR T 5 7-IC. Playbook T certificate RHEL ¥ 2 7 40—l = UOHTHE
xHY FHA, TOO—IIL logging_certificates EHN R EIN TV 315
A. logging RHEL ¥ 257 AO—JLIC & > TEHBMICHUHINE T,

CADMERRINEIBAZICELTEXZLDICTBRICIE. BENE ./ — KA 1AM RX AV
ICEBEINTWEIRELrHY £,

Gl s
o OvhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTEd1—H¥—&LTcarybo—)b/—Kicasq4rvLTw
%,

o EBIMWR/)— RADERICHERATIZ7HIYMI, TD/—RICWT 3 sudo ¥EREHLH 5,
o ETIEWR/—KAIAM RX A VICEFINTWDS,

o TEWR/—NETRETZOFXFYIH—/N—DRHELO2 LIEAEZEITL. FIPS E— KAEW
ICR > TWBIHE. 7514 7> b Extended Master Secret (EMS) HiaRIEREE H/R— b L TWL
Zh, TLS13 AFEALTWS, EMS &AL AW TLS 1.2 #Efmid kML £9, 53, Red
Hat 7Ly ¥ R—Y 1) 22— 3 7 TLS extension "Extended Master Secret” enforced % &8
LTLEIW,

=2
1. ROWAB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {EE% L % ¢,

- name: Configure remote logging solution using TLS for secure transfer of logs
hosts: managed-node-01.example.com
tasks:
- name: Deploying files input and forwards output with certs
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_ certificates:
- name: logging_cert
dns: ['www.example.com’]
ca:ipa
principal: "logging/{{ inventory_hostname }}@IDM.EXAMPLE.COM"
logging_pki_files:
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- ca_cert: /local/path/to/ca_cert.pem
cert: /local/path/to/logging_cert.pem
private_key: /local/path/to/logging_cert.pem
logging_inputs:
- name: input_name
type: files
input_log_path: /var/log/containers/*.log
logging_outputs:
- name: output_name
type: forwards
target: your_target_host
tcp_port: 514
tls: true
pki_authmode: x509/name
permitted_server: 'server.example.com’
logging_flows:
- name: flow_name
inputs: [input_name]
outputs: [output_name]

H# > 7L Playbook THEINTWEREIXRDESY TT,

logging_certificates

ZDINT A —48—DIElIL. certificate RHEL & X7 A O0— )LD certificate_requests |ZJE X
N, MWEBREMPASOERICERINET,

logging_pki_files
CDNFA—F—%EATZE, TLSICHERAT 2 CAl GiEAE. BLUVRBI 7M1 ILEZRERT
2HDICAOF VI THERT IR EZTOMDEBE (M TNRNFTA—4—
ca_cert. ca_cert_src. cert. cert_src. private_key. private key src. & & U'tls T
E) ZBRETEET,

R

logging_certificates Zfff L TEEXNR / — NICT7 7M1 IV EEKT 2356
l&. ca_cert_src. cert_src. & & U private_key src ZfHAHLAWVWT LI
W, Zh ik, logging_certificates IC& > TERINTWAWT 71 )LD
AE—ICERINIT,

ca_cert

EERNR/ —REDCAFBAE I 7 IADNRRERLET, 774 bD/RRIF
letc/pki/tis/certs/ca.pem T, 7 7 A JLRZIFI—H—DEELXT,

cert

EERR/ —REDIBAE 7 7 A IVADNIRRERLET, 774/ bDRRIE
letc/pkiltis/certs/server-cert.pem T, 7 7 AL ZIFI—H—DEREL T,

private_key

EENR/ —RLEOMEE I 7ALADIRRERLET, 774/ bD/RRIFE
letc/pki/tls/private/server-key.pem T, 7 7 (L& IEI—H—DERELX T,

ca_cert_src
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Y=y NRZA D ca_cert THESINGAICIE—ShNS, A bA—IL/—RED
CASIBAZE 7 7 1 L~D/RA %KL X7, logging_certificates AT 2H51E. Ch%
FRALAVWTCREIL,

cert_src
=7y bRZ LD cert THREINAHBAICIE—IN%, J¥ bO—JL/— N EDFEH
E7 74 ~DIRRA%FKLZET, logging_certificates % FH T 2H551E. ChAEFRALA
WTLEEL,

private_key_src

& —4y NIRZ M@ private_key TIEEINIBATICOAE—SN3, JvbO—IL/—RE
DMBEHET 74 IL~D/IRA %KL ET, logging_certificates A3 21H51E. ChEE
ALAEVWTLEIWY,

tls
CDINTA—=F —%true ICERET D&, 2y M=o LA A EFa7ICEHEEINE
T, EXaT7RSyNRN—DRELWVGEEI, tls:false ICRELE T,

Playbook THEAINZTANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 L 2SR L T £X
L,

Playbook DX ZHFEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

ARV NIIBXERIETZLETTHY ., ANEDPRBEULERENSRETZEDTIEAN
CEIFERLTLEIWY,

3. Playbook #Z21T L £ 9,

I $ ansible-playbook ~/playbook.ymi

BIER R

/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 JL
/usr/share/doc/rhel-system-roles/logging/ 714 L 7 b ') —
/usr/share/ansible/roles/rhel-system-roles.certificate/README.md 7 7 1 JL
/usr/share/doc/rhel-system-roles/certificate/ =1 L 7 h ') —

RHEL ¥ X7 A0 —)L% A L 7<ZEBAE DEK

rsyslog.conf(5) & & U syslog(3) man XR—<

15.32.TLS A#FA L/ —1"—OFX vV JDERE

logging RHEL ¥ 27 LO0—J)LAFEAT 5 &, RHELY—AN—TOOFX Y V%% EL. TLSESLAFE
ALTY)E—MNOFVIIRT LSOOI EZETELIICH —N—2BRETEET,

CDFIETIT, WBBEEAPEZEEFERLF T, ZTDHE, Ansible 1 YRV N —DH—N—F)L—TH
DEKRAMITLS A#BELEXT,

228


https://access.redhat.com/documentation/ja-jp/red_hat_enterprise_linux/8/html-single/automating_system_administration_by_using_rhel_system_roles/index#requesting-certificates-using-rhel-system-roles_automating-system-administration-by-using-rhel-system-roles

#5153 LOGGING Y 27 A0O0—ILDER

pa )

SFBAZ A ERR T 7=, Playbook T certificate RHEL > X7 40—l %

ICEBEINTWBIRELHY £,

AR
o OvhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,

FUOHTBE

iEHY FtH A, logging RHEL Y 2FAO—)LAZDO—/ILEBBNICHUHEL T,

CADER S NSIAZICELTE 2L ICT I, BENR/ — KA M KX A >

o TIEWR/— KNTPlaybook #R{TTEd1—H¥—¢sLcarybo—jb/—Kicasq4vLTw

%,

o TEWR/ —RKADOERIFERTZT7AVY M, ZD/ — RIZHT % sudo HERD H 5,

o TIEWR/—KAIAM KX A VICEFINTWDS,

o BEWR/—FETRETZOFXYITH—/N—HARHELI2LIEZEITL. FIPS E— RAEH
ICR > TW3BIGE. 754 7> b Extended Master Secret (EMS) HiaRIERE R HAR— b L TLY

2H, TLS13ZFRALTWS, EMS Z#{FR LAWTLS 12 FEid kL F£9, &%

L. Red

Hat 7Ly ¥ R—Y 1) 22— 3 7 TLS extension "Extended Master Secret” enforced % &8

LTLEEIL,

=2
1. ROWAB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {ER% L % ¢,

- name: Configure remote logging solution using TLS for secure transfer of logs
hosts: managed-node-01.example.com
tasks:
- name: Deploying remote input and remote_files output with certs
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_certificates:
- name: logging_cert
dns: ['www.example.com’]
ca:ipa
principal: "logging/{{ inventory_hostname }}@IDM.EXAMPLE.COM"
logging_pki_files:
- ca_cert: /local/path/to/ca_cert.pem
cert: /local/path/to/logging_cert.pem
private_key: /local/path/to/logging_cert.pem
logging_inputs:
- name: input_name
type: remote
tcp_ports: [514]
tls: true
permitted_clients: ['clients.example.com']
logging_outputs:
- name: output_name
type: remote_files
remote_log_path: /var/log/remote/%FROMHOST %/%PROGRAMNAME

:::secpath-
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replace%.log
async_writing: true
client_count: 20
io_buffer_size: 8192
logging_flows:

- name: flow_name
inputs: [input_name]
outputs: [output_name]

H# > 7l Playbook THEINTWBEREIXRDESY TY,

logging_certificates
ZDINZ A= —DfEIE. certificate RHEL ¥ X7 A 0O—J)L D certificate_requests [ <
N, MWEBEREAPFSOEXRICERINE T,

logging_pki_files
ZDINSA—Y—%FERT2E. TLSICHEAT S CA iAE. LRI 7M1V ZRERT
2HICAOF VI THERT /IR EZTOMDEE (M TNRNFTA—4—
ca_cert. ca_cert_src. cert. cert_src. private_key. private key src. & & U'tls TIg
E)ZRETEIXT,

s )

logging_certificates Z{#fH L TEEBNR / — RIZ7 7M1 IV &2 EK T 23556
l&. ca_cert_src. cert_src. & & U private_key src ZHAHLAWVWT LI

» LW, Ihiild, logging_certificates (& > THERINTWARWT 74 )LD
AE—ICERINET,

ca_cert
BEENR/ —REDCAFBAE I 7 IADNIRRERLET, 774 bD/RRIF
letc/pkiltls/certs/ca.pem T, 7 7 A LRI —HF—DRELZF T,

cert
EENR/ — REDIAEZE I 7M1 LADIRRERLET, 774/ bD/RRIFE
letc/pkiltis/certs/server-cert.pem T, 7 7 1L RZIFI—H—DEREL T,

private_key
EENR/ —RLEOMEE I 7ALADRRERLET, 774/ bD/RRIFE
letc/pki/tis/private/server-key.pem T, 7 7 /L& IFI—H—DEELF T,

ca_cert_src
=7y NRAMD ca_cert TEHEEINLBMICIE—INS, I hO—J)L/—KRLED
CASIBAZE 7 71 IL~D/RA %KL T, logging_certificates AT 2H51E. Ch%x
FRALAVWTCREIW,

cert_src
H—Fy NRXMDcert TIREINABAAICIE—INS, J¥ bO—JL/— K LD
E7 74 ~DIRRA%EFKLZET, logging_certificates % FH T 2H551E. ChEFRALA
WTLEIW,

private_key_src
& —%4v NRZX MO private_key CIEEIN/BMICIE—XN3, JvhO—JL/—KLE
DMBHET 74 IL~D/IRA%KLZET, logging_certificates A3 21H51E. ChEE
ALAVWTLEIL,
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tls

CDINFGA—=F—Z%true ICERET &, Xy MT7—2LTOI D EFa7ICEGEEINE
T, EXaT7RSyNRN—DRELWVGEEI, tls:false ICRELE T,

Playbook THEAINZ T ANTOEHOFMIF. 2> bO—IL/—RD
/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 L 2SR L T £X
L,

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

ARV NIIBXZRILT BT THY, BWNEITBEYRERENSRETEHEDTIEAW
CEITFERLTLEIWY,

3. Playbook #Z2fT L £ 9,

I $ ansible-playbook ~/playbook.ymi

BEEEIR
e /usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 )L
e /usr/share/doc/rhel-system-roles/logging/ 71 L 7 ') —
o RHEL Y RFAO—JLA(ER LAEREDOEX

e rsyslog.conf(5) & & U syslog(3) man R—<

15.4. RELP TL0GGING RHEL > X5 A 0—)LD{EH

Reliable Event Logging Protocol (RELP) &i&, TCP ®v 7=V %FHT 2. T—49 & AvtE&—>0O
FUVIRORY 7—F2J7O0MINDIETT, ARV IMAYE—VEREICEETEDT, XV
-V OBRIIFINBVWRIETCHERATEET,

RELP OXfEMIIZa~v Yy FEXTcO/ TV M) —%85X L. ZEAIFNEBRICHEZEIGELXY., RELP
&, —BEMERERDEZOIC, EEINZOAT Y RTEICANS U I a VvEBSAREL. BEXyvE—Y
DEBELEY,

RELP Client & RELP Server ®EIC, VE—MOAF VIV RATLERFTTZIENTETET, RELP
Client i) E—bFAOF VIO RFTALICAOY %E3% L, RELPServer &) E— OF VI AT LNDE
BEINIRTOOVEZIIRYET, COI—AT—RAEFRET 5ITI1E. logging RHEL ¥ 27 A
O—J)aEFERALT, OV N —DPHEEICEZEINDLDICAF VIV RATLERETEET,

15.41.RELP 2B L/ 54 7> hOX VT DERE

logging RHEL Y R 7 LAO0—J)LAFEAT 2 &, O—AIIREREIN/ZOT XA yE—TY% RELP 2R L
THE—MAOFVIVRTALICEETELDICERETEET,

ZDFETIE. Ansible 1 Y M) —® clients 7IL—7HDLHKR A MIRELP #5%EF L FJ., RELP

FXE (L Transport Layer Security (TLS) ZfH L T, XvE—YXFzESL. *vy NT7—JHET
O/ ARSICEELET,
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Gl s
o OvhO—I)L/—REBEFR/—ROEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTER1—H¥—¢&Lcarybo—)b/—Kicasq4rvLTw
%,

o TEWR/ —RFKAOERIFERTZT7HAVY M, ZD/ — RIIHT 3 sudo HERD H 5,

¥
1. ROWAB%EL Playbook 7 7 1 JU (fill: ~/playbook.yml) % {EE% L % ¢,

- name: Configure client-side of the remote logging solution using RELP
hosts: managed-node-01.example.com
tasks:
- name: Deploy basic input and RELP output
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_inputs:
- name: basic_input
type: basics
logging_outputs:
- name: relp_client
type: relp
target: logging.server.com
port: 20514
tls: true
ca_cert: /etc/pki/tls/certs/ca.pem
cert: /etc/pki/tls/certs/client-cert.pem
private_key: /etc/pki/tls/private/client-key.pem
pki_authmode: name
permitted_servers:
- "*.server.example.com'
logging_flows:
- name: example_flow
inputs: [basic_input]
outputs: [relp_client]

%> 7)U Playbook TIEEINTWBREIRDESY TY,

target

DE—ROFXFVIVRTLDHEEBL TWEIHFRANEGEIEET DNE/INTA—Y—TT,
port

DE—ROFXFVIVRTLDLY YAV LTWBR—NEESTT,
tls

XYy NI—0ETOJEXaTIlEGELET, EXF2T7RTVNN—DREBERVEZEIE. tis
TH % false ICERELE T, T74NPMTIE IS /A5 XA =4 — true ICREIN T T
RELP {7 2B EICIEEB/FAES LMY FL v b {ca_cert. cert. private_key} ¥
{ca_cert_src. cert_src. private_key src} ’UWETTY,

e Jfca_cert_src. cert_src. private_key src; DY) FL v NEERET D E. T74ILb
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DGR (/etc/pki/tls/certs & /etc/pkitls/private) A, I hO—JIL/ — KOS T7 74
HEET B8, BENR/ —ROEEE LTEAINEY, Z0BE. 7714
M) ZLy hOTOEZRIERALCTY,

e ica_cert. cert. private_keyt N L v MAREINTWBIHEIE. 770/LidOF
VIUREDRICT 74N MDRRAICBEINTWEIRELSHY FT,

o KNYZLy NOBMANKREINTWBIFAICIK, 77/ )Favyba—IL/—RoO—
HILDRADNSLEERR ) — ROEED/NNAANGEEINT T,

ca_cert

CASIBAE~ADNRR =XKL FT., T 74/ bD/XR L /etc/pki/tis/certs/ca.pem T, 7714
WEIFI—F—DERELE T,

cert

SERAEAD/RZRERLET, T 7 4/ bD/IRIE Jetc/pkiltis/certs/server-cert.pem T,
77ANVBEI—Y—DERELET,

private_key

MERADNZERLE T, T 74/ hD/RRIL letc/pkitls/private/server-key.pem T,
774 NBAEI—F—HIERELET,

ca_cert_src

O—AIDCAIBAEZE 7 7ML AR LET, CHIFBERR/ —RICIE—3hZE
9, cacert ZI/EL TWBIHFEIF. TOHBAICIE—INZET,

cert_src

O—AIDIBRE T 74 IR EXRLET, CHIEBERR/ —RICIE—3INZFT, cert
ZIEEL TWBISEICIE. ZTOHMBEENGMICOIE—INET,

private_key_src

A—ALF—T 74 ILDNRRZRLET, TREFBEERNK/—FNIIE—3INnZE
¥, private_key ZiEE L TW BB AIF. TOHFAICIE—INZET,

pki_authmode
name X 7z (3 fingerprint ORI E— KA FERATE X,
permitted_servers
AX>J0347 7 8D, TLSRATOEBKS S VOVEBEZHFATTEIH—/1N—D) R K,
inputs
A¥YIAANT422aF)—DIRE,
outputs
A¥YIHEAT102aF)—DIRE,
Playbook THEAIN 2 IANTOEHDFMIE, I~ ~A—IL/—FD

/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 L 2SR L T £X
(A

. Playbook DX =ML £9,
I $ ansible-playbook --syntax-check ~/playbook.yml
DAY NIIBXZREET 5T THY ., BRI TEYBBREN ORET 2 EDTIEARL

CEIFERLTLKEIWY,
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3. Playbook #Z2fT L £ 7,

I $ ansible-playbook ~/playbook.ymi

BIER R

e /usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 )L
e /usr/share/doc/rhel-system-roles/logging/ 71 L 2 ') —

e rsyslog.conf(5) & & U syslog(3) man R—<

15.42.RELP 2B L —/"\—O 7 D& E

logging RHEL ¥ X7 LAO0—I)LEERAT2 &, OV A v E—Y%ZRELP ZERALTY E—bOFXF VT
ATLNLRETEELIICH—N—ERETEET,

LLFDOFIETIX. Ansible 1 Y RY M) —D server 7IL—THDLIKRRAMIRELP #%E L F T,
RELPEREIX TLS AR LT, XvtE—YEEFAESEL, Xy b7 —I2RRHATOZLZLICEELE
-a—o

AR
o OvhO—I)L/—REBEFR/ —ROEBEINZTTLTWVWS,

o TIEWR/— KNTPlaybook #R{TTEd1—H¥—¢sLcarybo—jb/—Kicasq4vLTw
%,

o BIENR/— RKRADEMICERTEZT7HIYMI, TD/—RIINT 2 sudo HERENH 5,

¥
1. ROWAB%EL Playbook 7 7 1 JU (fll: ~/playbook.yml) % {ER L % ¢,

- name: Configure server-side of the remote logging solution using RELP
hosts: managed-node-01.example.com
tasks:
- name: Deploying remote input and remote_files output
ansible.builtin.include_role:
name: redhat.rhel_system_roles.logging
vars:
logging_inputs:
- name: relp_server
type: relp
port: 20514
tls: true
ca_cert: /etc/pki/tls/certs/ca.pem
cert: /etc/pki/tls/certs/server-cert.pem
private_key: /etc/pki/tls/private/server-key.pem
pki_authmode: name
permitted_clients:
- "client.example.com'
logging_outputs:
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- name: remote_files_output
type: remote_files
logging_flows:
- name: example_flow
inputs: [relp_server]
outputs: [remote_files_output]

H# > 7L Playbook THEINTWBEREIXRDESY TT,

port
DE—MOAFVISRTLD) YAV LTWEBR—MESTY,

tis
XYy NI—0ETOJEXaT7IlEGELET, EXF a2 7RV N—DREBERVEEIE, tis
L% false ICERELE T, 774N PTIE tIs /NS A =4 —(F true ICEREINFE I H
RELP %R 9 254 ICIHSB/FGIBAE S LMY 7L v b {ca_cert. cert. private_key?
{ca_cert_src. cert_src. private_key src} ’WETTY,

e Jfca_cert_src. cert_src. private_key src} DY) FL v NEERET D E. T74ILb
DGR (/etc/pki/tls/certs & /etc/pkitls/private) A5, I hO—I)L/ — KOS 774
HEET B7H. BEEXNR/ —RNOEEE LTERINE T, ZOBE. 771I)L4AIE
M) ZLy hOTOEZRIERALCTY,

e ica_cert. cert. private_keyt h') L v A REINTWBIHEIF. 770/LdOF
VIREDRICT 74N MDRRICBEINTWEIRESHY FT,

o KNYZLy NOBMANKREINTWBIFAICIK, 77/ )Favyba—IL/—RoO—
HILDRANSLEERR ) — ROEED/NNIAANGEEINT T,

ca_cert
CASIBRE~ADNRR =XKL FT., T 74/ bD/XR L /etc/pki/tis/certs/ca.pem T, 7714
WEIFI—F—DERELE T,

cert

SERAEAD/IRRERLET, 774/ bD/RRIE /etc/pkiltis/certs/server-cert.pem T,
774 NBAEEI—F—HIBRELET,

private_key

MERADNZERLET., 774/ hD/RRIL letc/pkitls/private/server-key.pem T,
774 NAEI—F—HPBRELET,

ca_cert_src

A—ANDCAFERAEZE 7 7M1 ILXARZRLEFT, CHIFBEENK/ —RICOAE—3IhZF
9, cacert ZIEEL TWBIHFEIE. TOHBAICIE—INZET,

cert_src

O—AIDIBRE T 74N REXRLET, ChHIEBERR/ —RICIE—3INZFT, cert
HIRELTWDIGAICIK, ZOBRENGFRICOIE—3INET,

private_key_src

A—ALF—T 74 ILDNRRZRLET, TREFBEERNEK/—NIIE—3INnZX
¥, private_key ZIEE L TWBHAIF. TDFAICIE—INZET,

pki_authmode
name /-3 fingerprint DRI E— N2 HRATE XY,

permitted_clients
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AFX Y JH—NR=—DTLSRHTOERS LA TEEEHFATT 2917V MDY XK,
inputs

OF Y JAAT1402>aF+)—D) Rk,
outputs

A¥XYJHAT40>3F)—D) Rk,
Playbook THERAIN2Z2 TN TOEHDOFMIE. I bO—IL/—KRD
/usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 L 2SR L T £X
L,

2. Playbook O#XAMIEL £,

I $ ansible-playbook --syntax-check ~/playbook.yml

DAY NIIBXERIET ST THY ., BNEDPRBEYNLERENSRETZEDTIEAN
CEITEFRLTLEIWY,

3. Playbook #Z2fT L £ 7,

I $ ansible-playbook ~/playbook.ymi

RS

e /usr/share/ansible/roles/rhel-system-roles.logging/README.md 7 7 1 )L
e /usr/share/doc/rhel-system-roles/logging/ 71 L 2 ') —

e rsyslog.conf(5) & & U syslog(3) man R—<

15.5. BAEF R
e RHEL Y ZXFALO0—)LAERAT A0y hO—JL/ — REBEWNS ) — NOHE(E

e rhel-system-roles /XY 5 —Y TA VA M—)LINLRFa AV b
I%. /usr/share/ansible/roles/rhel-system-roles.logging/README.html ([CH Y £ T,

e RHEL X740V

e 27 LD ansible-playbook(1) ® man R—
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