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Red Hat OpenShift Service on
AWS (ROSA)

aws o FodHat

Fully managed Red Hat®
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B42.2 Red Hat OpenShift Service on AWS OARM1L

ACSA > Get Started

Verify ROSA prerequisites .«

This page verifies If your account meets the prerequisites to create a Red Hat OpenShift Service on AWS (ROSA) cluster.

ROSA enablement i

ROSA, s joirtly managed by AWS and Red Hat. Enable ROSA to ceate 3 conmection with Red Mat, which s required for metering and billing.

(L) After enabling ROSA, you can create two types of clusters :

s ROSA classic custer control plane infrastructure hasted inyour SWS account.

= ROSA with hosted contral planes (HCP): cluster contral plane infrastructure hosted in Red Hat-
owned AWS aocount

You choose which control plane model 1o use when you create your clster, Learm mone A

| agree o share my AWS account number and email address with Red Hat. This Information is used for service
maetering and technical support gutreach, You do not inour any fee when you enable ROS&

Enable ROSA with HCP and ROSA classic af—

Last chiecked onc February 14, 2024 a3t 14218 (UTL)

CDATY TTH—EREAMLTEHERESREIRELFIHA, BLETINEEINZD
. BFIDISRY—%FTO4 LIBEOATY, TNICIEEDIIBHZELHY T,

3 TAEANRTIEE, BEREXAYE-—INRTINET,

B42.3 Red Hat OpenShift Service on AWS DAEZNEDRESR

Verify ROSA prerequisites ...

This page verifies if your account meets the prerequisites to create a Red Hat OpenShift Service on AWS (ROS5A) cluster,

ROSA enablement e

ROSA is jeimly managed by S6E and Red Hat. Enable ROSA te create a cormection with Red Hat, which is required far matedng and billing

(i) After enabling ROSA, you can creste two types of clusters ;

= RD5A classic dluster control plane infrastructure hosted in yaur AWS account

= FRO%A with hosted control planes [HCPE cluster contred plane infrastrecture hosted In Red Hat-
awned AWS account.

¥ou choose which control plane model to use when you create your duster. Learn maore [

) You previcusly enabled ROSA HCP and ROSA classic

Last checked om February 14, 2024 at 14206 (UTC)

F AWS Organizations administrators: enable ROSA classic across your organization
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HADNKRINET, INODFHRFEDOVTNANELINTUVWRWGEIE, WIET B X v
E—IPNRFIINET, ERLAZ) =V a3V TEY Y THFRHLAH[ERICSRLET,

B42.4 4 —ER YV #—%

Service Quotas i o

T s HLYLA, yoa may need to INCrEESE FouIr cuIntay

A Your guotas dan't meet the minimum reguirements in the ap- Infrease service quotas [
south=1 Region.
Your HIJI'II'I|I'Ig On-Demand Standard (&, C DL H, LM, R, T, E:l Instancas
[L=1216C474] quata B 5. The minimum guota value Tor ROSA i 100,

You Can request guata Increases from the Service Guotas paga.

Learn mare [

Last shacked cn: January 16, 2024 at 14:36 (UTC)

a. Increase service quotas Ry %9 1) v 7§ %H, Learnmore ) V7 ZFEAL T, ¥—FE
AV =5 DEBFEICEAT 2FMERZIMELE T, 74— 9DBVF+2RIGE. 74—
I —YavVERATHB I EICFRLTKEIW, Web AV Y —ILOELERBICHSZ ) —
VavARAvFv—%=FRALT. BL0OHB)—arvDiF—9FTv I EBETL.
MHEIZGLTH—ER V7 +—9DBM) VT A M EEEFETEET,

5 IRTORHRFENHELLINTVBIHE, R—VIRODLIICRYXT,
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B12.5 Red Hat OpenShift Service on AWS DRiI{RFH DHESR

Fita > GE SeEd

Verify RDO5A prerequisites ..

Thi page verfian H yeer sccount masis the prereguibBm o creaie 8 Red Hei OpenShilt Serdoe on AWS (RO5A] cnder.

ROAE enablamant e

RN b jmeily ruraged by AAT el Bed Had. Frald e FITWA b sreade @ ssrers e adih Pl Hal | sia i respaire:

i3 Areer enalyling POSA, gy can onats Bwa bypas of dundes ©

= AOSA sl dhamer canod plane EriraerrErmine Remed i EEE AT I

= ASA wirh hesmesd normnnl planas H0RT dismer tornnnl plard infragmis e hesed in Red Hoe-

L T T

wow caoeas which carimed plans mased 1o une when Rl reand yodr chiuer Leam maee 25

23 Vel pewvzady passlied BO4SA HOF 50d ROMGA clwnk:

x i o Petruary B4, S0 0 T Tl

F AW Orgenbatiaas sdmia kmraneds: pakle RIAA dasl acrest yoiir erganbrarian

SErded [ualias ive

T aron BIVLE, o ey rormd s inwreair o rasilio,

i Your quotas et @ requiereests for BOSA

ard vhwslired ne Febwruary Ul J000 o TEOA LITT]

ELE servica-linked role «o

ek i I DL L g DL v sl Tt T ] T s s i B 1 i ¥ ] e D

Vi v bnd i

. r . -
=3 dri P ple o L | asd B3k ine] Srea o pes wiew hes rodie-

Next steps

Chftd Linilape Lo Sed Fal B0 o yplel e e flegs 129 ek Beetoda let.

o S el B T SO0 Dnking e
+ AWE soourdwico role constion ske

DAk TRl i L0 The® (el dhuilens o5 Wi Npd Hal donsdi

Larcel

ELBH—ERICY Vo INO0—ILIZEEMICERINE T, FRODNIZInfo Y VI %Y
w3 E, PRI LEANIL TR Y —ZARRTINET,

23.AWS & REDHAT D7 AV NEY TR Toarvnpl) vy

. LV ED ContinuetoRedHat Ry %7 1)vw o LT, Z7AO9V MDY VI 5HEITLE

3_0
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B42.6 Red Hat IC T

Mext steps

Choose Continue to Red Hat to complete the steps for these prerequisites.

= W5 and Red Hat acoount Inking  Infe
= AWS account-wide rale creation  infa

Once finished, you can then create clusters on the Red Hat console. \

2. BEDT SO —DtEy>a v TRedHat 7HD Y MIEEOTA Y LTWARWGEEIE. 7AH
Dy MIATAVTEREIICKOENFET,

y 13!
BHEVDAWS 7HT Y A 1DD Red Hat RICY Y I I TWBRELHY
3
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Bl2.7RedHat 7 ho v b~O v 1 >~

Log in to your Red Hat account

Red Hat login or email

OR

G Login with Google

B Login with Microsoft

€9 Login with GitHub

Register for a Red Hat account =

Forgot your password?

o ZDOR—ITIE, FTLWRedHat 7hHo Y MEHLEEY, "AT7—KAa)Ey LY
T52EETEET,

® Red Hat OpenShift Serviceon AWS ®@H 7245 ) F>arv%sF7 971 7L AWS 7
A0 MIEEMIFS RedHat 7HD Y MOV A4 Y LET,

o H—ERDFEKRICHERTZAWS 7HD Y ME. 1 DD RedHat 7h 7 ¥ MZDHEER T
22ENTEZET, BEIE. AWSTIAEDT A > MH. Red Hat OpenShift Service on
AWSADHYTRISA4TE, THAODY MDY V) BLUBERICERINET,

e [ L RedHat #ICE T 2T RTDF—L X V/N\—H, Red Hat OpenShift Service on
AWS 7529 —DERHIC, Y—EXDFEKBICY VI INELAWS PHD Y M &ERT

xFd,
3. FIAENAMIEE L%, RedHat 7THU Y NOEEAZTTIE XY,

10
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c}rﬂ, W

E . COFIEIE. AWSTHD Y MDURICED RedHat 7AD Y MZH) VI EH

e TWRWERICDAMERTEET,

c}rﬂ, 2

E \ 1—F—HOTA VERADRedHat PHIY MCAWS PHY Y AT TICY ¥ 4

AAN INTVWBHE, COFIRIFRFY TINhIET,

c}rﬂ, 2

: . AWS PH™S Y RABID RedHat PHY Y NS Y I ShTWBIEAE. T5—
§oe ; DRRINET, ST a—F4 v JI& Correcting Billing Account

Hxﬁ\x Information for HCP clusters #&8 L T XL,

B2.8 7hD v MEEDRET

Hybrid Cloud Console Services ~ €}, Search for services

—
— connect

Complete your account connection

Red Hat account number
AWS sccount ID

Subscription(s) Red Hat OpenShift Service on AWS with Hosted Control Plane

Terms and conditions *

United States (English]) -

8 | have read and agreed to the terms and conditions, 5

Connect accounts Cance

RedHat &E AWS O AD T H Y REENZOBEEICKRRTINE T,

4, H—ERBWICEEZ T BIF AL, Connectaccounts R V&2 ) v o LET,
Red Hat Hybrid Cloud Console Z IO THERT 215 &1d. DY T XY —%{ENT HHIIC.
IR—Y R —ERO—KBRFARNICABETELOKDOLNET,

1


https://access.redhat.com/articles/7066995
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B42.9 FIAHHK

Terms and Conditiars
Plaeitl It bt Tived. Joed il Diwvlt D0 13 g rand] s
H yora de =t peveph tha e, pouwill ot ba sbhls B creode nes

chuginrsar s aler annlisg chslers, Exlicg duslers il ral be
FITecnid, Bimss BOOSCLwill B spad-ondy

‘Wirw: Tarrmm and Conditions

View Terms and Conditions RY V%52 ) v 0§53 &, AL TRETIHELNHZEBMDF
BARHIRIINZET,

B42.10 Red Hat O FI A

P Hit
Customer Portal

Red Hat Terms and Conditions

Rid Hat Galine Subseriplions Terms -Winitled Slates (Englizh) -

-]

CORRTEMOEHEEZHREL., 7OV IPRRINEOAREZHRELE T,

5. Hybrid Cloud Console I, AWS 7AHD Y bDty b7y TRTICEAT Z2HEEL v -V &, ¥
S29—DT 7041 DERHRFEIRFIINE T,

12
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B12.11 Red Hat OpenShift Service on AWS DRIHRFH DT

- -~
rr?amlﬁuu:mh Sardice * L, Sasrch for sarvices

= ¥ Chters

CipenShift

Set up Red Hat OpenShift Service on AWS (ROSA)

Croerview

ROSA allorwa you ta disglay Tuly aserational s managed Red Hat CranShift chates while bvaraging the Tull Brsadih and diagtl
Dashboand
Chesbars
ERS -]
Liarmieyy Risoarees
Rizbeirses Complete ROSA prerequisites
Developer Sandbox Stepll Downboad ard irstal the BOSA ard AWS command line tooks (SL and 2dd it 1o your PAT)
1.1 Dromringd the latest wersion of she ROGA
Dewnlcads:
- - Chorw 3
in
Adbvinar ¥ 1.2 Cemrlamd the WS CLI versen I
Wulnarakiity Daribkeand reirHors + tall this NWS CLIES
Eubrscription
Slap 2 L i S thee ROSA CLIwEh yosir Red Hat acoadint token and create AWS accoint reles and palcies
Coest Management _ "
Hrasrtieaitin i HREL e A

ZDOR—IDEFEOEIaVTIE, rosaCLI £/=d Web AV Y —ILEFERLEZISRAY —
FTOA XY NA T avaERLET,

B212 VSR —DF7O/14 ET7 I ERADEE

Cispbiry Ui CREET D S0 J00ESs
Ealpct o deplrmeey marthod

Dby i L LI D by ot Ly v e e il

= e A i O s WA arem oy il rrad 0 b i e e s ad Hay aresa

24.CLIZ{FARALAZY A9 —F7 704 BIC RED HAT OPENSHIFT
SERVICEON AWS D AWS iEKET7HD v M & EIRT B

B

BRHFDROSAIAYY RSA VA9 —T7 x4 X (CLI)E AWSCLIAAM VA M—=ILEINT
BY. BNt > 3 v TEBA L % Red Hat OpenShift Service on AWS DREIIR A H 7
INTWBZEEMIBLTLEIV, #HMiE. ROSACLIZY b7y TOANILT LT
AWSCLIDA VA M—ILF|E #S5BLTLEIW,

1. rosacreate cluster AY > REFHALTI/ SR —DF7O4 2BBLET., IV —ILD
Set up Red Hat OpenShift Service on AWS (ROSA) R—Y € aAE—RS V%o Ywv oL, O
XY RES—IFIICBYRIFZZENTEET, ThiILLY, ISR —ERTOERDT
EmE—RNTEBILET,

13


https://docs.redhat.com/en/documentation/red_hat_openshift_service_on_aws/4/html-single/cli_tools/#rosa-get-started-cli
https://aws.amazon.com/cli/
https://console.redhat.com/openshift/create/rosa/getstarted
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213 VSR —DF a4 &7V EADE

Deploy the cluster and set up access
Select a deployment method

]
Deploy with CLI

Run the create command in your terminal to begin setup in interactive mode. \

rosa create cluster L]

Mare information on CLIinstruction 4

2. hRAH LD AWS 7O7 74 )L %= FAT %IC1E. ~/.aws/credentials TIEE LT 7 4L K4
D7AOT77AILOVWTNN%EFERLE T, rosacreate cluster A< > NIZ —profile
<profile_name> Dt L 74 —%3BINT % &. O7 YV Kid rosa create cluster —profile stage ®
EIICRYET, TOF T avaEFERALT. AWSCLI 707 71 LABEINTLWRWES
iE. T7AIRDAWSCLI 7O 7AIICLY, AWSA VI SRAMNSVFv—D7TOT 74
IWIREDYVSRY—IITTOAINBIINREINE T, HBKABAWS 7O7 74 JLIE. RO
WIFNDIDFIETERLE T,

3. Red Hat OpenShift Service on AWS 7 S 24 —% 7 704 ¢ BBRIC. BEREDAWS THD YV
NelEET DHELHY FT,

Bl2.1453kET7HD > hDIEE

~ Fosa create cluster
:: Enabling interactive mode
! Cluster name: test-cluster-87
s Depiny cluster with Hosted Enntrnl Flane

s Bill1ng Account: [Use arrow

[Cont r-:r.jf_nrhurll

o 1—H—AOVAVHADRedHat 7THT VY NI VI INTWBAMNSTHDY KOHDN
RRINET,

o IEE L7/ AWS 7H U ¥ MI, RedHat OpenShift Service on AWS H—E X DRI HEE

o HETEMDAWSFERL T AU~ MMIX L T Red Hat OpenShift Service on AWS DA E )
IKIR2 TVWBENE DI DDBRRIINET,

o Contractenabled E WD) SRILARRIINTWDE AWSERETHD Y MaBIRL
A, BIIAVEADZHODBENEEINDF T, VTV ROBEERESIFIELEIN
Tt A

o Contractenabled & W) SRILDIBWAWS PhHD Y MIIE, X% T4 YT VR
HERENEEINET,

14
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BEE R

o FHMBRIZRY—FTTOAFIRE. COFa—M)TIOHENATY, CLIZFEHL T Red
Hat OpenShift Service on AWS 7 S 249 —D7 704 5% 7§ 2 HEDFMIE. 774 bD

4 7> 3 v %ER L7z Red Hat OpenShift Service on AWS 7 5 24 —DERR # BB L TLK 2
T LY,

25.WEB VYV —IJILAFER LY SRAY—FT 704 BIC RED HAT
OPENSHIFT SERVICE ON AWS @ AWS &R 7H o Y N &BIRT %

L. Web VY —ILafERALTYI SR —%EMT %IC1E. BAR—I D Set up Red Hat
OpenShift Service on AWS D FERICH 2 2 BEDA S a v aBRLE T,

BJ2.15Web {4 ¥ —7 x4 A TCOF7O4

-
Deploy with web interface

You can deploy your cluster with the web interface.

D Your AWS account will need to be azseciated with yaur Red Hat account.

—

L Create with web interface

pa )

Web VY —ILTHOF7O4 70X %2R T DR1IC. BIIRFHEAETZTT L TKL
7230,

ThHADY bO—ILDERRE, —EDY R U1 rosa CLI AAMETT, Red
Hat OpenShift Service on AWS Z#1$TF 704 § 315HIE. Web OV VYV —)L
DF 704 FIE%RBET 2H1IC. CLIOFIEICHE > T rosawhoami A7 > K&
TERITLTLEIY,

2. Web 3>V — L% L T Red Hat OpenShift Service on AWS 7 5 289 — & ER T B I5E D
RADRATy FiE, A O—=ILTL—VDFIRTT, Next R V&V 1) v U § BH]
IC. Hosted 7 7Y a VHMBIRINTWB I E AR LTI,

15


https://docs.redhat.com/en/documentation/red_hat_openshift_service_on_aws/4/html-single/install_clusters/#rosa-hcp-sts-creating-a-cluster-quickly
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3. RDODAT v 7 AccountsandrolesTlE. 1 V7S AKNSIVFv—AWS PHY Y NEIEETE
F9., TDT7 AU MH Red Hat OpenShift Serviceon AWS 7 S R4 —DF F7OA F& i),
FITYY—ADNHEEBLVEEINZET,

BR2177AWSA VI SAMSZIVF¥Y—ThoV bk

AWS imfrastructure account

Select an AWS account that is associated with your Red Hat account or associate a new account, This account will
contain the ROSA infrastructure.

Assaciated AWS infrastructure account * (5

E
- Relrash

How to assooiate a new AWS account

® Red Hat OpenShift Serviceon AWS 7 S 24 —DF 7OA DT H o ¥ MHARRIhiaW
%A%, How to associate anew AWS accountx %2 ') w2 LT, ZTOBEERIFICEAL T,
A MO—ILOEREIZ) VI DERESRELTLEIWL,

e ZhillFrosaCLI#FEARALZET,

o BWHMODAWST7HDY MNEFRALTHY., ZNo5D7OT7 74 LA AWSCLI AHICEREI N
TW3iEEIE. rosaCLl Oy REFEHT 5 & X —-profile EL V9 —%FEHA L TAWS
TO774 I EEETEET,

4, BREDAWS 7AHD Y ME, §<CRDEVSD 3V TREIRINET,
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AWS billing account
This accaunt will be charged for your subscription usage. You can select an already connected AWS account ar sign in

to a different AWS account that you want to connect to ROSA,

AWS Billing account * @I

- Refrach

Filter by account 1D

Connect ROSA to a new AWS billing account es[.

o 1—H—AOJAVHRDRedHat 7HT Y M)V IINTWBEAWS TAT Y KDAHD
RRINET,

o IEEL/ZAWS 7H VY MI. RedHat OpenShift Service on AWS H—E X DRI AEE
&INFET,

o REEMD AWS R T H U > MMIX L T Red Hat OpenShift Service on AWS DA ER)
IKIRD2 TWBENE DI DDBRRIINET,

o Contractenabled & WD SRILAIRIFIINTWD AWSEKRETH DV MEERL
BA. B WEADEHDBREMNEEINDGE T, £ VTV Y ROBEREIFIELEIN
Ft A,

o Contractenabled & WD) SRILDBWNAWS P HDO Y MlE, X% T4 VTR
HERENEEINET,

BEREDAWS 7HY Y NOBIRUBOFIEIL, COFa1—MY TILOEFHEATT,

BEE R

o CLIZERLTISRY—%ERT %A EIE. CLI Z £ L 7= Red Hat OpenShift Service on
AWS 75245 —DIEM 2SR LTSI,

e Web AVY—ILEFHALTYISRY—DTFTO1 2R T T 2HEDFHME. 25507 —=V
TJINZA HEBSRBLTLLEITW,
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3% Fa1— ') 7JL: RED HAT OPENSHIFT SERVICE ON AWS
DT ZAN— T 7 —DEBEHE

ZDHA RTIE. RedHat OpenShift Service on AWS D 54 R— K4 7 7 —%EBIT B HEE., TR
TOF—LAVNR=NTOEY 3=V IS DBIFRI—TT AR NF T 7—%FEHTEZLDICT
2HAEEFRBALET,

Red Hat OpenShift Serviceon AWS @O X MMk, AWSA YT S5 AN F ¥ —MDIIRX b & Red Hat
OpenShift Service on AWS H—E XD IR M TERINF T, HEALAT—7O—RFZEFTLTWVWS
EC2AVRIVRIBEDAWS A VI ZARZVFv—DIARMNI AVIZRANZVFv—0770
AINTWVWBAWS T7HI Y MIREINE T, Red Hat OpenShift Serviceon AWS H—EZMD IR k
. VSR %2704 BEZICAWSERET AV N ELTRELLZAWS 7H Y Y MIER
EINFET,

FIAXMNDEREZ, BIXADAWS T7HU Y MNMITBHIENTEET, Red Hat OpenShift Service on
AWSH—EZOQIARXMEAWS A VI ZRARTIVFv¥—DIAR MNDFEAEDFHMIE. Red Hat
OpenShift Service on AWS DRER—Y BB L TLEI W,

3. 75AR— NI T 7 —DEER

1. Red Hat OpenShift Serviceon AWS D 7S A R— A 7 7 —%&BI 5 &, RTEEMNEELL
HEDAWS ATV NIDTOHTIEATESZ—ED URL B RHEINET,

R

BAEELTEBEINZAWS 7AD Y MaERALTAYVA Y LTWAB I &R
BLTLKEIW, BIOAWS 7 AHDY M aFRALTA 7 7—IC79ALELD &
T2& UTFORNS TN a—FT4 v 7€02avORNICRT LIS, "page
notfound" EWD IS —XA v E—IUDBRRINET,

a. 1477 —8RROY F¥ I AZa—%RLTWET, BEDSZA4/R— AT 7—
DNERICBIRINTVWET, TDIYMTDAFT7—ld, RNTV v oA T77—FRIERDT
SAR—NA T 7—%FEET %HE1IC Red Hat OpenShift Service on AWS A7 7 7 1 71b &
NTWRWERICDAHERT I ENTEET,

B3I BEDTZAR— AT 7—

Offer selection

Available offers

Choose an offer to view its terms and pricing information

Red Hat - ROSA with HCP

Seller: Red Hat
Offer extended: 2023-12-13  Offer expires: 2023-12-31 Offer ID: offer-6d2slsbkhngde  Offer type: Private offer

b. B2 &, LARIIC/NT Y w U4 7 7 —%{FMA L T Red Hat OpenShift Service on AWS % 7 ¥
TATMLIEAWS TAD Y NBIERINZTSAR— T T77—%RLTVWET., ERH
ZHREFIIN, "Upgrade" EWVWD IRILDFFWETSAR—KNF 77 —HRIRIKTVE
T, DA77 —%KRT % &, WAEBMAR Red Hat OpenShift Service on AWS DA
BXHAONET,
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Red Hat OpenShift Service on AWS with hosted control planes

Offer selection

@ You already have a contract for this product. Learn more [4 about modifying your subscription. Set up your account |

Available offers
Choose an offer to view its terms and pricing information

Agreement based offer example - ROSA with HCP
L]

Seller: Red Hat
Offer extended: 2024-05-28  Offer expires: 2024-05-31 Offer ID: offer-wwiedmncb7oj2  Offer type: Agreement renewal

Accepting this offer replaces your current agreement

@ You already have an agreement for this product. You are viewing a new offer that, once accepted, changes your current
agreement with these new terms, effective immediately. Remaining payments scheduled under the old agreement will be
replaced with the payment terms from the new agreement. If your new configured total is less than the previous up-front
payment, reach out directly to the seller.

c. RO 7SI XAZa—%FRALT, BHOA 77— 5BIRTE XY (FIFATRELRS
B)e LEINCT VT4 TINNRTV v AT 7—1F, B3D&LDIC. "Upgrade" &5
RPN, FILKCRB-SNACBER-RDF 77 —&E—HICRRIINE T,

B33 FSMAR—bAT77—ERKOYTII Y

Offer selection

@ You already have a contract for this product. Learn more [4 about modifying your subscription. Set up your account |

Available offers
Choose an offer to view its terms and pricing information

Agreement based offer example - ROSA with HCP
Seller: Red Hat a
Offer extended: 2024-05-28  Offer expires: 2024-05-31 Offer ID: offer-wwiedmncb7oj2  Offer type: Agreement renewal

Agreement based offer example - ROSA with HCP

Seller: Red Hat
Offer extended: 2024-05-28  Offer expires: 2024-05-31  Offer ID: offer-wwiedmncb7ej2  Offer type: Agreement renewal
Offer ID: bewuzeBww10vvxfairssmliys [ in use ]

Seller: Red Hat
Offer ID: bewuzcBww 1 Ovvxfair55mliy8  Offer type: Public offer

payment, reach out directly to the seller. ‘

2. A7 7 —REMEBERINTVWRBIEZHAELEY, M4 77 —DFHIEHINLS
77— R=VDFEERLTVWET,

= -1o)
IR TH, #77—IC8Fh31=y ML, BLUOXIWRY Y 12— ILHKRT

IhEd, ZOFICIE 1DDIVFRY—E, 4 DDRE CPU A FRAT2HK3
2D/ —RKPEFENTWET,
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You already have a contract for this product. Learn more [4 about modifying

your subscription.
Click here to set up your account.

New offer configuration details

Contract end date: 2025-06-04

Dimensions Units
premium_support 1 Unit(s)
Premium support is included with a
ROSA with HCP subscription
control_plane 1 Unit(s)
The number of active ROSA with HCP
clusters
4vCPU_Hour 8 Unit(s)

Worker node compute capacity for
ROSA with HCP in multiples of 4 vCPUs

Purchase order Learn more [£

Purchase order number - optional

| Add purchase order number |

Additional usage fees

Pay-as-you-go monthly for additional usage

Additional usage costs listed below will apply each month If your usage exceeds
your contract. Please contact the seller of this product if you have any questions.

The number of active ROSA with HCP clusters

The number of active ROSA with HCP clusters
(100% discount)

The number of active ROSA with HCP clusters
(GovCloud)

Worker node capacity for ROSA with HCP by 4
vCPUs (100% discount)

Worker node capacity for ROSA with HCP by 4
VvCPUs (75% discount)

Worker node capacity for ROSA with HCP by 4
vCPUs (50% discount)

Worker node compute capacity for ROSA with HCP
in multiples of 4 vCPUs

$0.25/unit

$0/unit

$0.25/unit

$0/unit

$0.043 /unit

$0.086/unit

$0.171/unit

You have subscribed to this software and agreed
that your use of this software Is subject to the
pricing terms and the seller's End User License
Agreement (EULA). You agreed that AWS may share
information about this transaction (including your
payment terms) with the respective seller, reseller
or underlying provider, as applicable, in accordance
with the AWS Privacy Notice. AWS will issue invoices
and collect payments from you on behalf of the
seller through your AWS account. Your use of AWS
services remains subject to the AWS Customer
Agreement or other agreement with AWS
governing your use of such services.

Payment schedule Total price

$10190.00
Invoices are generated at 12:00:00AM UTC on the date provided

(To determine the difference between your local time and
Universal Time, click here)

No. of payments: 1 Last payment: 2024-06-28

Payment 1 2024-06-28 $10190.00

3. ATV aVIBATEY TR S a VIl MEDETE (PO) BESAEM LT, %D AWS

aul

KEILZTDESEZEHBIENTEET, F7. "New offer configuration details" DEEH % &8
ZBFEAEICH L TEEE I N 2 "Additional usage fees" ZFEERL 77



https://docs.aws.amazon.com/marketplace/latest/buyerguide/buyer-purchase-orders.html

33 Fa— MY 7JU: RED HAT OPENSHIFT SERVICEONAWS D /S A R— b A7 7—DEAEHEF

= o-1o)
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e HY FT,

o JSAR—NAT7— NRNTVwIF 77—, FLIEFHEWTSAR— A
77—DIVEA MLXY MNeERTBHERT, BIOT T 14 77 Red Hat
OpenShift Service on AWS 4t 727 1) 7L 3 U R R WBEIE. 754 RX— b
F77—BFEERL. EEINLY—ERRBBURICT AT hDY >
VFIEE VSR —DTFTO4 FIEEHTITLET,

INSDOFIEERT T 5IIE. 79T 14 77 Red Hat OpenShift Service on
AWS TVE A MLAY MDABRETY, T—ERFKRBIE BICUTCH A LY —
YTCRRINET,

4. BREEREIET Yy TIL—RKLET,
a. Red Hat OpenShift Serviceon AWS # X727 774 7L THE LT, TOH—EZXFHDZE
HWEMOTERTZAWS 7HI Y ML 2 TTSAR—NE T 7 —5ERET 254
l&. Createcontract ¥ > %0 1) v LZET,

B43.5 Create contract K% >
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LUV 6 2BR),
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Red Hat OpenShift Service on AWS with hosted control planes X

You are purchasing the following contract. You will be invoiced upon clicking the
Confirm button. You will pay when your AWS bill is due.

Red Hat OpenShift Service on AWS with hosted control planes - Contract end
date: 2024-06-30

—

6. BRI DT ZAR—NF 77 —DHY—ERFEBRBENA 7 7 —EKRBOERIEREINTWSIE
A, BRE—YI V1>V RUT Setupyouraccount’hy > %0 1) v LEXT,

BI3.8 Y4 TRI Y T avDrER

Red Hat OpenShift Service on AWS with hosted control planes X

() Congratulations! You are now subscribed.

Red Hat OpenShift Service on AWS with hosted control planes

Service start date
May 28, 2024

Service end date
Jun 30, 2024

To complete registration and start using your software, choose Set up your
account.

Set up your account

7. BRI DT IAR—N AT 7 —ICHROABBMNMBEINTWSIHEAIZ. T—EXFABBREIC
TZ53AR=— b NFT7—_—=UIIRY., SetupyouraccountR¥Y %2 v %o LT, RedHat &
AWSTAIY D) VI %fmiTLETS,
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"PHOY RNDEY N7y 7" O X% "Service start date" IBEF TETTEX X
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INSOEMIXEICUTC YA LY —VORMNTY,

32 T5AR—h AT 7—DHE

. BIDOFIRT Setupyouraccount’ Ry %0 ) v 3%&, AWS & RedHat D7 Ho > h%&Y)

VO BFIEICEAFTT, TORRT, 777 Z2&RLELAWS 7AD Y hTITICATA
YLTWEY, RedHat 7AD Y bTATA Y LTWRWERIE, BTV TEHLIICKRDHH
nxd,
Red Hat OpenShift Service on AWS DIV % 4 ML A Y M, RedHat ¥ 7 Ho v hZz@E L
THOF—LAVN—EHBFINET, AL RedHat MR OBIFEOL2I—H—(F, LEEEOF
IBIZHE>T, T3AR— M AT 7—%EKEBLIBEKRAWS 7HY Y M %BIRTE EF, RedHat
HEEEEE LTOJ1 Y LTV AHAIE. RedHat MO 1 —H—%2EE L, FrLW\wi—
Y—ZBHFLEYERLEZY TEET,

pa )

Red Hat OpenShift Service on AWS D 'S5 4 R— A4 7 7 —I&, AWS License
Manager Z LT AWSIC) YO INET AT Y NEHRBT R EIFTEEE
Ao

2. Red Hat OpenShift Serviceon AWS 7 S 24 —% 7 704§ 21— —%EMLE 9., Red
Hat 7 AV Y hDI—H—FEY X/ DeFMIE. 55021 —F—EEICEHT 2 FAQ 25K L
TLEIW,

3. 9TIKAYA4 Y LTWBRedHat 7H VY MT, BBEINLTSAR— A7 7—%FAHL.
Red Hat OpenShift Serviceon AWS 7 S 24 —% 7 7O4 21— —HNIRTEFhTWVS
JEEHRELET,

4, RedHat 7H OV RBEBEAWS 7HOYRNIDD, YVIIEZ3EMOT7THO Y NTHDBZ E
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GERE)THOV NEFTT,
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3.9 AWS & Red Hat 7 h ™ > h DS

Red Hat

Hybrid Cloud Console Services ~ Q, Search for services

— connect

Complete your account connection

Red Hat account number

AWS account ID

Subscription(s) Red Hat OpenShift Service on AWS with Hosted Control Plane

Terms and conditions *

United States (English) -

| have read and agreed to the terms and conditions. [

Connect accounts Cancel

5. AWST7HD Y hE, ZOR—IYDEIICRINTWEEDLUNAD RedHat 7HI Y MY v
93 BIEERIE. THY Y NEEEET BRE1IC Red Hat Hybrid Cloud Console 504 7™ k L,
TTCICERINTWVWE SSAR— KA T77—URLICR2T7HY Y NOBREFIEEBEETL
£,

ANST7HI Y NEEBHETEEZDIX, 1DDRedHat 7HD Y MEIF T, RedHat 7HU v K
EAMMNSTAY Y NAE#ETEE, —HF—EINELTRETERAYIET, TENVELIS
B, A—H—EFHR—bFTry NE2ERT I2HELNHYET,

6. FIARKMICEE L T, Connectaccounts #2 ') v o2 LET,

33 AWSERETHT Y FDREIR

® Red Hat OpenShift Serviccon AWS ¥ S 24 —% 7704 58I, T5AR— AT 7—%
ABLIEAWSERET AV YN 2TV RA—HF—DBIRLTWB I EZHER L TLEI,

o Web A % —7 x4 R%FMA L T Red Hat OpenShift Service on AWS %7 704 § %3545,
"Associated AWS infrastructure account" I, BE. FXKT 575 RY—DEEBENMEFRT 3
AWST7HTYMNIDICERELZE T,

o INnE, FBERKAWSTHI Y MERULAWSTAHY Y MITBIENTEET,

o ZDFTHIYKMNIAWS Y —ZANFTO43InhFd, ThickyY, 20N Y —RICEET
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E43.10 Red Hat OpenShift Service ONAWS VS 29 —D77OMBDA VY ISANFY

Fy—BLUFEREAWS 7

ters > Cluster Type 3

Create a ROSA Cluster

> hDEIR

SetupROSA 3 Create aROSA Cluster

AWS infrastructure account

Select an AWS account that is iated with your Red Hat a int or associate a new account, This accoun!

Assoclatad AW infrastructure sccount *® Service consumer’'s AWS account

t will contain the ROSA infrastructure.

How to associate a new AWS account

AWS billing account

This account will be charged for your subscription usage. You can select an already connected AWS acco

?/ The AWS account that accepted the private offer

@ Contract enabled for this billing account

AWS billing account

Connec tROSA to a new AWS billing account

unt or sign in to a different AWS account

t that you want to connect to

Refresh

O The selected AWS

The AWS.

account will be

your AWS ccount. The AWS bill twill be charged

o BALKIA—95ERFDISRAY—TCHEHETZIEEEE
g0)—=>
%EELT_AWS AUV MIE

—JL"ELTHRIZDAWS 7DV
a‘:‘ini@“o

h&BIR L5

3. 8 STV a—FTa4vY

TI3AR—KNAT 7
_a_Q

—MD&RE RedHat 7

341D AWS 7HO Y M &aFERALTTZAR—NA T 7—

e AT
EALLIEL. INDEIBA Y E—ULNERINE
RELTATAYLTWBZ EAERRALTLEI L,

ging the cluster.

LTW3aBEaIE, EEEDR
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STETAIVEINHYET, A VISAMNSIVFv—EERED
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SEDFEIEK

AV RDYVOICEET 2RI HIBEBEMEBNL
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B3NS4 ~RXR—hA77— URL{EHAEO HTTP 404 T5—

©

Page not found
Y¥ou might have typed the address incorrectly or used an outdated link. Check the link and try again.

Use these links for popular AWS Marketplace services:
AWS Marketplace Homepage

Discover products

AWS Marketplace Documentation

Looking for a different service? Select a new destination from the navigation menu at the top of your screen.

¥ Troubleshooting tips
If you see this error after attempting to access a private offer, refer to the Troubleshooting private offers (3
section of the AWS Marketplace Buyer Guide.

o FSAR—KNFT7—%FIDAWS 7HD Y MRS 2 BN H Z2HBEIE. IRFTEICHEL
BHhETLREI,

342. 70T 4 TRYTROY T arvdDld, TSAR—NAT7—HEKBTEHW

o BDNRTYVYIAT7—FlETS14R— 47 7—%{EMA L T Red Hat OpenShift Service
oNAWS 29 TICT V774 716 L TWBIRAEET. Red Hat OpenShift Service on AWS % #]H T
TOTA TS BEDIERINEZTZAR—MNAT7—ICT VAL LD & LTROBEMD
RAINLBER, T 77 2R LERTHFICAVWEDETIEILV,

RFEHEE. URIOY TR Foaveadxv vl 20ERL. HiLLA 7 7—%RH#L,
REDRABZY—LLRICEIMAZIEHNTEIEY,

B3 R2BEFEDOY TRV T avitsYTSAR— N T 7—DERIBLHTONS

/\ You cannot create a new contract for this product because you have an
active subscription on a different offer. Please submit a support request
for additional questions about this offer. Go to the subscribed offer.

343.AWS 7 H UV kBT TICEIDO RedHat 7 A0 Y MZ Y7 X TW3

o TIAR—NAT7—%EEKRBLILZAWS PHD Y NERED YA VHD Red Hat 1 —H— (T
mL&LDELEEZIT, "AWS account is already linked to a different Red Hat account” &L\
IS—AYvE—IDNRRINEGE. TOAWS THT Y MET TICHD Red Hat 21— — &
BELTWET,
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B313AWS 7hU Y BT TICBID RedHat 7HU Y MZY I XhTW3

The AWS account is already linked to a different Red Hat account.

According to our records, the product you had purchased with AWS account ID has already been linked to a different Red
Hat account than the one you logged in with. The Red Hat account number you logged in with is Return back to the AWS
marketplace to log into the correct AWS account or try logging into the corresponding Red Hat account with the purchase.

Please return to the AWS console to get started!

BDORedHat 7HD Y MDBIODAWS PHO Y MNaERATRE, OJA4VTEXET,

o 2L, TOHAA RRTZAR—b AT 7—ICBAT2LDTH 270D, BAEELTEE
INFCAWSTAHY Y RATETA VL, TTIKT 4 R— I\7I7"—7%7¥<uul/'CL\%> &%
BELTVWEY, TDD, TOTAV Y M@ RETHADVMELTHEAT S E %2R
ELTWEY, TS3AR—b FT77—%FKRLLE BIDOAWS 7 73'7/|\tl,'CEl7’f
THIERBELTWEEA,

TZ2AR—NF T 7—%EBELIZAWS 7 HD Y MITTIZEELTWS 5D Red Hat 21—
H—TOJM1 0952 EHTEEY, AL RedHat M#KICE T 2D Red Hat 21— — &, X
VIKRTEIIC, VFRI—FFERTHEZIC, YV IINZAWS PH TV b % Red Hat
OpenShift Service on AWS D AWS EERET7 AV ME LTHEATEZXY,

BEOT7HOYRDYVIDRELLBVWERDNBIBEIX. UWTFTD"F—LAL XAV /N—HFID Red
Hat fAICE L TWB" EWH BERASRL T, BUAZEDEY NEEZRLTLLEITL,

F—LAVIIN—DBID Red Hat #if&ICE L TW 5

AWS THD Y NEBETEDZDIE, 1DDRedHat AT Y MNEWFTY, V53R —%{ERK
L. SOAWS7HD Y MIRIEINTSAR— A7 7—%FATZ2—H—1Z. AL

RedHat 7 AV Y MIBLTWARENHY FT, IhEFEIRTBICE. 21— —%FEL Red
Hat 7HhD Y MIBEL. FTLWRedHat 2 —%—%{ER L E 9,

529 —DIERRBFICRIES /- AWSSERETHYI Y MAEBIRL =

A—H—HDEEICAWSBERET AV Y e BRLIBGE, ChZBETSRLBVAE
. 7529 —%ZHIBRL, ELWAWSERETHV Y FZZRLTHLWI SR8 —Z/FR
¥$352&TY,

EEICHIRTERVWERE Y SRY—DIFEEIE. RedHat 4 R— MCEWEDLET., BEDY
SR —DERETHIVMEZBELTLLEIWN, COREABERT DICIE. HHEEDORER-
BB ENFRERINET,
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FABE Fa—RFNYTI: HRAYLDNS Y VIL/N—A{FER L RED

HAT OPENSHIFT SERVICEON AWS O 7' O 4
ARAYLDDHCP A 7Y avty haEH §2&, MEDDNS H—/N— RAAVEZQREEFRALT
VPCZHR9<TA XTEZET, RedHat OpenShift Service on AWS ¥ 5 X% —I&, 71 A% LD DHCP
F7vavey hOFERAEYR—KNLTWET, 774/ MTIE, Red Hat OpenShift Service on AWS
PSR —DIFE. VAV —DEREBEEEESICTD 2HIC, "domain name servers" 7+ 7 3 >
% AmazonProvidedDNS |C5XET 2 MEHLHY £9, DNSERICHA XY LDNS Y —N—%{FHT 3

HEFIE. Red Hat OpenShift Service on AWS 7 5 29 —DIERR ERIEAERICETTE 5L H1C, B
MDBEEETIMVELNHY X7,

ZOFa—K~)TILTIE. FEDDNS V— (Filld#&i®) ® DNS Ly 2 7 v 7% Amazon Route 53
Inbound Resolver ICERIX T B L D ICDNS H—N—%FZRELF T,

y 3!

ZDFa—MNYTFITIE, F#—7>Y—ZDBINDDNS #—/3— (named) % L T.
Red Hat OpenShift Service on AWS 7 5 24 —MDF 70O4 5%&£®d VPC IZ#% % Amazon
Route 53 Inbound Resolver ICDNS )Ly V7w %85k 9 2 OICBEBEREREETRL X

. V- VERARETEHER. FLTHONSH—N—DRF1xY FEBRLTL
I,

4.1. AR &
® ROSACLI(rosa)
o AWS CLI (aws)

o FHITYERM L 7= AWSVPC

o HAHYLDNSH—N—%BRBIZLIICEKEIN, VPCODT 74N MELTEREINTWS
DHCP A 7Y avtv b

4.2 IREDERTE
L RORBEEHZZRELE T,

$ export VPC_ID=<vpc_ID>
$ export REGION=<region>
$ export VPC_CIDR=<vpc_CIDR> €)

Q <vpc_ID> (&, VS5 A9—%AVAM—ILTBHVPCDIDICBIMAET,

9 <region> (&, VSR —%A VAN —ILTBANS Y =2 a VICBEESHEAZET,

g <vpc_CIDR> &, VPC D CIDR&EICE X2 7,

2. ROEI S aVICHEDRIS, TRTDT74—ILRAELKHEAIATWEZ EABAL TR

T LY,

I $ echo "VPC ID: ${VPC_ID}, VPC CIDR Range: ${VPC_CIDR}, Region: ${REGION}"
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4.3. AMAZON ROUTE 53 INBOUND RESOLVER D{ERX

ROFIEEFEAL T, 73R —DFT T4 %D VPC IZ Amazon Route 53 Inbound Resolver &7 70
1LET,

Digk

==
[=]

ZDBITIE. V5RY—MFERTBDERE L VPC IZ Amazon Route 53 Inbound

Resolver 57 7HA4 LE 3, BIDVPCICTTOA T BEEIF. V5RY—DIERK
ZRIBLTHS, UTICEHERT 254 R—MNRRANY =V ZFEHTEEMT 200
BENHYET, VSRY—ERTOCRERBTIRIICY —VE2BEMITE &
TEFtHA, V7S5RY9—ERTAERFBICTSAR—MNRRA N =V EBEEN T4
W&, 95289 —EWMNRBLEY,

L EFa)T4—JI—T%ERL. VPCHBR— b 53/tcp & &V 53/udp ~D7 U R %FFH
l./i-g_o

$ SG_ID=$(aws ec?2 create-security-group --group-name rosa-inbound-resolver --description
"Security group for ROSA inbound resolver" --vpc-id ${VPC_ID} --region ${REGION} --
output text)

$ aws ec2 authorize-security-group-ingress --group-id ${SG_ID} --protocol tcp --port 53 --cidr
${VPC_CIDR} --region ${REGION}

$ aws ec2 authorize-security-group-ingress --group-id ${SG_ID} --protocol udp --port 53 --
cidr ${VPC_CIDR} --region ${REGION}

2. VPC IZ Amazon Route 53 Inbound Resolver & L £ 9,

$ RESOLVER_ID=$(aws route53resolver create-resolver-endpoint \

--name rosa-inbound-resolver \

--creator-request-id rosa-$(date '+%Y-%m-%d') \

--security-group-ids ${SG_ID} \

--direction INBOUND \

--ip-addresses $(aws ec2 describe-subnets --filter Name=vpc-id,Values=${VPC_ID} --
region ${REGION} | jq -jr .Subnets | map("Subnetld=\(.Subnetid) ") | .[]) \

--region ${REGION} \

--output text \

--query 'ResolverEndpoint.ld")
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pa 3

rEEDOIT Y RIFE, BMICEIYVHTONAZIP 7 RLAAZFERALT, BELEL

VPC RA®D §RTDY TRy b I Amazon Route 53 Inbound Resolver T KiR
AV bET7HYYFLET, TRV MR IP7RLRAEFHTEET 2551,
KRbyirkoavwy REEIFTLET,

$ RESOLVER_ID=$(aws route53resolver create-resolver-endpoint \
--name rosa-inbound-resolver \
--creator-request-id rosa-$(date '+%Y-%m-%d') \
--security-group-ids ${SG_ID} \
--direction INBOUND \
--ip-addresses Subnetld=<subnet_ID>,lp=<endpoint_IP> Subnetld=
<subnet_ID>,Ip=<endpoint_IP> )
--region ${REGION} \
--output text \
--query 'ResolverEndpoint.ld")

<subnet_ID> (ZH 7% v b ID IZ. <endpoint_IP> (&4 ~ /XY K YL
N—TYRRAYMNEEBMTZEMIPTRLACBEIHBAZTT,

3. DNSH—N—RFETEET DA VNNT Y RYYJIN=—TZUVRRAVEMDIPT7RLRAEZREL
F9,

$ aws route53resolver list-resolver-endpoint-ip-addresses \
--resolver-endpoint-id ${RESOLVER_ID} \
--region=${REGION} \
--query 'lpAddresses[*].Ip'

H A B

[
"10.0.45.253",

"10.0.23.131",
"10.0.148.159"

4.4.DNS H—/N\—DHBFE

ROFIEAEFRL T, BRELRTSAR— KRR MNY—Y% Amazon Route 53 Inbound Resolver IZ#53%E
TB5ELIICDNSH—N—%FZELET,

4.4.1. Red Hat OpenShift Service on AWS

Red Hat OpenShift Service on AWS 7 S 24 —Tld, 2 DD T4 R—K KA MY —>2 D DNS #riE %
BRETDIMVENDHY XY,

® <cluster-name>.hypershift.local
® rosa.<domain-prefix>.<unique-ID>.p3.openshiftapps.com
NS5O AmazonRoute 53 754 R— M KRA MY —=ViE, 73R —DERFPICERI N E
¥, cluster-name & domain-prefix [ B ZHRNIEET HETT A, unique-ID (F7 5 X —DEKH
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ISV LICERIN, BRNOBIRT 22 EIETEE A, TDRD., 759 —ERT O AN A
L THh 5. p3.openshiftapps.com 754 R— R NKRA NV =V DEEERET I2HENHY T,

. V529 —%/EMRT BHIIC. <cluster-names.hypershift.local D 3 T®D DNS ERk %
En—l

Amazon Route 53 Inbound Resolver T KR4 >~ MIERIET B LD ICDNS H—/N—%ZEL
F¥9, BINDDNS —/—DiFEIE, FEDTFA NI T 44 —T /etc/named.conf 7 7 1 JL

ZiREL. UTOfZ@ERLTHLWY -V Z2BMLET,
1

zone "<cluster-name>.hypershift.local” { ﬂ
type forward;
forward only;
forwarders { 9
10.0.45.253;
10.0.23.131;
10.0.148.159;
I
I

Q <cluster-name> (&, EFE®D Red Hat OpenShift Service on AWS 7 5 R4 —RICES# A
x7,

FETHELAEAVYNRIYRY)ILNR—TZ Y RRA VI MDIPT7 RLRICEEH]AFT,
BEIPT7RLADRICHT ; 2T ET,

2. VSR —%EHRLET,

3 VSR —DERTOEZRNREBE LS, HILERINLETSAR—FMRA N/ =V E2R/E
L/i-a_o

$ aws route53 list-hosted-zones-by-vpc \
--vpc-id ${VPC_ID} \
--vpc-region ${REGION} \
--query 'HostedZoneSummaries[*].Name' \
--output table

H A B

| ListHostedZonesByVPC |

+ +

| rosa.domain-prefix.lkmb.p3.openshiftapps.com. |
| cluster-name.hypershift.local. |

+ +

pa )

VSR —ERTOEZRATRoute 53 ICTSAR—FREA N =V BERI NS
FTIL. o h 2560 HY £, p3.openshiftapps.com KX A VARRI
NAEWERIE, BOE - THLIATY REBEERITLTLEIL,
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4. V5 RAF—RKRXAVD—EDID ZiA~N7= 5, rosa.<domain-prefix>.<unique-
ID>.p3.openshiftapps.com M3 X T D DNS £3k % Amazon Route 53 Inbound Resolver T~
RRAY MIEET 2L DICDNS H—N—%%EL T, BINDDNS H—/—DFEIEE, £E
DTHFANIT1%4—T /etc/named.conf 7 7 1 )LEZREL. UTDOFIEFERLTHLWY —
vaEEMLET,

B

zone "rosa.<domain-prefix>.<unique-ID>.p3.openshiftapps.com"” { ﬂ
type forward;
forward only;

forwarders { 9
10.0.45.253;
10.0.23.131;
10.0.148.159;
8
g

ﬂ <domain-prefix> (&7 5 24 —®D N X A V#EREEIC. <unique-ID> [F EEETHELLA—F
DOIDICBEH]AET,

FETHELAEAVYNRIYR)ILNR—TZ Y RRAVMDIPT7 RLRICEZH]AFT,
BEIPT7RLADRICHT ; 2T ET,

32



JL: AWS WAF & AMAZON CLOUDFRONT #%{#ifl L 7= RED HAT OPENSHIFT SERVICE ON AWS 7 —% O0— FD{RE

B5E= Fa— MY 7J)L: AWS WAF & AMAZON CLOUDFRONT %
{#F L7 RED HAT OPENSHIFT SERVICEONAWS 77—/ O0— K
DIRE

AWSWAF IEWeb 7 ) r—>a v 7747 94— TY, RETROWeb 7 ) r—>av)y—
AICEEINDZHTITP B LVOHTTPS ERAEBERTEET,

Amazon CloudFront Z £ L T. Web Application Firewall (WAF) % Red Hat OpenShift Service on
AWS 7—-O—RIEMTEET, AV Va—>avaERAT IS, WAF OREICEL S5 —ERIE
A D 5 Red Hat OpenShift Serviceon AWS 1) YV — X % {RETEX X T,

R

WAFVI (WAF 2 52w 2) I3 R— h¥hiad RY E Lk, WARV2 2R LTS
LY,

5.1. Alie 4
® Red Hat OpenShift Service on AWS 7 5 X4 —,

® OpenShift CLI (0¢) IC7 72X TE %,

e AWSCLI(aws) K77 R TX 3,

$ export DOMAIN=apps.example.com ﬂ

$ export AWS_PAGER=""

$ export CLUSTER_NAME=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}" | sed 's/-[a-z0-9]\{5\}$//")

$ export REGION=$(oc get infrastructure cluster -o=jsonpath="
{.status.platformStatus.aws.region}")

$ export AWS_ACCOUNT_ID=$(aws sts get-caller-identity --query Account --output text)
$ export SCRATCH="/tmp/${CLUSTER]}/cloudfront-waf"

$ mkdir -p ${SCRATCH}

$ echo "Cluster: ${CLUSTER]}, Region: ${REGION}, AWS Account ID:
${AWS_ACCOUNT_ID}"

Q IngressController ICfERT2HRY L RXA VICBIHBIFT,

pa 3

AIOAY Y KRNSO "Cluster" DHAIE, 75 R —DEFL. 75 R —DRER
ID. LG ISRY—DRXA VEBEFTHLAREIHY XY, HOHENF%
FARY G, ROIATY F2RTLTFETIDEZRETEET,

I $ export CLUSTER=my-custom-value
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52. 77> % ') — INGRESS CONTROLLER D%

BE (BLUVT 74 BN) U5 A% —Ingress Controller H 5D WAF RER[ROAE NS 71 v I %+
TAV MET B0, A4 —Ingress Controller 2339 2 HEHIHYE T,

AR

o NRILRKAAVEHDAKICEFEINIZ SANGIEBZ /17 1)L KA — REEBRZE (f1:
CN=*.apps.example.com)

BF

Amazon CloudFront (& HTTPS R LTV SR —D AV 4 ) — Ingress
Controller &@E L E 9, Amazon CloudFront D KF a2 X > b TEREAINTWL
%5 & 51T, CloudFront &7 5 A9 —BD HTTPS BEICIIBECERIIAE%FH
TEFH A, Amazon CloudFront &, FEEAEAMERRTE 285 ERICE > THIT
INIEx=MABALET,

FIR

. B ENBIEBEENSHLWTILS Y —2 Ly MEEKR L 9, fullchain.pem 5247 1
W RH— REAEF = — ¥ (PEGIAEZEZ 2 L), privkey.pem (&7 1)L K — REEERZE DR
ﬁr“’a—o

B

I $ oc -n openshift-ingress create secret tls waf-tls --cert=fullchain.pem --key=privkey.pem

2. #1131 D IngressController ')V — X & {ERK L £,

waf-ingress-controller.yaml Dl

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: cloudfront-waf
namespace: openshift-ingress-operator
spec:
domain: apps.example.com ﬂ
defaultCertificate:
name: waf-tls
endpointPublishingStrategy:
loadBalancer:
dnsManagementPolicy: Unmanaged
providerParameters:
aws:
type: NLB
type: AWS
scope: External
type: LoadBalancerService
routeSelector:
matchLabels:
route: waf
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Q IngressController ICfERT2HRAY L RXA VICBIHBIFT,

9 Ingress Controller IC&k > TIREINZIL—bDEY MET 4 L) VT LET, D
Fa—r)F7LTlEwaf L—hEL I —%ZFRALETH, EZxEELAVE, 714
7 —EIFThhEFR A

3. IngressController #&EH L £,
B
I $ oc apply -f waf-ingress-controller.yami
4. IngressController A EO— KNS U H—%ZEBICER LI EE2BRLE T,

I $ oc -n openshift-ingress get service/router-cloudfront-waf

aapall
NAME TYPE CLUSTER-IP  EXTERNAL-IP
PORT(S) AGE

router-cloudfront-waf LoadBalancer 172.30.16.141
a68a838a7f26440bf8647809b61c4bc8-4225395f488830bd.elb.us-east-1.amazonaws.com
80:30606/TCP,443:31065/TCP  2m19s

5.2.1. AWS WAF D& FE

AWS WAF H—ERIEWeb 7 ) r—> 3> 774 7 +—J)LTT, RedHat OpenShift Service on
AWS R EDRE[/RDOWeb 7TV r—2 3 v )Y —RICEHEEIND HTTP BL UV HTTPS BERk % B
R, RE, FlETEXT,

1. Web ACL ICEAT 25 AWSWAF IL—IL 7 7 A ILBEERLZE T,

$ cat << EOF > ${SCRATCH}/waf-rules.json

[

{
"Name": "AWS-AWSManagedRulesCommonRuleSet",

"Priority": 0,
"Statement™: {
"ManagedRuleGroupStatement": {
"VendorName": "AWS",
"Name": "AWSManagedRulesCommonRuleSet"

}
}

"OverrideAction": {
"None": {}

b

"VisibilityConfig": {

"SampledRequestsEnabled": true,

"CloudWatchMetricsEnabled": true,

"MetricName": "AWS-AWSManagedRulesCommonRuleSet"

}
}
{
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"Name": "AWS-AWSManagedRulesSQLiRuleSet",
"Priority": 1,
"Statement™: {
"ManagedRuleGroupStatement": {
"VendorName": "AWS",
"Name": "AWSManagedRulesSQLiRuleSet"
}
}

"OverrideAction": {
"None": {}

2
"VisibilityConfig": {
"SampledRequestsEnabled": true,
"CloudWatchMetricsEnabled": true,
"MetricName": "AWS-AWSManagedRulesSQLiRuleSet"
}
}
]
EOF
ZhickY, 37 (HB)BLUVSQLAWS I R—Y R)b—I)Lbty MBABEMICAY T,
2. LEETEELLL—ILZFERAL T, AWS WAF @ Web ACL Z/ER L £7,

$ WAF_WACL=$(aws wafv2 create-web-acl \

--name cloudfront-waf \

--region ${REGION} \

--default-action Allow={} \

--scope CLOUDFRONT \

--visibility-config
SampledRequestsEnabled=true,CloudWatchMetricsEnabled=true,MetricName=${CLUSTER}-
waf-metrics \

--rules file://${SCRATCH]}/waf-rules.json \

--query 'Summary.Name' \

--output text)

5.3. AMAZON CLOUDFRONT D% E

1. #LLKER I N R H L Ingress Controller D NLB R R M E BB LE T,

$ NLB=$(oc -n openshift-ingress get service router-cloudfront-waf \
-0 jsonpath='{.status.loadBalancer.ingress[0].hostname}')

2. 3EBAZE % Amazon Certificate Manager IC1 Y /R— b L& 9, cert.pem (&7 1 JL K — RNEEBA
£&. fullchain.pem (7 1 )L KA— REEBREDF = — ., privkey.pem (&7 1 JL K 71— R3EFA
EOMWEHRTT,

= -1o)
ZDIREIF, VS5RY—DNFTOM4IhTWB ) —Y 3 VICERAE < us-east-

114 VR—MNTBREHLNHY FF, Amazon CloudFront (&4 O0—/3)L AWS
Y—ERXTHDBEHTT,

B
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$ aws acm import-certificate --certificate file://cert.pem \

--certificate-chain file://fullchain.pem \
--private-key file://privkey.pem \

--region us-east-1

3. AWSOvyY—Licas4 v LT, CloudFront 74 A MY E2—>avaEEHRLET,

4. ROBEHRAEFEHAL T, CloudFront T4 AR E2—Y 3 VAR ELET,

pa

UTFORTA T avMBEINTWAWGEIRE, 774 MDEFICLTEE

T (ZATEBVEHEA),

*Fav

&

Origin domain

£l

Viewer protocol policy

Allowed HTTP methods

Cache policy

Origin request policy

Web Application Firewall (WAF)

Use existing WAF configuration

Choose a web ACL

Alternate domain name (CNAME)

Custom SSL certificate

o ESA N NYol sl
rosa-waf-ingress []
Redirect HTTP to HTTPS

GET, HEAD, OPTIONS, PUT, POST, PATCH,
DELETE

CachingDisabled

AllViewer

Enable security protections
true

cloudfront-waf

*.apps.example.com (3]

EDRT Y TTA Y R— b LS ERR 4

1. origin domain ZEW{§9 %IZik. echo ${NLB} Z#=E1T L F 7,

2. BEDYV R —DHBHFEE. FVIVDEFN—BTHDI I LR LTIV,

3. INiE. B RH L Ingress Controller DERKICHER LT A RA—RRKAAVERBLUTH

LMENHYETY,

4. Zhix. ETAALT alternate domainname EECTHBIZHEHIHY £,

5. Amazon CloudFront ¥4 ANYEa2—Ya Y IV RRAVNEREBLET,
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$ aws cloudfront list-distributions --query "DistributionList.ltems[?Origins.ltems[?
DomainName=="${NLB}']].DomainName" --output text

6. CNAME 8 DHRYLDTAILRA—RKRRKAAVDDNS %, gD AT v 7D Amazon
CloudFront ¥4 A MY Ea2—avIT Vv RRA Y MCEHFLET,

B

I *.apps.example.com CNAME d1b2c3d4e5f6g7.cloudfront.net

549 7N T7T) r—avnr7aoq
LROAR Y REERTFLT, Y77 r—yvavAomLW O 7 M aERLE T,
I $ oc new-project hello-world
2. HeloWorld 7 7YV r—>ava5F7O04 LFT,

I $ oc -n hello-world new-app --image=docker.io/openshift/hello-openshift

3 ARILRNAAVEERELTCT T r—oavoIl— b EERLET,

B

$ oc -n hello-world create route edge --service=hello-openshift hello-openshift-tls \
--hostname hello-openshift. 5{DOMAIN}

4. )b—MIZFRIVEMIF T, 7R 4 L ingress Controller N\D 7 V2R &FFAI L £ T,

I $ oc -n hello-world label route.route.openshift.io/hello-openshift-tls route=waf

5.5.WAF O 7 R k

1. 771 H Amazon CloudFront DEERT7 VA TES &5 TAMNLET,
&1

I $ curl "https://hello-openshift. 5{DOMAIN}"
Al
I Hello OpenShift!

2. WAF A RERERAERTSHIEE=TAMNLET,
&l

$ curl -X POST "https://hello-openshift. 5{DOMAIN}" \
-F "user='<script><alert>Hello></alert></script>""
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H A B

<!IDOCTYPE HTML PUBLIC "-//W3C//DTD HTML 4.01 Transitional//EN"
"http://www.w3.0org/TR/html4/loose.dtd">

<HTML><HEAD><META HTTP-EQUIV="Content-Type" CONTENT="text/html; charset=iso-
8859-1">

<TITLE>ERROR: The request could not be satisfied</TITLE>

</HEAD><BODY>

<H1>403 ERROR</H1>

<H2>The request could not be satisfied.</H2>

<HR noshade size="1px">

Request blocked.

We can't connect to the server for this app or website at this time. There might be too much
traffic or a configuration error. Try again later, or contact the app or website owner.

<BR clear="all">

If you provide content to customers through CloudFront, you can find steps to troubleshoot
and help prevent this error by reviewing the CloudFront documentation.

<BR clear="all">

<HR noshade size="1px">

<PRE>

Generated by cloudfront (CloudFront)

Request ID: nFk9g2yB8jddI6FZOTjdliexzx-FwZtr8xUQUNT75HThPIrALDxbag==

</PRE>

<ADDRESS>

</ADDRESS>

</BODY></HTML>

FHINZERIZF403ERROR TS —TC9, TOIS—MRIhhiX, 77V 45—y avid
AWSWAF IC& > TIREINTWET,

5.6. FEEIER

® YouTube M Adding Extra Security with AWS WAF, CloudFront and ROSA | Amazon Web
Services
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F6EFa1—NMNY F7J): AWSWAF & AWSALB #{EA L7 RED
HAT OPENSHIFT SERVICEON AWS 7—/2 O0— RD{RE

AWS WAF
AUERE X

EWeb 77TV —23 v 7747 94—ILTT, RE[JEDOWeb 7T r—>3v)y—
NDZHTTP BLVHTTPS BERAZERTEE T,

AWS Application Load Balancer (ALB) Zf#f L T. Red Hat OpenShift Service on AWS 7—2 O— K
IC Web Application Firewall (WAF) ZBITE X9, AV ) a1—Ya v %2EHAT 2 & WAF OUIEIC
& 2 —EREEH 5 Red Hat OpenShift Serviceon AWS ) Y — XA % {RETEZ T,

BF

ALBR—Z2DY ) 2= a3 v afIFERTIUNEL’HDIGEERE. L UERRAQ
CloudFront XY v K 2RI & ##HELFT,

6.1. IR

o BHDTARASEYF4—Y— (AZ) ICF7H % Red Hat OpenShift Service on AWS 7 5 2
y—

QOp

= o-1o)
AWS RF¥axXv MoLBdE, AWSALBICIFZERD AZICENZ2DLUED

RITVY ) Ty MRETYT, DD, ALBAEFERATEZDIE. BHOD
AZ IZF 7=H' % Red Hat OpenShift Serviceon AWS 7 S5 R4 —IZBRSNE T,

enShift CLI(0c) ICT7 ¥ R TX 3,

e AWSCLI(aws) K77 ERTX 3,

6.1.1. IRiE

=, o
ax &

o RIEEHZERLIY,

$ export AWS_PAGER=""

$ export CLUSTER=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}")

$ export REGION=$(oc get infrastructure cluster -o=jsonpath="
{.status.platformStatus.aws.region}")

$ export OIDC_ENDPOINT=$(oc get authentication.config.openshift.io cluster -o
jsonpath='{.spec.serviceAccountlssuer}' | sed 's|*https://||")

$ export AWS_ACCOUNT_ID=$(aws sts get-caller-identity --query Account --output text)
$ export SCRATCH="/tmp/${CLUSTER}/alb-waf"

$ mkdir -p ${SCRATCH}

$ echo "Cluster: $(echo ${CLUSTER} | sed 's/-[a-z0-9]\{5\}$//'), Region: ${REGION}, OIDC
Endpoint: ${OIDC_ENDPOINT}, AWS Account ID: ${AWS_ACCOUNT_ID}"

6.1.2. AWSVPC &EH T XRv b
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R

IDEIYavii, BEOVPCICT/OAMINEISRY—ICOIKBERINET, 75
29 —%BEFEDOVPCICT7AA Liah>kBEIE. TOEIVavERxFy LT, %
DEDAVAN=ILEIAaVICEATLIEIL,

1. LTFOZEH %, EFED Red Hat OpenShift Service on AWS 77’04 X~ MIE&HLHE TEYIAE
ICRREL FT,

$ export VPC_ID=<vpc-id> @)
$ export PUBLIC_SUBNET_IDS=(<space-separated-list-of-ids>) @)
$ export PRIVATE_SUBNET_IDS=(<space-separated-list-of-ids>) €)

ﬂ P29 —DVPCIDICEEX#Z 7 (f5l: export VPC_ID=vpc-04c429b7dbc4680ba),

@ /529 DTFAR—PYTRY FDORR—ZARYY YR MBERRET. ()3
FTHREFL T<REI W, fl: export PUBLIC_SUBNET _IDS=(subnet-056fd6861ad332ba2
subnet-08ce3b4ec753fe74c subnet-071aa28228664972f),

© /529 DTFAR—PYTRY FDORR—ZARYPY YR MBERRET. ()3
FTRIFLTLCEIY, 72& 21X, export PRIVATE_SUBNET IDS=(subnet-
0b933d72a8d72c36a subnet-0817eb72070f1d3c2 subnet-0806e64159b66665a) T 3,

2. VS RAY—HFEFEARALT, V75 AY—DVPCICY IV %=EBMLET,

$ aws ec2 create-tags --resources ${VPC_ID} \
--tags Key=kubernetes.io/cluster/${CLUSTER},Value=shared --region ${REGION}

3. RXTYw oy TRy MY TEEMLET,

$ aws ec2 create-tags \
--resources ${PUBLIC_SUBNET_IDS} \
--tags Key=kubernetes.io/role/elb,Value="1"\
Key=kubernetes.io/cluster/${ CLUSTER},Value=shared \
--region ${REGION}

4. T3AR—( G TRy MY TEEBMLES,

$ aws ec2 create-tags \
--resources ${PRIVATE_SUBNET_IDS} \
--tags Key=kubernetes.io/role/internal-elb,Value="1"\
Key=kubernetes.io/cluster/${ CLUSTER},Value=shared \
--region ${REGION}

6.2. AWS LOAD BALANCER OPERATOR O 7 704

AWS Load Balancer Operator &, Red Hat OpenShift Service on AWS 7 5 X4 —A(®D aws-load-
balancer-controller D Y 249 Y X% A4 VXA h—)b, B, BRETHHDITFEHALE I, RedHat
OpenShift Service on AWS IC ALB 27 7’04 9 %11k, 9 AWS Load Balancer Operator %7 7’00
1$T2BENHYFT,
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1. ROOT Y R%&EZEFTLT. AWS Load Balancer Operator #7704 § 5 LW7O2 ) b %
ER L F 9,

I $ oc new-project aws-load-balancer-operator

2. ROOAT Y RAEZETLT. AWS Load Balancer Controller ® AWS IAM 7RY) & —&{ER L X ¢
(FREBFEELBRVER),

pa )

RYY—IE 7y TR M) —L®D AWS Load Balancer Controller IR 1) & — H 5 EL
BINFET., Zhik Operator HH#EET 27 DICHETT,

$ POLICY_ARN=$(aws iam list-policies --query \
"Policies[?PolicyName=="aws-load-balancer-operator-policy'].{ARN:Arn}" \
--output text)

$if [ -z "${POLICY_ARN}" ]]; then

wget -O "${SCRATCH}/load-balancer-operator-policy.json" \

https://raw.githubusercontent.com/kubernetes-sigs/aws-load-balancer-

controller/main/docs/install/iam_policy.json

POLICY_ARN=$(aws --region "$REGION" --query Policy.Arn \

--output text iam create-policy \

--policy-name aws-load-balancer-operator-policy \

--policy-document "file://${SCRATCH}/load-balancer-operator-policy.json")

3. AWS Load Balancer Operator @ AWS IAM {S38/R 1) & — % ER L £,

$ cat <<EOF > "${SCRATCH]}/trust-policy.json"
{
"Version": "2012-10-17",
"Statement”: [
{
"Effect": "Allow",
"Condition": {

"StringEquals” : {

"${OIDC_ENDPOINT}:sub": ["system:serviceaccount:aws-load-balancer-operator:aws-

load-balancer-operator-controller-manager”, "system:serviceaccount:aws-load-balancer-
operator:aws-load-balancer-controller-cluster"]

}
b
"Principal™: {

"Federated": "arn:aws:iam::$AWS_ACCOUNT_ID:oidc-provider/${OIDC_ENDPOINT}"
b
"Action": "sts:AssumeRoleWithWebldentity"
}

]

}
EOF

4. AWS Load Balancer Operator ® AWS IAM O—J)L%{ER L £ 9,

I $ ROLE_ARN=$(aws iam create-role --role-name "${CLUSTER]}-alb-operator" \


https://raw.githubusercontent.com/kubernetes-sigs/aws-load-balancer-controller/main/docs/install/iam_policy.json
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--assume-role-policy-document "file://${SCRATCH}/trust-policy.json" \
--query Role.Arn --output text)

5 RDIAY Y REFRITLT, LETNICYER L7 IAM O—JLIC AWS Load Balancer Operator 7R )
Y—EEYHETET,

$ aws iam attach-role-policy --role-name "${CLUSTER]}-alb-operator" \
--policy-arn ${POLICY_ARN}

6. FTLSI/ER L7 AWSIAM O—JL%B|E % 578D AWS Load Balancer Operator DY — 2
Ly bR LET,

$ cat << EOF | oc apply -f -
apiVersion: v1
kind: Secret
metadata:
name: aws-load-balancer-operator
namespace: aws-load-balancer-operator
stringData:
credentials: |
[default]
role_arn = ${ROLE_ARN}
web_identity_token_file = /var/run/secrets/openshift/serviceaccount/token
EOF

7. AWS Load Balancer Operator #24 Y XA h—JLL XY,

$ cat << EOF | oc apply -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: aws-load-balancer-operator
namespace: aws-load-balancer-operator
spec:
upgradeStrategy: Default
apiVersion: operators.coreos.com/vialphaft
kind: Subscription
metadata:
name: aws-load-balancer-operator
namespace: aws-load-balancer-operator
spec:
channel: stable-v1.0
installPlanApproval: Automatic
name: aws-load-balancer-operator
source: redhat-operators
sourceNamespace: openshift-marketplace
startingCSV: aws-load-balancer-operator.v1.0.0
EOF

8. JRM Operator M L T. AWS Load Balancer Controller 4 Y24 Y 2% 7704 LT,

43



Red Hat OpenShift Serviceon AWS 4 Fa1— kY 7JL

pa 3

ITIZT—HDRELLGEE. PLEF>THLBEATLTCEIN, T5—
HETDHDIE. Operator BNERLA VA R—=ILERTLTWRVWADHTT,

$ cat << EOF | oc apply -f -
apiVersion: networking.olm.openshift.io/v1
kind: AWSLoadBalancerController
metadata:
name: cluster
spec:
credentials:
name: aws-load-balancer-operator
enabledAddons:
- AWSWAFv2
EOF

9. OperatorPod &Y hO—5—Pod O\ANERITINTVWSE I EEERLE T,

I $ oc -n aws-load-balancer-operator get pods

RDEIBRAYE—IDNRFIINETT, KRRINBVWESE, PLE>THLBEHATLTLE
TN,

NAME READY STATUS RESTARTS AGE
aws-load-balancer-controller-cluster-6ddf658785-pdp5d 1/1 Running 0 99s
aws-load-balancer-operator-controller-manager-577d9ffcb9-w6zgn 2/2  Running 0
2mds

63.Y VTN TT) r—avnF7aoAq
LYY IN7FVr—yavBicpLwaoy 7 baERLET,

I $ oc new-project hello-world

2. HeloWorld 7 7V r—>ava5F7O04 LFT,

I $ oc new-app -n hello-world --image=docker.io/openshift/hello-openshift

3. BRIICEREADY—ER )Y —R% NodePort —ER4 A4 FICEHELET,

I $ oc -n hello-world patch service hello-openshift -p '{"spec":{"type":"NodePort"}}'

4. AWS Load Balancer Operator Z{#H L TAWSALB %27 704 LY,

$ cat << EOF | oc apply -f -
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: hello-openshift-alb
namespace: hello-world
annotations:
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alb.ingress.kubernetes.io/scheme: internet-facing

spec:
ingressClassName: alb
rules:
- http:
paths:
- path: /
pathType: Exact
backend:
service:
name: hello-openshift
port:
number: 8080
EOF

5 AWSALBIngress TV KR4 ¥ h%& curl LT, HelloWorld 7 7V s —>avIZ7 VA TE
2T EEMHRLET,

R

AWSALB O 7OEY 3 =2 JZIlIEHaH MY £9 ., curl: (6) Could not resolve
host t W) TS5 —ARRINLGEIE. FELTHLHEATLTLEIY,

$ INGRESS=$(oc -n hello-world get ingress hello-openshift-alb -o
jsonpath="{.status.loadBalancer.ingress[0].hostname}’)
$ curl "http:/${INGRESS}"

H B

I Hello OpenShifi!

6.3.1. AWS WAF D% 7E

AWS WAF H—E R IEWeb 7 Y5 —>3 Y774 70 4+—I)LTF, RedHat OpenShift Service on
AWS R EDRE[/RDOWeb 7TV r—2 3 v )Y —RICEHEEIND HTTP BL O HTTPS BER % B
1R, RE, FlETEXT,

1. Web ACL ICEAT 2 AWSWAF IL—IL 7 74 ILBEERLE T,

$ cat << EOF > ${SCRATCH}/waf-rules.json

[

{
"Name": "AWS-AWSManagedRulesCommonRuleSet",

"Priority": 0,
"Statement™: {
"ManagedRuleGroupStatement": {
"VendorName": "AWS",
"Name": "AWSManagedRulesCommonRuleSet"

}
}

"OverrideAction": {
"None": {}

b
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"VisibilityConfig": {
"SampledRequestsEnabled": true,
"CloudWatchMetricsEnabled": true,
"MetricName": "AWS-AWSManagedRulesCommonRuleSet"

}
},

{
"Name": "AWS-AWSManagedRulesSQLiRuleSet",

"Priority": 1,
"Statement™: {
"ManagedRuleGroupStatement": {
"VendorName": "AWS",
"Name": "AWSManagedRulesSQLiRuleSet"
}
b

"OverrideAction": {
"None": {}
b
"VisibilityConfig": {
"SampledRequestsEnabled": true,
"CloudWatchMetricsEnabled": true,
"MetricName": "AWS-AWSManagedRulesSQLiRuleSet"

}
}
]
EOF
ZhickY, 37 (HB)BLUVSQLAWS I R—Y RIb—I)Lbty MBBEMICAY T,
2. FEETEELZIL—ILEFEAL T, AWSWAF @ Web ACL Z4ER L £ 9,

$ WAF_ARN=$(aws wafv2 create-web-acl \

--name ${CLUSTER}-waf \

--region ${REGION} \

--default-action Allow={} \

--scope REGIONAL\

--visibility-config
SampledRequestsEnabled=true,CloudWatchMetricsEnabled=true,MetricName=${CLUSTER}-
waf-metrics \

--rules file://${SCRATCH]}/waf-rules.json \

--query 'Summary.ARN'"\

--output text)

3. Ingress ') YV — X IZ AWS WAF D Web ACLARN D7 /7 —avatiTxzd,

$ oc annotate -n hello-world ingress.networking.k8s.io/hello-openshift-alb \
alb.ingress.kubernetes.io/wafv2-acl-arn=${WAF_ARN}

4. W—IHDRBINZETIONFL, 77V r—oa v EEEEds 20T AN LET,

I $ curl "http://${INGRESS}"

H A B

I Hello OpenShifi!

46



EFa—bMYFI:AWS WAF & AWS ALB % ffifl L 7= RED HAT OPENSHIFT SERVICE ON AWS 7—% O0— RDO{R#E

5. WAF AR ERERAERTITSHIEE=TAMNLET,

$ curl -X POST "http://${INGRESS}" \
-F "user='<script><alert>Hello></alert></script>""

H A B

<html>

<head><title>403 Forbidden</title></head>
<body>

<center><h1>403 Forbidden</h1></center>
</body>

</html

pz o-1o)
AWS WAF i & D BEMEICIZB O DD 25Ea0H Y £9 ., 403 Forbidden =5 —
PREINGBWVIGEIE, BRE--THLEI—EBSALLLEIN,

FHI N BRI 403 Forbidden T5—T3, OIS —ERInhiE, 77V 5—>aviz
AWSWAF IC& > TIREINTWET,

6.4. BEERIR
® YouTube M Adding Extra Security with AWS WAF, CloudFront and ROSA | Amazon Web
Services
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7% F 21— M1 77J)L: RED HAT OPENSHIFT SERVICE ON AWS
5 A% —~ D OPENSHIFT API FOR DATA PROTECTION O 7

AR

704
EE

ZDAVTVYVIERedHat DT F R/X—KDMEK LEDTITH, HR—IbFRDITAR
TOHRETEFLETAMNINTVWEH A,

® Red Hat OpenShift Service on AWS 7 5 X4 —

R

o RIEEHZERLIY,

R

EMED Red Hat OpenShift Service on AWS 7 S A9 —ILEDETI SR —%
ALEEL, BEEZELLTISRY—ICOTM Y LTVWBI EABRALTLES
Vo RICEDHNIC, $RTODT A —ILRAELKHEAINTWSE I EERELT
CIREW,

$ export CLUSTER_NAME=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}" | sed 's/-[a-z0-9]\{5\}$//')

$ export ROSA_CLUSTER_ID=$(rosa describe cluster -c ${CLUSTER_NAME]} --output json
| ja -r.id)

$ export REGION=$(rosa describe cluster -c ${CLUSTER_NAME} --output json | jq -r
.region.id)

$ export OIDC_ENDPOINT=$(oc get authentication.config.openshift.io cluster -o
jsonpath='{.spec.serviceAccountlssuer}' | sed 's|*https://||")

$ export AWS_ACCOUNT_ID="aws sts get-caller-identity --query Account --output text’

$ export CLUSTER_VERSION="rosa describe cluster -c ${CLUSTER_NAME} -o json | jq -r
.version.raw_id | cut -f -2 -d '."

$ export ROLE_NAME="${CLUSTER_NAME}-openshift-oadp-aws-cloud-credentials"

$ export AWS_PAGER=""

$ export SCRATCH="/tmp/${CLUSTER_NAME}/oadp"

$ mkdir -p ${SCRATCH}

$ echo "Cluster ID: ${ROSA_CLUSTER_ID}, Region: ${REGION}, OIDC Endpoint:
${OIDC_ENDPOINT}, AWS Account ID: ${AWS_ACCOUNT_ID}"

71L.AWS 7 ho Y ND#fig
. S37VREHATBIAMRY > —BFERLFET,
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$ POLICY_ARN=$(aws iam list-policies --query "Policies[?PolicyName=="RosaOadpVer1'].
{ARN:Arn}" --output text)

if [ -z "${POLICY_ARN}" ]]; then

$ cat << EOF > ${SCRATCH}/policy.json

{
"Version": "2012-10-17",


https://docs.redhat.com/en/documentation/red_hat_openshift_service_on_aws/4/html-single/install_clusters/#rosa-hcp-sts-creating-a-cluster-quickly
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"Statement": |

{

}
I

"Effect": "Allow",

"Action": [
"s3:CreateBucket",
"s3:DeleteBucket",
"s3:PutBucketTagging",
"s3:GetBucketTagging",
"s3:PutEncryptionConfiguration”,
"s3:GetEncryptionConfiguration”,
"s3:PutLifecycleConfiguration”,
"s3:GetLifecycleConfiguration”,
"s3:GetBucketLocation",
"s3:ListBucket",
"s3:GetObject",
"s3:PutObject",
"s3:DeleteObject",
"s3:ListBucketMultipartUploads",
"s3:AbortMultipartUpload”,
"s3:ListMultipartUploadParts",
"ec2:DescribeSnapshots",
"ec2:DescribeVolumes",
"ec2:DescribeVolumeAttribute",

"ec2:DescribeVolumesModifications",

"ec2:DescribeVolumeStatus”,
"ec2:CreateTags",
"ec2:CreateVolume",
"ec2:CreateSnapshot",
"ec2:DeleteSnapshot”

],

"Resource": "*"

EOF

$ POLICY_ARN=$(aws iam create-policy --policy-name "RosaOadpVer1" \
--policy-document file:///${SCRATCH}/policy.json --query Policy.Arn \
--tags Key=rosa_openshift_version,Value=${CLUSTER_VERSION}
Key=rosa_role_prefix,Value=ManagedOpenShift

Key=operator_namespace,Value=openshift-oadp Key=operator_name,Value=openshift-oadp

\

--output text)

fi
$

2. VSR —DIAMO—JLEFER) >—&FRLZET,

$ cat <<EOF > ${SCRATCH}/trust-policy.json

{

echo ${POLICY_ARN}

"Version": "2012-10-17",
"Statement": [{
"Effect": "Allow",
"Principal™: {

"Federated": "arn:aws:iam::${AWS_ACCOUNT_ID}:oidc-provider/${OIDC_ENDPOINT}"

}

"Condition™: {

"Action": "sts:AssumeRoleWithWebldentity",
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"StringEquals™: {
"${OIDC_ENDPOINT}:sub": [
"system:serviceaccount:openshift-adp:openshift-adp-controller-manager”,
"system:serviceaccount:openshift-adp:velero”]

}
1]

}
EOF

$ ROLE_ARN=$(aws iam create-role --role-name \

"${ROLE_NAME}" \

--assume-role-policy-document file://${SCRATCH]}/trust-policy.json \

--tags Key=rosa_cluster_id,Value=${ROSA_CLUSTER_ID}
Key=rosa_openshift_version,Value=${CLUSTER_VERSION}
Key=rosa_role_prefix,Value=ManagedOpenShift
Key=operator_namespace,Value=openshift-adp Key=operator_name,Value=openshift-oadp \

--query Role.Arn --output text)

$ echo ${ROLE_ARN}

JLIAMARY Y —A IAM O—J)LICEY LU TET,

$ aws iam attach-role-policy --role-name "${ROLE_NAME}" \
--policy-arn ${POLICY_ARN}

7.2. 7 2 R89—~DOADP OF 704

1. OADP @ namespace =/Em L £,

I $ oc create namespace openshift-adp
2. FREEEwRDOY—I Ly MEERLET,

$ cat <<EOF > ${SCRATCH]}/credentials

[default]

role_arn = ${ROLE_ARN}

web_identity_token_file = /var/run/secrets/openshift/serviceaccount/token
region=<aws_region> ﬂ

EOF

$ oc -n openshift-adp create secret generic cloud-credentials \
--from-file=${SCRATCH}/credentials

ﬂ <aws_regions (. Security Token Service (STS) T KR4 ¥ MIERT 2 AWS 1) —
VavIlBEMAZET,

3. OADP Operator #7704 L £ ¥,

Pz
IRIE. Operator M/X—< 3 Y 11 Tl&, /N 2 7 v 71 PartiallyFailed 2 7— %

2IICBRBEVWHBBLAHYET, ThigN\v o7y TEETOTOERICITEHE
LERWEBbNE T, TNRICEET I2EENHDIOFRIVETT,
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$ cat << EOF | oc create -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup

metadata:

generateName: openshift-adp-
namespace: openshift-adp

name: oadp

spec:

targetNamespaces:

- openshift-adp

apiVersion: operators.coreos.com/vialphaft
kind: Subscription

metadata:

name: redhat-oadp-operator
namespace: openshift-adp

spec:

channel: stable-1.2
installPlanApproval: Automatic
name: redhat-oadp-operator
source: redhat-operators
sourceNamespace: openshift-marketplace
EOF

4. Operator DERBHIES FTRHLBET,

I $ watch oc -n openshift-adp get pods

ol
NAME READY STATUS RESTARTS AGE
openshift-adp-controller-manager-546684844f-qgjhn  1/1  Running 0 22s

5 93O RAML—Y%ERLET,

$ cat << EOF | oc create -f -
apiVersion: oadp.openshift.io/vialphai
kind: CloudStorage
metadata:
name: ${CLUSTER_NAME}-oadp
namespace: openshift-adp
spec:
creationSecret:

key: credentials

name: cloud-credentials
enableSharedConfig: true
name: ${CLUSTER_NAME}-oadp
provider: aws
region: $REGION
EOF

6. PTUVTr—2avDAMNL—YDTFI7AINIMNDRAMN L=V IS AERRLET,

I $ oc get pvc -n <namespace> ﬂ
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ﬂ 7 Y4 — 3> ® namespace EF AAL XY,

Al
NAME STATUS VOLUME CAPACITY ACCESS MODES
STORAGECLASS AGE
applog Bound pvc-351791ae-b6ab-4e8b-88a4-30f73caf5ef8 1Gi RWO gp3-
csi 4d19h
mysql Bound pvc-16b8e009-a20a-4379-accc-bc81fedd0621 1Gi RWO gp3-
csi 4d19h

I $ oc get storageclass

aepaltl
NAME PROVISIONER RECLAIMPOLICY VOLUMEBINDINGMODE
ALLOWVOLUMEEXPANSION AGE
gp2 kubernetes.io/aws-ebs Delete WaitForFirstConsumer true
4d21h
gp2-csi ebs.csi.aws.com Delete WaitForFirstConsumer true
4d21h
gp3 ebs.csi.aws.com Delete WaitForFirstConsumer true
4d21h
gp3-csi (default) ebs.csi.aws.com Delete WaitForFirstConsumer true
4d21h

gp3-csi. gp2-csi. gp3. EhIE gp2 DWTNHEFERTHEMELE T, Ny I T v TRED
TITNVG—2a v eRTCSIZFERLAEPY ZERALTWSIEEIE. OADP O DPA B&EIC
CSITSTA4vaEDET,

7. CSI M&: Data Protection Application #7704 L £ 9,

$ cat << EOF | oc create -f -
apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:
name: ${CLUSTER_NAME}-dpa
namespace: openshift-adp
spec:
backuplmages: true
features:
dataMover:
enable: false
backupLocations:
- bucket:
cloudStorageRef:
name: ${CLUSTER_NAME}-oadp
credential:
key: credentials
name: cloud-credentials
prefix: velero
default: true
config:
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region: ${REGION}
configuration:
velero:
defaultPlugins:
- openshift
- aws
- CSi
restic:
enable: false
EOF

R

CSIRYa—AlIcLTIDAYY REERTT BHEIFX. RORTY THERXY
JTTEFT,

8. 3E CSIR!) 2 — A: Data Protection Application #7704 L ¥ 9,

$ cat << EOF | oc create -f -
apiVersion: oadp.openshift.io/vialphai
kind: DataProtectionApplication
metadata:
name: ${CLUSTER_NAME}-dpa
namespace: openshift-adp
spec:
backuplmages: true
features:
dataMover:
enable: false
backupLocations:
- bucket:
cloudStorageRef:
name: ${CLUSTER_NAME}-oadp
credential:
key: credentials
name: cloud-credentials
prefix: velero
default: true
config:
region: ${REGION}
configuration:
velero:
defaultPlugins:
- openshift
- aws
restic:
enable: false
snapshotLocations:
- velero:
config:
credentialsFile: /tmp/credentials/openshift-adp/cloud-credentials-credentials
enableSharedConfig: 'true'
profile: default
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region: ${REGION}
provider: aws
EOF

pa )

o OADP 11.x M Red Hat OpenShift Service on AWSSTSIRIETIE, OV 7+ —4
A= DNy T v T EET (spec.backuplmages) DIEILH R— b I hTWa
Wi, false ICRET HHENHY XT,

® Restic #EE (restic.enable=false) (&. Red Hat OpenShift Service on AWS STS
RIETIEEWIR>THEY., Y R—FIhTLEHEA,

e DataMover #8E (dataMover.enable=false) |&. Red Hat OpenShift Service on
AWSSTS RIETIREMICAR>TH Y., Y R—FIhTLEEA,

7.3.Nv 7y TDOEFT

R

RDOY Y T hello-world 7 7Y r—< 3 vicid, kiERY a—ANEEINTULEE
ho EELDDPAKREEHEEL T,

LNy o7y 7d50—0—-REERLET,

$ oc create namespace hello-world
$ oc new-app -n hello-world --image=docker.io/openshift/hello-openshift

2. b—hZ=RRALET,
I $ oc expose service/hello-openshift -n hello-world
37TV avhEMELTWR IR LET,

I $ curl “oc get route/hello-openshift -n hello-world -o jsonpath='{.spec.host}"

H A B

I Hello OpenShifi!
4. 7—o0—RENYITYTLET,

$ cat << EOF | oc create -f -
apiVersion: velero.io/v1
kind: Backup

metadata:

name: hello-world
namespace: openshift-adp
spec:
includedNamespaces:

- hello-world
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storagelLocation: ${CLUSTER_NAME}-dpa-1
ttl: 720h0mO0s
EOF

5. Ny IF7yvThHETT2ETHLET,
I $ watch "oc -n openshift-adp get backup hello-world -0 json | jq .status"

H A B

"completionTimestamp™: "2022-09-07T22:20:44Z",
"expiration": "2022-10-07T22:20:22Z",
"formatVersion": "1.1.0",
"phase": "Completed",
"progress": {

"itemsBackedUp": 58,

"totalltems": 58
b
"startTimestamp": "2022-09-07T22:20:22Z7",
"version": 1

6. TET7—/O—RZHIRLET,

I $ oc delete ns hello-world
7. Ny Oy THhoETLET,

$ cat << EOF | oc create -f -
apiVersion: velero.io/v1
kind: Restore

metadata:

name: hello-world
namespace: openshift-adp
spec:

backupName: hello-world
EOF

8. EXNETITHITHLET,

I $ watch "oc -n openshift-adp get restore hello-world -0 json | jq .status"
6

{
"completionTimestamp™: "2022-09-07T22:25:47Z",
"phase": "Completed",
"progress": {
"itemsRestored": 38,
"totalltems": 38

b
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"startTimestamp": "2022-09-07T22:25:287",
"warnings": 9
}

9. 7=/ O—RMERXINTVWB I L =2MHALET,

I $ oc -n hello-world get pods

o
NAME READY STATUS RESTARTS AGE
hello-openshift-9f885f7¢c6-kdjpj 1/1  Running 0 90s

I $ curl “oc get route/hello-openshift -n hello-world -o jsonpath='{.spec.host}"

H A B

I Hello OpenShifi!

10. hSTNYa—FT4vTDEY ME OADPF—LD T TV a—FT4 VI RFatyh %&
ZRLTCEIY,

. BMoY>YFINT7TIV5—aviE, OADPF—LD Y TN T7 TV r—avysa Ly b
)—IichY x9,

74.0)—>2TF7w
. 7—70—KR%HIKRLEY,

I $ oc delete ns hello-world

2. Ny 9Ty TBLIOETY Y —ZADBFREBICKRSTHBEIE. V7RI —D5YY—%EHIRLF
-a—o

$ oc delete backups.velero.io hello-world
$ oc delete restores.velero.io hello-world

3SBONY YTy T/ERATI IV MEYE—RNAFTV ) MaHIBRT 2I101F. UTFEETL
i’a—o

$ velero backup delete hello-world
$ velero restore delete hello-world

4. Data Protection Application ZHBIf& L £ 9,

I $ oc -n openshift-adp delete dpa ${CLUSTER_NAME}-dpa

5 92T RAML—YUZHIBRLET,

I $ oc -n openshift-adp delete cloudstorage ${CLUSTER_NAME}-oadp
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A< Y KRBT LSS,
nHYFET,

o+

77454 F—DEIRIPBEICARS

$ oc -n openshift-adp patch cloudstorage ${CLUSTER_NAME}-oadp -p
'{"metadata":{"finalizers":null}}' --type=merge

6. Operator M AREICR > 735E1d. Operator ZHIFRL 7,
I $ oc -n openshift-adp delete subscription oadp-operator

7. Operator M namespace ZHIR L £9,

I $ oc delete ns redhat-openshift-adp

8. NAI L)Y —AEEDPBICE2IIGEIZ. VSR —DNOARIL) Y —AEEZHIRL
i-g_o

$ for CRD in “oc get crds | grep velero | awk {print $1}"; do oc delete crd $CRD; done
$ for CRD in “oc get crds | grep -i oadp | awk {print $1}"; do oc delete crd $CRD; done

9. AWSS3 /N7 v hZHIFRL 7,

$ aws s3 rm s3:/${CLUSTER_NAME}-oadp --recursive
$ aws s3api delete-bucket --bucket ${CLUSTER_NAME}-oadp

10. O—ILDBRY S —DEIY B TEMBERLET,

$ aws iam detach-role-policy --role-name "${ROLE_NAME}" \
--policy-arn "${POLICY_ARN}"
N A—ILZHIBRLET,

I $ aws iam delete-role --role-name "${ROLE_NAME}"
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8% Fa1— k') 7)L: RED HAT OPENSHIFT SERVICE ON AWS
£ ®d AWS LOAD BALANCER OPERATOR

BF

ZDAVTVVIERedHat DT F R/N—RKDEK LEDTITH, HR—IFFRDITAR
TOHRETEFLETRAMNINTVWEHA,

g

AWS Load Balancer Operator IZ& > TR IN/O— KNS U H—(E, OpenShift L— b ITIZERT
TEFA. OpenShift L—hDL AV —7HEEZ TN TREE LAWMELX DY —EX X7 Ingress
V—RARKDHMERT 2B HY T,

AWS Load Balancer Controller (&. Red Hat OpenShift Service on AWS 7 5 X ¥ —® AWS Elastic
Load Balancer # B L £9, ZDIY hO—3>—I&, KubernetesIngress ')V —R&{ERT % & X (C
AWS Application Load Balancer (ALB) #77OEY 3 =>4 L. LoadBalancer ¥ 1 7% {HR L T
Kubernetes Service |) V — 2 & R4 9 % & X (T AWS Network Load Balancer (NLB) 2 7OEY 3=V
JLET,
TI7FIWRDAWS A V) —O— KRS H—=TAnN/ F—c B LT, 203Y hO—F—(F ALB
ENLB DA/ 7—2avAFRLTHEINTVWE T, BERFERAE L TEIUTHIETFS
nxd,

® X474 7 KubernetesIngress# 7>V & ALB %#{FHT %

o AWSOUTTF7T)r—>avI7747 04— (WAF) H—ER & ALB 267 %

pa

WAFVI (WAF 7252y 2) U R— b I RYF Lz, WARV2 ZFA L T
(I,

-

o HAYLDNLBY —RIPEHEAIEET S
o HANYLDNLBHEIPT7 RLRA%IBET S

AWS Load Balancer Operator &, Red Hat OpenShift Service on AWS 7 5 X4 —A (D aws-load-
balancer-controller D1 Y 29 V2% A VA h—JL, B, RETZDICFEALET,

8.1. AR

P2
AWSALB IZI&. RIVFAZI SR =&, V5A9—ERAL VPCAHD 3 DD AZIIZHHE

LTERBEINZ3IDONT )y o9 T2y NARETT, TDLH, ALBIFZ <D
PrivateLink 7 5 X9 —ICIZBE L TWEFH A, AWSNLB ICIZZ DEIRIZH Y FH A,

o < J)LF AZ D Red Hat OpenShift Service on AWS 7 5 X 4 —

e BYOVPCYZRY—
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https://kubernetes-sigs.github.io/aws-load-balancer-controller/
https://docs.aws.amazon.com/elasticloadbalancing/latest/application/introduction.html
https://docs.aws.amazon.com/elasticloadbalancing/latest/network/introduction.html
https://github.com/openshift/aws-load-balancer-operator
https://docs.redhat.com/en/documentation/red_hat_openshift_service_on_aws/4/html-single/install_clusters/#rosa-hcp-sts-creating-a-cluster-quickly
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e AWSCLI

e OCCLI

8.1.1. &ix
o BIETHAKEMBLET,

$ export AWS_PAGER=""

$ export ROSA_CLUSTER_NAME=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}" | sed 's/-[a-z0-9]\{5\}$//')

$ export REGION=$(oc get infrastructure cluster -o=jsonpath="
{.status.platformStatus.aws.region}")

$ export OIDC_ENDPOINT=$(oc get authentication.config.openshift.io cluster -o
jsonpath='{.spec.serviceAccountlssuer}' | sed 's|*https://||")

$ export AWS_ACCOUNT_ID=$(aws sts get-caller-identity --query Account --output text)
$ export SCRATCH="/tmp/${ROSA_CLUSTER_NAME}/alb-operator"

$ mkdir -p ${SCRATCH}

$ echo "Cluster: ${ROSA_CLUSTER_NAME}, Region: ${REGION}, OIDC Endpoint:
${OIDC_ENDPOINT}, AWS Account ID: ${AWS_ACCOUNT_ID}"

812.AWSVPC &H T XRw K

R

IDEIYaviE, BEOVPCICT 7/ OAMINEISRY—ICOIKBERINET, 75
29 —%BEFEDOVPCICT7AA Liah>kBEIE. TOEIVavERxFy LT, %
DEDAVAN=ILEID I VIEATLEIY,

1L UTOEH%E, EEDIVSRY—OT7O4 XY MIELE THEUREICEELE T,

$ export VPC_ID=<vpc-id>

$ export PUBLIC_SUBNET_IDS=<public-subnets>

$ export PRIVATE_SUBNET_IDS=<private-subnets>

$ export CLUSTER_NAME=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}")

2. VSR —ZEFARALTISAY—DVPCICY VHEBMLET,

$ aws ec2 create-tags --resources ${VPC_ID} --tags
Key=kubernetes.io/cluster/${CLUSTER_NAME},Value=owned --region ${REGION}

3NTVw oy Txy MY TEEBMLET,

$ aws ec2 create-tags \
--resources ${PUBLIC_SUBNET_IDS} \
--tags Key=kubernetes.io/role/elb,Value="\
--region ${REGION}

4. T3AR—( YTy MY TEEBMLES,

$ aws ec2 create-tags \
--resources "${PRIVATE_SUBNET_IDS}"\
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--tags Key=kubernetes.io/role/internal-elb,Value="\
--region ${REGION}

821 VAKM—=J

1. AWS Load Balancer Controller ® AWSIAM R & —A{ER L £,

pa )

ZORY>—Ix, 7v TRMNY)—L®D AWS Load Balancer Controller IR 1) & —
ICINAT, TRy MEIZY THERT DERIPSBIGINE T, i
Operator ' ERET 27O ICMETT,

$ oc new-project aws-load-balancer-operator
$ POLICY_ARN=$(aws iam list-policies --query \
"Policies[?PolicyName=="aws-load-balancer-operator-policy'].{ARN:Arn}" \
--output text)
$if [ -z "${POLICY_ARN}" ]]; then
wget -O "${SCRATCH}/load-balancer-operator-policy.json" \
https://raw.githubusercontent.com/rh-mobb/documentation/main/content/rosa/aws-load-
balancer-operator/load-balancer-operator-policy.json
POLICY_ARN=$(aws --region "$REGION" --query Policy.Arn \
--output text iam create-policy \
--policy-name aws-load-balancer-operator-policy \
--policy-document "file://${SCRATCH}/load-balancer-operator-policy.json")
fi
$ echo $POLICY_ARN

2. AWS Load Balancer Operator ® AWS IAM {E$87R 1) & —&/ER L £,

$ cat <<EOF > "${SCRATCH]}/trust-policy.json"
{

"Version": "2012-10-17",

"Statement”: [

{

"Effect": "Allow",

"Condition": {

"StringEquals” : {

"${OIDC_ENDPOINT}:sub": ["system:serviceaccount:aws-load-balancer-operator:aws-
load-balancer-operator-controller-manager”, "system:serviceaccount:aws-load-balancer-
operator:aws-load-balancer-controller-cluster"]

}

b
"Principal™: {

"Federated": "arn:aws:iam::$AWS_ACCOUNT_ID:oidc-provider/${OIDC_ENDPOINT}"
b
"Action": "sts:AssumeRoleWithWebldentity"
}

]

}
EOF

3. AWS Load Balancer Operator ® AWS IAM O—)L=4{ER L £ 7,
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https://raw.githubusercontent.com/kubernetes-sigs/aws-load-balancer-controller/v2.4.4/docs/install/iam_policy.json
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$ ROLE_ARN=$(aws iam create-role --role-name "${ROSA_CLUSTER_NAME}-alb-operator"
\

--assume-role-policy-document "file://${SCRATCHY}/trust-policy.json" \

--query Role.Arn --output text)
$ echo $ROLE_ARN

$ aws iam attach-role-policy --role-name "${ROSA_CLUSTER_NAME}-alb-operator" \
--policy-arn $POLICY_ARN

4. L HER L7 AWSIAM O— )L % B| X % (F 5 7= D AWS Load Balancer Operator HD > — 7%
Ly befERLET,

$ cat << EOF | oc apply -f -
apiVersion: v1
kind: Secret
metadata:
name: aws-load-balancer-operator
namespace: aws-load-balancer-operator
stringData:
credentials: |
[default]
role_arn = $ROLE_ARN
web_identity_token_file = /var/run/secrets/openshift/serviceaccount/token
EOF

5. AWS Load Balancer Operator #4 Y A h—JL L E T,

$ cat << EOF | oc apply -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: aws-load-balancer-operator
namespace: aws-load-balancer-operator
spec:
upgradeStrategy: Default
apiVersion: operators.coreos.com/vialphat
kind: Subscription
metadata:
name: aws-load-balancer-operator
namespace: aws-load-balancer-operator
spec:
channel: stable-v1.0
installPlanApproval: Automatic
name: aws-load-balancer-operator
source: redhat-operators
sourceNamespace: openshift-marketplace
startingCSV: aws-load-balancer-operator.v1.0.0
EOF

6. JRM Operator M L T. AWS Load Balancer Controller D4 Y24 Y 2 %7704 LT,
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pa 3

CITIZ—HDRELEGEE. PLF>THLBATLTLEIV, T5—N
HETBDIE, Operator BNERA VA R—ILERET LTWAWLEDHTT,

$ cat << EOF | oc apply -f -
apiVersion: networking.olm.openshift.io/v1
kind: AWSLoadBalancerController
metadata:

name: cluster
spec:

credentials:

name: aws-load-balancer-operator

EOF

7. OperatorPod &Y FO—5—Pod DAANEITINTWSE I EEHELET,

I $ oc -n aws-load-balancer-operator get pods

RDEIBRAYE—IDNRFIINTT, KRRINBVWESE, PLE>THLBEHATLTLE
TN,

NAME READY STATUS RESTARTS AGE
aws-load-balancer-controller-cluster-6ddf658785-pdp5d 1/1 Running 0 99s
aws-load-balancer-operator-controller-manager-577d9ffcb9-w6zgn 2/2  Running 0
2m4s

8.3. 7704 AV M DIREE

62

1L 7aYz ) MEFRERLET.

I $ oc new-project hello-world

2. HeloWorld 7 7YV r—>ava5F7O04 LFET,

I $ oc new-app -n hello-world --image=docker.io/openshift/hello-openshift

3. AWS ALB '##59 % NodePort Y —ER AR ELF T,

$ cat << EOF | oc apply -f -
apiVersion: v1
kind: Service
metadata:
name: hello-openshift-nodeport
namespace: hello-world
spec:
ports:
- port: 80
targetPort: 8080
protocol: TCP
type: NodePort
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selector:
deployment: hello-openshift
EOF

4. AWS Load Balancer Operator Z{#H L TAWSALB %27 704 L&Y,

$ cat << EOF | oc apply -f -
apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: hello-openshift-alb
namespace: hello-world

annotations:
alb.ingress.kubernetes.io/scheme: internet-facing
spec:
ingressClassName: alb
rules:
- http:
paths:
- path: /
pathType: Exact
backend:
service:
name: hello-openshift-nodeport
port:
number: 80
EOF

5 AWSALBIngress TV KR4 ¥ h%& curl LT, HelloWorld 7 7V o —>avIZ7 VA TE
2T EEMHRLET,

pa

AWSALB O 7OEY 3 =2 ZIZIEHaH MY £9 ., curl: (6) Could not resolve
host t W) TS5 —ARRINLGEIE. FELTHLHEATLTIEIY,

$ INGRESS=$(oc -n hello-world get ingress hello-openshift-alb \
-0 jsonpath='{.status.loadBalancer.ingress[0].hostname}')
$ curl "http:/${INGRESS}"

H A B

I Hello OpenShifi!

6. HeloWorld 7 U4 —> 3 VEICAWSNLB 257704 LF T,

$ cat << EOF | oc apply -f -

apiVersion: v1

kind: Service

metadata:
name: hello-openshift-nib
namespace: hello-world
annotations:
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service.beta.kubernetes.io/aws-load-balancer-type: external
service.beta.kubernetes.io/aws-load-balancer-nlb-target-type: instance
service.beta.kubernetes.io/aws-load-balancer-scheme: internet-facing
spec:
ports:
- port: 80
targetPort: 8080
protocol: TCP
type: LoadBalancer
selector:
deployment: hello-openshift
EOF

7. AWSNLBITY R R4V hETRAMLET,

R

NLBDZ7OEY a=y JIlix#anhy £9, curl: (6) Could not resolve host
EWDIT—DRIFINLGZER., FHELTHSBRAITLTIEIW,

$ NLB=$(oc -n hello-world get service hello-openshift-nib \
-0 jsonpath='{.status.loadBalancer.ingress[0].hostname}')
$ curl "http:/${NLB}"

H A B

I Hello OpenShifi!

84. 0 )—>7v S

1. helloworld 7 7'1) r—< 3 > M namespace ($ & U namespace ADETRTD ) YV —2R) % HlkR
LE9.

I $ oc delete project hello-world

2. AWS Load Balancer Operator & AWS IAM O—JLZHIBR L £ 9,

$ oc delete subscription aws-load-balancer-operator -n aws-load-balancer-operator
$ aws iam detach-role-policy \

--role-name "${ROSA_CLUSTER_NAME}-alb-operator" \

--policy-arn $POLICY_ARN
$ aws iam delete-role \

--role-name "${ROSA_CLUSTER_NAME}-alb-operator”

3. AWSIAM R v —%HIRLEF T,

I $ aws iam delete-policy --policy-arn $POLICY_ARN
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389Z= Fa1— K1) 7)L: MICROSOFT ENTRA ID (IH# AZURE
ACTIVEDIRECTORY) 274 TV T4 T4 —7ANA ¥ =L T
RET D

Microsoft Entra ID (IH#F Azure Active Directory) % Red Hat OpenShift Service on AWS D9 5 X 4 —
ATFVTATA—TANA T —E LTERETEEY,

ZDFa—KN)TITIE ROIRVZRTIHFIEZRLET,
1. Gits DIEUJT\_&)‘L. Entra 1D ‘\-%ﬁl/\l\ U /7_9 3 y%ﬁﬁ%l/ito

2. EntraD TO7 PV r—2avEFEREL T, M= VILERDIL—LETIL—T VL —
LEEBOHEY,

3. EntralDA7ATYT4T4—70ONA 5 —& LTHERT % & D IC Red Hat OpenShift Service
ONAWS V¥ S R9 —%HRELXT,

4. BrDTIL—TICEBMOEREZHS L £,

9.1. B F4

® Microsoft DRF a2 AV M ICH-T, —EDEF21)FA—TI—THFEKL. 21— —%F|
YHETTWB,

9.2. R D/=HICENTRAID ICHIRT7 TN r—> 3 v 5 F8x 9 5

EntralDICT7 N or—2avaEiERT 5IC1E. £9 OAuth 3—JL/Ny 2 URL Z/ER L. JRICT 7Y
7_93 V%ﬁﬁ%bij—o

FIE
L BEDEHAZEL, XOAT Y REERITLT, Y5R4—D OAuth I—JL/Nv ¥ URL %1{E
’52 L/ i-a—o
= o-1o)
ZDA—=INYy 7 URLEENTICRELTLEIY, OOV ATREILL
L) i-a—o

$ domain=$(rosa describe cluster -c <cluster_name> | grep "DNS" | grep -oE
"\S+.openshiftapps.com’)
echo "OAuth callback URL: https://oauth.${domain}/oauth2callback/AAD"

OAuth I—JL/Ny 2 URL DEKREICH S "AAD" T4 LI MN)—lF, TOTOERATHERTEET
B50AUth 7ATUYTAT4—7TONAY—ZEFAUTHIUELHY T,

2. Azureportal ICAY 4 > LTEntralD 7 7Y —> 3 V%R L. App registrations 7L — K
HEIRL FF, RIC. Newregistration Z:Z R L TH LW T FYr—>a v aERLES,
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https://portal.azure.com/#blade/Microsoft_AAD_RegisteredApps/ApplicationsListBlade
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66

= Microsoft Azure 2 Search resources, services, and docs (G+/)

Home > redhat.com

sz redhat.com | App registrations =

Azure Active Directory
«

© Overview
Preview features

#{ Diagnose and solve problems

Manage
an Users

a8 Groups

BB External Identities

at. Roles and administrators

&8 Administrative units

&8 Enterprise applications

—+ New registration @ Endpoints //?9 Troubleshooting O Refresh i

o Starting June 30th, 2020 we will no longer add any new features to Azure Active D
we will no long&r provide feature updates. Applications will need to be upgraded t

All applications Owhged applications  Deleted applications

\

L Start typing a display na\le or application (client) ID to filter these r...

We dic

77— 3 VL& &4 £ 9 (B openshift-auth),

7 URL DfEZANLET,

. RedirectURI KOy 74U Hh 5 Web #BIR L. BIORT v FTEE L7 OAuth I—JL/Ny

. BEREREAALLS, Register 7 Vv I LTT7 ) r—vavaflLET,
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_ Microsoft Azure P Search resources, services, and docs (G+/)

Home > redhat.com | App registrations >

Register an application

* Name

The user-facing display name for this application (this can be changed later).

openshift-auth ——___ v

Supported account types

Who can use this application or access this API?

@ Accounts in this organizational directory only (redhat.com only - Single tenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant)

O Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microsoft accounts (e.g. Skype, Xbox)

O Personal Microsoft accounts only

Help me choose...

Redirect URI (optional)

We'll return the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can be
changed later, but a value is required for most authentication scenarios.

Web v I l https://oauth-openshift.apps.vafindgw.eastus.aroapp.io/oauth2call...

Register an app you're working on Integrate gallery apps and other apps from outside your organization by adding from Entscprise applications

By proceeding, you agree to the Microsoft Platform Policies 7'

6. Certificates & secrets 77 L — K% 3#IR L. Newclientsecret #:&IRL £ 7,
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68

_ Microsoft Azure L Search resources, services, and docs (G+/)

Home > redhat.com | App registrations > openshift-auth

openshift-auth | Certificates & secrets =

‘p Search (Cmd+/) | « 2 Got feedback?

B Overview . o o o
Credentials enable confidential applications to identify themselve
&5 Quickstart scheme). For a higher level of assurance, we recommend using a

#" Integration assistant
Manage o Application registration certificates, secrets and federated cred

£ Branding & properties

3 Authentication Certificates (0) Client secrets (0)  Federated credenti

Certificates & secrets A secret string that the application uses to prove its identity wh

!I' Token configuration
~+ New client secret

-2 APl permissions

Description Expires

& Expose an AP
#2 App roles No client secrets have beer created for this application.
4 Owners

4. Roles and administrators

@ Manifest

Support + Troubleshooting

7. ERINFEMAEAAL, ERINLISATVRNY—9 Ly MaxERELET, TDY—7
Ly ME, TOTOCRTHTHREICRY T,

BF

MLy N7y TRIE, 94TV —0Ly NEBRTEERA, V747
VhY=ILy beRELBDSIGEIZ HILWISAT7 VM —I Ly b2
EXRTDVEIDHYET,
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= Microsoft Azure £ Search resources, services, and docs (G+/)

B Iy

Home > redhat.com | App registrations > openshift-auth

openshift-auth | Certificates & secrets =

0 Search (Cmd+/) «

i Overview

Description

27 Got feedback?

Credentials enable confidential applications to identify themselves to the auther

& Quickstart scheme). For a higher level of assurance, we recommend using a certificate (inst

#" Integration assistant

Manage @ Application registration certificates, secrets and federated credentials can be fc

B2 Branding & properties

Certificates (0) Federated credentials (0)

3 Authentication Client secrets (0)

Certificates & secrets A secret string that the application uses to prove its identity when requesting ¢

11! Token configuration

+ New client secret
- APl permissions

Description Expires Value

@ Expose an API
i App roles No client secrets have been created for this application.
&% Owners

di. Roles and administrators

[ Manifest

Support + Troubleshooting
2 Troubleshooting

2 New support request

Expires

Add a client secret

RT3

® s 0 & S
X
[ openshif] ]
‘ Recommended: 6 months v ‘

Cancel

8. Overview %+ 77 L — K% EIR L. Application (client) ID & Directory (tenant) ID %= X € L %

T, INOLDEIFEDRT Y TTREICKRY FT,

= Microsoft Azure R Search resources, services, and docs (G+/)

Home > redhat.com | App registrations > openshift-auth

openshift-auth | Certificates & secrets #

[ £ search (cmd+)) | « 27 Got feedback?

# Overview
& Quickstart o Got a second to give us some feedback? =

i Integration assistant

Credentials enable confidential applications to identify themselves to the authentication service when receiving tokens at a web addressable location (using an HTTPS

Manage

2 Branding & properties

2 Authentication
Certificates & secrets

11! Token configuration

Certificates (0) Client secrets (1) Federated credentials (0)

-2~ APl permissions

scheme). For a higher level of assurance, we recommend using a certificate (instead of a client secret) as a credential.

@ ~Application registration certificates, secrets and federated credentials can be found in the tabs below.

A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.

& Expose an AP
5 App roles -+ New client secret

& Owners Description Expires Value ©

at. Roles and administrators OpenShift

I Manifest

Support + Troubleshooting

2 Troubleshooting

2 New support request

Secret ID

Make sure to make note of the client secret value!

O03.FZEDV L —LETIN—THOL—LEEDHDLDICENTRAID TOT

TN)r—2aVEBR%EZHRET D

Red Hat OpenShift Service on AWS A1 —H—DT7HV ¥ N EERT 2 DIC+DRIEREMBTE D &
1T, EntralD 25X EL T2 DDEED Y L — 4 (email & preferred_username) 238 T 2 HEHNH
YEF, EntralD DEED Y L —LICEAT B3EMIE. Microsoft D KF a2 AV b ZBRLTLEIN,

B4 D1—H—5BEEICAN A T, Red Hat OpenShift Service on AWS (£ 7L — 77 L —ALlEe =12 L £
T, ZDHEEICE Y. EntralD %A E® OpenlD Connect (OIDC) 74 TV T 4 T4 — 7 A/NA F—1H,
Red Hat OpenShift Service on AWS I CER T 21— —D VI —FAVN—=2y THERETEZ LD
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ICRRY £9,

93.LFEDY L —LDETE
EntralD DIEED I L —LAEB/RETxET,

1. Token configuration ¥ 7 7L — K% %5 1) v - L, Addoptional claimR¥% > %#RLZF T,

= Microsoft Azure O Search resources, services, and docs (G+/)

Home > redhat.com | App registrations > openshift-auth

i openshift-auth | Token configuration =

O Search (Cmd+/) ’ « 27 Got feedback?

B Overview Optional claims

&4 Quickstart . . ) . . . - .
Q Optional claims are used to configure additional information which is returned in one or mc

#" Integration assistant
—+ Add optional claim| — Add groups claim

Manage
B2 Branding & properties
Claim T Description
5) Authentication
No results.
Certificates & secrets
il! Token configuration

- APl permissions

& Expose an API

2. IDSVARY VAERBIRLET,

= Microsoft Azure R Search resources, services, and docs (G+/) 1]_—‘7 @ 5‘:93 @ }5?

Home > redhat.com | App registrations > openshift-auth Add Optional Claim X
1 openshift-auth | Token configuration »

Once a token type is selected, you may choose from a list of available optional claims.

[ L Search (Cmd+/) l « P\j Got feedback?
. Overview Optional claims *Token type
&5 Quickstart Access and ID tokens are used by applications for authentication. Learn more7

Optional claims are used to configure additior

#" Integration assistant D
—+ Add optional claim  —+ Add groups & O Access
Manage O SAML
2 Branding & properties
Claim * Descriptio
3 Authentication
No results.

Certificates & secrets
iI! Token configuration
-2~ API permissions
& Expose an API
#5 App roles
&2 Owners
al, Roles and administrators

Manifest

Support + Troubleshooting

2 Troubleshooting

£ New support request

3. email JL—LDFTv IRy I RAAEERLET,
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L Search resources, services, and docs (G+/)

Home > redhat.com | App registrations > openshift-auth

i openshift-auth | Token configuration =

‘}3 Search (Cmd+/) ‘ « 27 Got feedback?

Overview Optional claims

Quickstart Optional claims are used to configure additional information which is

* Integration assistant
—+ Add optional claim  — Add groups claim

Manage
T Branding & properties
Claim 1 Description
2 Authentication
No results.

Certificates & secrets
{11! Token configuration
-9~ API permissions
& Expose an AP
S5 Approles
&8 Owners

4t Roles and administrators

Manifest

Support + Troubleshooting
4 Troubleshooting

:2 New support request

7J)L: MICROSOFT ENTRA ID (IH#f AZURE ACTIVE DIRECTORY) 274 TV T 4 T4 —TANA F—E LTHRET 3

Add optional claim

X

Once a token type is selected, you may choose from a list of available optional claims.

*Token type

Access and ID tokens are used by applications for authentication. Learn more

@® D
O Access
QO samL

[®] claim
D acct
l:‘ auth_time
O ey

email
D family_name
7 fwd
D given_name
D in_corp
D ipaddr
D login_hint
D onprem_sid

(] preferred_username

Add

Description

User's account status in tenant

Time when the user last authenticated; See OpenID Conn...
User's country/region

The addressable email for this user, if the user has one
Provides the last name, surname, or family name of the us...
IP address

Provides the first or "given" name of the user, as set on th...
Signals if the client is logging in from the corporate netw...
The IP address the client logged in from

Login hint

On-premises security identifier

Provides the preferred username claim, making it easier f...

4. preferred_username 7 L —LDF v IV Ry JR%ERIRLET, RIC. AddE2 ) v L,
EntralD 7 7)) r—< 3 > ® email & U preferred_username 7 L —L%RELE T,

Home > redhat.com | App registrations > openshift-auth

HE openshift-auth | Token configuration =

57 Got feedback?

«

Add optional claim X

Once a token type is selected, you may choose from a list of available optional claims.

# Overview Optional claims * Token type
& Quickstart Access and ID tokens are sed by applications for authentication. Learn more o'
Optional claims are used to configure additional information which is returned in one or more tokens. Learn more
, R 1D
A Integration assistant i ®
-+ Add optional claim  —+ Add groups ¢laim O Access
Manage O samL
& Branding & properties
Claim * Description
Claim 1 Descripti
D Authentication [=] claim escription
No results.
Certificates & secrets [ ipaddr The IP address the client logged in from
1l Token configuration [ togin_hint Login hint
= API permissions ] onprem_sid On-premises security identifier
& Expose an API preferred_username Provides the preferred username claim, making it easier f...
App roles [ pwd_exp The datetime at which the password expires
2 Owners [ pwd_url A URL that the user can visit to change their password
& Roles and administrators [ sid Session ID, used for per-session user sign out

[ Manifest

Support + Troubleshooting
£ Treubleshooting

£ New support request

[ tenant_ctry

[ tenant_region_scope
) upn

[ verified_primary_email

[ verified_secondary_email
[ vnet

[ xms_pdt

[ xms_pl

[ xms_tpl

[ ztaid

Resource tenant's country/region

Region of the resource tenant

An identifier for the user that can be used with the userna.
Sourced from the user's PrimaryAuthoritativeEmail
Sourced from the user's SecondaryAuthoritativeEmail
VNET specifier information

Preferred data location

User-preferred language

Tenant-preferred language

Zero-touch Deployment ID

5, R=IDEBICHFATOTRY VADNRRINFE T, 7OV T MIE>T, BHEL Microsoft
Graph t#EfR=B®IC L £ 7,
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932. 7I—TUL—LD
TJI—T9 L —L%&BHTEZLIICEntralD ZRELEF T,

FIR

72

=3 Microsoft Azure O Search resources, services, and doc

Home > redhat.com | App registrations > openshift-auth

Add optional claim X

i openshift-auth | Token configuration #

‘ O Search (Cmd+/) ‘ «

B Overview

& Quickstart

Optional claims are used to comfigure additional information which,j

#" Integration assistant

~ Add optional claim  — Add groups claim

Manage
B2 Branding & properties
Claim T
3 Authentication
No results.

Certificates & secrets
i1l Token configuration
-2 API permissions
& Expose an AP
5 App roles
&5 Owners

dt. Roles and administrators

Manifest

Support + Troubleshooting

2 Troubleshooting

:'2 New support request

Microsoft Azure

Rj Got feedback?

Optional claims

Some of these claims (email, upn) require Openld Connect scopes to be configured
through the API permissions page or by checking the box below. Learn more

Turn on the Microsoft Graph email, profile permission (required for claims to appear in

token).

BRE(FTVay)

£ Search resources, services, and docs (G+/)

Home > redhat.com | App registrations > openshift-auth

U Aeeess

O samL

() craim ™

D pwd_url

[ sid

D tenant_ctry

D tenant_region_scope
upn

D verified_primary_email
D verified_secondary_email
D vnet

D xms_pd|

D xms_pl

D xms_tpl

O ztdia

1. Token configuration %t 7 7L — KT, Addgroupsclaim#% 2! v o LZ7,

1" openshift-auth | Token configuration =

| £ Search (Cmd+/)

H

Overview
&5 Quickstart

;,' Integration assistant

Manage
Branding & properties
5) Authentication
Certificates & secrets
!I' Token configuration
- APl permissions

& Expose an AP

L. Addz2 vy I LET,

R'_V' Got feedback?

Optional claims

Description

A URL that the user can visit to change their password
Session ID, used for per-session user sign out
Resource tenant's country/region

Region of the resource tenant

An identifier for the user that can be used with the userna...
Sourced from the user's PrimaryAuthoritativeEmail
Sourced from the user's SecondaryAuthoritativeEmail
VNET specifier information

Preferred data location

User-preferred language

Tenant-preferred language

Zero-touch Deployment ID

Optional claims are used to configure additional information which is returned in one o

-+ Add optional claim

Claim T

No results.

<+ Add groups claim

Description

2. EntralD 77N r—2a vV —T9 L —L%RET BITIE. Security groups % 3EIR
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IC. Red Hat OpenShift Service on AWS (BT 2 VI —TDHEEDHTLE

' s¥sg

_ ZDBITIE, TI—TIL—AIL, A—HF—=—HINAVN=ER>TWVWBITRTOE

FaT4—JIV—TEEDHFET, EROEBRBRETIE. FIL—TIL—~4
1 -S\I\Q

£ Search resources, services, and docs (G+/) biEd & 80 &

Home > redhat.com | App registrations > openshift-auth Edlt groups Claim X
!]' openshift-auth | Token configuration = -

@ Adding the groups claim applies to Access, ID, and SAML token types. Learn more '

[ search (cmd+/) | « S Got feedback?
& Overview OPtional claims Select group types to include in Access, ID, and SAML tokens.
& Quickstart Security groups

Optional claims are used to configure additional information which .
’ . . D Directory roles
# Integration assistant

- Add optional claim -~ Add groups claim D All groups (includes distribution lists but not groups assigned to the application)

Manage D Groups assigned to the application

= Branding & properties
Claim T Descripgién
D Authentication Customize token properties by type

email e addressable email for this us

Certificates & secrets v D
e upn An identifier for the user that car,
iI' Token configuration v Access
-9~ API permissions ~ SAML

& Expose an API

#2 App roles

& Owners

at. Roles and administrators

il Manifest

Support + Troubleshooting
2 Troubleshooting

2 New support request

Cancel

9.4.ENTRAID A7 AT VT4 T4 —TANAF—E LTEHERT DL IC
RED HAT OPENSHIFT SERVICEONAWS 7 S 249 —%3%2FT 3

EntralD & 7A 7Y T4 74 —70O/NA 5 —& LTHERY 2% & D IC Red Hat OpenShift Service on AWS
HERETDMLENHY X,

Red Hat OpenShift Service on AWS I& OpenShift Cluster Manager 2B L TC7A1 TV T4 74 —70
NA G —%BET DHEELRBLEITN, TTTIEROSACLI ZEALT. EntralD A7 ATV T 4
TA—TAONA T = LTHERTDIEIICISRAY—D OAuth 7ONA ¥ —%ZELET, 71TV
TATA—TONAYT—%RET BRI PATYVTATA—TONA T —REIIMHELREREREL
x7,

=S ]
L ROOAT Y RERTLTE#HEZEMRLE T,

$ CLUSTER_NAME=example-cluster @)
$ IDP_NAME=AAD @

$ APP_ID=yyyyyyyy-yyyy-yyyy-yyyy-yyyyyyyyyyyy e
$ CLIENT _SECRET=XXXXXXXX-XXXX-XXXX-XXXX-XXXXXXXXXXXX 6

$ TENANT |D=22777777-72227-2777-727277-772277227777 6

Q CNIFISRY—DERICEBXRAET,

73



Red Hat OpenShift Serviceon AWS 4 Fa1— kY 7JL

‘9 ZDEIF. ZOTOERATRICERK L7 OAuth 3—JL/Ny - URL TEBR L7-EBIICE X
BZET,

g INRET7 TV r—ay (9547 M) IDICEES]AET,
QD ZhIRISATURY—0 Ly NCBXBZET,

@; hiFTALIMN)—(TFY M IDICBEH®AIZT,

2. ROAX VY REERFTLT, V3R —DOAuth 7AONA ¥ —%2BELET, JIL—TIL—L4L
EEMICLEBEIE. % --group-claims groups BI# %= FH L T 72X W,

o JI—T UL —LEBMILELBER. ROITY REERTLET,

$ rosa create idp \

--cluster ${CLUSTER_NAME} \

--type openid \

--name ${IDP_NAME} \

--client-id ${APP_ID} \

--client-secret ${CLIENT_SECRET} \
--issuer-url https://login.microsoftonline.com/${TENANT_ID}/v2.0 \
--email-claims email \

--name-claims name \
--username-claims preferred_username \
--extra-scopes email,profile \
--groups-claims groups

o JI—TIL—LEBMILAEDSEBEIF. ROAXY RERTLET,

$ rosa create idp \

--cluster ${CLUSTER_NAME} \

--type openid \

--name ${IDP_NAME} \

--client-id ${APP_ID} \

--client-secret ${CLIENT_SECRET} \
--issuer-url https://login.microsoftonline.com/${TENANT_ID}/v2.0 \
--email-claims email \

--name-claims name \
--username-claims preferred_username \
--extra-scopes email,profile

D%k, V5 AY —REE Operator "ERAZRFRELEY, §5&. EntralDZFRALTY S R4 —ICO
T4 VTEDLIICRYET,

95. A4 D1—H—E LT TIL—TDEMDHERDNE

MHTOTA VT BE, ERDPIFEICHPBEINTWE I EDN DAY ET, 774/ Tl RedHat
OpenShift Service on AWS 127 S 24 —RICHFLWT OV £ ¥ b F7ld namespace ZER T B HER D
HEMELET., OOV Y POXRTRIFFIRINTVET,

DL RBMOEREE4DI—H—B LTI —FICHETIZRELNHY FT,

O95.1LE4XDI—H—IBIMDOERANS5T 5
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Red Hat OpenShift Service on AWS ICIE, 7SR —IIRTE2RERT VR EFEELGS5T
cluster-admin O—JL72 &, FRIREFADZHOO—ILIHEAAETNTVET,

Flia
e RODIAY YV RAEZETL T, 21— —IC cluster-admin O—IILADT7 VX EAFESLE T,

$ rosa grant user cluster-admin \
—-user=<USERNAME> @)
--cluster=${CLUSTER_NAME}

ﬂ cluster-admin ¥R A4 59 % EntralD 21— —&Z&EEL F T,

95.2. A% DT I—TIEBIMDIEREMET 2
TIN—T I L —LEBMCTEIEEBIRLIES. 7529 — OAuth 7ONA ¥ —ck>T, 21—
P—DHI—TFAYN—y TR —FID & EA L CHBMICERZEEHRINET, 752

4 — OAuth 7O/NA ¥ —E., ERI N7 )L— 7D RoleBindings & ClusterRoleBindings % HEH#

IR LEEA, INOEDONS VT4 V7R 2—HF—REOTOER%ZFER L TERT Z2LENH
L) i’a—o

BEEM I N7 I)L— 7 cluster-admin O—I)LADT YV £ RAEALS5T BI1CIE,. JIL—TIDAD
ClusterRoleBinding Z{EX 9 2 BN HY X7,

FIR
e RMOAY ¥ K%EZE{TLT. ClusterRoleBinding %= EF L £ 7,
$ oc create clusterrolebinding cluster-admin-group \
--clusterrole=cluster-admin \

~-group=<GROUP_ID> @)

ﬂ cluster-admin ¥R & {459 % EntralD ZIL—FID #iEE L F 7,

INT, BELLETIL—THDODITRTOI—H—IC cluster-admin 7 7 E RENBIFMICHES
IhZxEd,

0.6. EAEF R

RBAC % {# [ L T Red Hat OpenShift Service on AWS DH#ERR A E&E S L CEA T % AEDFMIZ. Red
Hat OpenShift Serviceon AWS D KF a XV N BB LTIV,
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https://docs.openshift.com/container-platform/latest/authentication/using-rbac.html
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F10E Fa1— N F7IL:STS #{FHT %5 RED HAT OPENSHIFT
SERVICE ON AWS T®» AWS SECRETS MANAGER CSI ®O{&

AWS Secrets and Configuration Provider (ASCP) I&. AWS ¥—% L v k% Kubernetes X b L —Y7R
)a—LELTRARATEIAEERELET, ASCP 2R T % &. Secrets Manager D> —2J L v b %&
RESLVEE L. RedHat OpenShift Service on AWS TETINTW3T7—/0O—RK&EBLTY—7
Ly heEIGTEET,

10.1. BIiR &

IOTOERERFIBT RIS, RDVY—REV—IBHDIEEMRBLTLIEIW,

STS %M L TF 784 L 7% Red Hat OpenShift Service on AWS 7 5 2 4 —
® Helm3

e aws CLI

e oc CLI

e jqCLI

10.1.1. T DRIZEH

1. ROOAT Y R%EZFETTL T, RedHat OpenShift Serviceon AWS 2 S 24— 74 LT,

I $ oc login --token=<your-token> --server=<your-server-url>

74> =0 >&RBDIF3ITIE. Red Hat OpenShift Cluster Manager 5 )L —2o L w K
TIOSRAY—ICTF7OVEALZET,

2. RDAT Y REFRITLT, VFRI—ICSTSHHD I EEZRIALFET,

$ oc get authentication.config.openshift.io cluster -o json \
| jq .spec.serviceAccountlssuer

H A B

I "https://xxxxx.cloudfront.net/xxxxx"

HANELRBFEIE. BITLAVWTLEIW, 20708 &#H T BRI, STSYVTRY—
DIYERKICEE T 5 RedHat RF¥F a2 XY N ESBLTLEIL,

3. ROAR Y REEFTLT, CSI RSZAN—DETEFATSLIIC
SecurityContextConstraints #[R %2 E L £ 9,

$ oc new-project csi-secrets-store

$ oc adm policy add-scc-to-user privileged \
system:serviceaccount:csi-secrets-store:secrets-store-csi-driver

$ oc adm policy add-scc-to-user privileged \
system:serviceaccount:csi-secrets-store:csi-secrets-store-provider-aws

4, ROOATVREEFTLT, TOTOELRATETHERATIBELTHAERLET,
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https://console.redhat.com/openshift/install/pull-secret
https://docs.redhat.com/en/documentation/red_hat_openshift_service_on_aws/4/html-single/install_clusters/#rosa-hcp-sts-creating-a-cluster-quickly
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$ export REGION=$(oc get infrastructure cluster -o=jsonpath="
{.status.platformStatus.aws.region}")
$ export OIDC_ENDPOINT=$(oc get authentication.config.openshift.io cluster \
-0 jsonpath="{.spec.serviceAccountlssuer}' | sed 's|*https://||")
$ export AWS_ACCOUNT_ID="aws sts get-caller-identity --query Account --output text’
$ export AWS_PAGER=""
10.2.AWS ¥ —J Ly hERETANA S —DTTOA
1L ROAT Y REZEFTL, HelmZFEALTY—2 LYy MARMNPCSI RZAN—%FHKLET,

$ helm repo add secrets-store-csi-driver \
https://kubernetes-sigs.github.io/secrets-store-csi-driver/charts

2. RDAXR Y RAEERTLT, Helm VAR MY —2BHLE T,
I $ helm repo update
3. RDAT VY RZEFTFTLT, P— Ly NAMNTPCSIRSAN—%AVAMN=ILLET,

$ helm upgrade --install -n csi-secrets-store \
csi-secrets-store-driver secrets-store-csi-driver/secrets-store-csi-driver

4. ROAR Y REEFTLT, AWS 7ONM ¥ —%2F77 04 LE T,
$ oc -n csi-secrets-store apply -f \

https://raw.githubusercontent.com/rh-mobb/documentation/main/content/misc/secrets-
store-csi/aws-provider-installer.yaml

5 RDAX Y RAEERTLT, @AHD Daemonset ARTINTWVWB I &AL ZE T,
$ oc -n csi-secrets-store get ds \

csi-secrets-store-provider-aws \
csi-secrets-store-driver-secrets-store-csi-driver

6. RDAT Y REEFTLT, Y—YL Y MRARMTCSI RSAN—|TSRILEMIFTT, FIRMAE
Podtxal)F4—7O07 740 EEHIFRTRIEEHFTLET,

$ oc label csidriver.storage.k8s.io/secrets-store.csi.k8s.io security.openshift.io/csi-ephemeral-
volume-profile=restricted

103.>—7L Yy NEIAM T IV ERRY ¥ —DIEK
1. RDOT Y R%EEFTL T, Secrets Manager D> —%2 L v M&EERL £,
$ SECRET_ARN=$(aws --region "$REGION" secretsmanager create-secret \
--name MySecret --secret-string \

{"username":"shadowman", "password":"hunter2"}" \
--query ARN --output text); echo $SECRET_ARN

2. ROOAT YV REEFTLT, IAIMTPIVERARYY—RFa XY MEERLET,
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78

$ cat << EOF > policy.json
{
"Version": "2012-10-17",
"Statement": [{
"Effect": "Allow",
"Action": |
"secretsmanager:GetSecretValue",
"secretsmanager:DescribeSecret”

I,
"Resource": ["$SECRET_ARN"]

1]
}

EOF

3. RODAT VY RAEFTLT. IAIMTZO AR S—AEHRLET,

$ POLICY_ARN=$(aws --region "$REGION" --query Policy.Arn \
--output text iam create-policy \

--policy-name openshift-access-to-mysecret-policy \
--policy-document file://policy.json); echo $POLICY_ARN

4, ROAXVREEIFTLT, IAIMO—IILEERY)Y—RFa XAV MEEHRLET,

R

EHER)—E. ZO7OERATETHERT % namespace DT 7 # )L kDY —
EX7ATrMIOYIINET,

$ cat <<EOF > trust-policy.json
{
"Version": "2012-10-17",
"Statement": |
{
"Effect": "Allow",
"Condition™: {
"StringEquals” : {
"${OIDC_ENDPOINT}:sub": ["system:serviceaccount:my-application:default"]
}

}
"Principal™: {
"Federated": "arn:aws:iam::$AWS_ACCOUNT_ID:oidc-provider/${OIDC_ENDPOINT}"
},
"Action": "sts:AssumeRoleWithWebldentity"
}
]
}
EOF

5, ROAXVKRZEITLT, IAMO—=ILAEEKRLZET,

$ ROLE_ARN=$(aws iam create-role --role-name openshift-access-to-mysecret \
--assume-role-policy-document file://trust-policy.json \
--query Role.Arn --output text); echo $ROLE_ARN
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6. RODOAT Y RAEE[IFTLT, O—JILERYD—ICEYHTET,

$ aws iam attach-role-policy --role-name openshift-access-to-mysecret \
--policy-arn $POLICY_ARN

104.20Y—0 Ly NaERTZ7 7Y I—2 a3 Y DEK
1L RODOT Y REEITL T, OpenShift 7OV TV &R LET,

I $ oc new-project my-application

2. ROAXR YV RERITLT, STSAO—LVAEFBETZEIICTIAINMNDY—ERTHD Y MIT
JTFr—avEaffirEd,

$ oc annotate -n my-application serviceaccount default \
eks.amazonaws.com/role-arn=$ROLE_ARN

3RDAYVYRERITLT, P—ILy MITIVERTZROHO—I Ly NTONA5—0 5
A LET,

$ cat << EOF | oc apply -f -
apiVersion: secrets-store.csi.x-k8s.io/v1
kind: SecretProviderClass
metadata:

name: my-application-aws-secrets
spec:

provider: aws

parameters:

objects: |
- objectName: "MySecret"
objectType: "secretsmanager”

EOF

4, koA RTy—o Ly hEFERALTT A4 XV M EERLE T,

$ cat << EOF | oc apply -f -
apiVersion: v1
kind: Pod
metadata:
name: my-application
labels:
app: my-application
spec:
volumes:
- name: secrets-store-inline
csi:
driver: secrets-store.csi.k8s.io
readOnly: true
volumeAttributes:
secretProviderClass: "my-application-aws-secrets”
containers:
- name: my-application-deployment
image: k8s.gcr.io/e2e-test-images/busybox:1.29
command:
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5.

- "/bin/sleep”
-"10000"

volumeMounts:

- name: secrets-store-inline
mountPath: "/mnt/secrets-store"
readOnly: true

EOF

ROATY REEFTLT, PodIily—I Ly BTV MINTWVWEHZEZHRLET,

I $ oc exec -it my-application -- cat /mnt/secrets-store/MySecret

105. ) —>7yv >

1.

80

ROARY RERFTLTCT T r—2a v HIBRLEY,
I $ oc delete project my-application
ROATY RERITLT, Y=Ly MARNTCSI RZAN—ZHIERLZET,
I $ helm delete -n csi-secrets-store csi-secrets-store-driver
ROV K&EZEFTL T, Security Context Constraints ZBIF& L £ 9,
$ oc adm policy remove-scc-from-user privileged \
system:serviceaccount:csi-secrets-store:secrets-store-csi-driver; oc adm policy remove-

scc-from-user privileged \
system:serviceaccount:csi-secrets-store:csi-secrets-store-provider-aws

ROOAYY RAEERTLT, AWS 7ONNA ¥ —%HIBRLF T,
$ oc -n csi-secrets-store delete -f \

https://raw.githubusercontent.com/rh-mobb/documentation/main/content/misc/secrets-store-
csi/aws-provider-installer.yaml

ROAXY RERTLT, AWSOO—JILERY O—%HIBRL £T,
$ aws iam detach-role-policy --role-name openshift-access-to-mysecret \

--policy-arn $POLICY_ARN; aws iam delete-role --role-name openshift-access-to-
mysecret; aws iam delete-policy --policy-arn $POLICY_ARN

ROAX Y R%&EFERTL T, SecretsManager D —27 Ly KEHIRLZE T,

I $ aws secretsmanager --region SREGION delete-secret --secret-id $SECRET_ARN
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BNE F21— M1 7)L: RED HAT OPENSHIFT SERVICE ON AWS
T®D AWS CONTROLLERS FOR KUBERNETES D%

AWS Controllers for Kubernetes (ACK) Z {9 % &, AWS H—E R ) Y — X % Red Hat OpenShift
Serviceon AWS WO BEEHZ L CTHEATE XY, ACKEZFERT I E. V7R —HD) Y —R%EEHK
LY, VSR —HDT—IR—ZA0 Ay —IF1—REDYR— MEREEZIRBT IV —EREE
TLEYTRI R, PTVT—Ya VY TAWS Y R—Y RY—ERZFHETEET,

I FXFRACKOperator &Y 7 MDDz 7HHOITDSERA VAN —ILTEEY, ChIZLY, 77
) 4r—< 2 > T Operator ZfBICHFEWVADEZ I ENTEET, 2O hA—F—I& AWS Controller
forKubernetes 7OV 7 hDOAVR—F Y hTHY, REMRE L E1—BREICHYET,

ZDFa—M)T7IEFEALT, ACKS3Operator 27 7O4 LTLKEIW, V5R9—DY TRz
7AHYOTHDMD ACK Operator ICEDLETREETZ2&ETEET,

1.1 AIfRRA
® Red Hat OpenShift Service on AWS 7 5 X 4 —
e cluster-admin #RzH 21— —-7HU >V b
e OpenShift CLI (oc)

® Amazon Web Services (AWS) CLI (aws)

N.2. BIBEODERE
1. ROBEZEHAHREL. BEVWDISRY—IIEHLETISRIY—LZLELTELET,

$ export CLUSTER_NAME=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}" | sed 's/-[a-z0-9]\{5\}$//')

$ export REGION=$(rosa describe cluster -c ${ROSA_CLUSTER_NAME]} --output json | jq -r
.region.id)

$ export OIDC_ENDPOINT=$(oc get authentication.config.openshift.io cluster -o json | jq -r
.spec.serviceAccountlssuer | sed 's|*https:/||")

$ export AWS_ACCOUNT_ID="aws sts get-caller-identity --query Account --output text’

$ export ACK_SERVICE=s3

$ export ACK_SERVICE_ACCOUNT=ack-${ACK_SERVICE}-controller

$ export POLICY_ARN=arn:aws:iam::aws:policy/AmazonS3FullAccess

$ export AWS_PAGER=""

$ export SCRATCH="/tmp/${ROSA_CLUSTER_NAME}/ack"

$ mkdir -p ${SCRATCH}

2. ROEIV D aVIEDHIIC, TRTDITA—ILRAELLEAINTWEB I EAERLTLKE
T,

$ echo "Cluster: ${ROSA_CLUSTER_NAME}, Region: ${REGION}, OIDC Endpoint:
${OIDC_ENDPOINT}, AWS Account ID: ${AWS_ACCOUNT _ID}"

N3.AWS 7 hH v ND#fE

1. ACK Operator M@ AWS Identity Access Management (IAM) S8R ) v —%EFR L £ 7,
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$ cat <<EOF > "${SCRATCH]}/trust-policy.json"
{
"Version": "2012-10-17",
"Statement”: [
{
"Effect": "Allow",
"Condition": {

"StringEquals” : {

"${OIDC_ENDPOINT}:sub": "system:serviceaccount:ack-

system:${ACK_SERVICE_ACCOUNT}"

}
b
"Principal: {

"Federated": "arn:aws:iam::$AWS_ACCOUNT_ID:oidc-provider/${OIDC_ENDPOINT}"
b
"Action": "sts:AssumeRoleWithWebldentity"
}
]

}
EOF

2. AmazonS3FullAccess R!) ¥ —%ZE|Y 1T/, ACK Operator *'5|ZZ(F% AWS IAM O—JL
ZERLEY,
)z 6
WRINZRYY—IF, 7OV 7 bD GitHub ) RY K1) — (fl:
https://github.com/aws-controllers-k8s/s3-

controller/blob/main/config/iam/recommended-policy-arn) TRDIF7 2 Z & A
TEEY,

$ ROLE_ARN=$(aws iam create-role --role-name "ack-${ACK_SERVICE}-controller" \
--assume-role-policy-document "file://${SCRATCHY}/trust-policy.json" \
--query Role.Arn --output text)

$ echo $ROLE_ARN

$ aws iam attach-role-policy --role-name "ack-${ACK_SERVICE}-controller" \
--policy-arn ${POLICY_ARN}

N4.ACKS3 > bA—5—DA VA M=l

. ACKS3 Operator 24 YA h—)Lg257O0V Y bEEKRLET,

I $ oc new-project ack-system

2. ACKS3 Operator DFEEEZL 7 71 IV EERHR L E T,

R

ACK_WATCH_NAMESPACE (3. O hO—F—DIVF A —HDITRTD
namespace ZEEJICEEMRTE S LD IC. BEIMICZEHOXHICLET,
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$ cat << EOF "${SCRATCH}/config.txt"
ACK_ENABLE_DEVELOPMENT LOGGING=true
ACK_LOG_LEVEL=debug
ACK_WATCH_NAMESPACE=
AWS_REGION=${REGION}

AWS_ENDPOINT _URL=
ACK_RESOURCE_TAGS=${CLUSTER_NAME}
ENABLE_LEADER_ELECTION=true
LEADER_ELECTION_NAMESPACE=
RECONCILE_DEFAULT _MAX_CONCURRENT_SYNCS=1
FEATURE_FLAGS=

FEATURE_GATES=

EOF

3. BIDRTYTDT7 74 I)L%ERL T ConfigMap 2/ L £9,

$ oc -n ack-system create configmap \
--from-env-file=${SCRATCH}/config.txt ack-${ACK_SERVICE}-user-config

4. V7 Moz T7hHOTH S ACKS3 Operator &4 VA M—JIL L E T,

$ cat << EOF | oc apply -f -
apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
name: ack-${ACK_SERVICE}-controller
namespace: ack-system
spec:
upgradeStrategy: Default
apiVersion: operators.coreos.com/vialphaft
kind: Subscription
metadata:
name: ack-${ACK_SERVICE}-controller
namespace: ack-system
spec:
channel: alpha
installPlanApproval: Automatic
name: ack-${ACK_SERVICE}-controller
source: community-operators
sourceNamespace: openshift-marketplace
EOF

5. ACKS3 Operator ¥ —EZX7 AN Y M, EIYHTH AWSIAM O—ILOT / T—> 3 V%
T, T7AAM XY b EBREBLET,

$ oc -n ack-system annotate serviceaccount ${ACK_SERVICE_ACCOUNT} \
eks.amazonaws.com/role-arn=${ROLE_ARN} &&\
oc -n ack-system rollout restart deployment ack-${ACK_SERVICE}-controller

6. ACKS3 Operator "ETINTWVWS I & &R LF T,

I $ oc -n ack-system get pods
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o
NAME READY STATUS RESTARTS AGE
ack-s3-controller-585f6775db-s4lfz 1/1  Running 0 51s

N5. 7704 XV NDWREE

1S3y MN)Y—2&F704 LET,
$ cat << EOF | oc apply -f -
apiVersion: s3.services.k8s.aws/vialphat
kind: Bucket
metadata:
name: ${CLUSTER-NAME}-bucket
namespace: ack-system
spec:
name: ${CLUSTER-NAME}-bucket
EOF

2. S3N\T Y MINAWS TR SNl & =B LET,
I $ aws s3 Is | grep ${CLUSTER_NAME}-bucket
B

I 2023-10-04 14:51:45 mrmc-test-maz-bucket

ne.s2\—rry 7
L. SNy MN)Y—%ZHIBRLZ T,
I $ oc -n ack-system delete bucket.s3.services.k8s.aws/${CLUSTER-NAME}-bucket
2. ACK S3 Operator & AWS IAM O—JLZHIR L £ 7,

$ oc -n ack-system delete subscription ack-${ACK_SERVICE}-controller
$ aws iam detach-role-policy \

--role-name "ack-${ACK_SERVICE}-controller" \

--policy-arn ${POLICY_ARN}
$ aws iam delete-role \

--role-name "ack-${ACK_SERVICE}-controller"

3. ack-system 7OY V7 MEHIBRLET,

I $ oc delete project ack-system
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FREFa—-—MN)TIL:HE NS T4y I~D—E L~ EGRESS
IP DEY) YT

X1 ) T4 —BEEHLTLOICIPR—ADEEEVEET D EX 2T —IN—TRE U7
29— BZ T T4 IIL—BLEIPTPZRLRAEZEYHETEZIENTEET,

7 7 # )l b Tl&, Red Hat OpenShift Service on AWS (&, OVN-Kubernetes @ Container Network

Interface (CN) AL T, 7—IHSIVFLBRIPTRLRAEEYHTEYS, chicky., £+
D7 14—0Ov 790V DRENFAURTEICA LY, =T VIR 2LYTIHEEIHYET,

FEMIE. EgressIP 7 KL ZMEERTE 2SR LT LI,

B8

® Egress VSR —bS 74 v VRAICTFRATRERIPTYRRLADEY MR ET DA EZ2FEL
Y,

AR

® OVN-Kubernetes M L TF 7’04 L 7= Red Hat OpenShift Service on AWS ¥ 5 24 —

OpenShift CLI (oc)

ROSA CLI (rosa)
° iq
121 RIEZEHDERE
e RXDATV NZEEFFTLT, BEEHZHRELZT,
y 3!
MOy T—IL%EH—45y MIT %ICTIE. ROSA_MACHINE_POOL_NAME

BHEDEZESHRAITT,

$ export ROSA_CLUSTER_NAME=$(oc get infrastructure cluster -o=jsonpath="
{.status.infrastructureName}" | sed 's/-[a-z0-9]\{5\}$//')
$ export ROSA_MACHINE_POOL_NAME=worker

12.2. RE DR

B)—RICEYYUTOSNBIP7RLADEIZ. RXTYw o2 0SH RTONA Y- ICFIRINE
-a—o

¢ RXDAXV RZRTLT, +RRTE=HMIELEY,

$ oc get node -0 json |\
jq ".items[] |
{
"name": .metadata.name,
"ips": (.status.addresses | map(select(.type == "InternallP") | .address)),
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"capacity": (.metadata.annotations."cloud.network.openshift.io/egress-ipconfig” |
fromjson(] | .capacity.ipv4)

p
H A B

{
"name": "ip-10-10-145-88.ec2.internal”,

llipSll: [
"10.10.145.88"
],
"capacity": 14
}

{
"name": "ip-10-10-154-175.ec2.internal”,

llipSll: [
"10.10.154.175"
],
"capacity": 14
}

12.3. EGRESS IP JL— L D{ERK
1. EgressIPIL—ILZz{ER T BRIIC. fEFT % EgressIP ZHFFEL T,

e

pa 3

BIRT B EgressIP &, 7—Hh—/—RAF7OEY 3=V J/IhTWaH TRy
FO—BE L THETIREN HYET,

2. # 7> a3 >: AWS Virtual Private Cloud (VPC) Dynamic Host Configuration Protocol (DHCP)
H—EREDHEEEDOET 27201, BEXXRL7/ZEgressIPE=FHLET,
CIDRFMR—YDAWS FFa Xy h THRHQIPFHNZ)ITZAMLET,

12.4. NAMESPACE ~® EGRESS IP D&Y H T
LRODIATY RERTFLTHLWITO 2V MR LET,

I $ oc new-project demo-egress-ns

2. ROAX Y R&EZFETL T, namespace DT ART®D Pod IZ Egress L—ILEER L £ 9,

$ cat <<EOF | oc apply -f -
apiVersion: k8s.ovn.org/v1
kind: EgresslIP
metadata:
name: demo-egress-ns
spec:
# NOTE: these egress IPs are within the subnet range(s) in which my worker nodes
# are deployed.
egresslPs:
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-10.10.100.253
-10.10.150.253
-10.10.200.253
namespaceSelector:
matchLabels:
kubernetes.io/metadata.name: demo-egress-ns
EOF

12.5. POD ~M EGRESS IP O E|Y) 14T
LROOT Y REEFLTHLWT O MEEKRKLEF T,

I $ oc new-project demo-egress-pod
2. ROAX Y R&EFERTL T, Pod® Egress L—ILEER L E T,

pa

spec.namespaceSelector ($WAE7 41 —IL KT,

$ cat <<EOF | oc apply -f -
apiVersion: k8s.ovn.org/v1
kind: EgressIP
metadata:
name: demo-egress-pod
spec:
# NOTE: these egress IPs are within the subnet range(s) in which my worker nodes
# are deployed.
egresslPs:
-10.10.100.254
-10.10.150.254
-10.10.200.254
namespaceSelector:
matchLabels:
kubernetes.io/metadata.name: demo-egress-pod
podSelector:
matchLabels:
run: demo-egress-pod
EOF

125.1. / — RO S RILFHF

1L RODIATY RERITLT, REFDEgress IPEIYHTZRELET,
I $ oc get egressips
H Bl

NAME EGRESSIPS ASSIGNED NODE ASSIGNED EGRESSIPS
demo-egress-ns  10.10.100.253
demo-egress-pod 10.10.100.254
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YEM L 7= Egress IP JL—JL |4, k8s.ovn.org/egress-assignable Z NV %&#D / — NIZDHEH
INFET, INIVDREDI Y Y T—ILILDAEFEET DI 2R LET,

2. ROAX Y RAFEALT, IV 7T—ILICSRNILEZY YTET,

Dig¥
Of

IOVT=ILD/)—RIRVIEKELTWBBEIX, cOaOYY RIZE-

TENLDINILDEBEEIBAONET, /— RSNV ERFTBITE. &
BERIN) % --labels 7 1 —JL KICAALTLEI L,

$ rosa update machinepool ${ROSA_MACHINE_POOL_NAME} \
--cluster="${ROSA_CLUSTER_NAME}"\
--labels "k8s.ovn.org/egress-assignable="

12.5.2. Egress IP DfE:R

o RMDIAY Y RAEITL T, EgressIP DEIY HTEHERELET,

I $ oc get egressips

H A B

NAME EGRESSIPS ASSIGNED NODE ASSIGNED EGRESSIPS
demo-egress-ns  10.10.100.253 ip-10-10-156-122.ec2.internal 10.10.150.253
demo-egress-pod 10.10.100.254 ip-10-10-156-122.ec2.internal 10.10.150.254

12.6. HREE

Re6LYYTNT T r—avnF7Oq
EgressIPIL—)LAT A NTBITIE, IBELZ Egress P 7 RL RICHIRIN B2 —EXEERLE T,
IhiE, P7RLRDNSRY Ty NEFT AT —ERZ>IalL—bMLET,

L. DOTRMNEHERT ZICIE. echoserver XY REETLFT,

I $ oc -n default run demo-service --image=gcr.io/google_containers/echoserver:1.4

2. ROAX Y RERIFTLT, Pod e —ERELTARBL, IBE L7/ EgressIP 7 KL ZAD
Ingress = HlIR L 9,

$ cat <<EOF | oc apply -f -
apiVersion: v1
kind: Service
metadata:
name: demo-service
namespace: default
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annotations:
service.beta.kubernetes.io/aws-load-balancer-scheme: "internal”
service.beta.kubernetes.io/aws-load-balancer-internal: "true"
spec:
selector:
run: demo-service
ports:
- port: 80
targetPort: 8080
type: LoadBalancer
externalTrafficPolicy: Local
# NOTE: this limits the source IPs that are allowed to connect to our service. It
# is being used as part of this demo, restricting connectivity to our egress
# IP addresses only.
# NOTE: these egress IPs are within the subnet range(s) in which my worker nodes
# are deployed.
loadBalancerSourceRanges:
-10.10.100.254/32
-10.10.150.254/32
-10.10.200.254/32
-10.10.100.253/32
-10.10.150.253/32
-10.10.200.253/32
EOF

3. RODATY RAEFTLT, O—RNSYH—DRAMNGEREL, BELTHE L TREELE
-a—o

$ export LOAD_BALANCER_HOSTNAME=$(oc get svc -n default demo-service -o json | jq -
r '.status.loadBalancer.ingress[].hostname’)

12.6.2. namespace @ Egress D7 X b

1. EEEY L% #2E) L T, namespace M Egress L—IL T A ML E T,

$ ocrun\
demo-egress-ns \
-it\
--namespace=demo-egress-ns \
--env=LOAD_BALANCER_HOSTNAME=$LOAD_BALANCER_HOSTNAME \
--image=registry.access.redhat.com/ubi9/ubi -- \
bash

2 O—RKRNSUH—ICY VT AN EEEFEL, ERBICERE TSI EAHRALEY,

I $ curl -s http://$LOAD_BALANCER_HOSTNAME
3 ERARNLENE S hrDOHENEHER LT,

pa

client_address (&, Egress|P T3, O— RNRXSUH—DAERIP 7 KL R
T, .spec.loadBalancerSourceRanges ICHIRI N7z —ERICEHKT 5 2
ET, VAT VMNP RLADELLEREINTVWS I EZ2HRTIET,

Pt
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H A B

CLIENT VALUES:

client_address=10.10.207.247

command=GET

real path=/

query=nil

request_version=1.1
request_uri=http:/internal-a3e61de18bfca4a53a94a208752b7263-148284314.us-east-
1.elb.amazonaws.com:8080/

SERVER VALUES:
server_version=nginx: 1.10.0 - lua: 10001

HEADERS RECEIVED:

accept="/*
host=internal-a3e61de18bfca4a53a94a208752b7263-148284314.us-east-
1.elb.amazonaws.com

user-agent=curl/7.76.1

BODY:

-no body in request-

4 LFDATY RFZRITLTPod ZRTLE T,

I $ exit

12.6.3. Pod M Egress 7 X b

1 SRR )L A#2EI L T, Pod M Egress L—ILET A MNLET,
$ ocrun\
demo-egress-pod \
-it\
--namespace=demo-egress-pod \
--env=LOAD_BALANCER_HOSTNAME=$LOAD_BALANCER_HOSTNAME \

--image=registry.access.redhat.com/ubi9/ubi -- \
bash

2. RODAXRVRZEIFTLT, A—RKRNSUH—|CY IV TR M EEFELET,
I $ curl -s http://$LOAD_BALANCER_HOSTNAME
3. RS LIENE D IPOHEDEERLE T,

R

client_address (&, Egress|P T3, O— RRXSUH—DAZRIP 7 KL R
T, .spec.loadBalancerSourceRanges ICHIRI N7z —ERICEKT 5 2
ET. VATV R RLADNELSKEREINTWS I ZHWRTEET,

H A B

I CLIENT VALUES:

90



FREFa—M)TZILNBrS T4 v I~D—E L7/~ EGRESSIP OH|Y KT

client_address=10.10.207.247

command=GET

real path=/

query=nil

request_version=1.1
request_uri=http:/internal-a3e61de18bfca4a53a94a208752b7263-148284314.us-east-
1.elb.amazonaws.com:8080/

SERVER VALUES:
server_version=nginx: 1.10.0 - lua: 10001

HEADERS RECEIVED:

accept="/*
host=internal-a3e61de18bfca4a53a94a208752b7263-148284314 .us-east-
1.elb.amazonaws.com

user-agent=curl/7.76.1

BODY:

-no body in request-

4. PTFDOATY RERTLTPod ##TLEXT,

I $ exit

126.4. 47> av: 70Oy 7 I Egress DT X b

L A3y ROV REEITL T, Egress L—ILAABERAINAWGEICNS 714 v 2 DIE
BIl7Ov o oIhaZEETAMNLET,
$ ocrun\
demo-egress-pod-fail \
-it\
--namespace=demo-egress-pod \
--env=LOAD_BALANCER_HOSTNAME=$LOAD_BALANCER_HOSTNAME \

--image=registry.access.redhat.com/ubi9/ubi -- \
bash

2. RODAXVRZEIFTLT, A—RKRNSUH—[CY IV TR M EEFLET,
I $ curl -s http://$LOAD_BALANCER_HOSTNAME

3. AX Y RMKRKYT D&, Egress PEFICTOY I INET,

4, LTFOOATY REETLTPodZ#TLET,

I $ exit

127.9Z5R9—D0)—rT7v T
L ROV RERITLTYIZRY—% )=V Ty T LET,
$ oc delete svc demo-service -n default; \

$ oc delete pod demo-service -n default; \
$ oc delete project demo-egress-ns; \

o1
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$ oc delete project demo-egress-pod; \
$ oc delete egressip demo-egress-ns; \
$ oc delete egressip demo-egress-pod

2. RDOAX Y RAEERFTLT, EYETH A/ —RKRSR)LES) -V Ty TLET,

gk

H
=

IVVT=ID /) —RISRVIEELTWBIEGEIE, 20av Y RiIck-

Zilm)
TENLDINILDEBEZIBAONET, /—FRIRNILVERFTBITIE. &
ERSN) % --labels 7 1 —JIL KICAALZET,

$ rosa update machinepool ${ROSA_MACHINE_POOL_NAME} \
--cluster="${ROSA_CLUSTER_NAME}"\
--labels ""
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