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273. NETWORKING OPERATOR

2.1. OPENSHIFT DEDICATED 2] DNS OPERATOR

OpensShift Dedicated <]l A1 DNS Operator= CoreDNS <1 2~¥
o o] = &0l H| A~E A 23} DNS 7] vk Kubernetes 4 8] 2

g2 g

Z8 28 U4 Pod
= cluster.local ©]

m b‘
9
o
] H
ox M
ok

=

L 8

2.1.1. DNS Operator2] A& &2l

DNS Operator= operator.openshift.io APl =259l A dns API=S +& $FU t}. Operatore & A EE
Ag-8Fe] CoreDNSE vl 8} 51 t] & A Eof o) 8 A u] 228 A4 811 o] F 34919 4] CoreDNS 4 H] 2= P
F4oE AHESE7] 918 Podoll W& & W 2] =5 kubelet& ?‘” Gk

T A=

DNS Operatori= 4 %] ¢l Deployment ¢ 24 € & v = 1t}

1. oc get %2 A1-§ 5ol H) e & el gk

I $ oc get -n openshift-dns-operator deployment/dns-operator

%9 o
NAME READY UP-TO-DATE AVAILABLE AGE
dns-operator 1/1 1 1 23h

2. oc get ™ & & A}-8-3}o] DNS Operatore] A8 = &l gt}
I $ oc get clusteroperator/dns
g o

NAME VERSION AVAILABLE PROGRESSING DEGRADED SINCE MESSAGE
dns 4.1.15-0.11 True False False 92m

| m,m

AVAILABLE PROGRESSING % DEGRADED = Operator e o] o + J ¥ & A ¥ th
AVAILABLE & CoreDNS H| & A E oA 17} ©]*F2] Pod~7} Available e 7S B 313513

DNS AMu] o] Z2] 28 IP F=a7F 9l& 7§ True J Y ot

2.1.2. 7] - DNS® 7]

EE Al 2 ¢ OpenShift Dedicated 4 X] o] = ©] &-©] default <! dns.operator 7} 3 51 t}.

[k

A 2

1. oc describe = & & A} &35} 71 & dnsE <13t}
I $ oc describe dns.operator/default

z9 o
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Name: default
Namespace:
Labels: <none>

Annotations: <none>
API Version: operator.openshift.io/v1
Kind: DNS

Status:
Cluster Domain: cluster.local ﬂ
Cluster IP:  172.30.0.10 @

ﬂ Cluster Domain & =+ & 713} ¥ pod U service =1 ¢l o] 2& A 3lE U AL 5= 7| &
DNS =w] 21 9 Y o}

9 Cluster IPE= o] &2 &2l35}7] Y3 4 Pod A2l YUYt} IP= service CIDR ¥ 9] o] 4] 10
A 2w Qe gy

2. 23 2¥ <] 172.30.0.0/16 =} 72> A H] 2~ CIDR H 9l & 2o 21 oc get H & S AUt

I $ oc get networks.config/cluster -o jsonpath="{$.status.serviceNetwork}'

2.1.3.DNS A& A&

DNS A& Abg-&lo] thg-3 72+2 Wy © & fetc/resolv.conf 91 o] 712 Ad 4S8 H o2 4 95
=8
o T E JA sl o] & A ¥ (spec.servers)E XA Ut A HE o] OpenShift Dedicated
o A #el k= A 2d 2 =l A =ude gs] dEER o] F AW E AT s oF Tk

sht ol 4ol Jof Ao FUth 18A ROW FHLEI 5L £AT S

A - (spec.upstreamResolvers).

=77
712 = o]l 9] DNS A& 74 o] = /etc/resolv.conf 7} 3} 4 ~E 2 DNS A 8] o] XA
718 MW7 EFE S S AdFU T

Z2A 2

o] £ o] default$l DNS Operator 9 B A E S =4

L

Y
I $ oc edit dns.operator/default

o] W& S 233l I Operatori= spec.servers = 7|80 2 27} A 24 B2
dns-default 2} = 773 W& YA &taL Helo] EH o

mlo
~
>
o
P‘L
£
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T8

zones "7} W9 h2 A Q& w) JEZIA L2 5
Uth skt o] el G99 -& Aok

@ %+ gy

Mol Felok dA sk G0l gle A5 o5 AU ALEH DNS A u 2 thal gy ok

DNS A& +4

apiVersion: operator.openshift.io/v1
kind: DNS
metadata:
name: default
spec:
cache:
negativeTTL: Os
positiveTTL: Os
logLevel: Normal
nodePlacement: {}
operatorLoglLevel: Normal
servers:
- name: example-server ﬂ
zones:
- example.com g
forwardPlugin:
policy: Random e
upstreams:
-1.1.1.1
-2.2.2.2:5353

upstreamResolvers: 9
policy: Random G
protocolStrategy: ™" ﬂ
transportConfig: {} 6
upstreams:

- type: SystemResolvConf Q
- type: Network

address: 1.2.3.4 @
port: 53 m

status:
clusterDomain: cluster.local
clusterlP: x.y.z.10
conditions:

®9

forwardPlugin o] UE® 4 2EH g2 E Ag3t= 4 &
Random ¢ 1 t}. RoundRobin 2 Sequential 7S A& 5 54t

rfc1123 A H] 2= o] & L H 2] 319 =l Fol & =8 oF Ut F8 2E =2l
=] _0__:4

R e R R e
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forwardPluging [ t) 157 ¢] 2EH o] 3] &g Yt}

upstreamResolvers = A}-831o] 7| 2 Ad A A S A o5l 7] 2 wuj el o] x4 ¥ DNS
FAHP2EY FAA)ZDNS & A2 F AFUTh G2EY FAAE A F3HA
o DNS o] & Fgl&= /etc/resolv.conf o MoA®l A& o] Fg

Zgor JdrEH YIdA PZEY A &AM S AFdYT o] H 3 @t T st E A
< 2<% 4 }. Random RoundRobin == Sequential. 7] & u}:% Sequential ¢ 4t}

ox

ol

Ae gy 2etel ol

Aersly EAES Qo) FeolAE 2P TR LGS
DNS 2 o] TCP & A& ’8}

2701 UDPE A1 e 2 Sl A B o] 25 9 2
= A4 sl TCP2 44 ).

A/ AGG T ALG T A% 8, A0 o5 B A8 A1§ 743

3
T4 she ul A g YT

T A §3 o 42EY S XA 3 4 945Ut} SystemResolvConf T = Network.
SystemResolvConf = /etc/resolv.conf = A1 &35 == Y 2EH S 145l 32 Network =
Networkresolver = g 2| Y ). 3ty = 5 U E AA S 5= AdH5Y ok

24 ¥ 5% o] Network Q] %5 IP 22 A 28 oF ¥t} address == F a8 IPv4 I
= IPv6 *ﬂ%ﬂqﬂ

96 O 0 o o o9

ARH ol MEAL A A AE oz TES ATY 5 A5 Th port Y=o 10
# 65535 Aol o] gho] Slefof FLth Y2EY et TEES AP 5A RoW /|8 TEE

8534t

F7teas

e DNS Ao t) st A sk J] 82 CoreDNS A& Al A & 2314 A 9.

2.1.4. DNS Operator A& &2l

oc describe 5 % & 218 3t AHel = <181 aL DNS Operator®] Al 3 AFaFS B 4= gl & o)
ZEA 2
® DNS Operator®] el & glst ™ thaS A9 Fuoh
I $ oc describe clusteroperators/dns

AR oF D Abs 54 e oA e AR Al = A 282 ve s syt

Status:
Conditions:

Last Transition Time: <date>
Message: DNS "default" is available.
Reason: AsExpected
Status: True
Type: Available
Last Transition Time: <date>
Message: Desired and current number of DNSes are equal
Reason: AsExpected
Status: False


https://coredns.io/plugins/forward/
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Type: Progressing

Last Transition Time: <date>

Reason: DNSNotDegraded

Status: False

Type: Degraded

Last Transition Time: <date>

Message: DNS default is upgradeable: DNS Operator can be upgraded
Reason: DNSUpgradeable

Status: True

Type: Upgradeable

2.1.5. DNS Operator 21 H 7]

oc logs ™ & 2 A}-&3}o] DNS Operator 2 15 221 & 4= 9l &t

Z2A 2

® DNS Operator®] 2 1% grel gt}

I $ oc logs -n openshift-dns-operator deployment/dns-operator -¢c dns-operator

2.1.6.CoreDNS 21 5 A4
CoreDNS 5! CoreDNS Operator9] 272 =52 th2 W & Ab8-sto] A4 gy} CoreDNS 22 =5

S 7SI 7 EE L/ WAIA Y MEAFRE AT 5 A FYth CoreDNS 21 30l a8 3t
Normal Debug % Trace ¢ U t}. 7] £ logLevel & Normal ¢

23

CoreDNS 9.7 21 532 34 43}
B E ok

it
i
u)
v
oo
i
]
+
N
(e
o
rlo
v
il
to
u
oo
!
il

e loglevel:Normal & "errors" 22} 25 &4 313t} log . { class error }.

e loglevelDebug = "denial" Z2| == &4 3134t} log . { class denial error} }.

e |oglevelTrace &= "all" Z e == &4 315ty ). log . { class all }.

¢ loglLevel & Debug = A3 ste ™ o3 BE S YT
I $ oc patch dnses.operator.openshift.io/default -p '{"spec":{"logLevel":"Debug"}}' --type=merge
® logLevel & Trace = A4 slei™ th3 ¥ E S AH Foh

I $ oc patch dnses.operator.openshift.io/default -p '{"spec":{"logLevel":"Trace"}}' --type=merge

A5
o dste 2o ol AAHAEA s E A WS AU



27%. NETWORKING OPERATOR

I $ oc get configmap/dns-default -n openshift-dns -o yaml

o £ 9] logLevel 2 Trace = % 3t & 7} server £5-9] o] el z}7} A F of oF gt
errors
log . {
class all

}

2.1.7. CoreDNS &1 1B 7]

oc logs % & & A}-&31o] CoreDNS 222 £ 5= 95y th

A~
o o

I $ oc -n openshift-dns logs -¢ dns <core_dns_pod_name>

Wl st EA CoreDNS Pode] 215 3¢l o}

alle
ttlo
d

o U3 HHS Ygste] =& CoreDNS Podé] 218 w4t

il

$ oc -n openshift-dns logs -c dns - dns.operator.openshift.io/daemonset-dns=default -f --

max-log-requests=<number>

@ =:=2Ea9FDNSPod 42 AH T Aigte 694

2.1.8. CoreDNS Operator 21 & A A

AR 28 2 B A
T4 5 AT

ol 718 AH 2 A7} 2
o

CoreDNS % CoreDNS Operator/] 2aFFEegE Uy

< AHg
OpenShift DNS &4 & Y 414 31A 54 3} =5 Operator 21 4=
operatorLogLevel | %i’c& 7+2 Normal,Debug % Trace ¢ U
Ut} 7] £ operatorlogLevel & Normal ¢ 1] t}. Operator &4 2] = o2, ZAH, A3,
g%famgmmc1ﬁ4iﬂ*Zﬂﬂ@ﬂﬁﬂw@asﬂﬂEi:@%E%:ﬂﬁﬂi;@-

2o] 7|2t}

e operatorLogLevel: "Normal" sets logrus.SetLogLevel("Info").

e operatorLoglLevel: "Debug” = logrus.SetLogLevel("Debug") & 2% gt}

o operatorLogLevel: "Trace" sets logrus.SetLogLevel("Trace").

Z2A 2
e operatorLoglLevel < Debug 2 433tz ™ th3 H3 S JE o

$ oc patch dnses.operator.openshift.io/default -p '{"spec":{"operatorLogLevel":"Debug"}}' --
type=merge

L

1=

e operatorLoglLevel & Trace = A3 sl d th& 43S U
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$ oc patch dnses.operator.openshift.io/default -p '{"spec":{"operatorLogLevel":"Trace"}}' --
type=merge

o
ol\

1L A3 HA AN AESHE b5 9 F

o

b

L

Y,

I $ oc get dnses.operator -A -oyaml

Fhel 2o 45 3 o] ¥ A Ho)ok gt} operatorLogLevel -& OpenShift DNS Operator
A o A 8= IOQLeveI CoreDNS Pod @] o] & A E o 2 &%t}

logLevel: Trace
operatorLoglevel: Debug

2. gEAES 22 AEsEE e HY e 3

I $ oc logs -n openshift-dns ds/dns-default

2.1.9. CoreDNS 7j A] 54

CoreDNS®] 7§ 77} 94 e &4 Aol e s shie AT T A @AY Hh 71702 S
% 904U Th DNS F 2] $@e] A4 7172 2 3h@ @ 2= DNS Selae] #at2 29 4 A&k

off

_lro
A TTLEES 2e oz 4gshd 22 Raf, 425d $UA Ee 5 0 571
o~

Z2A 2

i

1. o2 WS 43 sl default 2}+= DNS Operator 2 2 A &

r =l
i)
ot
i
kY

I $ oc edit dns.operator.openshift.io/default

2. TTL(Time-to-live) 7 A k& =4 gy}
DNS 73 +73

apiVersion: operator.openshift.io/v1
kind: DNS
metadata:
name: default
spec:
cache:
positiveTTL: 1h @)

negativeTTL: 0.5h10m @)

10
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= CoreDNS9j o]&) al & Al 7H(Z)o.2 HE g} o] =5 A Fshi ghol
0s 2 7H+5 37 FH A2HE R 7127 900s S Zw o 2 A}-83 1)

e

CoreDNSE 53 |G Al IH(x)o &

A4 zke 0.5h10m 7} 2o ©9) o] x5t A7
HAHE R 7125 30s & )

N 3o
HeFUr) o] S =2 Aeksld gro] 0s 2 7+ 5 3
S 2 ARE YT

mmﬂ

1L W7 S AESEE e 992 dastel 74 WS T gt

$ oc get configmap/dns-default -n openshift-dns -o yaml

& eloh e Gmo] HAHEA A

=
cache 3600 {
denial 9984 2400

TR A ol o &+ 2}A] & &2 CoreDNS 7] 4] & Fx8}4 A <.

2.1.10.1. DNS Operator managementState 73

DNS Operatori= CoreDNS 4 245 #lste] F2]2H 9] Pod B A B 20 o gt o] & &
Al &34 t}. DNS Operator2] managementState= 7] & 2] © & Managed = 47 5] o] 3l &
Operator7} @] 222 A 34 0 2 #8313 9SS o v gt Unmanaged = ¥ 7 3 5= 3l
DNS Operator7t sl & ] 25 @2l b4 =2 vyt

22 DNS Operator managementState = W 7 5} = A}-& Al U o}

o ARgATE A AR B 74 WAL Wl 2 E ko] CoreDNSe] #4171 ) A 5 A el ate 2 g
1 t}. managementState = Unmanaged = A % &} o] DNS Operator7} -4 W73 A1aS H o
22 B E T S dFYTh

o Zoj2E A Ato|H CoreDNS # & ¥4 2 B PA W EA 7 |l 22 w714 o 2 WS 4 &
3ff o g+ t}. DNS Operator2] managementState 2 == Unmanaged = 47 slo] sl 4 WH &

89+ dayh

Z2A 2

1. DNS Operatore] 4 managementState = Unmanaged = % 7 g4 o}

oc patch dns.operator.openshift.io default --type merge --patch '{"spec":
{"managementState":"Unmanaged"}}'

2. jsonpath & = JSON - & &4 7] & A}8-351o] DNS Operatore] managementState & 7 =&
Ut


https://coredns.io/plugins/cache/
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I $ oc get dns.operator.openshift.io default -ojsonpath="'{.spec.managementState}'

23

managementState 7} Unmanaged = 44 ® &S ool =g & gl h

2.1.10.2. DNS Pod =} %] A o]

DNS Operatorel = dns-default 2} = = 711 2] o] & Al E7} 9l 21 sly+= node-resolver 2} += /etc/hosts
d & FE st vl AFEH Yo

o 4] CoreDNS Pod & & 3slal Ha &
73

des F U Th g o) 228 el At s g 7
o FAFE B F AL 14 =
Yt

JE o)A A3 sl = = CoreDNS Pod=E +A & 4

30 offt X,
oy > o

o

v
alle

=

L
ol

I &als 4 $ 2 E Podol| A] DNS A H] 28 x1-83 5
o DNSpode Ze| 2B A oA Aay 5 &5t

® DNSpod7t A8 Fo] o} d ==e]i= DNSpod7} A8 2 == U EY A AZ o] AUF
=

node-resolver & A E= o] v 2] 714 7] & A Wst= Fe 2FH o u|A] A 2ER 9 &&5& F7}3)
2R REXE 3AENA Aok gy ol node-resolver Podol = 3hio] 2wt 9l &1t} image-
registry.openshift-image-registry.svc A u] 2~ &)~ IP 45 %3] 513 A H oY HEFY A A
H| A 0] 28 8238 4 Y& == 3 AE 9| [etc/hosts o] 37131t}

Ze) 28 B A AR A o

= }T_
AES B AEE THE 5 A

Iy

°
B

A7) 2 ALgsle] B4 o A CoreDNSZ 4 3 a1 7 1} 2 8 3} %]

AR 87 AV
® ocCLIE A PFYT
e cluster-admin ¥ gto] 1= AHE AR S| 2E o] 22T o
® DNS Operator managementState = Managed = 4 ¥ 1t}
EZ A
® CoreDNSe| HlZ A E7F 54 oA AP H == HJE 8l 518 A5 F+A T
- Ty 8% & Y ske] DNS Pod WA & Aloj 8t = ==l HIRIES A Y-
I $ oc adm taint nodes <node_name> dns-only=abc:NoExecute ﬂ

Q & It;node_name& gt < == 9] 24| o] 20 2 w1t}

E

2 ¢ 2 5} default 2}+= DNS Operator 2. 24 &
Ytk

N
Rl L
i
N
o2l
o
£
:Ol:
OE
_V}i
&
T
mlo

oo o
i o8

$ oc edit dns.operator/default

12
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3. taint 7] ok Hl I Eo] th 3 8§ 22 A FU T U 518 eAbs o A HAES
LA o}

spec:
nodePlacement:
tolerations:

- effect: NoExecute
key: "dns-only" 0
operator: Equal
value: abc

tolerationSeconds: 3600 9

Q key 2 =7} dns-only = A4 5 7%

=l
N
ot
_QL',
oo
it
.
s
)4
i
iu)

Q tolerationSeconds 2 == A & A}-g}

iR
°
i

4. A8 Abgh == A8 7] & AFE-ste] == vl A & A G et ¥ 7] & DNS Operator& 78 &4

a. == A9 7] & ¥3}15l == default 2F+= DNS Operator L EA &

spec:
nodePlacement:
nodeSelector: ﬂ

i

r =l
i)
%
i
)

node-role.kubernetes.io/control-plane: ™

o] .x= A€ 7= CoreDNS Pod7 I EE Z ¥l == o A Tk

i
o2
[
i
Ju
ot
I
o

2.110.3. TLSE A}&-3to] DNS d & +4

CoreDNS 7] A1 7} 10 % =
FATCPAAL 49 4
A

i H
A TR ZH2EHANE 22T DS AR FoenR
DNS A # of A -2 A A& 5 A G JAEA FAFUTE A5 EA S HA 817 A6l

o
DNS A5 25 A dsA 443

T8

zones v 7| W4S] g A4 @ ) L=yl s 7 d
ool 9o Aok itk 29A srow S Es /5 £48 & s

o] & o] defaulte] DNS Operator £ B A E £ =4 3]t}
I $ oc edit dns.operator/default

28 AYAE A29 DNS Ao gl TLS(A S A5 BehHE 74

sk

)3
°
A

O~
T3

TLSE 2183t DNS A& 74

13
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apiVersion: operator.openshift.io/v1
kind: DNS
metadata:
name: default
spec:
servers:
- name: example-server ﬂ
zones:
- example.com g
forwardPlugin:
transportConfig:
transport: TLS 6
tls:
caBundle:
name: mycacert
serverName: dnstls.example.com ﬂ
policy: Random 6
upstreams:
-1.1.1.1
-2.2.2.2:5353
upstreamResolvers: ﬂ
transportConfig:
transport: TLS
tls:
caBundle:
name: mycacert
serverName: dnstls.example.com
upstreams:

- type: Network 6
address: 1.2.3.4 Q

port: 53 @

rfc6335 A u] 2= o] B L ES FE58foF gy th
rfc1123 A B] 2 o] & 5 9] 519 &= ¢l &
off s

cluster.local & zones 4 =
3 3l cluster.local-2 9 9 o] 7 31X

AdE DNS F ol tha] TLSE AL W o]& H2ER TLS A1 154 9
at7] A13h SNI(A 8] o] & EAS] AR 2 ALS-H & B A ol FJU T
2 Sequential 7} A8 = HFU T

3
15

A

J& JPU
0 L
[
(m
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EY 3elx)= DNS el S x%%fg ol 9 AEY 3ol A2 A 25|
o] & 7 g letc/resolv. cont o] MW & o] 3 T},
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@Q@@@@ ®9

A DNS Faglo sl TLSE +A4 T w gt TLS & 2t == transport 2 == 4

YUt 01 = AP‘%M FEEF g S8 E A3 gt forwardPlugin
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@ address 2 == & & 3 IPv4 = |Pv6 =2 of o ST}

W 7]E T E= 8539 Yt

Au] 71 G o H A FAY fFRSHA 2 A 74 Wole 7B Au

apiVersion: v1
data:
Corefile: |
example.com:5353 {
forward . 1.1.1.1 2.2.2.2:5353

}
bar.com:5353 example.com:5353 {

forward . 3.3.3.3 4.4.4.4:5454 §)
}
.:56353 {
errors
health
kubernetes cluster.local in-addr.arpa ip6.arpa {
pods insecure
upstream
fallthrough in-addr.arpa ip6.arpa
}
prometheus :9153
forward . /etc/resolv.conf 1.2.3.4:53 {
policy Random
}
cache 30
reload
}
kind: ConfigMap
metadata:
labels:
dns.operator.openshift.io/owning-dns: default
name: dns-default
namespace: openshift-dns

Q forwardPlugin-$ ™ 7 511 CoreDNS ®| & A E¢] 238 gd o] E7} Ea] 7 gtk

/etC/resolIv.cont of| LtE s SEeEdH ol /|2 Enx= A EH S

2 A

T AFUT EE = 194 65535 Ato] 9] gro] glojof gt
% o

kel
i
n)
v
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F7tEas

® DNS Hdof th gk 24 g 82 CoreDNS A& A4 & x84 Al L.

2.2. OPENSHIFT DEDICATED <] INGRESS OPERATOR

Ingress Operator+ IngressController APIE -3 5l OpenShift Dedicated £ & 2¥] A 1] 2=0f t] 3} 2]

B oA 28 g sbets 74 aagUTh

2.2.1. OpenShift Dedicated Ingress Operator

OpenShift Dedicated 28] 2~ & A & o 2] 2H oA A 52 Pod € A v 20 2+2F 1F-8HIP 5=
27 EFHUTHIP Fas WA A =X o 5 FEfol A ETVE J A 2 5 gl= thE pod 2 A H]
2ol A 2T & gl F YT,

Ingress OperatorE AF&3lH 21982 = 2 817] Yl 3t} o] A< HAProxy 7] ¥k Ingress 71 E 2 & Z 4
F5FaL el ete] 9 5 FEtol A E 7 AH] 2o A A = 9lE5 U T Red Hat AFo] E QA A Qx4 of
(SRE)E= OpenShift Dedicated &2 2~E € Ingress OperatorE 32| $FY t}. Ingress Operatore] 44 S
H7AT = AR 71 Ingress AEE 2] 74, 4 Hl B 21 9 Ingress Operator J el & & 4 A FHh

2.2.2.Ingress 4 A2k
]

29 %
HE

Y

[K

=13 2 config.openshift.io API =221 cluster-ingress-02-config.ymlj Ingress & 4~27} &
Fabg A I o

ol 1,
N

d

Ingress @] A~2-2] YAML A 9]

apiVersion: config.openshift.io/v1
kind: Ingress
metadata:
name: cluster
spec:
domain: apps.openshiftdemos.com

Az 232 o] 22HS manifests / T] @ B 2] 9] cluster-ingress-02-config.yml 3} of] & 7514 o}
o] Ingress 2] &2 = Ingress e} TAE A S8 2H #4 S F oYt o] Ingress 14 -2 th& 3 7o)

AgEY T

® Ingress Operatori= 2] 22F Ingress F+AJ ol A4 ® =1 21& 7] 2 Ingress A EZ 2] 2] =9l o
Z AU

® OpenShift APl Server Operator= 28 22H Ingress 1-4 o] = <12 AFE-3HU T} o] =2l e
A A Z2EE XA 6k ¢k Route 8] Ao the 72 S 2EE M T S JdHUTH

2.2.3.Ingress AEE 2 4 v 74

rr
&

IngressController CR(AH&-2F A o] ] ax)oll= 229 54 8 FAFS SFotES 74 + 3
&2 g w7 23 o] dFUTH

o 7 5 A4
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https://coredns.io/plugins/forward/
https://kubernetes.io/docs/concepts/services-networking/ingress-controllers/

ol 70 5

domain

replicas
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A

domain& Ingress A E Z 2o A Al F3}+=DNS o] Eol1] o] 7] 5S FA 8=
o AF-&-f Yt
e LoadBalancerService &3 7 A] #2] o A =domain& A& 35}o]

DNS #lZ =2 34 ¢4 t}. endpointPublishingStrategy = 3 x 3}
AL

o ARE /R ATA S AREshe A5, /)15 A= domain Bl &) 3

subdomainsl &2 s+ t}. defaultCertificate = =314 A ¢
° A} Z7F ] B DNS gl =9 4 A& 218 = I =5 o] gho] 7/

7= gEol AN E Y

domain 32 % = Ingress ZAE Z 2] o A aLf-aloF &t e o] ES 4 gl&H T

Hlo] 9l= A9 7] 2z ingress.config.openshift.io/cluster
.spec.domaln,g t}.

replicas = Ingress AEZ 2] HA4 & FAYTH AA =R b AF 5, 71 23S

29t}
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ol 7 5 v

endpointPublishingStr  endpointPublishingStrategy = Ingress 1 EZ8 23 & b2 Y EY A A
ategy Alstal 2 = W@l A T35 & stet thE Al &g tE QA A5 A F st )
AHEH Y o
k¢ 3174 ¢ 4% loadBalancer @ = £ A}-8 319 Ingress 71 E Z 2] 9] )3
2 AN Aes 8 g

t}2 endpointPublishingStrategy 2 == 74 & %= 3l

=

ofy

Yot

e loadBalancer.scope
o loadBalancer.allowedSourceRanges

AR A Fe 44, 71 2z infrastructure.config.openshift.io/cluster
.status.platform<- 7|k o = t} &3} 251 Th

o AWS(Amazon Web Services): LoadBalancerService (2] 3 ¥ 9] =
)

® GCP(Google Cloud Platform): LoadBalancerService (£ % ¥ ] &

)
o) B o] Z Y Z o] 79 endpointPublishingStrategy 7S ¢l o] E& % )
% Ut} GCPo A th¢ endpointPublishingStrategy 2 == 43 4+ A&

Sh=2
e loadBalancer.scope

o loadbalancer.providerParameters.gcp.clientAccess

= 7} vl £ ¥ ¥ endpointPublishingStrategy

=2 2H gy @<=
73 % 12 endpointPublishingStrategy 2 == 74 & <=

=

g o] 28 of 3=
slguh.

e hostNetwork.protocol
e nodePort.protocol

e private.protocol

defaultCertificate defaultCertificate 7} Ingress A EE & 7} A Fot= 7] & Q1 =417}
ol g gt =YYtk A27 A FS AFAE A A o
defaultCertificate 7 A}-& 5 4t}

!

ste B

Hotol &= 7] ¢} "ol H, = *ls.crt: 2154 11 & tls.key: 7] 3} W &o] £
e ofoF gt

A A or A =T E QIS 7L A F o2 A Ho] ARG HU T JISA =
Ingress AEZ 2 =l 2319 Tl fasty YA E A5 CAE F
Yy o A F Aot AFo R FEEYTH

AAE AF M e AE A XA 21 F A = OpenShift Dedicated 7] & A &
OAuth A H ¢} 2g o 2 F gt

18



27%. NETWORKING OPERATOR

w7 4 Avd

namespaceSelector namespaceSelector:= Ingress A EE & 7} ¥ 25 A 3-3l= Wl Y =5 o] 2~
s Ze st v A E YT Ol—t—%e% Fdst=d F&FY

routeSelector routeSelectori= Ingress E2H7M AR 2 ATl AE IS DHY S

sAE
EH A EUTh ol & B 8e FESE W f8F U

nodePlacement nodePlacement= A} &3} Ingress A EZ 2] 9] A =H S HA Z 02 7)o
6‘7— /“ l 2= 1,] 1;}_

M)A om ) Biko] ALgH U
]

nodePlacement rj 7§ 1 4== hodeSelector =
tolerations¢] + L& o7 2AFH UL o 2 59 O3-3 25
Y

nodePlacement:
nodeSelector:
matchLabels:
kubernetes.io/os: linux
tolerations:
- effect: NoSchedule
operator: Exists
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uj 7] 5 A

tisSecurityProfile tisSecurityProfile 2 Ingress AE 2219 TLS 92 44 S A4 gyt
AR A Fow 7] B zre apiservers.config.openshift.io/cluster ) 42~
7oz dAgYt

Old, Intermediate 2 Modern = = s} ¢

.
&3
= =

=

=
e R = sl = A B e R e = b=
Intermediate Z 23U S A8 == 43 F9-X
& A ZREak FA o] Ingress AE Z 2] 0] 2] &5 o] Zofo] WhAst = Q5

Ut

=77

TAE Bt z2akele] oF % gl 4 TLS ¥ -& TLSProfile
el v H Yt

T8

Ingress Operatore Old ==& Custom = 2 3} 2] TLS1.0 &
1.1 2 ¥y

clientTLS clientTLSE= S8 28 & Au 2o 3 & &l
TLS ¢1Fo] BAsE YT A A &S A9 Fepo]AETLS/ A4 31 A ¢
FUYth

clientTLS<) = 2 <= 519 & =<l spec.clientTLS.clientCertificatePolicy
4 spec.clientTLS.ClientCA 7} 9l <54t}

ClientCertificatePolicy 319 2 =+ Required == Optional |z} = 5+ 3
% 32 318y ot ClientCA 319 2 =+ openshift-config W] ¢ =3 o] 22 9]
e T WS AZFUT 74 Well= CAISA dEo] £gH oo Pt

AllowedSubjectPatterns= ¢ 35 2613 & a3
frolg & dA e G4 H5S AA k= %
PCRE 722 AF&3loF Ut SdeldE A 9] 1L
o] shut o] 4 lofoF it el ] ¢ oW Ingress TE =
33 AF S ARFYTH A HA] 2 Ingress ZTEZ oA 2 o] 5L 7|t
SR AFAE AFSA FHFUTH
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o 7 5 A

routeAdmission routeAdmission & v ¢l 2o 2o X ZY YL F L EE ARSI=E SRS
AR ZUdS A5t e G S AP h

namespaceOwnership 4] 23 o] =0 A T 2E o] F 2|9 & A2l ste
WS Ag gy 7] 2342 Stricty Yo

o Strict =7 u]Qlaslo] 2o FARD FAE o] B W alE AL
sl a4 ke o

o InterNamespaceAllowed: 7 =71 J| Y 25 o] 2o A 5L T2 E
o2 T2 ARE oHFLEE 3L}

wildcardPolicy = Ingress AEZ oA A =7l= F A o] £3td AR E A g
sty S Ay eych

o WildcardsAllowed: ¢} =7}= A o] £5% A 27} Ingress AE =
ol oJs) 58S JeEtE YT

o WildcardsDisallowed: ¢} =7} = & 2 o] None<! 7 £ 7t Ingress 7
EEZg 9 93 3 gES JeFE Y WildcardsAllowed o] A
WildcardsDisallowed = wildcardPolicy = s o] Esla oL =7}
= A F o] Subdomaing! 3 & 5= 7 29| 25| T2 HYth Ingress
AEZe A olge 25 oA 3§35t d o] =25 4% o] Nonesl
fdvte Ao 2 opr] s o Futh 7] 2 A2
WildcardsDisallowed ¢} U t}.
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o 7 5 A

IngressControllerLoggi  logging & ojtjoll A F8lo] 7|25 =X th & /i HFS G ol gyrt o] T =
ng 7hule] Jlod 2 2= AR M 2~ 2o v Ed shE Yt

22

m ZH| o] = Container =7

e accesst= ST°|AE 230 7|SH = WS AY Ytk o] 2T}

[e] = o

Hjo] o WA 2~ =7 o] v EA sk Yt
o destination& =7 A %] ¢ A A o)

n types 2o oiae] 3

e Container = 217} A}o| =7} AH o] U & o] 55 == X
A gt} Ingress Operatore Ingress 71 E 2 2] podol A
logs 2t= A Bl oY & 74 staL A o] U o]l 22E5 24/d 8t
== Ingress AEEH & +A U | A= o] AH 9]
YA 225 = A8AH 27 EF A5 FA8 ok

Futh Aeloly 2aE AHEdvE A2 28] A

2}sE 27k AAE F 9ee o gyt

e Sysloge 227} Syslog B2H o2 A= XA
o} #Y A= Syslog WA A & 218 = = EH S A A
g oF vt #HE) A7 AFEA A €] Syslog JIZH 25

A8t Ro] F4UTh

o)
Utk @Al = Aele]] =7 & vl 5ot §le.
=i o} glojof g,

m syslog=Syslog =272 g 3o vl E dE U
e address:= 2 WA A& F418E syslog B IP F2

Ut

e port= 27 WA A & 4415} = syslog #42] UDP X E
HEAYoh

e MaxLength = syslog w21 %] 2] o] 2 ] 1 t}.480 <l
4] 4096 1}o] E Alolofof gt} o] =7} H|o] glow
) dol= 71272 1024 vlo|E 2 A A P o)

o facilitys = w2 A 9] syslog 715 & A A Yt} o] 2
=7} H]o] 9l o™ A= 7t localle] g Y th ol kern,
user, mail, daemon, auth, syslog, Ipr, news, uucp,
cron, auth2, ftp, ntp, audit, alert, cron2, localo0,
locall, local2, local3, local4, local5, local6 ==
local7 %< A a3 syslog A= & A& &l oF T}

httpLogFormat HTTP @ & ol th gk 2 22 mjA| A o] 28 %]
itk o]l BEsbulo} Yo 2o WAAE A /|8 HTTP &
I g2 S ARtk HAProxy 2] 7| HTTP =2 & 2] 3} &= 3
&S HAProxy 4 & 23140 A L.


http://cbonte.github.io/haproxy-dconv/2.0/configuration.html#8.2.3
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vl 7 i 5 v
httpHeaders httpHeaders= HTTP 3t o] o} &t 4 2 & A o] g1 o}

IngressControllerHTTPHeaders <) forwardedHeaderPolicy = 4 3 3}
o] Ingress A E =) 7} Forwarded X-Forwarded-For X-Forwarded-

Host X-Forwarded-Port, X-Forwarded-Proto , X-Forwarded-Proto X-
Forwarded- Proto -Version HTTP 3|t & A 4 sl &= A 7] ¢} Wi & 214 gy
=3

71EH oz Ao Appendz A7 Hu
e Append:=Ingress EE 2 ol|A 7]E dH & FX|stHA st & 57t
st A g
o Replace:= Ingress ZAEE oA ] & A staL 7] E dl 6 & A A st
=5 A g

e IfNone2 3|t 7t o} A A & A% Ingress HEE A &5 =
A== AU

o Never:=Ingress AEE A st & A sA Ea 7|EFHE R1E
st 5 A7 g th

headerNameCaseAdjustments = 47 s}o] HTTP &t o] 5ol 288 & 3l
EU/ARA 24 e AT 5 ASUTh 2t 2L Ao U EAE A8 5o
HTTP 3l d o] 20 2 XA Ut} o & Sof X-Forwarded-For= =« % 31 =4
H &2 AHe 5= 2 x-forwarded-for HTTP & o] 2 x4 &f of gt}

=

ol el ¥ 24 & HTTP/12 ALg 5He B S-olut Avt 8 2E, o< FE 9 A ¢ 53}
CED RIS

8% sl 9 A9 ol 2§ x4 2 haproxy.router.openshift.io/h1-adjust-
case=true =2 o] 3l= A 2ol vt A &H Ut &H st 9] A5 o]l gk =4 o]
REHTTP S g ggUrth ol Z=rtHlo] glow o F du7t 28 HA &5

L=
Eh=
AL sty 58 A9 FPsh7] Ad FAS AFFUT TLS T4 A2
o ol sl Tl & A A st AY 2 S 4 gls Y th actions F =of] F71 519 F=

spec.httpHeader.actions.response =
spec.httpHeader.actions.request:

o SHe WEE AHAAY AATHTTP S8 dle 2252 4Py

o}.

o 2% 59l Yt AL AAGHTTP 24 3ld 552 44 3
o}
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A A
httpCompression httpCompression & HTTP E&| ¥ = A A& A o] gyt
° mlmetypes =928 A 8ok st MIME 3 228 Hosht}. ¢

= =9 text/css; charset=utf-8 text/html text/*,
image/svg+xmlapplication/octet-stream X-
custom/customsub, 63*4 3 &1, type/subtype;
[;attribute=value]. 3 -& & 24 th application, image,
message, multipart, text, video, or a custom type prefaced by X-; o] &
SOl MIME #9 2 59 & ol gk A A 271 S 2ol RFCI341S
Tz 2.

httpErrorCodePages httpErrorCodePages+= A&7 2] HTTP 27/ Z = $¢ #H o] A & XA Y

t}. 7] 24 o F IngressController: IngressController o] m] x| o] I =% © 7 ¥ o]

A& Ahg P,

httpCaptureCookies httpCaptureCookies & o 4| 2~ & 20| 4 7 2] 5l2] &= HTTP 7] 2 A 4§
t}. httpCaptureCookies = =7} vj o] 9] o™ A2 2 20| A 7] 2 7] 2 34

e

o

WA EH = BE F7]9 A% v w7 471 IngressController -4 o] 31 <]
oF gyt

e name 2 F7]¢] o] 52 A A 4ot

e MaxLength = 7] ] Htj Aol& A4 Pt

e matchType & %17],] g o]l o] M £7) AA = 83 A sl

A Be A F7) Ao A E/\}"l A A4 gy ch. matchType 2 =+
Exact 2 Prefix uH N FE AL T

5 ¥ b= ZFUth
httpCaptureCookies:
- matchType: Exact

maxLength: 128
name: MYCOOKIE
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https://datatracker.ietf.org/doc/html/rfc1341#page-7
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w7 A A

httpCaptureHeaders httpCaptureHeaders = 94| 2= 2 204 Hx & HTTP &5 2 A 4 gt}
httpCaptureHeaders 2 =7} njo] gl 0™ M A 2 2204 L] S A 814 &
syt

httpCaptureHeaders ¢l = 4| = Z 204 A & F 79 8] B2o] £33
Hol dFUnh Fohe sl 2= E=5 2 request B response YUt F 5=
B0 name =+ &Y o] &< x4 slzmaxlength 2 == &5 2 Ho)
Aolg AA s oF GUth & W b= 25Ut

httpCaptureHeaders:

request:

- maxLength: 256
name: Connection

- maxLength: 128
name: User-Agent

response:

- maxLength: 256
name: Content-Type

- maxLength: 256
name: Content-Length

tuningOptions tuningOptions = Ingress AE 28 Pod¢] 454 x4 3te 342 AT
o clientFinTimeout2 972§ 2= A Hof g Feo|AdE S5 7]
g= et dde] A FHE FAHE A A EY T 7] A g A

ZFe1s 4y

e ClientTimeouts Z2to|dE &S 7thel & St Ad o] S A

e headerBufferBytes+= Ingress AEZ2] A2 Al Ao thal o =
2e g npolE T & XA Y} Ingress AEZ ol HTTP/27} &
’dshE A9 o] 3t-2 16384 o] Folojof Futh A=A ke A4, 7]
Hz7ke 32768 vlo] E ¢t} headerBufferBytes 7to] v & zto ™
Ingress AE 28] 7} =42 4= 9l 2 1 headerBufferBytes 7}o] 4%
AW Ingress AEEZ2 7} 2 g o] o8 B2 W R EAET 5 7] o
ol o] =5 A sA &= Aol FHFUTH

e headerBufferMaxRewriteBytes:=HTTP 3|t 7] 24 % Ingress 7
EZ 94 A Aol 5 headerBufferBytese vlo] E tho & o oFsj
of &&= vl = 2] %S A4 gt} headerBufferMaxRewriteBytes 9]
H 2 7k 4096 Y U o} headerBufferBytes= So] ¢ = HTTP &%
ol o5 headerBufferMaxRewriteBytes® t} 7] o} Ut} A3 & )
xo AL 7B 8192 vlo| EQY )
headerBufferMaxRewriteBytes 7}o] 4% 2} 0™ Ingress 11 E =&
7} 42 4= ¢l 21 headerBufferMaxRewriteBytes 7jo] 4% =4
Ingress AEE# 7 2 Q o] oz W yug & ALE T 4 7] w7
ol E=E HASHA] &= Aol EHFYTh

o healthCheckinterval & 2} $-€17} AFe] 27 Alolo th 7] 8l= Al 7+-5
Ayt 71 B 3ke 58yt

e serverFinTimeouts 9245 £58+ FefoldE0 3k A SH

S71tEle et dA0l dH HE FAHE AILS ALY 71
A g A 718 Yy
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Aélg

o threadCounti= HAProxy T2 A~ & YA 1y = =2 A FY
th o 2o A~y =2 AAsHA 7} Ingress A EZ2] Pod7F o] o A~
g ihzugoz ] B2 A4S A8 A5tk HAProxy+= FH o
6471 2] =8 =5 ALt o] =7 H]o] o™ Ingress AEEH &
7B 4 ¥ =8 AT 7| 2 e del oA WA E 4 9
Utk HAProxy 29 = =5 29 Ingress A E E 2] Podol| A {35}
o @2 CPU A 7HE AF8-8 &= 21 3L Tt & Podol| A =3 &l o sl+= CPU
glans FAlsA] Retpg o] dug A gE Aol FHUn &
g= 55 oW Ingress AEE 7 AN = 25 5kA] 43 5 AFHTh

o tisinspectDelay:= 2} $-E oA A st= A2 E 37] 98 dolHE
B8 7 Ade 717H& A TUT o] S v F A At d X st=
ASME AHE st Aol 7ol A S5, AdEst e A
F AR 7R JAFTAZ A E F AFUch 712 HAF A A2 68 9 Y

=2
e tunnelTimeout2 Bld o] 7 el d o S X5 B d A4 0]
dd A E FAHE A AR FU T 712 Al A 22 Th iyt
e maxConnections = HAProxy T2 A 22 AR = A 5
Al AA FEAZFUT o] 2 =29 7 Ingress W EE 2 Podol| 4]
FrtA 2 iz go R o B A4S AT AFUrh 885
= 32 0-1, %2000 2 2000000 9l o] REFEELEEH$
= F syt
o o] d=7}ujof 9l A ghe] 01 4§ Ingress 71 7127k

EEYHE 0]
50000 & AHg-3uth o) 32 &5 g oM HAE 5 dHUTh
o Fxo-17Zko] = AF HAProxy:= A3 F<l 7 g o] ol A AL&
7d=3tulimits £ 719to 2 318 58 0 2 A A} o] T2 A A
M= AA 7127k 50000 o v) & A s o) 2] AFR-Fo] WAl
st & Al el A " Y o

o = AA &4 AA AR} gho] A& A3 HAProxy I Z 4
27F A A E A Y T

o A8 ghe M5l 298 Pod7} A = E 2 vho] g o] W A)
wmEo FU ulimit 7 2HE o] 94 e F A&tk ol @ 4
% Pod7 A 245 4] ek th,

o th2ulimits 7} 2 € =271 93 B g Ad s
1

Bl A o) 44 58 AN ES o] W= -
F&Uh
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o 7 5 A

logEmptyRequests logEmptyRequests = @ o] =4l & 7| 25 %] k& S AU o)y
SRl QS 2EUAAMN A 228 =) B A 5 A4 (AR A4)elA
At ol g3 R S A St A vt A sHA @5 F AFUTh ol E g Rl
AL EEHAAN FH Z2H e S B F5 AA AR dE)od A A
&t o213t @ F & A ot= A2 At A A & F Asyrh olH e 2 g2
FEAMoZ S BT o Rl oS B AY AN EE AA &=

b =gl 2 F AdFUth o] F=of 385 = 32 Log 2 Ignore Yyt 71 &
LoggingPolicy 32 oh& F 3t 5 shuhE 3 &y o

e Log: o] #t<Log= AAgsd oWl E7} 27 & ofof 8 eyt

e ignore: o] -5 Ignore = 47 31 HAproxy T4 ol 4 dontlognull
ol A HYTh

HTTPEmptyRequestsP  HTTPEmptyRequestsPolicy+=
olicy T HTTP 4ol Hels= e A
Respond 4 Ignore yit}. 7] 23k

=

23 & FAls7] Aol A4 A 7ko] 234 A
8

rlo
X
®
]
]
o H
=1
o
jine
|
fu)

HTTPEmptyRequestsPolicy +3 & oS + 3 5 sl =2 s ¢dyh

o Response: Z =71 Respond= 23 @ 7% Ingress AEZH &=
HTTP400 ==408 & &2 A&stal A= 2 o] B stE 4§ A4
S 2% g[SRI EY ] AF LS ALY

e ignore: o] A& Ignore = A 73 & HAproxy 4 o http-ighore-
probes mj 7| ¥ 5=7F 715U th 2 =7tignore £ A& | 7 $- Ingress
AEZYE SHS AFA FAL A4S TR vF A4S 7153544

G Ee e Sy,

olFE AL EE MU FH ZEH TS B

oM As s B = gyt 22y o] 22> M EH A L 72 <l 2
g Foong ol deslgnores A& sHH #A4 & B4 3HaL 7l

tholHg ey xE QMo R Qs BT o

— = 71 = Ei":
WY AEE FA G U =gl B S Asyh

223 Ingress AEZ# TLS Het 223
TLS Bt Z2H 2 A7t Aol 94243 o)
A& o}

2.2.3.11.TLS ¥ et = 2 37 o3
TLS(Transport Layer Security) 2.9t 322 3 5 A}-8-3}] T} <3 OpenShift Dedicated #+4 8.4 H &

SFTLS 935 Ao 4 A &F Ut OpenShift Dedicated TLS B.oF = 2 F 2 Mozilla ¢4 +4 & 7|4k
Z 3y

W

7h 3 Q. 4e e th TLS Bt 229 F sluE (AT = 9

o))

Sl
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https://wiki.mozilla.org/Security/Server_Side_TLS
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Profile Ay

Old o] ZRPL Y AN FeholdE Ex
duth Z2d 2 ol v s A TS VIVt e 2 Yt

Old == 3o & H 4 TLS WA 1.00] &g th
e

Ingress AEZ# 2] 4% HATLS ¥ o] 1.09 A4 112 ¥

gy
Intermediate o] ZR L Ingress HE Z], kubelet d AEZ =g ¢l¢] 7| E TLS ®oF
Yt 22 e S s A AL ke g ok

Intermediate Z=Z o= HATLS o] 1.27F D @ 3 o).

R

Modern o] gz PL oA

Modern Z23 o= H A TLS A 1.30] 83}

Mg A o ZE UL AU ALY TLS WA F5E F T F AgUh
+9]
A Custom Z= 5t S A8t = A2 o=

o3 A 7F @AY 4= 9lom g Fo]g) ofF T )
ng Jojd 29 {8 F S AMEStE A F fFad 229d AL DA
WD AEUTh ol S So) D2 XY.Zo) M EE F7 T2 P2 A sHE Aol Sl
A DY XYZHE Jadol =&t A Z2E FA o] H g F o] Zol2o] BT 5= 9]
2~
4tk

2.2.3.1.2.Ingress TEE 29 TLS Bt 2= 774
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Ingress ZAE EZ&|of thgh LS Bt 222 & -4 3t ™ IngressController CR(AFEAF o B a)S
HR st A Aol = AFEAF A TLS Bt 22 S A A Y th TLS Bt =2 Fo] A =X ¢
L AL 7B API Ao AR TLS Het 228 7juto 2 sy},

Old TLS B¢t = 2 5} & A3} M Z IngressController CR

apiVersion: operator.openshift.io/v1
kind: IngressController

spec:
tisSecurityProfile:
old: {}
type: Old

TLS Bt 22 H L2 Ingress AEEH ] TLS A4 st HATLS A TLS 45 & F I FY oh

Status.Tls Profile o} 2] ¢] IngressController CR(A}F-8#} 4 ¢] 2] 4~22) 2 Spec.Tls Security Profile o}
A TAHATLS Bt Z2ho]d AR TLS Bt 222 o] 45 P HATLS WAL AT 5= AFyeh
Custom TLS Het T2 o] A9 54 ¢9t5 @ H A TLS W@ o] F w7/l A4 ofg o]l &g th

3

HAProxy Ingress 1 E &2 o]u] %] = TLS 1.3 & Modern =~ 23 2 x| 3t}

Ingress Operator+ Old 5=+ Custom = 2 312 9] TLS 1.0& 1.12 HE gy}

A 27 Ab

e cluster-admin & & 9] A& 22 Fe] 2E o] WA 2T 5= glo]oF gt}

Z2A 2

1. openshift-ingress-operator 3 = & E o 4] IngressController CR& HFslo] TLS Het =z 2
S A EYTH

I $ oc edit IngressController default -n openshift-ingress-operator

2. spec.tlsSecurityProfile 2 =& F713t}

Custom * 2 I o] tJ] 3} IngressController CR 41 =

apiVersion: operator.openshift.io/v1
kind: IngressController

spec:
tisSecurityProfile:

type: Custom ﬂ

custom:
ciphers: e
- ECDHE-ECDSA-CHACHA20-POLY 1305
- ECDHE-RSA-CHACHA20-POLY 1305
- ECDHE-RSA-AES128-GCM-SHA256
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- ECDHE-ECDSA-AES128-GCM-SHA256
minTLSVersion: VersionTLS11

Q TLS ®¢t Z 29 43 (OldIntermediate == Custom)< x| 4 gt} 7] gk
Intermediates] 4 t}.

@ HudadAdIR=s AFFYT
e old: {}
® intermediate: {}
e Modern: {}
e custom:
© custom §3) A TLSHEs 55 U AL LB TLS WAL AHFYT

oY
ol

® IngressController CRol| 2 2 3} o] A x| o] =X &3}

I $ oc describe IngressController default -n openshift-ingress-operator

%9 o
Name: default
Namespace: openshift-ingress-operator
Labels: <none>

Annotations: <none>
API Version: operator.openshift.io/v1
Kind: IngressController

Spec:

Tls Security Profile:
Custom:

Ciphers:
ECDHE-ECDSA-CHACHA20-POLY 1305
ECDHE-RSA-CHACHA20-POLY1305
ECDHE-RSA-AES128-GCM-SHA256
ECDHE-ECDSA-AES128-GCM-SHA256

Min TLS Version: VersionTLS11

Type: Custom

22313. 45 TLSAF 4

spec.clientTLS 7S 474 st mTLS(MTLS) 215 S A8l == Ingress AEZH S 74T & AdHY
th clientTLS 7t2 Selol A E ASA & &lst == Ingress HEE 2 & A AU o] A= 774
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clientCA 7}o] X509v3 Q154 FH 4 Z=(CRL) v £ %] H S *] 4 3l 74 % Ingress Operatore= 7} Q154
o] 1% " HTTP URI X509v3 CRL Distribution Point = 7|3t o 2 CRL —TL/“ Mo R8s AT
Yt} Ingress ZIEE# = mTLS/TLS §73 Tl o] +4 S AU G F a8 ASA E A TR X =
23S ArEYUS

AHA 87 AHRE

e cluster-admin & &9] Al &2} 2 ZFe] AE o] WA AT 4= g ook ).

e PEMRIzY CARIZAI ¥

ﬂllﬂ

o] A1t

o CAHEC|CRLHIEZ A H S Fxsle 4 FHOAdECAME dEAE EE 2 Z AFAE
E 3} oF Utk RFC 52800 AW = t) & o] ¢1=x]d]= CRL v} £ R & o}aj o] HTTP URI>
Sh=lo] Qlojof Yt d & &9 the 3 ZE Y

Issuer: C=US, O=Example Inc, CN=Example Global G2 TLS RSA SHA256 2020 CA1
Subject: SOME SIGNED CERT X509v3 CRL Distribution Points:
Full Name:
URI:http://crl.example.com/example.crl

Z2A 2

1. openshift-config u] ¢ 23 o] 20| CAHE A 74 WS AT

$ oc create configmap \
router-ca-certs-default \

--from-file=ca-bundle.pem=client-ca.crt \ﬂ
-n openshift-config

© % ©IoIE 7] ca-bundle.pemo] ofof 5vf ol B ghe PEM &4 ] CA 9134 o] o}
gy

2. openshift-ingress-operator 3= = 4| E o] 4| IngressController 2] 2~ ~2 #H ¥ gt}

I $ oc edit IngressController default -n openshift-ingress-operator

3. spec.clientTLS 2 = 9 3¢ =2 F7}1sle] 435 TLSE 74 Yok

gl DEH S XA 3+ clientTLS Z 2 o] o] 3t IngressController CR A =

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
clientTLS:
clientCertificatePolicy: Required
clientCA:
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name: router-ca-certs-default
allowedSubjectPatterns:
- ""/CN=example.com/ST=NC/C=US/O=Security/OU=0OpenShift$"

4. A8 A1g oS HH 2 ¢ g 5lo] allowedSubjectPatterns i tj] gt Distinguished Name (DN)&-
7FA U o

$ openssl x509 -in custom-cert.pem -noout -subject
subject= /CN=example.com/ST=NC/C=US/O=Security/OU=0penShift

2.2.4. 71 ¥ Ingress Z1EE 2 17|
Ingress Operatori= OpenShift Dedicated®] 3 4] 7] 501 ZA] AFE-3 4 A& T
T & A 2 OpenShift Dedicated A %] o = ©] & ¢] default?l ingresscontroller 7} 3l &5t} =7}

Ingress AEZ#Z F718 3= <54t} 7] 2 ingresscontroller 7} 217 =] A Ingress Operator7} 13- o]
of AtF o & thA] A T o

Z2A 2
® 7]® Ingress AEEZHE g

I $ oc describe --namespace=openshift-ingress-operator ingresscontroller/default

2.2.5. Ingress Operator B & 7]

Ingress Operatore] e & 891 @ Z2ALe 4= 9l &Y Th

Z2A 2
® Ingress Operator A e} & gl g o},

I $ oc describe clusteroperators/ingress

2.2.6.Ingress Z7EE 2] 21 H 7|

Ingress AEZ 2ol 2 1E gelg

+
i
T
o

EZZAX

® Ingress AEEH 25 g}

$ oc logs --namespace=openshift-ingress-operator deployments/ingress-operator -c
<container_name>

2.2.7.Ingress A E = A g 17

54 Ingress AEE2] 9] FH & &2 =+ AFH -

[k

A 2
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® Ingress AEE 2 9] AH & &gt

I $ oc describe --namespace=openshift-ingress-operator ingresscontroller/<name>

2.2.8. AF&- 2} A ¢] Ingress AEE ] A A

Fe 2y B AE A AR 2 Ingress AEZHE YA T 5 FUTh 71 B Ingress AEZH &=
OpenShift Dedicated JE| ol E Fol HAE 4= & _E,_ AFE- 2} A 9] Ingress 1IEE ] S A4 31HA 2
SEl HloE A FHS FEO R 54 B e d] £ET 5 AaTik

o] ool A= AL-gAL 4 o] Ingress AEZefof] o) 3t & & AbFg Al F T vk AH&A 4 9] Ingress AEE ¢
2 712 AL A A A stE W "Ingress AEE ] FA"S e A Q.
AHA 8 AR

e OpenShift CLI(oc)S A =] g o}

e cluster-admin @ 3lo] = AL A= 22 Tt}

Z2A 2
1. A&7k 2178 IngressController 2 B4 E & A o] &}= YAML 214 & A4 Fth.

custom-ingress-controller.yaml 3} of

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: <custom_name> ﬂ
namespace: openshift-ingress-operator
spec:
defaultCertificate:
name: <custom-ingress-custom-certs> 9

replicas: 1 e

domain: <custom_domain> ﬂ

IngressController © B 4 E o] A&7} |4 o] &L A

ox
ot
°

=8

AHEAF A o] St ETFE JISAH S AHEshe] Bt ol 52 A1

)

U,
22 BA Ro] shfodof G,

Ll o] Eof = ¢S 2] A gt} IngressController ¢ B A E o] x4 ¥ = ¢l 7} 9154
of A&-H = Qle] ¢ Xl & oF gt o} Oﬂ*‘ o] =<l kel
"custom_domain.mycompany.com"¢l 73§ 215 o] SAN

* custom_domain.mycompany.com( *. =H| ¢l o] F7}5)o] o] oF g}

6@@6

2. & S Adste] 2B

ol

g
2
[t
il
o,
o,
e
AW
I

I $ oc create -f custom-ingress-controller.yaml

2.2.9.Ingress A EZ 2] -4
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2291 AF8A A 2] 71 E 2 FA A

] A= Secret 2] A2 E A A 3131 IngressController CR(AFE#F A 9] 2] 4222)S HH 3ho] AF&-2F 4 9
AZME AME3IEE Ingress AEEHE FA Y = AF U

A 27 Abg

o]

FIO U~
k=
rr

Q1AM =
71342 Y

o PEM 1z whalo] 9154)/7] o] Qlofok gt
AR A o PKIGIA A9 A E S S 2l A9 Q)

g

O
o >

ro,
o\ o

>
hines
i
v

oN o,

e
j

o3

¢

o AFATFTE 4T ARE FEFU
8l oF gt

o <1ZA17} Ingress =1 <l o]

o
5
0] A = subjectAltName &=} £ A}-8-5}o] *.apps.ocpd.example.comz} 7+2- o} =7}
= wee APy

e 7] & IngressController CRY} 35} IngressController CRo] glojoF ghuth. th& 432 2
3 5}o] IngressController CRo| )l =4] &<l d 4= &t

I $ oc --namespace openshift-ingress-operator get ingresscontrollers

e

QA AAZM 7 9 A AR 9] 718 1A 7L £ B 1ok ts.crt 9o 9134

g o] gojof Gt AFHE AR ke Aol =A7F FLFUT AW AFA
zMgug

EZA

ol N A = AFERF G Y] AFA E 7] o] AR 2 tHE 9 tls.crt 2 tis.key T} o
Yt} 22 L tls.crt 2 tis.key 2] 2 A A 2 o] 5o 2 HAF ) Secret 2] A~E YA 5}
IngressController CRol| A %3} 7 9 custom-certs-default= t} 2 o] 50 2 H7T

e
e
H
%
c
o

= 1
ol A& At =% wix el et Ingress AEE 2 7F A ul g Y o

3to] openshift-ingress v ¢ 2~ o] 0] AF&2} A 2] Q1FAE ¥

1. tis.crt ¥ tis.key 3} & A&
42222 PEUT

&5l Secret gl &

$ oc --namespace openshift-ingress create secret tls custom-certs-default --cert=tls.crt --
key=tls.key

2. A} 21=A] Het 712 %3l E 2 IngressController CRS ¢ ] o] E &t}

$ oc patch --type=merge --namespace openshift-ingress-operator ingresscontrollers/default \
--patch '{"spec":{"defaultCertificate":{"name":"custom-certs-default"}}}'

3 el E7FAEHN=A AT Tk

$ echoQ |\
openssl s_client -connect console-openshift-console.apps.<domain>:443 -showcerts
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2>/dev/null \
openssl x509 -noout -subject -issuer -enddate

B L
<domain>

S 2H9 712 =l o] & A gt
2 o

subject=C = US, ST = NC, L = Raleigh, O = RH, OU = OCP4, CN = *.apps.example.com
issuer=C = US, ST = NC, L = Raleigh, O = RH, OU = OCP4, CN = example.com
notAfter=May 10 08:32:45 2022 GM

| m.m,

o A H

O YAMLS 483t A2 A1 7]+ 9

ofN
>
il

>~
o
et
B

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

defaultCertificate:

name: custom-certs-default

Q1% Bt o] B CRE Pulo] st B AHS-8 k3 LA sfof T v,

IngressController CRo] =% = & Ingress Operatore A& 2F 4 2] Q1 ZE 4 & A8l == Ingress A EE

o) Wl 2 Qo] 2 T

2.2.9.2. AF8- 2 A o] 71 E el =4 A A
HY A= AHEE Ingress AEE & TA T AHEA o] ASHE AN D 5 AFU T
A 27 ALe

e cluster-admin & & 9] A} &2 2 Fe] 2E o] WA 2T = glofoF gt}

® OpenShift CLI(oc)7F A X] =] o] )5t}

o o]Ho=Ingress AEE & ol U s AFE-A} F o] 7| E AZAME 43

)4

*

Y

X & A A3} aL OpenShift Dedicated$} 3H Al 35 & Q54 2 B Asted o}

1)
ﬂllO oL
o
18
o oy
v
o

$ oc patch -n openshift-ingress-operator ingresscontrollers/default \
--type json -p $'- op: remove\n path: /spec/defaultCertificate’
=

g B 7 AN ISA S 2 she S A Aol 24

ot

T AFU
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Z

ol

o A FLH ASA7 ELHNEA FdstEE s FE S dF T

$echoQ]\

openssl s_client -connect console-openshift-console.apps.<domain>:443 -showcerts
2>/dev/null |\

openssl x509 -noout -subject -issuer -enddate

o& 3 2Eyh
<domain>

S 2E 9] 7] ]l o] & A dY
g o
subject=CN = *.apps.<domain>

issuer=CN = ingress-operator@1620633373
notAfter=May 10 10:44:36 2023 GMT

| m.m,

2.2.9.3.Ingress AEE & A5 2A I H

AR F St et e R A e 7HA ST AR S FH 22 53 == Ingress
Aeos gAd s+ Adsynh

o)
[t
ftht
r)
i

A 27 Abg

e OpenShift CLI(oc) 7} A ] =] o gl ojok gt
e cluster-admin & & o] A}18-2} 2 OpenShift Dedicated &2 2~Eof] Y M| 2T 4= Sl HF U T

T— =

® Custom Metrics Autoscaler Operator ¥ & KEDA AEE 2 7} A X] ¥ o] &t

o <l FZof A OperatorHub E A}E-31o] OperatorE AT 4 dHFYTh Operator%— AR %
% KedaController ©] 91 =8 ~& A A3 4= gl h

S HH S 23 ste] ThanosZ <15 A H] 2= Al S A A T o)

=t
$ oc create -n openshift-ingress-operator serviceaccount thanos && oc describe -n openshift-
ingress-operator serviceaccount thanos

=9 9
Name: thanos
Namespace: openshift-ingress-operator
Labels: <none>
Annotations: <none>

Image pull secrets: thanos-dockercfg-kfvf2
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Mountable secrets: thanos-dockercfg-kfvf2

Tokens: <none>
Events: <none>
2. 2 HHSAEEA AU A2 AG A AYH EES T2 AT YG

apiVersion: v1
kind: Secret
metadata:
name: thanos-token
namespace: openshift-ingress-operator
annotations:
kubernetes.io/service-account.name: thanos
type: kubernetes.io/service-account-token
EOF

ok
| $ oc apply -f - <<EOF

3. Au| 2= Al A o] EES AH8-31o] openshift-ingress-operator U] ¢ 2~ 3 o] 2]
TriggerAuthentication ¢ 2.4 E & 7 o] gt}

a. TriggerAuthentication ¢ 24 E £ A A 5} 11 secret H 4= 35S TOKEN vjj 7} ' 4=of] A &3}
Ut

$ oc apply -f - <<EOF
apiVersion: keda.sh/vialphaft
kind: TriggerAuthentication
metadata:
name: keda-trigger-auth-prometheus
namespace: openshift-ingress-operator
spec:
secretTargetRef:
- parameter: bearerToken
name: thanos-token
key: token
- parameter: ca
name: thanos-token
key: ca.crt
EOF

4. Thanosel M Ml E9 S ¢l &S A8t H8goh

a. Pod ¥ == o4 A% E 2] = A o & thanos-metrics-reader.yaml & 2 A} $huj o}
thanos-metrics-reader.yaml

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:
name: thanos-metrics-reader
namespace: openshift-ingress-operator
rules:
- apiGroups:
resources:
- pods
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- nodes
verbs:
- get

- apiGroups:
- metrics.k8s.io
resources:
- pods
- nodes
verbs:
- get
- list
- watch

- apiGroups:
resources:
- namespaces
verbs:
- get

e e ARt A 4TS AP

o}
I $ oc apply -f thanos-metrics-reader.yaml

& WFL Aol Au 2 AR A 4L FoH T,

thanos --role-namespace=openshift-ingress-operator

$ oc adm policy -n openshift-ingress-operator add-cluster-role-to-user cluster-monitoring-view

o}
I $ oc adm policy -n openshift-ingress-operator add-role-to-user thanos-metrics-reader -z
I -z thanos

3

add-cluster-role-to-user ¢l = Y| 25 o] 2~ 7+ g & A} &5t A Sour g
LY oe A ol A& o] <147} 2 2 3 kube-metrics U] ¢ 23] o] 2~ 9] 7]
E AU oh

6. 7] Ingress AEZ# v 2= th Ao & 3+ A scaled Object YAML 3¢ ingress-
autoscaler.yaml S 7+5 14t}

scaled Object A ] 2] <

apiVersion: keda.sh/vialpha1l
kind: ScaledObject
metadata:
name: ingress-scaler
namespace: openshift-ingress-operator
spec:
scaleTargetRef: ﬂ
apiVersion: operator.openshift.io/v1
kind: IngressController
name: default
envSourceContainerName: ingress-operator
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minReplicaCount: 1
maxReplicaCount: 20 9
cooldownPeriod: 1
pollinglnterval: 1
triggers:
- type: prometheus
metricType: AverageValue
metadata:
serverAddress: https://thanos-querier.openshift-monitoring.svc.cluster.local:9091 6
namespace: openshift-ingress-operator ﬂ
metricName: 'kube-node-role'
threshold: "1’
query: 'sum(kube_node_role{role="worker",service="kube-state-metrics"})' 9
authModes: "bearer"
authenticationRef:
name: keda-trigger-auth-prometheus

g0 s Abe A Aol 2 hzguth o] 4% Ingress AE 2 YUk,
. O

RE AL A BAE S YUt

Y

12=54

L
o

I 71 g ko] 10071 9] BAlRo g2 4

openshift-monitoring 1] ¢ 2= 7] o] 2~ ¢] Thanos A 4] 2= €% Ut}
Ingress Operator ] ¢ 2=3| o] 2~ Qj ] T}

o] ERA e wEH FelaE] B AU st e Ao HhHY

v g v o] 2 7 el & AFE 3= 74 ¢ serverAddress Z = of| A £ E 90910] o}
9091& o= A afjof Futh Bt o] ZEX HEZS 1S+ 3

T BRSPSt AR B Bl oS A ST

I $ oc apply -f ingress-autoscaler.yaml

I $ oc get -n openshift-ingress-operator ingresscontroller/default -o yaml | grep replicas:
o openshift-ingress 3 2 4 E 0| A PodE 7} 4 31 t}.
I $ oc get pods -n openshift-ingress

z9 o
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NAME READY STATUS RESTARTS AGE
router-default-7b5df44ff-I9pmm 2/2  Running 0 17h
router-default-7b5df44ff-s5sl5 2/2  Running 0 3d22h
router-default-7b5df44ff-wwsth 2/2  Running 0 66s

A

2.2.9.4.Ingress 1 E Z 7 3

AFF7 2T 5 ATE A e e 8T A1FE FS5E=
& 2= ¢l% U o) IngressController 2] 22 gHsl# ™ oc 3§ 3 & A
IngressController = -4 31+ of 2l 4 Y o

[ pnip—

ngress AEE8 & 522 &4
U o 3= 712

=77
o= o] BA S vtEE do= Al 7ke] A 7] diel S-S SA] A &5A] &FY
o}.

EZZAX

1. 7] IngressController ] 3 2} A& 7153 EA) 2 /42 Ay Byt

$ oc get -n openshift-ingress-operator ingresscontrollers/default -o
jsonpath='{$.status.availableReplicas}'

2. oc patch % & & 2183} 7] 2 IngressController = 3= &) 2 =5 23 gt} o}3 o A

o A} &= 7] & IngressController = 37] ¢] Ex| Z o 7 AA d g}

$ oc patch -n openshift-ingress-operator ingresscontroller/default --patch '{"spec":{"replicas":

I 3}}' --type=merge

gt

rr

3. 7]1% IngressController 7} 2] & g E-A| 2 S0 ubA] 24 & Q=X

J

$ oc get -n openshift-ingress-operator ingresscontrollers/default -o
jsonpath='{$.status.availableReplicas}'

Zro Au

TE U2 YAMLE & &31o] Ingress AEZ 2 E A 7] BA| o= g

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

replicas: 3 ﬂ
1 I

i

oFo] B x| o] I Q3 49 replicas 3t 74 Yt

2295. 74 AA A=A T4
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Ingress AE £ 7} 220] A 2w S FAT 4 A ch F4 22 o]

Aol Este] 208 1SS & AFUTh B Ho] Be 2 2H L A A4S

X] % 71} OpenShift Dedicated & 3-¢] &7 ¢l sz} ¢} B86}17] 9 &) AFE
x—]l:l—HL/\OI/\L]E}_ Onlﬂ/'\il-/] 6:]/\1 ]é%EL_/,:E:_O

ZAdlolq 24L& 71& Syslog 24 ¢l1=Zg7 e A
3}3l A} Ingress AE Z 8] o] A4 & 2 &&= Hot

WA 2 227} OpenShift 27 28 829 233
71% Syslog 27 1 e}el 53 ofof stz B ol =
T AFYrh

e EdTo] e T AH Bk 27 &
_—Jj T
Ry

Syslog7} & 2 3t} Syslog AH& Atdll =

AR @ AHgE
e cluster-admin @ 3lo] = AFE A= 220 o)

EZAH

A}ol EFtol| Ingress A A 2~ 27 FA gt}

o 2l M2 278 4 3he ¥ spec.logging.access.destinationS- AF-&-3ho ) 42 XA 3l oF
Sttt Aol =7} A" ol 7S * A 5l ™ Container
spec.logging.access.destination.typeS- %] 7 3} oF & t}. t}5 o Al = Container tl] Jol] 21
Z 71 E3}l= Ingress ZEZ 7 A oYY}

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
replicas: 2
logging:
access:
destination:
type: Container

o ilol=Fto] 215 7| F3ESE Ingress I EE 8 & 4 311 Operator= Ingress 71 E & 2] Pod
o logs 2t= 71 8| o] Y & WUt

I $ oc -n openshift-ingress logs deployment.apps/router-default -c logs

%9 o
2020-05-11T19:11:50.135710+00:00 router-default-57dfc6cd95-bpmk6 router-default-
57dfc6cd95-bpmk6 haproxy[108]: 174.19.21.82:39654 [11/May/2020:19:11:50.133] public

be_http:hello-openshift:hello-openshift/pod:hello-openshift:hello-openshift:10.128.2.12:8080
0/0/1/0/1 200 142 - - --NI 1/1/0/0/0 0/0 "GET / HTTP/1.1"

Syslog 4 ol th &k Ingress Al 2~ 274 & A4 Yt}
o Al A2~ 7 7S T4 3] spec.logging.access.destination2 A8 3lo] thAFS #] A & oF

U th Syslog 4 /ol =745 2 4 2] ¥ spec.logging.access.destination.type°i o 3
Syslog = A& 3l oF it th’d # 3 ] Syslog <1 73 -
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spec.logging.access.destination.syslog.address & 4183l A E = 2] 4 8l of 3}
spec.logging.access.destination.syslog.facility = A}-&3}o] 7] 58 X4 & 4= dHF U &
o Al = Syslog o] 212 7] 23} Ingress Z1EE#] & o th

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
replicas: 2
logging:
access:
destination:
type: Syslog
syslog:
address: 1.2.3.4
port: 10514

U

syslog t 4} Z E = UDPojoF gty o}

o,
oy

syslog th i} F4= IP F20oF G th. DNS S AE o] 55 A A ekA] 54t

EY 21 22 F Ingress B4 2 27 FAATY T
e spec.logging.access.httpLogFormatS- =] 4 alo] =2 & 2] S AF8-2F A o] & 5= 2l HF Yt} &
d A= IPF4123.4 % XE 105145 A1-8351o] syslog &3 o] 213} Ingress AEZ 2] 4 9]

Ayt

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
replicas: 2
logging:
access:
destination:
type: Syslog
syslog:
address: 1.2.3.4

port: 10514
httpLogFormat: '%ci:%cp [Y%t] %ft Y%b/Y%s %B %bq Y%eHM %HU %HV'

Ingress Al 2~ 27 & v &7 3} g ).
® Ingress A2 278 v g4 3} 5l W spec.logging &=+ spec.logging.access= 1] ¢ 1 th
apiVersion: operator.openshift.io/v1

kind: IngressController
metadata:
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name: default

namespace: openshift-ingress-operator
spec:

replicas: 2
logging:
access: null

Abo) =7 AL2 8 o) Ingress 71 E Z 2] of| A] HAProxy 21 Z o] & 44

ot
30,
bt
Ju

=
T

5

ofo
%
Iy
o

e spec.logging.access.destination.destination. type: SyslogE Al-&3l=

7
spec.logging.access.destination. maxLength & A}-& 34}

o

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

replicas: 2
logging:
access:
destination:
type: Syslog
syslog:
address: 1.2.3.4
maxLength: 4096
port: 10514

e spec.logging.access.destination.destination. type: ContainerE A}-&3}+= 3%
spec.logging.access.destination. maxLength = A}-& $1 o}

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

replicas: 2
logging:
access:
destination:
container:
maxLength: 8192
type: Container
httpCaptureHeaders:
request:
- maxLength: 128
name: X-Forwarded-For

e Ingress 9|2~ Z 194 X-Forwarded-For 3| 5] & A}-&-3lo] 9] FEo|dE AXIPFAE H
& "Ingress @ o Z 2] A o] Z 12| X-Forwarded-For &t ol 4] SElo]AE IP 3 #"=
HAL.
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® Ingress 9 o Z @A o] A & 19| X-Forwarded-For 3|t o] 4] Z&}o] A E IP 7] %]

2.29.6.Ingress HEZ8 A= 4= A A

8 2H s FHESEHAA Mg F e Solee A e sl S8 2= e AT
T AFUH 71= Ingress A EE & o] A8t 2 =9 & =€ F AdFHT

A

o Theoingress AEE# S ol gAY 7HE G

EZZAX

1:

il

TE S5 EE Ingress AEZHE Ju|o| EFY )

$ oc -n openshift-ingress-operator patch ingresscontroller/default --type=merge -p '{"spec":
{"tuningOptions": {"threadCount": 8}}}'

3
We Pasg 498 F e =2k U A% A5t w5 §33 AA s

2l & AL-8-5lo] spec.nodePlacement.nodeSelector=E 4 5} 12
spec.tuningOptions.threadCount & A 4317 =2 o2 2T = AdFUHh
2297 W HE 2= AN E AL 3= = Ingress AEE 2 14

Feh+= 2P FAM Ingress HEZ2 E HA D W Ingress AEEH = 7| B4 o2 v & S99 E =
E of ofsff A FUTE A A= Wi S22k E 22 WAAM S AHS- Sk Ingress TEEH & A
g

T8

IngressController ©] W= H7A W CR(AFEA A o] gl A2)S AT S
.spec.endpointPublishingStrategy.loadBalancer.scope "j 7§ 1 +2 W4 & = A &5Y

o}
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19 2.1. LoadBalancer t}o]o] 13

Cloud Provider

DNS

apps.foo.openshift.example.com

www.yourappl.openshift.com

Node 1

Pod

T weRea—

Cluster
(Service yourapp1:8080, yourapp2:4200)

A

Client

.

foo.az.lb.cloudprovider.com

!

Ingress
load balancer

Node 2

Pod

10.0.128.5

27%. NETWORKING OPERATOR

Load balancer

www.yourapp2.openshift.com

Node N

Pod

10.0.128.6

o] 7 1¥ o] ] = OpenShift Dedicated Ingress LoadBalancerService 24 Al A] deka ZE @ oS 713

= Holsyth

° iﬂ——?‘l{ J_‘Z;(]_E_E HHF’,—]}G’

A 27 Abg

® OpenShift CLI(oc)E A

e cluster-admin @ 3lo] 9}

EZZAX

Podol A %

A g o

AHgAE =AY

2N E-

AT E S T s Q)

/\
M F A& Kubernetes A1) 2= A 1 E XA L.

S 2 OpenShiftingress AEE# 2= W A

429} 8080 ¥ 42003} 7+

1. o2 o A ¢} 7+°] <name>-ingress-controller.yam 3} < || IngressController CR(A}-&-#} 7 2]

2] a2)S A Y T
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apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
namespace: openshift-ingress-operator
name: <name>
spec:
domain: <domain> g
endpointPublishingStrategy:
type: LoadBalancerService
loadBalancer:

scope: Internal 6
Q <name>< IngressController © B4 E 9] o] 20 2 W7 g1t}
@ == AN S e 70142 domaing A7 FHu T
© V== s AgsE Y Internal 72 X148 YT
2. & B S Adste ol &AM F el H Ingress HEE 2 & A4 U T
I $ oc create -f <name>-ingress-controller.yaml ﬂ

Q <name> < IngressController . B2 E 9] o] 20 2 ¥4 31t}

3. A9 AtgkIngress ZEEH 7F A H A=A gQlstdd s BE S A I

I $ oc --all-namespaces=true get ingresscontrollers

2.2.9.8.Ingress AEEZ A A7 744 2H

A 27 Ab

o 32 Ingress AEE S E o|n A Aokl 7HY gy ok

Z2A 2

(e

o WAT e FA 7 1A S

RS

A3l == Ingress ZAEE#E Ul o] EFFY T}
$ oc -n openshift-ingress-operator patch ingresscontroller/default --type=merge -p '{"spec":
{"tuningOptions": {"healthChecklInterval": "8s"}}}'

U

@ A 2 9] healthCheckinterval & %] 7 o] st H =2 F4
router.openshift.io/haproxy.health.check.interval & A}-& 3t}

2.29.9. 28 2H<e 7|2 Ingress AEEZ & WHZ 4
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Fe] 28§ 2HAl 343 A A4 Bkl Fe) 2 El 9] defaultIngress A ES S W GO TS

O OEzf:S)\)]\
U,

)4

T8

IngressController ©] H9 & HA sl ™ CR(AEAF G 2] 2] A2)S A A3
.spec.endpointPublishingStrategy.loadBalancer.scope vjj 7| == ¥H 7

o}

AHA 8 AHRE
e OpenShift CLI(oc)E A X gty o}

e cluster-admin @ 3lo] = AR =2 220 o)

Z2A 2
1 E212H 9 71 Ingress I E &2 & AHA| sl thA] A st -8 0= A YT

$ oc replace --force --wait --filename - <<EOF
apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
namespace: openshift-ingress-operator
name: default
spec:
endpointPublishingStrategy:
type: LoadBalancerService

loadBalancer:
scope: Internal
EOF
2.29.10. 4 2 518 A A 74
A A L o EA A A AL EuQ) o] Fol YR A v 2ol 2ol G FH Ao AL A
T AFUT o= o8 "Hol 5YS TRE o] 5o =& H = vlo] AR AU EE Jdete 23S 9% A

e

F2)
A M gesels 2 gd Qe Mgadol s 4 a7 dE 2

all A= aﬁ’\Eﬁoﬂ"H@HH“}a%

= g Adsy

@a]ﬁgmgiﬂﬂiiﬂzézﬂulﬁ%%ﬁﬁ}ﬂ%

A 27 A

o e B2A Aol glojol F.
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=

Y
$ oc -n openshift-ingress-operator patch ingresscontroller/default --patch '{"spec":
{"routeAdmission":{"namespaceOwnership":"InterNamespaceAllowed"}}}' --type=merge

A Z Ingress AEZH 14

spec:
routeAdmission:
namespaceOwnership: InterNamespaceAllowed

SR

o YAMLS H §3te] A= 59 33 74

ek

Z gyt

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

routeAdmission:

namespaceOwnership: InterNamespaceAllowed

2291 U =Fl= A2 AL

HAProxy Ingress 71 &

Ed e dd=7tE A2 E X YFY . Ingress Operator+= wildcardPolicy £ A&
3to] Ingress ZEEZ 2 2] R

OUTER_ALLOW_WILDCARD_ROUTES %74 W& #4434t}

Ingress Z1EE 22| 7] &
IngressController =] 4~

ZEAX
L ofdeste HAS A3 oh
a. o2 42 AL831o] IngressController 2] A&~ ~E H 3 34 o)

I $ oc edit IngressController

b. specol 4] wildcardPolicy ¥ = = WildcardsDisallowed === WildcardsAllowed = 4 4 &}
Y

spec:
routeAdmission:
wildcardPolicy: WildcardsDisallowed # or WildcardsAllowed

2.2.9.12. HTTP 3| +7
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OpenShift Dedicated= HTTP 3 Bl & 2+¢] &} thekah W S Al 2ot sl g S A A st AV 24 &
Ingress AEEZ 2 ¢] 54 d=E AEstAUY /E AEE AHEst Y 2 SH U E 8T + AFY
AT £42 Agee] B4 AE S AT FE FUTHAEE T G E e 9 49
o A7 e S AEFH oh

23

IngressController === Route CR Wl A vt A st A Y 2tA & = Qlo =g F718
S QFUh HTTP st 7t o= A8 35 a9 we Eﬂﬂ%&ﬁq?ﬂékﬂ
2 27} gl Y th X-Forwarded-For & 8 ¢} 72+& 3|61 & F7}sl= A o] 53 74
spec.httpHeaders.actions t}j 2 spec.httpHeaders.forwardedHeaderPolicy «QE% A}

A &3tk

2.2.9.12.1. X459 4]

Ingress 71 E 39} AZA BLSHTTP IS =43t 729 HAProxy= 83 = 29 3 el A o
Fof et 578 WA o2 2 o

o HTTP S 3l e A5 A= XA H 2 Fof Ingress ZAEE 2ol XA H 2 o] A gt
=, Ingress ZIE & 2 o] A A & 2F o] -4t

e HTTP 273 sltf o] A% =l A4 | &2 Ingress HEZ 2o A/ F | 2% Foll Bt
=, A2 AF " Aol Aok

o & So] Z8]2H Bl AE S AL A5 Ingress A E E & of| A] 3to] DENY <1 X-Frame-
Options &% &1 & A4 gt}

IngressController A} <

apiVersion: operator.openshift.io/v1
kind: IngressController
#...
spec:
httpHeaders:
actions:
response:
- name: X-Frame-Options
action:
type: Set
set:
value: DENY

AR 2fAE 228 B2 47} Ingress AE Sefo] AY T A% BA S7 60 S AP AW o
T4 & 2183t SAMEORIGIN 7fo] A8 Yt

Route A} 9] o

apiVersion: route.openshift.io/v1
kind: Route
#...
spec:
httpHeaders:
actions:
response:
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- name: X-Frame-Options
action:
type: Set
set:
value: SAMEORIGIN

IngressController A} %3} Route A} & 5o 4] X-Frame-Options & 8|5 & FAsl= 24954 A=
oA A& 5] §st= AFolx Ingress AEEH o 2 oA o] 3t A H ho] 434
th 2 3t 2] 4 -3 Route spec 32 IngressController AF<F 742 2] ¢ gt}

o] ¢-A<= 9]+ haproxy.config 3} ol A T} =2 2 L8322 Ingress AEZ 7 THE A== 7F
FEHILNE ARt ER 7| fEduth ZHE = Ao 484 dlH 3t DENY = #d=
o] 474 = SAMEORIGIN 7}° 2 5d3 3 & 214 2 o}

frontend public
http-response set-header X-Frame-Options 'DENY"

frontend fe_sni
http-response set-header X-Frame-Options 'DENY"

frontend fe_no_sni
http-response set-header X-Frame-Options 'DENY"

backend be_secure:openshift-monitoring:alertmanager-main
http-response set-header X-Frame-Options 'SAMEORIGIN'

T3ingress AEZ S R A2 F4 S AME o] AAHE AR Qo7 3ol Aod =g FF gy
2.29.12.2. 5+ Aol 2~ 3 H
o2 dld = &3] A =AY AHA = R AU 57 el A 31 85X ety

E22. 55 A6 +4 ¥4

g o] = IngressControll Route A}42 A&

erAle Abgatel  stel 74 7bs
74 7bs

EEZAHTTP &3 9
e =

HTTP_PROXY

27 W5l oo

3
o
£
o

proxy

R o e N 6
oo dlo () flo o
R )

S o

iy ol

AU

= 4

° -124

oA Ag=HEE
oly A Foll &
F7F A s A5

Yot
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g o] = IngressControll Route Al42 A&

stol 74 7b5

er ALF2 AL§ 5]
74 7bs

= -5

host IngressControll
er CR& Ah-&-afof
ZXEHTTP 2%
o E A &
HE d2s 3
w] HAProxy 7} 4 =

g4 dgvh

strict-transport-
security

£
o
£
o

strict-transport-
security HTTP ¢
Fats & F
A& AFE-8fod o] m]
A Hgon Hx
o] F+&lo] H 8 &tA
FEyrh

F71 224 F7

£
o
£
o

HAProxy 7} &2} 9]
JEAFD S EF
ol = A H of] uf g
st Al 33 o
A EE 719 Y
=l R ==
A =S 5 83}
M HAProxy 2] A A
Ao =5 WafstaL
HAProxye] 7] 2~
FHL A

A%

2.29.13.Ingress AEEH AN A HTTP &3 2 S 3t A4 = 1A

AlgH:
haproxy.router.
openshift.io/hst
s_header 74 =
@l

SR

e haproxy
.router.
openshi
ft.io/dis
able_co
okie 4 =
T4

e haproxy
.router.
openshi
ft.io/coo
kie_nam
ez =+
¥S|

74 #5 2A EE e ol 2 54 HTTP 2% 8 9 9d 2 44870 A & 5 251 h Ingress
AEE o)A Aot RE AR EE 54 42 te o9 st & AR sk AT 5 Ao

s =

BT TLSE AHE8H7] flall 2l 2E oA A8 S AEg Aol d S npol g ol d g 5 U5

t}. o] ¢ o Z 2] A o] A o] A X-Forwarded-Client-Cert 2% 3|t} = &2l 3j of 5} %] ¥ OpenShift

Dedicated 7] ¥ Ingress 71 E & 2] = X-SSL-Client-Der 2% 3t & Al &34 ¢}

t}& A 2}l A &= X-Forwarded-Client-Cert 2% 3|5 = A 4 3l == Ingress 1 E =
SSL-Client-Der 2% 3| t] = 21#) 4 o).

HE 7

131 X-

ol
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A 27 Abg

® OpenShift CLI(oc)7} A =] 5] o] 9l

e cluster-admin & & 9] x}-8 2} 2 OpenShift Dedicated 2] 2~ F o] M A 28 5 A&

A~

52

1. Ingress AEE

o 2ang By Pk

I $ oc -n openshift-ingress-operator edit ingresscontroller/default

2. X-SSL-Client-Der HTTP £.% 3| & X-Forwarded-Client-Cert HTTP £ % &5 & v} 4t}

apiVersion: operator.openshift.io/v1
kind: IngressController

metadata:
name: default

namespace: openshift-ingress-operator
spec:
httpHeaders:

actions: ﬂ
request: 9

®0 000

- name:

X-Forwarded-Client-Cert 6

action:

type:
set:

Set ﬂ

value: "%{+Q}[ssl_c_der,base64]" 6

- name:

X-SSL-Client-Der

action:

type:

Delete

HTTP st el 8 & 2] S5 Yo

WA HE FZYUTh o 4% 24 67 dgdh
WA S o o YU Th AA A A F A AL b ST B8 L HTTP 55
7y & A L.

Sl A #2193t o] BEo & Set T Delete gko] 912 4 &Lt

HTTP st S 24 2 o k& Al sl oF vk &

O

KR
(c: DENY )8} &2} <& o] 71} HAProxy 9] &4 gk & AH&she] s A 5= 54 3ol 2
AFH

A A shel W Ab

o] 3% %4 ol /g k.

23

HTTP &gl gt 54 sl #h2 A8 37 9lal & Q%E A Z o] ¥ S.
2l ssl_c_der U th. HTTP 24 ol thdt &4 8|t g2 A4 sk= 3§ s185+=
A= 7 t] = req.hdr 2 ssl_c_der ¢ 1t} request @ response 5 2] S B5
lower % base64 71 B E| & A& & &= 5}

ttlo

EERAR-E
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2.2.9.14. X-Forwarded 3| 5] A&

HAProxy Ingress Z1E & 2] & 7J 3}<] Forwarded 3! X-Forwarded-ForE &3 HTTP &l t] 2 2] %+
of o 3 A 2 S #] A g t}. Ingress Operator+= HTTPHeaders 2 = = A}-8-3}¢] Ingress 2 E = 2] 9]
ROUTER_SET_FORWARDED HEADERS &7 <5 1434t}

i

EZZA
1. Ingress A E & ]9 tjj gt HTTPHeaders 2 =& 4 g4t}
a. o2 4 #H 2 AL831o] IngressController 2] A~ ~E H 3 34 o

I $ oc edit IngressController

b. specel] ] HTTPHeaders g 3 © == Append, Replace, IfNone === Never = 47 31 t}.

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:

name: default

namespace: openshift-ingress-operator
spec:

httpHeaders:

forwardedHeaderPolicy: Append

AHg AL o
Ze2H #AAE G2 59 5 AU

® Ingress AEE# 2 A E3}l7] Ao X-Forwarded-For 3|5 & 7} @ o] 435t & T2 &
EaCh Rekes
SHE 48 A e FEl 2 DD Ingress AEE & 74 512 W never 4 2 & 24 g
o 2219 Ingress AEZ 2 oM I & A 8HA] . om o SeA o] AL &7 ZFA M A5
ah= Sl o Wk Al o

o o =AM o FHX2F 27 A4 3 X-Forwarded-For 3|5 & 7 314 &2 JH =
AGEEE Ingress ZEE T 2 74 o
QR ZEAE TR @ U F F82F 83 X-Forwarded-For 3|5 & 44 sl ==
Ingress AEZ# 2 74524 if-none 4 AL XA FUh HTTP 2o ojn] 9| 222 &
al 24| sllE 7t = A% Ingress AEZ 2 A | T S HE BEFUT 2 0] ZFA]S &3
A=A 2ot FH 7 Qe A Sl Ingress AEZ 2o A 3| & F=71g Ytk

AEA A MR dES TS F dFUT

® X-Forwarded-For 5|t & 4F 9} st= o S 2] A ] A o Z=A & F4 T
& AR N G FE FA oA fEAlold B sl s FAH A &2
Bl 2 AL =5 Ingress HEZ 2 & 7/ st o S A o)A B2l F4
haproxy.router.openshift.io/set-forwarded-headers: if-none ===
haproxy.router.openshift.io/set-forwarded-headers: nevers F7}314 A] Q.

23

Ingress AEZ 2] Moz 44 gt AR FEE=
haproxy.router.openshift.io/set-forwarded-headers =41 & 47 &

=8

o

Y

-9
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2.2.9.15.Ingress AE Z 2] o] A HTTP/2 &4 3} = 1| &4 3}

HAProxyOM Behdle FAEHTTP/2 A4 S A st A HI A8t = dFUth o S8 Al o] A
frabe 9l A2, 31H 45, vhelu e 2EY 5 T3ste] HTTP/2 Z2 B3 752 AH8 S 5 Slsh

HE}.

A Ingress AEE ) T AA| Ze 28 o) ts) HTTP/2 A2 S S & stAY @A st e 5 9

)4

U,

M

Zi 1A

7N Ingress AE E2] 9 A F& 8o thall HTTP/2 A4 & &/ shst A 1} v &4 3} st
E%$mmm$ﬁEiﬂ4HWWZ%”MEH*HAHWWZ?”EG AR A=

Fofo]A E o A HAProxy Q1 2|l =2 o] A A HTTP/2 AF&2 &4 3tsl3 ™ 73
1Eﬂﬂﬂ%ﬂHWﬂ%J%1§4 s iﬂﬁ”mﬂV%l%§¢
AZME Mg S hE 2] A4 2 FeolAET} NG HE 5 BA DA

4 A AL
2} A2 3o A HTTP/2 A0l sl the AHg AHel & 5] 8H41 4]

o AT 3t AR A o =] A o] A o] ALPN(Application-Level Protocol Negotiation)& A& 3}
oq HTTP/2Z aAPo}L 3-%- HAProxyoll A off Z&] Al o] Pod& 9] A4 HTTP/2E AHE- &
& U th Ingress A EZ 2] o] HTTP/27} &4 5t A -7k ob U™l Al ot 5.5} A 2 9} 7] HTTP/2
EAHE S }lFY T

o A= Azl B o Za] 7 o] Mol A ALPN A} 2] Qsle] HTTP/22 ol AE 9} 4}t
= A5 HTTP/2E A8 T 4 915Ut Ingress Controlleroll HTTP/271 &4 §}Q A v gA sk=
At T AR A HTTP/25 A8 & A FU T

e o|x] 7 Mot 7 ¢ AH] 20 A appProtocol: kubernetes.io/h2c 7+ 2] 4 3= 7 -
HTTP/2Z 283t} Ingress Controllero] HTTP/27F &4 3l 5 A v @4 818 A ¢ oA £ 85

B ot AR} 3 HTTP/2S A& 4= U th

o 1| H ot A & o A9 A u] 20l 4 appProtocol: kubernetes.io/h2c 7+ 2] 4 &= 7 ¢ H
A3 o). Ingress Controllersl] HTTP/27F 84 815 A v &4 88 A9 v 1ot =9}
HTTP/25 A2 & Al Y T

T8

o 2~ 22 F (passthrough) 7} o} 7 2 ¢] 7% Ingress HEZ 2] & Feto|dE9 e A4 3 &
Aol &g Al hdt AZ2E G =, S ldETFIngress HEE 2 o o
A3t HTTP/11E g7 o stk 239 Ingress 7 Eiﬁi 7 el &2 A o) el A4 st
T HTTP/22 324313, HTTP/2 A4S AL g-316] Zeto]dE HTTP/I1 A Ao 24 <

qgad s dsyh

olg] st o) E A| G A= 3] Feto| AE 7L HTTP/119] 4 WebSocket Z2 EZ =2 A4S
d2d ol =ste 3L b A 7F S A S of. WebSocket A4 & etste] = off S Al o] A
o] AL fZEA o) Ao HTTP/2 T2 EF AL 3 &3te 1L ot SgoldEE
WebSocket T2 EZ =2 ¢] 19 o] =&}A] £}

2.2.9.15.1. Enabling HTTP/2

54 Ingress ZIEE 2] of| A HTTP/2& &/l AU A A 8 2E o HTTP/2E &

031
L
et
al
30
ofy
T
i}

Z2A 2
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® =74 Ingress AEE 2] o] A HTTP/2E &4 3}l oc annotate & & 2 ¢} 2 g1 o).

$ oc -n openshift-ingress-operator annotate ingresscontrollers/<ingresscontroller_name>
ingress.operator.openshift.io/default-enable-http2=true ﬂ

& It;ingresscontroller_name& gt; S HTTP/2E &4 5} 3} & Ingress AE 22 ¢] o] &2
2 vhgy o

e Al Fel=H | HTTP/2E AH8-st2{ ¥ oc annotate ¥ % & 1 & I ot

I $ oc annotate ingresses.config/cluster ingress.operator.openshift.io/default-enable-http2=true

E Rk

T TS YAML S22 A oo HTTP/22 S48 8 4 d&UTh

apiVersion: config.openshift.io/v1
kind: Ingress
metadata:
name: cluster
annotations:
ingress.operator.openshift.io/default-enable-http2: "true"

2.2.9.15.2. Disabling HTTP/2

57 Ingress AE E 2| ol A HTTP/25 vl &/ skt 7 v A Al Sl =8 ol thell HTTP/2E W24 3t = 3l
Suth
EZZAX

® 54 Ingress 71 E &2l o] A HTTP/2E 1| &4 3l512] ¥ oc annotate & 2 2 ¢ 2 g o).

$ oc -n openshift-ingress-operator annotate ingresscontrollers/<ingresscontroller_name>
ingress.operator.openshift.io/default-enable-http2=false ﬂ

& It;ingresscontroller_name& gt;2- HTTP/2= H] &4 3} 5l& ™ Ingress AE =& 2] o] &
O & vyt

o x| F¥ ¥l tis) HTTP/2E v &4 5151 H oc annotate 5 & 2 ¢ & g th

$ oc annotate ingresses.config/cluster ingress.operator.openshift.io/default-enable-
http2=false
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E Rk

EE T YAML 2128 4 45ke] HTTP/28 vl 243k 8 4 gtk

apiVersion: config.openshift.io/v1
kind: Ingress
metadata:
name: cluster
annotations:
ingress.operator.openshift.io/default-enable-http2: "false"

2.2.9.16.Ingress 71 EE & o] U] gt PROXY Z2 & T4

2] 2H #FE A= Ingress 71 E £ 2] o) 4] HostNetwork NodePortService &= Private sl =¥ E
A48 S g stE 49 PROXY L2 E2 & 748 5 5 Th PROXY Z2EZ S A1 &3 25
WA A Ingress AEZ 2 7F Ak A4 thet 2 S| E F25 AL = AU €
SoldE FA=HTTPAHE 274, 2HE 2 AYdete vl & Ut 71 7749l A Ingress A E
g7t FAletE Ao e 2EE AN AAE &2 F 4T TH YT

' 9]
A Keepalived Ingress 714 IP(VIP) S AF8-8l= S8l 9= Z el Zo] A% #E R 224

=)
AY 8 2E 7 U= 712 Ingress ZIE &2 = PROXY Z2 E & & A 434 54

c}.

PROXY Z2 E &S AFg-3lH 2= Wi Aol A Ingress Z1E 2] 7t 74l 8= A4 thg e Setoldd
EFALE AT F UdFUL A FZolAdE FAEHTTPIIHE 274, 283 € Adste

Yrth 718 Ao A Ingress AEZ 2ol A FA18E Aol 2 Ao Add 22 IPF4A X
Hyoh

T8

o 2222 2 7 o] 7§ OpenShift Dedicated Z 8] 2E o] A& 9 FolAE &
ZIPFAE AT F gEFUT A SHOIJNE 22 P FAE Fotok e 49 8

OJHE A2 IPFAE E 4 X2 Ingress ZZEE 2] o t 8k Ingress A 2 27 S 74

ok

H

Aotz 3t @ o 2] A 2 9] A9 OpenShift Dedicated 9Bl = o Z & Al o] Ya2=7}
ZeoldE &2 IPF4AE F9¢15l == Forwarded 2 X-Forwarded-For 3|t 2 24 Y

o},

Ingress M A 2~ 2 7 o] o 3F A}A| & W88 "Ingress A2~ 27 FA"S FF 54 A L.

LoadBalancerService &3 A A| A ek 43S AFE 8= 7§ Ingress A E E 2 o] th 3 PROXY Z2 EF
TS A LA kU Th o] Al dHS OpenShift Dedicated 7} E8t$-= Z 2 & of| A 4l 8 ¥ 31 Ingress 71
EZ oA Au| 2 2= MHAXME ARl oF &2 XA 517] o] Z9l Ingress Operator= 2 = W& A A H]

25 FASI AR FAE FASH] Yo ZHE Q7 ALeo) Wl PROXY 22 25 &4 3617 w &

AUt
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T8

PROXY Z 2 EF == TCPE A}-£ 35} & OpenShift Dedicated & ] 2= HHAANE B
T s oF Pt

o] 715 FetF-= wj Eoll A X YA &L ) o] Al gHe OpenShift Dedicated 7} S 8H$-= Z 2 Z o
A A8 ¥ 5L Ingress AEZ & oA A= 2= WM S ARG 8 oF &5 A4 817] ol Ingress
Operatore 2= WX MH|AE FA S &8 F 45 FA617] 913 S HF &7 Aol whek PROXY
ZREFES s MEd Ytk

T8

PROXY 2 & &2 A}-&-3}7 1 TCP(Transmission Control Protocol) & Al &3l = =
OpenShift Dedicated & 9] % 2= WA & 1% A8 of gt}

A 27 Abg

® Ingress AEEZ27F A H o] AFHTH

Z2A 2

1. CLIo thg HE S & ale] Ingress HEZH 2l A2E ALY F ot

I $ oc -n openshift-ingress-operator edit ingresscontroller/default
2. PROXY 4 & A8t

® Ingress 71 EZ# | 4] HostNetwork &7 Al A] A ek 32 2188}

spec.endpointPublishingStrategy.hostNetwork.protocol 3} 9] 2 == PROXY:& 4% gt
Y

PROXY< tj g hostNetwork 7+4 M=

#...
spec:
endpointPublishingStrategy:
hostNetwork:
protocol: PROXY
type: HostNetwork
#...

® Ingress 71 E & o 4] NodePortService Z7 Al A Ak 43S Al&38lE= 4
spec.endpointPublishingStrategy.nodePort.protocol 3} ¢} 2 == PROXY = 4% gt}

PROXY?¢l t] 3} nodePort -4 M=

#...
spec:
endpointPublishingStrategy:
nodePort:
protocol: PROXY

type: NodePortService
#...
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® Ingress 71 E E ]| A] Private &7 Al A A 43S AL&sl=
spec.endpointPublishingStrategy.private.protocol 3} ¢ =

[e)
35
= =
—_—=

PROXY & A # g4}
PROXY®] Tl & 7l 2l 74 A=

#...
spec:
endpointPublishingStrategy:
private:
protocol: PROXY
type: Private
#...

>

744

4

o FAl AN~ BT FA

2.2.9.17. appsDomain &S Ab-&3le] A Fe] 28 =Wl XA

8 2~F 2] A= appsDomain I =& A3t A A7 AA S A 2ol T gt 7] 2 F 8] 2 =l
thetS x4 sk o= 2l & th.appsDomain Z =& = ¢l =0 x4 H 7] g th Al A8 & OpenShift
Dedicatede] A€ % Eﬂﬂ QA YUk A =HllS A ASIHE A AR 7|2 S 2ES A7) 94 7]
2 22y =Y dS Yoy

=01, 3]ALe] DNS =9l & S| 2H oA A= cf Sl d el A= 3 A2 29 7] & v
2 AL e 5 9l

3_?_
=
e

AHA 8 7 AR
e OpenShift Dedicated 2] ~E & v] £ 3| 51t}

e oc WP = AHIA LS HAIFU

ERA X
1 AFE A A AR 3 o)A 7] & = ¢S %] 4 5to] appsDomain 2 = £ 74 3t}

a. ingress e ¥ 2] 22g AP P

I $ oc edit ingresses.config/cluster -o yaml

b. YAML & A5 Y th

test.example.comd]] o] & appsDomain 74 A &

apiVersion: config.openshift.io/v1

kind: Ingress

metadata:
name: cluster

spec:
domain: apps.example.com ﬂ
appsDomain: <test.example.com> g
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713 vl

ttlo
ek

A4

ol

o 4

Az 71 =l

ttlo

= 2~ 2~
TAE F sy

2

o

e ALl o] 22 A o] A A Z ol A48 OpenShift Dedicated 21 Z&}e] = Q19U o)
718 FFAERL 8 Al test oF & thA HFAFE AHEE 4 AF U Th

2. BRE =F8tal 42 =rQl WA S #lste] 71E 7 2o appsDomain Z =] A7 & v <l
ol Fo] 3= A=A FAgFH .
=77
AR E =%3}7] Ao openshift-apiserver’} £33 QJuo|EE 258 w7} 7]
= =A0 k=

a e HdES dEsd AEE =P ol HE S AR =S A=t =54
route.route.openshift.io/hello-openshift = =2 g} o}

I $ oc expose service hello-openshift

b, THe W& Aaste] AR 2% 7 g1t

$ oc get routes

o
i)

a)

NAME HOST/PORT PATH SERVICES PORT
TERMINATION WILDCARD

hello-openshift hello_openshift-<my_project>.test.example.com

hello-openshift 8080-tcp None

2.2.9.18. HTTP | T th &&=} ¥ 3

HAProxy 222 HTTP 3| o] &(: ost xyz.com 2 host: xyz.com ) 2 H 7 g} 7] = o Z2] A
o] A o] HTTP 3t o] &¢] t &=} % 7}+3l 7 ¢ Ingress Controller
spec.httpHeaders.headerNameCaseAdjustments APl Z = £ A}-§-3lo] 7]E o ZE] Aol A S =4 T
o] 7hA] A A S o}

T8

OpenShift Dedicatedol] &= HAProxy 2.80] Z3tx o] glsUth o] & 7]uk 2 = e A] v
o 7 dd o] Est H spec.httpHeaders.headerNameCaseAdjustments 2 4 & &8 &~
B¢ 74 st o] F}sloF gy ok

Z 2 2 &A= oc patch B3 S 9 H 37 1} Ingress A E =2 YAML 31 of A
HeaderNameCaseAdjustments 2 == 44 slo] HTTP 8| t] Al o] 22 WS 5= A5 T}

AHA 87 AR
e OpenShift CLI(oc)7} A X 5 o] 5y th

e cluster-admin & &9 A-&22 Fe] 2F o] A 2T 4= gl ojoF F .
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EZAX
e oc patch § & & A}&3to] HTTP 30 & &4 &2 A4 gt}
a. 5 HE S Aaste] HTTP &t & host ¢ A Host = ¥ 7 9 T}

$ oc -n openshift-ingress-operator patch ingresscontrollers/default --type=merge --
patch="{"spec":{"httpHeaders":{"headerNameCaseAdjustments":["Host"|}}}'

b. F4& o Ze|A o] 442 & == Route 2] 222 YAML 3+ & A4 Foh
my-applicationo] 2} = 7 &

apiVersion: route.openshift.io/v1

kind: Route

metadata:
annotations:

haproxy.router.openshift.io/h1-adjust-case: true ﬂ

name: <application_name>
namespace: <application_name>

#...

© 'noressTESUNAYE HE E2E 8 IS 25D
haproxy.router.openshift.io/h1-adjust-case = 4 % st

® Ingress AEE# YAML 4 3} ¢ o] /] HeaderNameCaseAdjustments 2 =& 4
A F ot

off

EES

a. Th& oAl Ingress HEE2] YAML 9 & 247k F4] o] &3¢l A2 thsf HTTP/1 23 o o
3] £2E 35 = Host = X4 gt}

Ingress ZIEZ 2] YAML o] A]

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
httpHeaders:
headerNameCaseAdjustments:
- Host

b. th& ol A % 2l X = haproxy.router.openshift.io/h1-adjust-case 54 & A}-§- 5o HTTP
S ol E HAaEA 2L BT

745 YAMLZ] 9

apiVersion: route.openshift.io/v1
kind: Route
metadata:

annotations:

haproxy.router.openshift.io/h1-adjust-case: true ﬂ
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name: my-application
namespace: my-application
spec:
to:
kind: Service
name: my-application

Q haproxy.router.openshift.io/h1-adjust-case = true = 47 3t}

2.2.9.19. F5-H 4= A

EQ MIME 5380 ts] 19202 2198 =S XA == HAProxy Ingress AE Z 2] & 314 Ut}
mimeTypes H 55 AH&-3lo] ¢F50] 485 =MIME F8 ¢ 4 & AT FdsUth i
application, image, message, multipart, text, video == "X-"7} -2 A8-2} A4 /3 Y4 Ytk MIME 3
95k} FrE el gk A 2718 S Beld RFECI341 & st A 2.

= 1A

HSol dRE MR e Hu A2 FFS A F UAFUT B A E GSFeH B

2 regex == 7l regex H-53 22 t 7] A Zko] A 4 dH U T

I'I'I
Jo
ot
o
o
—
NI
1o
E
_1_4

0] o] & oA R HAProxy= o A 3] 2] 228 Aot tha&
AEFFUTH LvbH 0 2 html, css, jsoF 22 B 2E P& b5 4 A7
¢}

[e]

T H

(el olvlA, 202, MT L F) e FE) 20 E A 2228 A
Al

1. Ingress A E £ 2] 2] httpCompression Z == 4] $H o},

a. o2 4 #H 2 AL831o] IngressController 2] A&~ 2~E H 3 34 o

I $ oc edit -n openshift-ingress-operator ingresscontrollers/default

b. spec °l 4] httpCompression 3 2 2 = = mimeTypes & A4 3} 3L ¢F=0] Z g & o]of 3=
MIME & =55 A4 g th

apiVersion: operator.openshift.io/v1
kind: IngressController
metadata:
name: default
namespace: openshift-ingress-operator
spec:
httpCompression:
mimeTypes:
- "text/html"
- "text/css; charset=utf-8"
- "application/json"

2.2920. F9EH AL ==

)4

Y

718 274 L EQ] 193694 Prometheus @] 0. & 7] 2% © & HAProxy 2}$-B X2 E == 4 3
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https://datatracker.ietf.org/doc/html/rfc1341#page-7
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t}. Prometheuse} 72 o] B W E8 Add 9 A A 2512 HAProxy 28 X310l AA 23 = <5
Ytk Bah-g-A o A HAProxy 2}9-8 W E8] & HTML 9 H 52 7& ¥ H(CSV) 2oz & & JHY
=3

AP 27 AHY

o 7 EA LEQ19360] oA 25t =S g

o

TAAEFUS
Z2A 2

1 the YL A ste] 258 Pod o 5 744 g1t

—

$ oc get pods -n openshift-ingress

=49 4
NAME READY STATUS RESTARTS AGE
router-default-76bfffb66¢c-46qwp 1/1  Running 0 11h

2. 2}%-¥] Pod”} /var/lib/haproxy/conf/metrics-auth/statsUsername 3
/var/lib/haproxy/conf/metrics-auth/statsPassword 3} ! o] %] &3l 2}-$-E o] A&} o] &3}
deE 7HAF U

a. g WH L A stel Ag 7 ol 5L 7 U T

I $ oc rsh <router_pod_name> cat metrics-auth/statsUsername

b Thg ¥

mlo

daste] 45 7HAFH
I $ oc rsh <router_pod_name> cat metrics-auth/statsPassword

3. T RS Ads e HIPL M ES JASME 7HA Y

I $ oc describe pod <router_pod>
4, S S A sle] Prometheus 32 02 A X BAE 714 &Y th

I $ curl -u <user>:<password> http://<router_IP>:<stats_port>/metrics
5 tF BB S A st vl EE ] ShH A AA A o

I $ curl -u user:password https://<router_IP>:<stats_port>/metrics -k
6. The WL Aaslo] 7] & stats EE 19360] o A 2~ o).

I $ curl -u <user>:<password> http://<router_IP>:<stats_port>/metrics

o 21.&9 9
# HELP haproxy_backend_connections_total Total number of connections.
# TYPE haproxy_backend_connections_total gauge
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haproxy_backend_connections_total{backend="http",namespace="default",route="hello-
route"} 0
haproxy_backend_connections_total{backend="http",namespace="default",route="hello-
route-alt"} 0
haproxy_backend_connections_total{backend="http",namespace="default",route="hello-

route01"} 0

# HELP haproxy_exporter_server_threshold Number of servers tracked and the current
threshold value.

# TYPE haproxy_exporter_server_threshold gauge
haproxy_exporter_server_threshold{type="current"} 11
haproxy_exporter_server_threshold{type="limit"} 500

# HELP haproxy_frontend_bytes_in_total Current total of incoming bytes.
# TYPE haproxy_frontend_bytes_in_total gauge
haproxy_frontend_bytes_in_total{frontend="fe_no_sni"} 0
haproxy_frontend_bytes_in_total{frontend="fe_sni"} 0
haproxy_frontend_bytes_in_total{frontend="public"} 119070

# HELP haproxy_server_bytes_in_total Current total of incoming bytes.

# TYPE haproxy_server_bytes_in_total gauge
haproxy_server_bytes_in_total{namespace="",pod="",route="",server="fe_no_sni",service="
ll} 0
haproxy_server_bytes_in_total{namespace="",pod="",route="",server="fe_sni",service=""}

0

haproxy_server_bytes_in_total{namespace="default",pod="docker-registry-5-
nk5fz",route="docker-registry",server="10.130.0.89:5000",service="docker-registry"} 0
haproxy_server_bytes_in_total{namespace="default",pod="hello-rc-vkjgx",route="hello-
route",server="10.130.0.90:8080",service="hello-svc-1"} 0

7. Bekg-A o] o URLES 2 ate] SA1 38 A5
I http://<user>:<password>@-<router_IP>:<stats_port>
8. A®l Abgh: Heh$-A o] ok URLL 42 atel CSV @4 0 2 5718 714§y ch

I http://<user>:<password>@-<router_ip>:1936/metrics;csv

2.2.9.21. HAProxy 2. & I= 8- H o] X| AL-&A} 4 2]

Sl 2E #E A= 503,404 == F 2/ Hol A HEF AHEA A L F T FH HOAE AL L
A5 U TH HAProxy 2h-¢-Bl &= °f Z 2] Al o] A pod7t A8 Fo] o}bd A4 503 &7 #H o] A e 23 ¥
URLe] §l= A ¢ 404 2/ oA & AT dUrh o & 50503 &/ F= 8%ﬂl°]11% AF&- A} A 7g 5t
A off Z 2] A o] A pod 7} A 8 = A %—s% fq1 #H o] A 7} A & = ™ HAProxy gh-¢-Elol| A Z5td B = = =4
&) ke Az el 712 404 ¢ F Z=HTTP S5 s o] A 7k Al g Y ot

AbERF G o] @R/ = S H oA 7F A B ol A1 = AL Ingress AE E & of] s X g Ut 74 W 7] 9]
AHE- 7153 9 o] &£ error-page-503.http 2! error-page-404.http ¢ 1]t}

F“LX} A7 HTTP &7 = & ¢ ¥l o] A= HAProxy HTTP @5 | o] %] -4 A 3] & whefof gyt
B

£ 7] ¥ OpenShift Dedlcated HAProxy +$-€ http 503 ¢ 7 = 2
B @ AL BA 18 Sl A5 A1) 10 e A
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712 2 & HAProxy 2t-9-H = ol ZE] Al o] d o] A& Fo] ol AU B E7F SRtEA] AV EAIHA] &
= 735503 27 7 1 A wr A FF ) o] 712 E 22 OpenShift Dedicated 4.8 @ o] A v A o] &zt =}

SUFULLHTTP 0 5 1= S5 A4 Zolo] vl 7 Wo] 41354 @3 ALg 4 o) HTTP @ &
ST G Ol E AIG L B9 S E L /¥ 404 BE 503 0f 2= 4 ol A& AT o
23

o

OpenShift Dedicated 7] ¥ 503 & 7 I = ¥ o] X & AF8-A} A4 H =3 0 2 A3+
T Fdol dye=CRLF & & A8 A= AR 772 oY o

Z2A 2

1. openshift-config 4] ¢ 2~ 7] o] 2~ my-custom-error-code-pages zt+= 74 W2 A A T}

$ oc -n openshift-config create configmap my-custom-error-code-pages \
--from-file=error-page-503.http \
--from-file=error-page-404.http

T8

IS AG A dod 2B

3 W& AHAstAY A 8L &
A%

93l oF g o,

o
o

AFEA Ao 07 FE S H ol X o £ulE
Tl HAd YTk o] FES AstHE
= 2h-9-F PodE AHAl 8lo] SubE J B2 ThA

(@)

[}

O i

,ﬁ
ttlo

2. o] &% 2 my-custom-error-code-pages 4 WS X5 == Ingress AEEH E 9 X 34 o

$ oc patch -n openshift-ingress-operator ingresscontroller/default --patch '{"spec":
{"httpErrorCodePages":{"name":"my-custom-error-code-pages"}}}' --type=merge
Ingress Operator= my-custom-error-code-pages % ¥ 2 openshift-config 4] J 25 o] 2=
] openshift-ingress 1] 9 23 o] 2~ 2 E- A} t}. Operator= openshift-ingress v] ¢ 2~ 9 o] ~
o] A <your_ingresscontroller_names>-errorpages 3| E1 o] u}z} -4 % o] o] & 2] A g o}

w
e

AP EA YT

$ oc get cm default-errorpages -n openshift-ingress

2 o

NAME DATA AGE
default-errorpages 2 25s ﬂ

] m,m

default Ingress 71 E £ 2] CR(A}&2}F A ] ] &2)o] H X H 7] wf o] 14 W o] &2
default-errorpages ¢ 1] t}.

4. gA A OF $F ANA TG
A 4 W 7)1 AR A 9 HTTP &

® 503 AME-AF A A HTTP A2 A

$ oc -n openshift-ingress rsh <router_pod> cat
/var/lib/haproxy/conf/error_code_pages/error-page-503.http
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* 4044187 AP HTTP AL A 2] O F 2= S5l 39

$ oc -n openshift-ingress rsh <router_pod> cat
/var/lib/haproxy/conf/error_code_pages/error-page-404.http

oY
olN

>~
oo

A Aol ©F = HTTP 5SSl
L HEE Z2AE 9 of ZA o] & A T
I $ oc new-project test-ingress

I $ oc new-app django-psql-example

2. 503 A}&-2F A 9] http &7 =

oo

Tl 3

—{o

cAEHA | BE podEs FAFYTH
b. 5 curl 3 & AP stAY Bepe-AoM AR TAE o5 WEFHTH
I $ curl -vk <route_hostname>
3. 404 A& A o http 27 F= Sge] A9
a. EASHA e AR e AR HZE WEFYoh
b. 5 curl 3 & AP stAY Bepe-AoM A2 S2E o5 WEFHTH
I $ curl -vk <route_hostname>
4. errorfile <7 o] haproxy.config 1l o] A th 2 Q== gl gt}

I $ oc -n openshift-ingress rsh <routers> cat /var/lib/haproxy/conf/haproxy.config | grep errorfile

2.29.22.Ingress AEZ H) 94 24

Fe]2H 2] A= OpenShift 29 vl 2o st Hdl 54 A2 & 28T F AdF5Yth 71 Ingress
AEEHE WAt AU d4 & 59 F AdFUHh

A 27 Avg

o 32 Ingress AEE & o|n A Aokl 7H gy ok

EZZAX

o HAProxye] Hul A4 & Wt =5 Ingress AEEH E ol o|EF YT

$ oc -n openshift-ingress-operator patch ingresscontroller/default --type=merge -p '{"spec":
{"tuningOptions": {"maxConnections": 7500}}}'
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' F9l
A spec.tuningOptions.maxConnections 7}

A A 3™ HAProxy &2 A 27} A] 2HE] =] 9
3k ) &2 "Ingress Controller 74 ol 7) ¥ 5" A

2.2.10. OpenShift Dedicated Ingress Operator 74

S ¥ o)A = Ingress Operatore] 74 @ A= #A| 5] A
7} OpenShift Dedicated S8 2= Ej ol A o] +4 845 XA &35}

3 2.3. Ingress Operator Responsibility 2} =

Ingress 4 94 &= A
Ingress Z1EE 2] ~A Y SRE
Ingress Operator 28| = 4= SRE
Ingress AEZ 2] QA2 27 SRE
Ingress 1EE& & SRE
Ingress AEEZ2] = 38 A SRE
Ingress AEEZH old=7l= A= SRE
Ingress A E =2 X-Forwarded 3] & SRE
Ingress AEEH A& 4= SRE
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37 OPENSHIFT DEDICATED 2| 2 ¥ o] th 3l Ul E ¢ = g9l

HEY 3 &2l AA= 71 VPC(Virtual Private Cloud)el] OpenShift Dedicated &8 2~H & v 23} A4 4
FH2HA M Z F71E MBS AFE St 7 A 22 AT o AHso 2 AYFH Yok ALE B3
HEL A FAE SRletal 0/ E 7Fx It vl 22 ol 24 FAE N2 F+ dFyth

WES= 3 AAE FEOR

2
o

stel 712 Ze2E e AL B8 S5 A5

3.1. OPENSHIFT DEDICATED Z 2] ¥ ol T & U E ¢ = 82 o]

OpenShift Dedicated 2 & 2~E] & 7] & VPC(Virtual Private Cloud)el ¥} £3} 71} 2] 2~ o] A| & F7}
" A BEY S AREste] 7 Al ES AAASIH U EY A Qo] AAso 2 dgUtt ol & Sall = A
of 7+ EAIE A st s A 5 dFH T

Red Hat OpenShift Cluster ManagerZ A}-&3lo] 22 ~E v] 7} =] VPC(Virtual Private
Cloud) Bl A4 #o]X] o] MHU IDFE A Bl IDE 3t & 245 HAVF AP F o

il
(o
1
AN

S 2Eo] A2 F7hE ABylo] TIHE A2W EL FobetE AE Y E D Ble) A ABYE s
o A28l Eo] | A E 7] Hol MEZ AAE AL A FAT .

AE W ES D gelo] AR H P RES A2 2w Aeg
Fte] el A AE A FTUTH M E Aol Fole wAS AT >
FUt.,

2
&
Ky
[
rr
=
[t
:(‘2
[
-
oX,
to
u
il
H

32. Y EH A &3 HAF RS
UEY A glole ths &7 A 2hztol th sk AA7F =3 Yo
e & VPC(Virtual Private Cloud)7} 2l &4t
o AAH ®E AMEY o] VPCo £yt
e VPC¢| enableDnsSupport 7} &4 3} % o] 5y th
e \/PC9] = enableDnsHostnames 7} &4 3} 5 o] )& th

® egress= AWS WshH] AL @ AFSE A A A | F4 2l 9@ L E oA AFS T

Huth

33. A5 YWEY= Il ¢

)

dH X Y EY A A A7) = OpenShift Dedicated & & 228 & 7]& VPC(Virtual Private Cloud)9l]
v &t W 2 U EQ A 1S vtol g &2 = YT

ZH2HEAA S A UEY A &9
TAE N AT G EHA
A AG Yo

212 whol o) 22 5Pl o] 2] o A A9 7k D5k A
g0 A 4 Awyth A DE A9 AH = 1o 4 25

(g, ot

Red Hat OpenShift Cluster Manager& Al-&-3le 7] VPCol| 28] 2~H & 4 X & w] VPC(Virtual
Private Cloud) 4| Bul A7 s o] | o] ] nfo]sf 2= Y E A RIS A8 5to] 245 &2l & vpo] g 28

1 = = 1 = =
AFH
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6211 EQ = G2 49

NEdoz ENT A REoME the Pod R VIEY I 23 o H 2 EQ] BE Podol o4 22
T A FUTh Z2A EA st o] 2] PodE £ 871 913 8 F 2= 4] E o A NetworkPolicy < 2.4
EE st #AE e A2 S BAE F FUT 22 E deate Ao Z2AE oA
NetworkPolicy @ B4 E & vt5 31 214 & 4= 9l HF Yt

3} o] 4+ 2] NetworkPolicy © 2.4 € o 4 A &) 7] ¢} Pod7} & 2] 3} Pod+ 3] 3 NetworkPolicy © 2 4]
E T 8t o] el A 5l &5 = A4 W 518 9 k. NetworkPolicy © B4 E 7} A8 8}%] e&2 Podel ¢hd

3 oAl 28 Ayt

HEH 3 A A& TCP(Transmission Control Protocol), UDP(User Datagram Protocol), IMP(Internet
Control Message Protocol) @ SCTP(Stream Control Transmission Protocol) = 2 E Zof v+ 2 & 5 1t}
e ZREZL s EA FFUH-

=

9]
o VENZ ZAL SLEVEAI WYL o] 2o A A GeUch B2

<
EWENZo] 2938 Pode MIEND FH F59) GFS A HUT
T B2E W E ¢ 2 podol]l A4 e Pods EYZ A3 759 9%

= e 5 AdsyTh

e podSelector Z =% {} 2 474 3}# 2&¢31 namespaceSelector Z = & A&
&1™ hostNetwork Pod7} 35 A 4 Uth M EY I A A S A3 o
hostNetwork PodE tf} o = &l& ™ namespaceSelector Z = ¢} 317 {}
2 A% ¥ podSelector = A}-&3} oF 1t}

o YELAFHLlocalhost E= AT =9 EE S AT = JUFH
th& o 4] NetworkPolicy © B2 £ = thakat Alube] @ 29S¢ HelFu
o ZEEHH AR
NEAow ZeAES AR W LE Podel YA sl v B B & 3 Eax e
NetworkPolicy ¢ B4 EE F7}34 ).
kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: deny-by-default
spec:
podSelector: {}
ingress: []
® OpenShift Dedicated Ingress AEZ 2] 2] A4 7 5] &g}
2 2 A E o A} OpenShift Dedicated Ingress AEZ 2] ¢] AA 7 5] &3l == sl thS

NetworkPolicy ¢ B4 EE F7}34 ).

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

77



OpenShift Dedicated 4 | E 7

78

name: allow-from-openshift-ingress
spec:
ingress:
- from:
- namespaceSelector:
matchLabels:
policy-group.network.openshift.io/ingress:
podSelector: {}
policyTypes:
- Ingress

a

o A E 1 Pod AT &

T8

=9 3l 4| Q) A9 o] 29 )= hostNetwork Pod¢] 421 14 2 3] &5l allow-
from-hostnetwork 3 % S allow-same-namespace 73 3 2} 317 7 &3f oF g

=3
Pod7l L3t 224 E W t}& Pode] A4 s A T th& T2 A4 Ed £38}= Pode] 718}
BE dAS A Rst=S ste ¥ v NetworkPolicy @ B4 E 5 S7Fh o

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector: {}

ingress:

- from:

- podSelector: {}

Pod #lo] &2 7|Wto & 3= HTTP @ HTTPS E &) 3 vt 5 &
E74 g o] E(t}2 4 o) A role=frontend)S- A}-&3o] Podol] tf & HTTP @ HTTPS o 4] 2t &
g shstel ¥ ok 3% A3 NetworkPolicy © B4 E £ F7}ghy o)

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-http-and-https
spec:
podSelector:
matchLabels:
role: frontend
ingress:
- ports:
- protocol: TCP
port: 80
- protocol: TCP
port: 443

o UIg2s o] 2% Pod Ml /| & BT AbgSte] A 52

o] Q) 25 0] 229} Pod A8} 71 & A g stel Y EH D Eeh = & DA A 72D T3t fAHS
NetworkPolicy ¢ 2 4 E & A}8-3}™ 1t}
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kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-pod-and-namespace-both
spec:
podSelector:
matchLabels:
name: test-pods
ingress:
- from:
- namespaceSelector:
matchLabels:
project: project_name
podSelector:
matchLabels:
name: test-pods

NetworkPolicy ¢ 2 A E = F7} 7] 5ol 22 o 2| NetworkPolicy 2 24 EE A3lste] Bxs Y EY A
LTAFE TFHFE T AFUSH

o 2 Sof, o] M Zo A 4 ¥ NetworkPolicy ¢ J_E_A A9 =d3d T2 A E Yo allow-same-
namespace % 2 37} allow-http-and-https % 2 & =5+ g o] & 4= )y} wpehA glo] &)
role=frontend = =] 4] & Pod= 7} 78 & o] A “5‘1%’3}»‘5 ﬁé% & FAFUT S sLdT

o) A~
Podoll A4l L E 80 ¥ 443 tjst A4

l‘lF

H o] 2o = Pode] RE XE A43 BE Y Yd o]z gl
o] & &Yt

6.2.1.1.1. allow-from-router W E ¥ = & 2 A}-&

z
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)
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%
L
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5 NetworkPolicy & AH-8-3to] 2h-9-8 4 3 BAIglo] ¢

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: allow-from-router
spec:
ingress:
- from:
- namespaceSelector:
matchLabels:
policy-group.network.openshift.io/ingress: ﬂ
podSelector: {}
policyTypes:
- Ingress

ﬂ policy-group.network.openshift.io/ingress:" #j o] &-& OVN-KubernetesE #] ¥ g1 t}.

6.2.1.1.2. allow-from-hostnetwork Y E ¢ = A4 2 A} &

)
o

t}2- allow-from-hostnetwork NetworkPolicy ¢ B4 E £ F7}35le] S 2E Y E Y = Podo| A ETZ
Fal=a- g h=

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
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metadata:

name: allow-from-hostnetwork
spec:

ingress:

- from:

- namespaceSelector:
matchLabels:
policy-group.network.openshift.io/host-network: "

podSelector: {}

policyTypes:

- Ingress

® spec.podSelector A} o] F AR V] ES] I A o] 4 A s S g2 o] skl Aol )=
A M EAZ FH R g 4 e FA H 0] e st Y EAHA F A2 A8k 2]

4 asddyh

podSelector == namespaceSelector Al%2 7|¥to 7 3= R E A = $A FH S
HEL A AN A& 3 Pod 5 + 54 = FA FF A A9 3 Pod sl v]# 3t OVS &
5 FEAAEY. gEt 2 Podoll dig 71 3 S A sk dAl shue] i F oA e
3 vhE 22 PodE A9 d 4= 9l+= podSelector 5=+ namespaceSelector A} %S A1-&3t= A

o] E&Uth
AE S0 g A e T 744 2ol AF Tk

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: test-network-policy
spec:
podSelector: {}
ingress:
- from:
- podSelector:
matchLabels:
role: frontend
- from:
- podSelector:
matchLabels:
role: backend

o 3

2
flo

FAG F 732 e

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
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metadata:
name: test-network-policy
spec:
podSelector: {}
ingress:
- from:
- podSelector:
matchExpressions:
- {key: role, operator: In, values: [frontend, backend]}

5 Y g A3 o] spec.podSelector ALl A &Pt 2 UIEYI FA o] thsll LT+

A E= S A0l = 75 dwrH <l spec.podSelector AHFS AFE-SH Shte] HIEH S
g ARsE Aol v 284d F dsUnh dE 5ol b F A dE g FF o] sy

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: policy1
spec:
podSelector:
matchLabels:
role: db
ingress:
- from:
- podSelector:
matchLabels:
role: frontend
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: policy2
spec:
podSelector:
matchLabels:
role: client
ingress:
- from:
- podSelector:
matchLabels:
role: frontend

GevEAZ AL FH% 5@ F 792 dehiyth

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: policy3
spec:
podSelector:
matchExpressions:
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- {key: role, operator: In, values: [db, client]}
ingress:
- from:
- podSelector:
matchLabels:
role: frontend

Re7) 7k ole Ak BAR A5 o] AHstE 48P F AFUT A/ G2 ol 2L
Aoz sk A5 o] AHskE 434 £ 5 AsUth ole @ A9 53 ME=A= 3 3
A5 Asl 2 7 A= Aol B A g Qo] FHULh

6.2.1.2.1. OVN-Kubernetes 2] NetworkPolicy CR 2 <]} IP

OVN-Kubernetes<l| /] NetworkPolicy CR(AI-&#} A o] 2] &%) 7
913 IPE AL-3t] M| 27t w2 W B Y S s gaes gAH o2 FAHA e @l
A the WP zolze] M 2E Aee S AFuh

flo
e

U s o] 2o A Q5 P g A 25 5] &5t H Do v o| oA TS PAH o R
3] 8315 QA A H A TEJ g3 E L 3]8 5= NetworkPolicy CRS AAJUTH R Q3 T E
o] i3k Ef IS 5] 85HA] Rl MA A= AS AFE F dFUT

g

29 o

apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
annotations:
name: <policy_name>
namespace: openshift-ingress
spec:
ingress:
- ports:
- port: 80
protocol: TCP
- ports:
- port: 443
protocol: TCP
- from:

- hamespaceSelector:
matchLabels:
kubernetes.io/metadata.name: <my_namespace>

podSelector: {}
policyTypes:
- Ingress
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ge3 24yt

<policy_name>

A4 9] o5& AU

<my_namespace>

AA o] vl xd UYL o] 29 o]F& AP AT

ZAAE NS "NENI A AR"E FxstAl L.

6.2.1.3. 3 @A

[}
EECEE LR

6.22. Y EL A A AA

admin o &o] Q= AL A= U Zlo] o] T E =2 A AL AT 5 A&

6.2.2.1. NetworkPolicy @ B A E 4]

t}&2 o A NetworkPolicy ¢ B A E o) o & F4]¢J1t}.

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-27107 ﬂ
spec:
podSelector: g
matchLabels:
app: mongodb
ingress:
- from:
- podSelector: 6
matchLabels:

app: app
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ports: ﬂ

- protocol: TCP
port: 27017

NetworkPolicy 2 B 4 E 9] o] U }.

2]

o] 4 g5 PodZ A atis My
R olshe =2 B A Podt AEl et 4 Y&

©

A A o BAETL £ E TS 5]gshE Podst A Ak Mg 71Ut Mg 7=
NetworkPolicy s} 5 g ] ¢} 23] o] 2] Pods} & ] g o}
ERS 543 skt oo Ul TE B2
6.2.2.2. CLIE A} &35l Y EY A AR B+E=7)
Ze 2ol YYdsso| 2o 58 4 B $4A HED =9 ¢ s ARsE 72L

g9
golat7] fa EAZ A4 A4S 5 AxUTh

cluster-admin o &= Al g212 21%15t= A ¢ F82H o ZE Y Y2 o] 204
NMEAZ ZAAS AT F dFUh

A 27 A

[
Z 2] 228 & mode: NetworkPolicy Z 473 = OVN-Kubernetes Y EQ 3 Z&8 1913} &
NetworkPolicy ¢ HAE = X A5l U EY T Z2]290S AP

OpenShift CLI(oc)E A X g
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[}
admin A&o] 9= AHEAE Zel2Ho) 2aAdFUTh
[}
W= g A o] A8 5e ulg2sl ol 2ol A 2l sk AT
Z2A 2

fuf
o
i)
i
L
o
-

#4244,

<policy _names.yaml 5+ -2 A A3 o}
I $ touch <policy_names>.yaml
o3 Z2Eydh

<policy_name>

EECER L EDEESE

o

Y.

ol
a
rl:l
it
)

s oA th ook o] MIEY A A& Aoyt

RE Y Qlas o] 2e] B E Podol A 4241 7|3

ol e VENZ B FANN 5§ L= 2t 22T 0|99 =
Agrale 712 A4,

i
R
P
i
)

E

)

7

o

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: deny-by-default
spec:
podSelector: {}
policyTypes:
- Ingress
ingress: []

FAF Y 23lo]20] Y wE Podo] 54 5§
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kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector:

ingress:

- from:

- podSelector: {}

54 ]9 25 o) 20) A dhte] Podz 441 E) 54

o

o] A A& A-4-35lH namespace-y oA 43 == Pod<9] pod-a #l°]£] 9= Pod=
o] Egj g & 5834t

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: allow-traffic-pod
spec:
podSelector:
matchLabels:
pod: pod-a
policyTypes:
- Ingress
ingress:
- from:
- namespaceSelector:
matchLabels:
kubernetes.io/metadata.name: nhamespace-y

WEND P onAEg YYstad e BH S YA I 43 H

BAEe] o E3 A4 H AHs g,

ro
e
JR
2
fr
oX,
i)
to

I $ oc apply -f <policy _names.yaml -n <hnamespace>

e 24yt

<policy_name>
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NEA=Z A 3 o5 A4 T

<hamespace>

A9 oA B A 9 2ol 20) g 2ol o QAT Yol

oX,
o
)
r [°]
]
)
2
fr
o
i)

2 oA e o7 4R Fel7 YIS Hh

cluster-admin @32 A&l ) E<0) 21238 A9 F82Ho RE Y IX
Ho| 2o A = ) &9 FAAA UEYI ZAS AT S JdFUT

6.2.23. 712 AR =Y EYI A QA

ol BAL e MEAUENL FH B 525 Y= Pod 2 E o)A S gt yEANT E
A2 0] 99] s F2 WS & AL, o] DA my -project vl Aol 2of /1 A
A g A gstel B AY AL A g

%91

EF g 5415 3] 835l= NetworkPolicy CR(AI8-#F B 9] gl &2)S FA A &
oW g Aoz Fe2H AA A T4 EA7 2AT 5 AF Y

A 27 A

[
Z 2] 2E = mode: NetworkPolicy = 43 ¥ OVN-Kubernetes V| E $] = Ze]12 3 7+2
NetworkPolicy S HAE & A 3l= v EY A T8 2208 Ao
[

OpenShift CLI(oc)E A X .
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admin dgo] gl AHE AR S LHO 2adAsH

W= A Ao] A gH e 92w ol 2el4 At &t

Egdaso] 2 RE EEO FAL ARGES 7R AR AL Ao st the
YAML 2 AP YAMLE deny-by-default.yaml 31 o] A &3 o}

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: deny-by-default
namespace: my-project ﬂ
spec:
podSelector: {} 9
ingress: []

B MES UL o2 AAQ AU dlE 59| 'my-project | Y 3o 2=

o] 2=} Hlo] QoW FA o] R E Podel U X @t} wretA] A A& my-project v
A2 o] 29 BE podd A&t

I $ oc apply -f deny-by-default.yaml

Z o
I =

euAEe] o] g3 A4 A7t AU,

ol 3

_P:J::"

o

3

of
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6.2.2.4. 9% et el EH S S gt UENT B A

71 715 A A & vl A s}d app=web o] Eo] = A S| AENA Pod= 2| E IS 5183
=34 L 782+ dsyH

cluster-admin 9 &2 ALg2L2 2 12135t= A9 S8 2H o BE v Y2 o] 204

vEYZ AHe AT 5 AFh

o5 datol whet 3-8 el 9] o XA E 3 E= Load Balancers A}-8-3to] Podol| o 4] 2
e WA o7 3] gstE AL AT app=web o] Eo] 9= Podol ¥t E I o] 3]-&H Yt}

A 27 A

[}
Z 2 2E = mode: NetworkPolicy = A€ OVN-Kubernetes V| E $] = Ze]12 3 7+2
NetworkPolicy ¢ HAEZ X A5l U EYT Z8]290S AP
[}
OpenShift CLI(oc)E A X3 .
[}
admin A glo] A= AHEAE Sel2Hd 2add s
[}
Y EL A ZAo] g5 =vdado] oA ZYstar dFHrt.
I ZA

Ay = ZE WAM S A5l podol Al 25ke] T8 AU Ef TS 3§54
A2 WA o YAMLE web-allow-external.yaml 3} o] %] &g o).

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: web-allow-external
namespace: default
spec:
policyTypes:
- Ingress

89



OpenShift Dedicated 4 | E 7

podSelector:
matchLabels:

app: web
ingress:
-{}
2.
& 99 L Agste] AL LR 4T A Y= FH QA ES] o] S 44
R PRSI

I $ oc apply -f web-allow-external.yaml

HEAQ 2ol A on
CEEEREEER R E

A Eo) o] g3 AAA el 7t FAFU T o] FAL TS thol
o st RE Pare] EdL LT

OpenShift cluster

app = foo

)
o
o

1
=

(]

o

RHEL client

____________________________________________________ o app = bar

6.2.2.5. R E Ul & o] 20 A o S| A o] Hol thd E IS sl §st=vUENZ ZA A4

3

cluster-admin § @2 Al gA2 212351 A ¢ FE|2H O BE U Y 2H o] XA
YEHI ZAS AIAT + dFY

e

ge Aatel et wE U250 29 wE Podol A 54 ojEe Aol Mozl Edhu e 38t
CE DR

A 27 A

[
£ 2] 2~¥ = mode: NetworkPolicy = 473 d OVN-Kubernetes JJ E{ 2 &2 1203 22
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NetworkPolicy S HAE S A d3sl= U EY A T8 2208 Ao

OpenShift CLI(oc)E A X ¥4

admin dgo] gl AHE AR S LHO 2adAsH

W= A Ao] A8 H e 92wl ol 2ol4 At &t

REUYLHol29 BE PodilA 54 o EAolHoz EY S &= RS A
A3 . YAMLE web-allow-all-namespaces.yaml 3} < o] # #-gHU o).

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: web-allow-all-namespaces
namespace: default
spec:
podSelector:
matchLabels:
app: web ﬂ
policyTypes:
- Ingress
ingress:
- from:
- namespaceSelector: {} 9

7] 8 4] 9] 237 o] 2 9] app:web poddl] 7+ A A2 & &3]}

o1
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N

122 0= A2 ©nA E o namespaceSelector wj /| W2 A A8t A &
25 A9EA gEUth 5, 4 Y EYZ F o] vl X ]
g1 2sfo] 9] == ut 5] gk,

AEAA EHol= A4 LHAES] o] A ZAu7l HEH Y.

e 9L Y ste] 718 g 2so] 2ol ) Al 2E Ak

I $ oc run web --namespace=default --image=nginx --labels="app=web" --expose --
port=80

o W3S At Bz U2 o] 29 alpine o] A & W] £33t 4 Aok
I $ oc run test-$RANDOM --namespace=secondary --rm -i -t --image=alpine -- sh
Ao A 5 B H S AP AU 20X 23S s 8st=A AAd

I # wget -qO- --timeout=2 http://web.default

A4 =4

<IDOCTYPE html>

<html>

<head>

<title>Welcome to nginx!</title>
<style>

html { color-scheme: light dark; }
body { width: 35em; margin: 0 auto;
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font-family: Tahoma, Verdana, Arial, sans-serif; }

</style>

</head>

<body>

<h1>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<bt/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>
</html>

PRI DR BEE REESEBEEE BT BRI L EEEEE R Y

3

cluster-admin 9 &2 ALg2L2 2 12135t= A% S8 2H o BE WYL o] 204
HEAZAAS AT T dFUH

& Axtol we} 54 929 o] 2:9] app=web o] 2 A}§-3ke] Podze] o)< 3 §3h 4
A2 TYFUG B2 A9 o) 4Y2 FIF F AFUTh

(K

2o 9AZE MEE U Lso] 22 Ed Y Z2E A doleulo] 22 AR
Ut

g U g zslol 2o M EE BUHY 5 BA5ste] AR U P20 2ol A W EY S &
+ g uth

e

=R

A 27 A

[
Z 2 2E = mode: NetworkPolicy = A€ OVN-Kubernetes V| E 9] = Ze]12 3 7+2
NetworkPolicy S HAE &S A 3sl= vUEY A T8 220 Ao
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OpenShift CLI(oc)E A X ¥4

admin dgo] gl AHE AR S LHO 2adAsH

WE = A Ao] A gH e W gas ol 2ol 4 At &tk

e

purpose=production o] 20| gl 54 U923 o] 29| W E Pode] Ed3-2 343
A A& AU YAMLS web-allow-prod.yaml 3+ of] %] -3 o}

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:
name: web-allow-prod
namespace: default
spec:
podSelector:
matchLabels:
app: web ﬂ
policyTypes:
- Ingress
ingress:
- from:
- namespaceSelector:
matchLabels:

purpose: production 9

7] 8 4] 9] 235 o] 2 9] app:web poddl] 7+ A AL &3]}

2]

o
"\:Tug OH]

SRR
B A7 gy,

By
o
X
oo
d
i
v
oX
of
X
r o
e
JH
=2
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oX,
Y
to
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i)
o

X

CE

ofl

I $ oc apply -f web-allow-prod.yami
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AEAA EHol=AA LHAES] o5 A A Zu7l HEH Y.

The BH e Gstel 718 vl sl o] o)A 9 AH] 2 A A3,

I $ oc run web --namespace=default --image=nginx --labels="app=web" --expose --
port=80

o3 43S A3t prod vl 25 o] 25 AP
I $ oc create namespace prod
& 88 S 25 prod vl g 2F o] 2o Fol &S AAFY T
I $ oc label namespace/prod purpose=production
o ¥ S AP st dev | =d o] 25 YA
I $ oc create namespace dev
o B8 25 dev v g 2F o] 20 Fol &S A F YT
I $ oc label namespace/dev purpose=testing
o %8S AP sto] dev ul o &3 o] 29 alpine o] ¥ A & vl 3513 A2 A1 &P
I $ oc run test-$RANDOM --namespace=dev --rm -i -t --image=alpine -- sh

AN g B9E e AT 4D 23 o4 FAF U o 2 Sof ldH = 2 4
Bl = wget: download timed out ¢4 t}.

I # wget -qO- --timeout=2 http://web.default
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o 3% & 43 5te] prod ul ¢ 23] o] 2o alpine o] WX & W £33 AL A

I $ oc run test-$RANDOM --namespace=prod --rm -i -t --image=alpine -- sh

ol A the WE e AAaT 2 o] sl g HEA FATU .

I # wget -qO- --timeout=2 http://web.default

aq3 =4

<!DOCTYPE htmi>

<html>

<head>

<title>sWelcome to nginx!</title>

<style>

html { color-scheme: light dark; }

body { width: 35em; margin: 0 auto;

font-family: Tahoma, Verdana, Arial, sans-serif; }
</style>

</head>

<body>

<h1>Welcome to nginx!</h1>

<p>If you see this page, the nginx web server is successfully installed and
working. Further configuration is required.</p>

<p>For online documentation and support please refer to
<a href="http://nginx.org/">nginx.org</a>.<bt/>
Commercial support is available at

<a href="http://nginx.com/">nginx.com</a>.</p>

<p><em>Thank you for using nginx.</em></p>
</body>
</html>

6.2.2.7. OpenShift Cluster Managers A1-8-3l JIEY = A2 AA

Zel 289 W25l o] 24 3 &8
e EEMIEE NEREE EER RS- s i

A 27 A
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OpenShift Cluster Manager o] 2221354t}

OpenShift Dedicated 2 2] ~H & AA A 5U .

29269 ID 3FAE FAAFU

749 ID ZFAN AR AR L S

OpenShift Dedicated 2 2] ~F o] 22 A EE P45t FH ).

OpenShift Cluster Manager 9| A 9 A 28 S22 H

o
1
e
k3
T

6. ELA Bt

Open console & &3 31« OpenShift ¢ £& =2 o] 53t

ID 3H5AE S5 S &2H 2add F A= A5 HARE ATAUSG

A A B4 o A] Networking <l 4] NetworkPolicies & 22 g t}.

NetworkPolicy A& &5 3.

AF olF T ZA 9 o] AFFY

el AL} o] A A o] sl o] 4] 54 Podoll ¥t A &5 = 79 53 Podol djg=hd 2 A
9715 A5 F A5 54 Pods AHstA] %‘F o] A2 S 2H 2 & Podoll 4§
Huo.

Ae AL RE SN BT ARE ALSSHAY RE $A E Y QTS ARSto BE


https://console.redhat.com/openshift
https://console.redhat.com/openshift

OpenShift Dedicated 4 | E 7

A 72 F7k 8 At Al FAL FATU o] AL AueE =L A

el = S A 4 9= Add allowed source =&} W] 72 AL&3lo] A] Ingress
73 AL AAFUG. =502 v ol = dad 2 EF IS A= Al 7HA FA o] dF
Yt}

[ ]

58 v 29 0] 2 9] Podie &
ok vl 25l o] 201 4 PodE A4 &
Pode] == E#%o] 3] 4R}

25 0] 2 W o] Pod= Ee) 92 A &
o] §HL 9 Ful gl 2 0] 29

[}
Zej e Rl A 7t A A3 FAe o 28 o] Podz B0 & Ak
G AEUTh Avtes 2N e 5 gatel s U 2vol X @ Pods AR E F A%y]
o} o] $4 L 9] Tl o FaAE o] wE v swo]x 2 Pode] At =29
o] 3l ¢-guh.
[}

224 3o] = XA A CIDR(Classless Inter-Domain Routing) IP &= 9]
IS AP 49 FHeE EH IPE AGE = dFHH. CIDR Z =& H] 9
W RE QR ~xoouteE EFFo] B E 3] &HUt)

E
=
T

1.
WE A $A 352 FH

FA F F71 & Agete] A 43S FAFUL o] P2 ofxutE E Y S A
gald = WS XA e 4= I+ Add allowed destination™* =3 t}-& v 7= A3l A
Egress 713 32 AT =502 vl 7oA = $4 EH L A= Al 7R A4S
AFd o
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%iﬂ“*ﬂﬂ*APMLEmdﬂ”*ﬂqAWJPwiﬂTWT_#
92 e AR ) Q27 0] 2014 PodE AA T 4 YA o] AL w1 g T ]
9125 o] 9] Pode] X E 7% o] 5] &H 1},

Fe 28 RN TE/ A A7 5L 22 2E o] Podz =79 < Al3e
F IFUH ok ul2 = Ed 9 S 3 &3t = Ul 2ol 2 2 Pods AA T F AU
th o] §42 ul9 T o] ZE2E o] BE Y25l P Pode) ol gute= Ed
7 o] 5 g¢gUh.

IP 221 o] 2 3] 8 3'd {4 € CIDRIP 2=¢] Eg 3L A &3t} o 9|
FHo2 54 IPE AEE 5 AFUTLCIDRIA=S v|9) T RE 93 20 BE
o2t = EF o] 3gH 1t

6.23. U EY = AFA 17|

admin o} &Ho] Q= A A= U 2so] 20 A HENL FAL B 5 AFUh

6.2.3.1. NetworkPolicy 2 B A E 4]

£ oA NetworkPolicy ¢ H A Ed] gt F4 Yt}

kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-27107 ﬂ
spec:
podSelector: 9
matchLabels:
app: mongodb
ingress:
- from:
- podSelector: 6
matchLabels:
app: app
ports:
- protocol: TCP
port: 27017
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NetworkPolicy 2 B 4 E 9] o] Y }.

2]

i

A A o] 225 PodE AWst= A 7]yt A3 ¢ B Al E = NetworkPolicy @ B A E
al

Aol 5= Z2 A E oA Podyt %

©

rlr

AW o BAE I 4 EAL 583 Podet dX6t= A 71} A
NetworkPolicy ¢} 5 3k v 2 ] o] 29| Pods} ¢! x| 3o}

g0 e 588 sht ool u TE 2=tk

6.2.3.2. CLIE A} 8-3tq M EQ A A F] 17

g o] 2o MEYZ AA S A4S 5 dFsUT

cluster-admin 9 &< 712 A& A2 219151H S H2AHO REYEYI AL
XH 2= ol
= T IJ\ =] ]’]E}'

A 27 A

OpenShift CLI(oc)ES A X3 .

admin @ 3o] A= AL AE FE2Ho| 22205}

M=) A A o] A5k W] 92w o] 2ol 4 A stz &t

Z2A 2
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vl a2 e AA e AT

L

Ut

g aso] Lo Jod ELA A JNAE Rejd g3 932 94
I $ oc get networkpolicy

A A SZ VM EAZ AAS AASHE Y b3 985 483U
I $ oc describe networkpolicy <policy_name> -n <namespace>

g3 2Fydh

<policy_name>
A A Y EL A A A 9 o] F2 NAF Y.

<hamespace>

BERCIER R R EES RECRCER BEE PP E EE R ERY

£ Algato] v 2slo] 28 A o

o2

et

W ohg3 24U

I $ oc describe networkpolicy allow-same-namespace

oc describe & o] =¥

Name: allow-same-namespace
Namespace: ns1
Created on: 2021-05-24 22:28:56 -0400 EDT
Labels: <none>
Annotations: <none>
Spec:
PodSelector: <none> (Allowing the specific traffic to all pods in this
namespace)
Allowing ingress traffic:
To Port: <any> (traffic allowed to all ports)
From:
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PodSelector: <none>
Not affecting egress traffic
Policy Types: Ingress

cluster-admin A 312 A}L31e] ) &0 2128 = A9 YAML == ¢ 249

AolA FH2Ho RE VYTl YEAI AAS AH & 5 AsUH

6.2.3.3. OpenShift Cluster Managers A}-8-3l] Y EY T A 2] 17]

Red Hat OpenShift Cluster Manageroll 4] Y EQ|= A A o] LA AL AR E B 5 JFUth

A 27 A

[ ]
OpenShift Cluster Manager o] 2 121354t

OpenShift Dedicated 22| ~H & AA A FU .

2289 ID 3 FAE TAAEU

FAE ID FFAN AL A AR S F7HIE YT

WENZ P e Qs aa

OpenShift Cluster Manager §J &< ¢] #2] A} 313 o 4] Networking <l 4]
NetworkPolicies & Z2 3},
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https://console.redhat.com/openshift

6. ELA Bt

WENZ A AR Zu ol AolN 4D wE 54

Na,
o
r
=l
2
o
e
&
32
oy
AW
v

HEAT ZF AR ZRA YAML & A9 ste] YAML ¥4 o= Z3) 745 Ayt

e e A AR AR B F Atk oA T AL A & AFY
o}

6.2.4. Y EY A A A 2HA|

admin o &o Qi AL AHE U 2do] 2ol MEN D F AL 44T 5 A5

6.2.4.1. CLIE A28l Y EY A A A AHA|

& o] 2o M EAA A S AAE 5 dFHd.

cluster-admin &< 717 A1& A2 21915H ZH2AHO REYEYI AL

AAE 5 U th

b

A 27 A

[
Z 2] 22E £ mode: NetworkPolicy Z 473 = OVN-Kubernetes Y EQ 3 Z&8 1913 42
NetworkPolicy ¢ HAE = X A5l U EY T Z2]290S AP
[
OpenShift CLI(oc)E A X 4.
[
admin A glo] A= AHEAE Sel2Hd 2add .
[

W =92 A o] EA sk W9 2sl ol 2ol A el sha AT
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Z2A 2

WED P e HAES AASE he HF S JAFU ATAA BN A 2

B E ) o] F3 A | Ael7k A HTh
I $ oc delete networkpolicy <policy _name> -n <namespace>

oo 2ayTh

<policy_name>
HEL A A9 o] AR F YT
<namespace>
A vl Fd U @A v g s o] 29 & v Y AFo] Lo QHAES A o3

E“"‘l
A5 vdFE v Y Edol 22 AP FU T

AEAA EHol= A4 LHAES] o] 53 A4 d ZE 7 HEH Y.

cluster-admin @3S A}g3le] Y E&o] 21215t A9, YAMLA A A8 ==
Actions "] 75 53 ¢ &9 AFoA Fe2He RE VYoo YELT A
Ao AA T 4 AHFUY.

6.2.4.2. OpenShift Cluster ManagerE Al-8-35la] Y| EQ 3 A A 21A)]

Hlgd & o] 2o M EAA A S AAE 5 dFHd.

A 27 A

[ ]
OpenShift Cluster Manager o] 2 221354t

OpenShift Dedicated 22 ~H & AA A 5UH.

104


https://console.redhat.com/openshift

6. MEYZ R

27 2He ID 2348 FAATIT

7739 ID FF AN AHA AR S F7HAs U

OpenShift Cluster Manager §J &< ¢] #2] A} 313 o 4] Networking <l 4]
NetworkPolicies & =2 3},

g8 By F s AL stel =R AL AAFU T

HEAZ ZF eo]EolA ZA S AHAI g o

%

YEHI ZA go|&o] 2AA|slE = M EN A ZA PoA =9 W 7&E A9
2 NetworkPolicy 2tA4] & Z 23},

o

MEUNEAI AF AR AR Y =502 vl wE AH-sta] B3-S Ay o

"] ¥+l 4] Delete NetworkPolicy & A&l g},

6.25. Y EQma Ao 2 tF HUE A +4

Ze2H BAE GF HUE W END A S ATHES ELZ AL 4S5 A5

o] MM AE o= v =92 P& 7431 o] vl 2] OpenShift Dedicated
o4 OpenShift SDN¢| t}Z BV E =9} §AMS W] E9] 2 A2 7 Al 2H Y.
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6.25.1. Y EH A A S AHEsto b5 HYE A8 74

& T2 A E Y Yol Pod 2 AU 20X Al S Z2AE

i
-
o,
e
-+
o
oy
v
v

A 27 A

£ 2 2-€ = mode: NetworkPolicy = 47 ¥ OVN-Kubernetes | E 3 & 1913 7+
NetworkPolicy S HAE 5 A d3sl= U EY A T8 22A0S Ao

O
—

OpenShift CLI(oc)E A X ¥4 .

admin A ato] Y= AHEAZ T2l 2Elo] At

t}2 NetworkPolicy ¢ B Al E = A4

i)

1o

o] £ o] allow-from-openshift-ingress2l & 2 ¢} t}.

$ cat << EOF| oc create -f -
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: allow-from-openshift-ingress
spec:

ingress:

- from:

- namespaceSelector:
matchLabels:
policy-group.network.openshift.io/ingress: ""

podSelector: {}

policyTypes:

- Ingress
EOF

policy-group.network.openshift.io/ingress: "" = OVN-Kubernetes
o] 712 Ul g &Fol X A 7] golEdyt.
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o] £ o] allow-from-openshift-monitoring2l & =] :

$ cat << EOF| oc create -f -
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:

name: allow-from-openshift-monitoring
spec:

ingress:

- from:

- namespaceSelector:
matchLabels:
network.openshift.io/policy-group: monitoring

podSelector: {}

policyTypes:

- Ingress
EOF

o] £ o] allow-same-namespace$l 3 4 :

$ cat << EOF| oc create -f -
kind: NetworkPolicy
apiVersion: networking.k8s.io/v1
metadata:

name: allow-same-namespace
spec:

podSelector:

ingress:

- from:

- podSelector: {}

EOF

o] & o] allow-from-kube-apiserver-operator 21 % =] :

$ cat << EOF| oc create -f -
apiVersion: networking.k8s.io/v1
kind: NetworkPolicy
metadata:
name: allow-from-kube-apiserver-operator
spec:
ingress:
- from:
- namespaceSelector:
matchLabels:
kubernetes.io/metadata.name: openshift-kube-apiserver-operator
podSelector:
matchLabels:
app: kube-apiserver-operator
policyTypes:

107



OpenShift Dedicated 4 | E 7

- Ingress
EOF

A R Ee P T2 o AU =S ASF5E= A 22 kube-apiserver-operator 9 3=
AEEZ9E FxHA L.

tllo
o
JH
d
L
v

A8 At AA Z2AEJq UEHZ ZA o] A=A FAstH A th5 B

$ oc describe networkpolicy

2 o

o

Name: allow-from-openshift-ingress
Namespace: example1
Created on: 2020-06-09 00:28:17 -0400 EDT
Labels: <hone>
Annotations: <none>
Spec:
PodSelector: <none> (Allowing the specific traffic to all pods in this namespace)
Allowing ingress traffic:
To Port: <any> (traffic allowed to all ports)
From:
NamespaceSelector: policy-group.network.openshift.io/ingress:
Not affecting egress traffic
Policy Types: Ingress

Name: allow-from-openshift-monitoring
Namespace: example
Created on: 2020-06-09 00:29:57 -0400 EDT
Labels: <hone>
Annotations: <none>
Spec:
PodSelector: <none> (Allowing the specific traffic to all pods in this namespace)
Allowing ingress traffic:
To Port: <any> (traffic allowed to all ports)
From:
NamespaceSelector: network.openshift.io/policy-group: monitoring
Not affecting egress traffic
Policy Types: Ingress
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https://access.redhat.com/solutions/6964520

77. OVN-KUBERNETES Y| EY]= &8 191

77%. OVN-KUBERNETES V| E9]3 Z& 19l

7.1. OVN-KUBERNETES U E]= Z8 1% AR

OpenShift Dedicated 2 ~E &= Pod @ A H| A U E Y A 7H33tE Y EYAE AL FYU ]

Red Hat OpenShift Networking2] < %<1 OVN-Kubernetes Ul E ¢ 3 =& 1212 OpenShift
Dedicated?] 7| 2 Y EY = FF A YU} OVN-Kubernetesi= OVN(Open Virtual Network)2 7]uto
2 3t e o] 7Z|ut Y EYF 78S A ¥l OVN-Kubernetes Z 21218 A18-3t= S8 2H=
7} == oA OVS(Open vSwitch)x= 2313t OVNE 7} = oA Add Y ES I A S L+H3 =
5 OVSE #A4dJ.

OVN-Kubernetes+= OpenShift Dedicated 2 &< == OpenShift v 2] 7| 2 Y| E
A7 £FAYU

OVS xZ 2 A E o] 4] &A gt OVN-Kubernetes= 371 35 33 22 B2 5Y3 7+ AHEs19
YELIAE T3 AA S o]l &3t= H S A2A Tt A g U882 Open Virtual Network € Ao EE
Fx3HA A L.

OVN-Kubernetes= 714 Y E9 = 42 OpenFlow 73 2 2 W 33l= OVSe A& 9] gl&= o).
OpenFlow = U EQ = 29X % 2} ¢ §A6H7] 93 T2 EZE, UEYA FAAA UEHT E
P 555 A0 F AoJst= FES ATHUL S, U EAA AHA = UIEY I EFY 558
T4, #E 2 A F dFU L

OVN-Kubernetes:= OpenFlow ol 4] A}-8-8 4= gl 3 7|52 o Bl Al gyt OVNS 4+ 7}
A g9, B2 =7 ~9]x], AA 2 Ao], DHCP(Dynamic Host Configuration Protocol) @ DNSE %]
AFUT. OVNE 558 o= =8 55 oA 273 g9-d S 7Y o & SEo] v ES A
DHCP 2 3 & JE9|=12] DHCP Av|Z U&= Pod7l &= A 239 =2 & 3 OVN-
Kubernetes7t S| 71 & A 2] 8t o] =&°l FUth 5, A 6= Alo]ESo], DNS A4, IP 54 & 7]€t 4
2 98 F A5

OVN-Kubernetesi= 7} 3==ol A bl &< A g ch. Blol Bl o] 29t BE ==l A] 2 =)= OVN 2
EZgd g3 g= A E7} ASU.OVN AEEHE= gL YEYT T4 715LS 1 Ydh7] 98 ==
o /] Open vSwitch o] 2 & = 2 784 3]c}.
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https://www.ovn.org/en/
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[ ]
A1 IP
[ ]
LR
[ ]
StEdo] X2 E
[ ]
stol B = Y EYA
[ ]
IPsec(Internet Protocol Security) ¢+ 5 3}
[ ]
IPv6
[ ]
HE A AE
[ ]
HEQI A DY EYI AZY 21
[ ]

7.1.1. OVN-Kubernetes €=

OVN-Kubernetes J| E Y] = 2] 2212 OVN(Open Virtual Network)S A18-35lo] JJEQ|3 Egd &
EL AHFE & A2 AAT 7] 52 2HE Kubernetes CNI Z 2] 220 ¢ U th. OVNE AFYE 9 A 7
a3l vilc) ¢F st U EY I 73 £F A YUtk OVN-Kubernetes Y E9 3 Z8 1212 08 7|&S
A& o

[ ]

OVNE AHg3to] M ES D Ed 3 582 el
[ ]

FA 9 F4 43S 233 Kubernetes Y EY 3 A XY 2 =1,
[ ]
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VXLAN(Virtual Extensible LAN)¢] o} d Al Y| E 9|3 7133} 4 &3 (Geneve) T2 &EF S
AHg3ke] == 7kl e o] YIEYAE A4

OVN-Kubernetes JE 9|3 Z 2222 L 7|52 A4y

[}
Linux 2 Microsoft Windows Qa2 2 2%+ A3 5 ¢+ lolBag = FH2HYU Y
o] A& gfo/HEE ylEPZ ol P
[}
$2E CPU(TZ A8 BA)dA 53 753 Ul E9 2 7= 2 DPDK(d| o €] A 2] FX])=
Y ELA HolE A& QEZRE. olF §fEfo] 2 ZZ & 215l .
[}
")) o] v €, VMware vSphere, IBM Power®, IBM Z® 2! RHOSP(Red Hat OpenStack
Platform) Z 2 Z 9| A] IPv4-primary & =€ Y| EYF].
[}
RHOSP 4 Hjo] g 2 E 9] IPv6 &Y 28 Y EL7.
[}
" o] Wl g, VMware vSphere == RHOSP &3 Z ol 4| A3 &= &2 2H 9| IPv6-primary
T g Y EYA.
[}
FA s AX 9 FA P FAd YT
[}
YA RE i ZEst= F4 2 X PU o
[}

Zd2g Y 5419] IPsec ¢33}

Red Hat-2 OVN-Kubernetes Y| E$] 3 Z2]191 2 A}L3lE 08 A X 3 1A

tllo

AQ3A 2y

NMState OperatorE A}-8-3lo] QIE o] X 2 S FAS= 5 7|2 U EY A AHIA 2
T

m
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OVS(Open vSwitch) == OVN-Kubernetes br-ex H2]x] JJEQ I E Al &5= U EY =R
oA 9] QAEF o] = FIFUES A QA HH o] 2 A,

712 Y EH A A A o] 2ol F7F VLANCHE 22 9 UEAA) BA.

ZH 2 AA Fo o) gls] AAS 7|2 Y| EL A 2AEH o] 2(o: eth0 === bond0 )=
ALg5te] 7 BRE U EYIE AT

Red Hat-2 OVN-Kubernetes Y| E ¢ =1 Z 2] 1912 A1435}

rr
tijo

ALddUg.

R E S

ZH2H AR Fo] =29 7|12 Y E9 A 2HH oA VLANC 2 74 3= eth0.100 3} 7+
2 718 =94 g8 o] 24 37} VLANS A4 th. OVS(Open vSwitch) X 2] X =
eth0.100 3} 722 %7] VLAN 3} 9] Q1g o] 20 AA3ste] Al #40) 7] £ 3 QAg# o2&
A 5 A7) " &l ZE o

localnet EZ 2 A Y EYAE AHE35te] 371 OVN B2 U EQ IS A A 5l ANNCP(
NodeNetworkConfigurationPolicy ) 2 B A Eox B x YEYIE Aol Ut U EY=
£ A3 F Pod == VM(ZHE wAl)ol MIE A 92T = dFUTh ol R Y EHA
+ VLAN 8|2 G & AHE-SHA Y AHEHAl &5 7+ e S HEY A 1§ A4S AT
Uth 3 2Eo] 28R EH A A 22 25 A0l fle 259 S2E Y EYANA oY
U EL I AT = YFU

7.1.2. OVN-Kubernetes IPv6 2 7 2= A3 A3+

OVN-Kubernetes Y E9 = S 229l &= &3 2+& A3 ALglo] &)

T 29 HENRS 8 TR Ze 2 F9 IPv4 D IPV6 EFF R F 7|2 Alo|E9|
o9} T3 Y EQ A g H o] A2 A3 oF g}

o] @ F A}3}o] =5 %] ¢ oW ovnkube-node H| & A E 9] 2 E 9] Pod7}
CrashLoopBackOff €] 71 g t}.

oc get pod -n openshift-ovn-kubernetes -l app=ovnkube-node -o yaml 3 722 & o
2 PodE #EA|sl= 79 status Z =0 O3 8o AAIE A2 7] & Aol Ed o] o] tf g W A]A]
7} % A ol gyt
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11006 16:09:50.985852 60651 helper_linux.go:73] Found default gateway interface br-
ex 192.168.127.1

11006 16:09:50.985923 60651 helper_linux.go:73] Found default gateway interface
ens4 fe80::5054:ff:febe:bcd4

F1006 16:09:50.985939 60651 ovnkube.go:130] multiple gateway interfaces detected:
br-ex ens4

§odg a2 HYe P AEZ0] /|2 Ao Edold] FAF UESZ AL 0|28 AL
1es s2E WENDL ATsE AYUT,

0

[

Fd 28 UEARL A5l FAE FH2E 39 IPvA 2 IPV6 299 Hlol 2 BF /)R
Aol E9o] & ¥ ataloF Frich.

o] @ F A}3}o] =5 %] ¢ oW ovnkube-node H| & A E 9] 2 E 9] Pod7}
CrashLoopBackOff €] 71 g t}.

oc get pod -n openshift-ovn-kubernetes -l app=ovnkube-node -0 yaml 3} 7+ & & o
2 PodE #E A= 79 status Z =0 O3 8o AAIE A2 7] & Aol Ed o] tf gt W A]A]
7FF 70 ol sy

10512 19:07:17.589083 108432 helper_linux.go:74] Found default gateway interface br-
ex 192.168.123.1
F0512 19:07:17.589141 108432 ovnkube.go:133] failed to get default gateway interface

Wy e FIPAFEZ 1L Al Edol 7t ERHES S2E YEARL AT

MachineConfig CR(A}-&-# A 2] 2] 4-2)2] kernelArgument A A o] 4| ipv6.disable vl 7} H
= 1 2 AA3H OVN-Kubernetes Pod~} CrashLoopBackOff A€l 71 g1 t}. &= Network
Operator7} Degraded | 2 X H 22 F22HE o]%F v A2 OpenShift Dedicated= ¢
H ol ET 4 glsU. Red Hat2 &2 2-H 9] IPv6 adddresses H| &4 31 & A AR o g
ipv6.disable Wi/l 42 1 2 A A 3R] nj4d Al Q.

713 A3 A3

A A3 5= Kubernetes Service 9 BA E o] 225 E 715Ut} <service VIP>:<Port>ol] 42
g ujulct Eg o] A} FUZ Mol s BAHCE A 44 S EE A}RUP Z A&y o)
AEIPFAE 7|vto 2 AA XNSTEE AA = “o”ﬂ S I3 AAF NG A A= FE3F
HAL.

N

13


https://kubernetes.io/docs/reference/networking/virtual-ips/#session-affinity

OpenShift Dedicated 4 | E 7

A Ao g a1 A7k A g

OpenShift Dedicated2] OVN-Kubernetes U E ]2 Z2] 2212 ulx| 9} AL 7|uwto g Falo]dE
AN A AlA e 31 A7 235 AU T o & 5o curl 332 10 A3 shA 314 Al A elo] w7} 3
A s Zlo] obd 10U A A Z oA A ZAFHUh. AFHH o7 Jeo|AETL A&H 07 Au|2d £o]5t=
-5 Ald ol A7 23 H A EFUHh A ¥ 27} timeoutSeconds v 7 H el A A A 7E Fell A g 3 A
S FAEHA oA A7 237 Al R g Y

7.2. OPENSHIFT SDN H| E 9] = Z2] 12194 OVN-KUBERNETES Y| E9] = Z8]121 2 2 vlo]1g 9]
A

T

OpenShift Dedicated & & ¥ # 2] A= OpenShift SDN v| E ¢ 3 =] 22194 OVN-Kubernetes
Y EL A 1o 2 o] 1y o] dS A #slal OCM CLIE AHg-31e] vlo] 18 o] d A & AT 5
AFH

ulto] 2@ o]d Al Aol s sliof & R 7HA] A2 v sy

Ze) 28 ¥A 2 4.16.43 o] o] o] of gt

uto] 2 o] d 2R A AE FEE 7 flsH T

SDN Y E9 3 E2jage s gA] vpo]ag ol dst= A2 873U

ulo] 2ol ol E3LH == AN EE U

kr
[
ofy
L
2,
o
)
)
2
_.l(g

azcdt JFS AR FHU

Ut

7.2.1. OpenShift Cluster Manager APl & = 21 g 3| o] ~(ocm) CLIZ A}-&-3}] wlo] g o] A A] 2}
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https://kubernetes.io/docs/reference/networking/virtual-ips/#session-stickiness-timeout

77. OVN-KUBERNETES Y| EY]= &8 191

%91

#17 4.16.43 o] el Ze] ~E|o) A ¢k wo] 22 o] A & A2 5 gl

A 27 A

OpenShift Cluster Manager APl 3 % = Q1 H 3 o] 2~(ocm) & A XA &FU ).

OpenShift Cluster Manager APl % = <1 E]d| o] 2= (ocm)+= /A =2 | 75 A
€914t} Red Hat Developer Preview 7] 2] A ¥ 9ol tl g zHA| 3 - &-& 72tz =
Ah AN WAES FEFAA L.

o2 Sel=E A5l JSON 3122 A A ).

-

"type": "sdnToOvn"
}

Mel Abgk: JSON sHel ol 4] thg el sk o] %21 © &4 ,masquerade, v}27] 8 o] =
2 Abgstel Y NS 74 F dgUth

{
"type": "sdnToOvn",

"sdn_to_ovn": {
"transit_ipv4'": "192.168.255.0/24",
"join_ipv4": "192.168.255.0/24",
"masquerade_ipv4": "192.168.255.0/24"
}
}

115


https://console.redhat.com/openshift/downloads
https://access.redhat.com/support/offerings/devpreview/
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OVN-Kubernetes:= t}3 IP 4 H 95 o 23]

100.64.0.0/16. ©] IP 4 ¥ 9= 7123 © 2 OVN-Kubernetes2]
internalJoinSubnet wjj 7} ¥ 5=o)] A}-2-5 Ut}

100.88.0.0/16. ©] IP 4 ¥ 9= 7] 3 © 2 OVN-Kubernetes2]
internalTransSwitchSubnet v} 7]} ¥ 570l A} &1}

o]#] & IP 4 OpenShift SDN == o] Z 8] 2E 9} EAS 5 d=
9K Y E Ao A] AFE-3 9 A gHH A A|7F vpo] 1@ o] A& A &3}H7] Aol
o2 IP 34 W9 & A8 =5 d A& of it AAd W82 F7F g/ 2=
4 29 o] OVN-Kubernetes =4 ¥ 9] 7z & Fx34A Q.

uto] g o] A5 Al Ztsted Brd FollA o5 AA 23S AJFo

$ ocm post /api/clusters_mgmt/vi/clusters/{cluster_id}/migrations ﬂ
--body=myjsonfile.json 9

{cluster_id} = OVN-Kubernetes Y| E 9|3 Z2]1¢1 0 &2 ulo] g o|Adla = F
2H 9] IDZ vy

2]

myjsonfile.json £ o] A oA A3 JSON A o] o] F o= WA F ).

o
i)
2

{

"kind": "ClusterMigration",

"href":
"/api/clusters_mgmt/v1i/clusters/2gnts65ra30sclb114p8qdc26g5c803e/migrations/2gois
8j244rs0qrfu9ti20790jssgh9i",

"id": "7s0is8j244rs0qrhu9ti20790jssgh9i",

16
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"cluster_id": "2gnts65ra30sclb114p8qdc26g5c803e",
"type": "sdnToOvn",
"state": {
"value": "
"description™:
b
"sdn_to_ovn": {
"transit_ipv4": "100.65.0.0/16",
"join_ipv4": "100.66.0.0/16"

2

scheduled”,

"creation_timestamp": "2025-02-05T14:56:34.8784675422",

"updated_timestamp": "2025-02-05T14:56:34.878467542Z"

oY
ol

o] 2ol d BH S FdstE A 5 B8 S A3 Fd.

I $ ocm get cluster <cluster_id>/migrations ﬂ

& lt;cluster_id >= njo] 1 g o] Ho] H L5 Fe|2H 9 IDE vt}

OVN-Kubernetes 34 ¥ 9] 3 X]

SEEZEL)

17


https://docs.openshift.com/container-platform/4.16/networking/ovn_kubernetes_network_provider/migrate-from-openshift-sdn.html#patching-ovnk-address-ranges_migrate-from-openshift-sdn

OpenShift Dedicated 4 Y| E 9] 7]

87. OPENSHIFT SDN YU E$] = 8 19

8.1. Z= A EJ HE| | 2E AL

811. B JNEE AR

IP 2E] AHEEE ALSSHE HloJE 71 o 3 IP F42 $Ad Be=sA gyt

AR AE AZEE A% £F M0 obd A % £ EE A2 7
Mol 7b4 A g

7122 EAI A2 U dLdol2 RE A7 43S vFYL.
Y BEAEES VI EAT ZF 2 9FS A U U EAZ A3 &
L v Esol oA HE HEES BAstslH REVEHI ZHo] AR 2
BFole 33 589Ut S8 2E A A= A4 3ks7] Aol e 2 Z A
A BE] A ZE v X = FS L&l oF du

OpenShift Dedicated Pod 7+ 2 E] S| 2E E H g
Kubernetes Y E Y= Z2]291S8 A3t A Z2A el R W | 2EES FA5S 5+ dHFUTH

8.1.2. Pod 7 H¥] /| 2 E &35}

A E 9 Pod 7+ HE ANEAE

i
2]
oX,
L)
et
¥
%0
oy
L
K

A 27 A

[ ]
OpenShift CLI(oc)E A X3 .

cluster-admin == dedicated-admin & &o] 9= AR 2= S8 2H ool 22l oF $H

t}.

EZZA X
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8%. OPENSHIFT SDN Y| E¢] = Z#] =191

ge 99 e st ZeAd g 9E A A= B4
sl = 24 E o] Y| d AH o]~ F <namespace>E vl Ut}

$ oc annotate namespace <namespace> \
k8s.ovn.org/multicast-enabled=true

3
N
)
+>
I
s
N
<
)

oe YAMLS 2 §3to] 42

apiVersion: v1
kind: Namespace
metadata:
name: <namespace>
annotations:
k8s.ovn.org/multicast-enabled: "true"

gSHehch 2E A2EE 295

A e HE HNEET BA3H] A AU S EAE dEdUH

HE A2EE B4} Z2HAER AL Z2AHAES HA

I $ oc project <project>

et
e

i
l-fl:1
oy
L
v

W A2E A7 o

o
=

pod

$ cat <<EOF| oc create -f -
apiVersion: vi
kind: Pod
metadata:
name: mlistener
labels:
app: multicast-verify
spec:
containers:
- hame: mlistener
image: registry.access.redhat.com/ubi9
command: ["/bin/sh"”, "-c"]
args:
["dnf -y install socat hostname && sleep inf"]
ports:
- containerPort: 30102

A3t} <project>= Z 2 A E o]

19
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name: mlistener
protocol: UDP

EOF
3.
e A2E WA 8L o podE BT
$ cat <<EOF| oc create -f -
apiVersion: vi
kind: Pod
metadata:
name: msender
labels:
app: multicast-verify
spec:
containers:
- nhame: msender
image: registry.access.redhat.com/ubi9
command: ["/bin/sh”, "-c"]
args:
["dnf -y install socat && sleep inf"]
EOF
4,
A g = AolA 2E A2E 229 AFF
a.
Pod9] IP =45 7}AF Y.
I $ POD_IP=$(oc get pods mlistener -0 jsonpath='{.status.podIP}’)
b.
o BH L AYste] B A2E B2 s ARy,
$ oc exec mlistener -i -t -- \
socat UDP4-RECVFROM:30102,ip-add-membership=224.1.0.1:$POD _IP,fork
EXEC:hostname
5.

Pod MIE¢1=L IP 32 ¥ 9]S 7HA &1 th

$ CIDR=$(oc get Network.config.openshift.io cluster \
-0 jsonpath='{.status.clusterNetwork[0].cidr}')
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HE] | 2E vAI X E B

1°)
i
o
of.
ol
tllo
o
i)
29
i
v

$ oc exec msender -i -t --\
/bin/bash -c¢ "echo | socat STDIO UDP4-
DATAGRAM:224.1.0.1:30102,range=$CIDR,ip-multicast-ttl=64"

e A 2Es} A5aE 49 ol HHL g u

=l
=]

tlo

g3ty

o

flo

I mlistener
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9%. 3= 74
91. 4= +4

9.1.1. HTTP 7|vt A= A A

28 URLAA ol Se) 10l AS 5208 A=E A4 T A2E AZAcl A9 W=ea net
0] whel 1k E v Herel 4 g HTTP /10 A2 5 7% HTTP 2199 2288 A8 5l
3 QHASHA G A EA A FEA AH2E =Z 5 vlnek FE Yk

& A Aol A = hello-openshift ol Z2] 7| 0] A & A A= AHE-5t] ) o Z2] A o] Aol 3k 7+t
HTTP 7|ut A 22 AA = v Aulshc).

A 27 A

[}
OpenShift CLI(oc)E A X3 .

A E 2aAgdHFU.

FENA E IS FA5= XESTCP 248 &35t ) dlEdA ol Aol A5

o2 ¥ #H S A3 3lo] hello-openshift 2}= =2 A E S A A}

I $ oc new-project hello-openshift

2.
O B & A3 sto] 2 A Ed Pods 44 T
$ oc create -f
https://raw.githubusercontent.com/openshift/origin/master/examples/hello-
openshift/hello-pod.json
3.
2 43S 235l hello-openshift 2t= A H| 22 A F ).
]

122



2]

I $ oc expose pod/hello-openshift

S W2 233t hello-openshift ol Z&] Al o] A o] th gt v K Q

I $ oc expose svc hello-openshift

oY
ol\

73

=

CERESS R

-l\?l

Adsteid g BE S 4

o?L
d
T
T

I $ oc get routes -0 yaml <name of resource> ﬂ

o] a4 A= o] &2 hello-openshift ¢ t}.

A7dE v Rt F =2 gk YAML 3 ] A&

apiVersion: route.openshift.io/v1
kind: Route

metadata:

name: hello-openshift
spec:

host: www.example.com ﬂ
port:

targetPort: 8080 9
to:
kind: Service

name: hello-openshift

host Z == Au| 2= 7} 7] = 2 A DNS a]:n:oh,]u} o) Wt &
www.example.com ) 4= 2141 th. DNS o] -2 DNS952 319 =2l

i
shA] o A2 olFo] Asew AP YH. A

3l
T
] O
=

it
0=
O.L.

uis]

DNS o] &(ell:

watol ik A4
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targetPort 2 == o] A 27} 7} 7] &= A 8] 204 A3 Pode A £E QY.

(e RS

ke

Al

[0

e d oS 98S A3y

I $ oc get ingresses.config/cluster -o jsonpath={.spec.domain}

9.1.2. A& A7+ =3 74

SLA(Service Level Availability) & o] 2 @3t 32 A7t 23 == 9
A7t B o 27t Qe AR 71 AR U@ 712 Az 235 7S ¢ Aey

OpenShift Dedicated 2 2] =¥ ¢Fol] AH8-2 2] o 2= WAXNE 7T 75 A
|2 A AR 2=l ] A7 23 gho] AR A 23 R =Y o] A4
o2 Q3 ZH2HI AL EVEYIE SFUEYDT ZA A7 HA3A &

o}

A 27 A

[ ]
A8 T2 8 2Hol w24 Ingress ZIEE 27} Q).

oc annotate H & 3 A5l A2 A7 23-E F7Hg UYL

$ oc annotate route <route_name> \
--overwrite haproxy.router.openshift.io/timeout=<timeout><time_unit> ﬂ

A A EE A 7F 99 nho] =12 2 (us), Bel Z(ms), Z(s), F(m), Al 7Hh) EE= A (d)Y
U,
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o2 oAl = o] Eo] myroute?] A 2o A 229 A7k 2= AA

9

Ut

I $ oc annotate route myroute --overwrite haproxy.router.openshift.io/timeout=2s
9.1.3. HSTS(HTTP Strict Transport Security)

HSTS(HTTP Strict Transport Security) 3 22 2}-¢E $ 2 Eo A HTTPS Eg| gt 5] &€& Bt
$A ZFetolAEd L= Bt A3t A YUt =3 HSTS= HTTP 20 d A& A18-3514] ¢51 HTTPS
A% N52 53 Q) 229 A5} HSTSE At Este] 45 282 7128t o] f-88

v“

HSTS A A o] 225 M HSTSE= Alo] E o] HTTP @ HTTPS ¢-Hol Strict Transport Security 3t &
%713 o} 4 2 9 4] insecureEdgeTerminationPolicy 3t-2 A}-8-3le] HTTPS HTTPS= g a A s
F JFUh HSTSE A g3t ZetolAEE 23S A$3}7] o) HTTP URLS] =& 23 & HTTPSZ
WAl g A Ao] FQFHA &5l

7423 HSTS &4 3}
2}-¢-93 HSTS v 2/ 35}

o] Q1 HSTS A9, vl 3 8 = =215 g Wl 25l o] 2= 2l A8

HSTS= B A2 (AA $5 = AFEs)olAt Zsd ot HTTP =& 22 %
(passthrough) A 2ol = 74 o] 48314 &&Ud.

9.1.3.1. g}-$-" ¢ HSTS(HTTP Strict Transport Security) &4 3}

HSTS(HTTP Strict Transport Security)= HAProxy &1 =3l o] d & 32
haproxy.router.openshift.io/hsts_header 2] ¢] 2l = o] 2L A A5 3} F =2 H-LFP ).
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A 27 A

[}
Z2AE g Fe] A} dgto] Y= AHEARE SH2H 2addFHh
[}
OpenShift CLI(oc)S A X3 .
ZREAX
[}

73 2 oA HSTSE &4 3}l sle]d haproxy.router.openshift.io/hsts_header 7t2 olX] &5
= Ags 3 AR —r7}6h/]1:} oc annotate tool2- A-§-3t] o} HH & A3 3o o] 2H¢]
S 5P F AFHUY. 4P S Eul=A] A8 ste]H haproxy.router. openshlft.lo/hsts_header
73 = 54 €] username(; )°l ELfﬂ}ii("")i o Jd=A A4

A 7172 31536000 ms= A A 3l T4 W& o (2F 8.5 A 7})

$ oc annotate route <route_name> -n <namespace> --overwrite=true
"haproxy.router.openshift.io/hsts_header=max-age=31536000;\
includeSubDomains;preload”

apiVersion: route.openshift.io/v1
kind: Route
metadata:
annotations:
haproxy.router.openshift.io/hsts_header: max-
age=31536000;includeSubDomains;preload ﬂ 9 6
#..
spec:
host: def.abc.com
tis:
termination: "reencrypt"

wildcardPolicy: "Subdomain”
#...
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25 2t} Max-age= HSTS A o] & 85 A7H2)S 4 FTh 002
EEEEEEDEE-EE IS

719 includeSubDomains= £ 2E 9] =& 39 =l &2
o] glojof & UeF ).

r>~

i)

>

o7

Kl

2 ol

= i

L rlr

A€l 1&gk max-age”t 08 .o} =1 haproxy.router.openshift.io/hsts_headerol
preloadS 713t 95 A H]| 204 o] Alo]EE HSTS ALH 2 & B20) £33 = AL
Yt} a2 S| Googles} & ALo| E= preload7t A4 € Al E 222 74T 5 A
Utk 23 0g Hel$A £ o] BE2 AHg3to] Ao E9} 45 2g-8t] Ao HTTPSE &

3 A 5 A& Al ES AR T F YFUTh preloadS A3 oW HekgA s}
HTTPSE %8l Alo] =9} 45 #g-3to] sIHE 7hA shok ok,

HTTP/2 =21 94 A&

9.1.3.2. 2}-$-"d HSTS(HTTP Strict Transport Security) 1] &4 s}

73 23 HSTS(HTTP Strict Transport Security)E v &4 3} sle W 73 & 4] 9] 4] max-age 7= 02
Z2 AR 5 JdHFYL

A 27 A

[ ]
ZRAE g3 A& AFo] J= AHEAR YL 2addsUn

OpenShift CLI(oc)S A X3 .
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HSTSE v Bystatelwl the W2 99

ofl

to] 3= 549 max-age #0222 43 QY

t}.

$ oc annotate route <route_name> -n <namespace> --overwrite=true
"haproxy.router.openshift.io/hsts_header"="max-age=0"

LA
2 YAMLS #8351 74 W& @5 F AFyh
A 23 HSTS v &4 3} o
metadata:

annotations:
haproxy.router.openshift.io/hsts_header: max-age=0

Ul ssol 2o mE Aol tha] HSTSE HiB4stalaid e B3 e =g

$ oc annotate route --all -n <namespace> --overwrite=true
"haproxy.router.openshift.io/hsts_header"="max-age=0"

o
ol

CEL RS Few e 9Ye 9

L

Y.

ftlo
ol

A=

i

5

$ oc get route --all-namespaces -0 go-template='{{range .items}}{{if
.metadata.annotations}}{{$a := index .metadata.annotations
"haproxy.router.openshift.io/hsts_header"}}{{$n := .metadata.name}}{{with $a}}Name:

{{$n}} HSTS: {{$a}{{"\n"}H{{else}{{""}H{end}}{{end}H{{end}}'

2 o

o

I Name: routename HSTS: max-age=0
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9.1.4. 771 & A8t A= A FA

OpenShift Dedicated= 2. € E#| o] U3 EF o =235 st FHl A3 ol =2 Alo]| A EH
IS5 SststeE 2 AR S ATFUT 28U AR F, 2ALE = 748 WAE 22 U8 €4 pod

7t S5HY o2 @ FH A7 540l A2 S s

OpenShift Dedicatedl| A = 7] & AL§-5to] A A S 4 F dFU. FA DEZEHE=E A
44 235 AT S AUt A @ F71E AU FI= 23 T SH
ASHI AR A= AR Y] v 233 3 7718 b Byt F7]1= Ald S Agsie £
Ingress ZAEZ 2o & S}olAdE 2 o] F7)1E AHE-sto] §L 3 pod= 2-HHES U

HTTP Ed 9 & & & 7] dl o Al =2% ARl 718 442 5 eyt did
WAEE AR5 22 IP F45 7w 2 syt Adbg Y.

W=7t WA EH Eg o] ARA MR Ao & 313
%{5\_7]“\3‘ EE ‘gﬂ/\‘]% }\]—%*3]—.‘5_ 76]_?_ E—‘E ﬂgol] EH_(:)_H %‘OE]
9% Podz A4FUth

g dsUng. &= 1P
HE 7t A HN EAY

@

9.1.4.1. 7] = A} £33l AR F4 &7]

27) ol g2 AR ste] Aol A5 A AL 712 77] o] FL Wol& & AFUth 2w A= =4
& 5 o Ee A ol 77] ol 5 A 5 YA AUTh T AR A T 2P o] BH
A A RES ZAS 5 dgUch ARE o2 Azt ARetE 49 g Al oA Feho] e
242 AAS A Estel 3 gk

i

—

S
=

AR B F7] o] o2 Ao F4< Pt
I $ oc annotate route <route_names router.openshift.io/cookie_name="<cookie_name>"

ge3 24yt
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<route_name>
AR ol AZFYH.
<cookie_name>
F7] ol &< AR Fh
o 2 So] 7] o] & my_cookieZ my_route 4 2] F42 2 & dFUth.
I $ oc annotate route my_route router.openshift.io/cookie_name="my_cookie"
AR TX2E o5& ¥gdd A AU
I $ ROUTE_NAME=$(oc get route <route_names> -0 jsonpath="{.spec.host}’)
g3 2y
<route_name>
AR o5& AZFYH.
#7128 AR o2 A2l QA2
I $ curl SROUTE_NAME -k -c /tmp/cookie_jar
AR A4 v o]d ¥P g AFE FIE AHFU T
I $ curl SROUTE_NAME -k -b /tmp/cookie_jar
9.1.5. 4 & 7]ut 8-$-H

A% 710 29 HE URLS W28 5 QL A% 74 808 AQsl0 0|8 sl shpme) sl
HTTP 7]uto]ojof it mebn $UAS ELE o5& ALgstel ole] AR ATE + Jom 247 o
£ A%} AaUth FLEE F FALN AZE /0o she 29 El9} Aok gtk
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R P R

BE H 5 g3 NA £ 7Hs

www.example.com/test www.example.com/test A&
www.example.com A=

www.example.com/test & www.example.com/test A &-H

www.example.com

www.example.com A &-H
www.example.com www.example.com/text d (AR7}old T 2Eo o8] 2
)
www.example.com A&

A7t Qe B e e9H

apiVersion: route.openshift.io/v1

kind: Route
metadata:
name: route-unsecured
spec:
host: www.example.com
path: "/test"
to:

kind: Service
name: service-name

A2E A% 71w e Hol dsl F7hE f9 $H Qv
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3

Z9EH7I G A9 TLSE £8551X &3 23 ZH=E 98 5 gQl7] g &9 |22
FTLSE AE S v A= 7|t 992 A8 5 glFy.

9.1.6. HTTP 39 +A

Openshift Dedicatedi= HTTP sl = 2 sl= thak e Wy & A g g dd s mg—sm»} )
3 o Ingress AEE o] 54 =S gAY AE A2 st 0 2 SHANE FAL 5
%%W%%i%ﬁ%%%ﬂﬂ%@ﬂt%é@%?EJ%HGdﬂ%?ﬁ&tq%@%%SQﬂ
A e o T4 24T 5 AU

IngressController === Route CR U o] 4] ’311111 Uk A S ALL AHA| T S glom g =
7te = U HTTP slg 7t o= A4 A A ¢ 33 w2 S5 5ol o 8 yFd 3
7+et 9 27} 91U th X-Forwarded-For 3l t) 9} -2 3|t & F713h= o] Ae 44
spec.httpHeaders.actions o] 21 spec.httpHeaders.forwardedHeaderPolicy 2 =& A}
Sy

9.1.6.1. $-H &9 =4

Ingress AEE2 9 J2oX §L@ HTTP slti & 4 3t= 4% HAProxy= &3 == $H st
A o] flo] wat 54 W o2 Ao A E AP

HTTP ¢ sld o] 4 A =0 A4 H 4] Fol Ingress AE ol A4 A Ao 2§
Ut} =, Ingress AEE 2 o] A4 H 2e]o] $4 g

HTTP 2.3 slde] 4 A =0 A4 H 4] & Ingress AEE o] NG H 2] Fo] 2§
Ut =, Azl A48 Fdo] $AT T

A& 5ol Fel2H ATAE B 742 AH8-3to] Ingress A E S 2ol A gho] DENY <1 X-Frame-

Options <& st & 24 g,

IngressController A} < o
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apiVersion: operator.openshift.io/v1
kind: IngressController
#...
spec:
httpHeaders:
actions:
response:
- name: X-Frame-Options
action:
type: Set
set:
value: DENY

A2 £fAE FE2E B4} Ingress AEE o) A 3} AT S AT E AR AT
2 74& AH8-3te] SAMEORIGIN 3te] A-8-g4th

Route A}2k9] of

apiVersion: route.openshift.io/v1
kind: Route
#...
spec:
httpHeaders:
actions:
response:
- name: X-Frame-Options
action:
type: Set
set:
value: SAMEORIGIN

IngressController A}%3} Route A} % R 5o ] X-Frame-Options 3 st S A= 4$ 54
ZAR2oA QS 3 83t= AolE Ingress ZAEE e o] Z 2 FFA o] sltjol] AR E o] A
Ut 23 st 9 4-$ Route spec zH2 IngressController A} 7S A A 2] g o}

o] & X <4=9]+ haproxy.config 3} oA t}3 =2 & A}235l2 2 Ingress AEZ 2|7} THE A=
FHRAE AR MAER 2557 fEQUTh ZHE d= 4 289 3 3k DENY = %
o] 479 SAMEORIGIN 7o 2 533 st & AA o F .
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frontend public
http-response set-header X-Frame-Options 'DENY’

frontend fe_sni
http-response set-header X-Frame-Options 'DENY’

frontend fe_no_sni
http-response set-header X-Frame-Options 'DENY’

backend be_secure:openshift-monitoring:alertmanager-main
http-response set-header X-Frame-Options 'SAMEORIGIN'

it

T3tingress A EEE

e

CER

tllo

Argate] AR H A= Poj2x7] ghol AolE BE AL YY)

9.1.6.2. 55 Aol £ 3lH

o sl e 9435 AQ G AY AAIHA A 53 FRA 18 HA s

E 9.2 SF ALY +4 ¥4

g o] = IngressControll Route Al42 A&

erAtbe Atgatel  stel 74 b5
=4 7hs

ZEAHTTP2H &
EA=R=
HTTP_PROXY
37 W sy
e Ay ste] F ok
Sk CGl o 2] A ©]
Ag EEsted
AHEE S RlEY
o} ZE2A] HTTP
LA Ad=vRE
ojlm A Foll 2
FreAE A5

Ut

g0
o
g0
o

proxy

host A

o
2
1'.1
iy

IngressControll 551
er CRE AHg-&to
SXZEHTTP & A

st & Aot &

He 42E s

w] HAProxy 7} 4 =

&5 AdFYrh

o
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g o] = IngressControll Route Al42 A&

stel 74 7b%

er AL 2 AL§ 5]
24 7bs

9%. 4= 74

strict-transport-  gl& e strict-transport- A ¥

security security HTTP ¢ haproxy.router.
GIg= A2 3 openshift.io/hst
A& AHg-ste] olv] s header 7 = 5
Ao HE A
o] F+&lo] H Q8 &tA
FEyrh

F7 243 77 N N HAProxy 7} 2} o] o :

AE QDS 57

ol = A w] o] v 3 e haproxy
= A A =37 9 .routert.‘.
AHE-E = #7194 openshi
o = ft.io/dis
th ol g st & able co
ARt = = 583t okie 7 =
™ HAProxy <] A4 =
Ms =& el oL
HAProxye] 7] 2= e haproxy
FASARL 5 .router.
FIE=aBh= openshi
ft.io/coo
kie_nam
ez =+

A
&

9.1.7. A=A HTTP 2.4 2 $& 3] 44 E& 24

s ol Sl

74 #%4 24 Be /g ol 4= 54 HTTP 24 2 8% st S A4 a7 A2 4 slauth
Ingress AEE# oA AFate LE A2 Bt 54 A=) dal o3 At S AAAY AT 5

AF4Y

4

AE 0] BEE ATl Ingress AEEL A AQ 5= 712 S 2E X7 JH = T TH=
7t Adolz AAE A5 A AEAIANAN 54 A2 I FRH=EATE T A=F 5 3

U

£ A z}ol| A= o] =] Al o] A https://app.example.com 7} <A € URLo| €13
https://app.example.com/lang/en-us 2 A2 % = = Content-Location HTTP 23 & A A 3l= A
ZEEAAFUL. A EA ol EF IS o] JA=E A= AL 5 A =EE AHEsh= ALRol =
Fol= A dE ) =0 A 25t AL o v
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A 27 A

OpenShift CLI(oc)7} 2 ] 5] o] 91Ut}

OpenShift Dedicated 22 ~Hoo] ZTZAE A= 2250 Y&t

TEOA EdHL 55k TESHTTP £ TLS 42 =23 §) dlSalA o do]

A= Aol 5 A A 313 app-example-route.yaml o] 2= 31 o] & FgH o).

HTTP sl t] A A &2 ALg-5le] A H 722 YAML 4 9]

apiVersion: route.openshift.io/v1

kind: Route
#...
spec:
host: app.example.com
tls:
termination: edge
to:

kind: Service
hame: app-example
httpHeaders:

actions: ﬂ
response: 9

- name: Content-Location 6
action:

type: Set ﬂ
set:

value: /lang/en-us 6

HTTP sltiol A a8 & 29 2=
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E
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e
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fin)
e
ofll
inch
L
v

[}

1 3% & eyt

sl

=

d9] ol S gUth AR SAL AA T 5 At AHS 5 SE 5L HTTP

=541 2.

£
{
4
0%,
tlo
3

Aol A SAHE A 42 QU o] Aol Set =i Delete 7ol AL 4 A
Ut

0

HTTP SIS 432 ) b2 AFaloF Fuith. ghe AP sltlol AL 7h5a AN E
= % (ol: DENY )o] £ 0] 71} HAProxyel 54 7t 75& AL8ato a4 5l 54 gl
2 5 g o] A% ghe Telzo] Ay A=z 4Py

Mz BAHE BE RG2S AHEste] 71E §) sl ZejAlol Ao dd B=& A4 d T
I $ oc -n app-example create -f app-example-route.yamli

HTTP 2.3 slt o] 3% A= Aolo) A48 Aol Ingress AE=EZ# ¢ HTTP 2.3 sicio) 298 &
AR =, A2 % 23 dlol AP A LE ko] Ingress A= Sejo] A4 W Fuok $AFY
o HTTP 316 A 2] Aol )& A4l & ) 8- HTTP o] 74 & FxaH41A 2.

Ingress A= £ i 2 MAY F AFUTh AL ARE F40) 53
TA S AZSHE PO o] @ /| B3 F AVE Yol2 F 9141 th Red Hate operator #2) 4=
o B2 F4 3718 ANFHA F5U]

olg) £ IPEE Aol Y58 B2 S gWow TR BES ALE
Tt ge 7275 4202 dsl AL EE 0 F WAA flo] E=o] TAFHYG
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OpenShift Dedicated 4 | E 7

w

A A
|

haproxy.router.openshift.io/b
alance

haproxy.router.openshift.io/d
isable_cookies

router.openshift.io/cookie_n
ame

haproxy.router.openshift.io/p
od-concurrent-connections

haproxy.router.openshift.io/r
ate-limit-connections

haproxy.router.openshift.io/r
ate-limit-
connections.concurrent-tcp

138

random,source roundrobin(']
2 leastconn Y Yt} 71 Ezke
TLS = 222~ F 7 2 2] source Y4
ohoE e AR 4 718k
random <} 4 t}.

FNE AL AH AA S F4
3hx) == AU 'true’ &=
="TRUE' 2 233l Eo0jo &=
ZEHTTP 24 ol th ek el = A4
S A FslE MA=S A sk b
W 2 gl Fo] A g Y Th

o] Ao ALg T AE F LI E A
AUt o] 52 AL} AEA,
A}, e 2Rt o = A o 9
Ytk 7| 2ghe H 2 9] A" u

2hp-Ef ol A M Q] pod = 3185 =
A A4 = AF T

ZFa1: Pod7) o & 791 3% 7z}z} o]
Frg e Aol JdE 5 dFUTh
2 7k of 2] 7 Q1AL 27 o] o] 7
oA = A Foll= 7zt o] Sl
HF AZ4 e F dFUTH AA A
EA 0o = dA st A ko] gl

syt

'true' == "TRUE' & 2 A 31 A
2 54 wd =9 34 HolES
B3 FAEHE SE= A 75l &

FYUSG AP FAE T UEF
AN TCP A4 2 Adgyrch =2t
e &g

a1 o] 4 S AFE-FHH A H] 2 A
FyAo gig 71 B 7] 5o Al
THY

Nego AgHE B W5

As AR A
ROUTER_TCP_BALANCE_S
CHEME Uit} 2 9] o] =
ROUTER_LOAD_BALANCE_
ALGORITHM S A} 8 3141 ] <.



w4

haproxy.router.openshift.io/r
ate-limit-connections.rate-
http

haproxy.router.openshift.io/r
ate-limit-connections.rate-
tcp

haproxy.router.openshift.io/ti
meout

haproxy.router.openshift.io/ti
meout-tunnel

ingresses.config/cluster
ingress.operator.openshift.io
/hard-stop-after

router.openshift.io/haproxy.h
ealth.check.interval

A

TUS A2 IPFATEAE Sl
AESNA HTTP 23 & 583 4
e HEE A FFYTh 22 3
&gyt

Fa: o] FA 8 ALE- S A H| 2 A
FyAo gig 712 B 7] 5ol Al
THY

TYS AP F 47t = FEol
AENH TCPAAS 3T <+ Q)
= EEE ASGFYUS =24 3 s 8
&34yt

Zhal o] 4 & AFE-E A H) 2= A
R yAo gig 712 B 7] 5ol Al
THY

ARl th gk A n] £ B ot A
Yt} (TimeUnits)

o A g Al 7he Bl A A (el Lt
H2E o], AL e ol
)5 53 WebSocketol] 2854
onﬂ,\;j]_/:_g_’ oﬂ;q U:*‘ZHO]'E
5 A= §32 AHEHE o] 4o
71 AR 3 gk Abgske] A7k
A EEE A&gYnh
passthrough 4 2 f-3 <] 9 5
Aol A H 7] A7k 27} ghu)
AU

%-{

IngressController == Ingress -

Ao AT 5 95T o] FAL

TR H|
2B & AW 2L, He A2 E
FTAE FAst= o sl &H =
A A7+ A 9] st= haproxy
Sl TA F 22y A R

E2HAZEA S TR

(

A= o) B AL 4

Jl g =70 L‘/]
t}. (TimeUnits)

s

R P R

Negkom ASHE 84 Wy

ROUTER_DEFAULT_SERVE
R_TIMEOUT

ROUTER_DEFAULT_TUNNE
L_TIMEOUT

ROUTER_HARD_STOP_AFT
ER

ROUTER_BACKEND_CHEC
K_INTERVAL
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w4

haproxy.router.openshift.io/i
p_allowlist

haproxy.router.openshift.io/’h
sts_header

haproxy.router.openshift.io/r
ewrite-target

router.openshift.io/cookie-
same-site

140

haproxy.config s} o] 24 3%
Ale = o IP 324 51 CIDR | €]
619y [7]

ANA FTHAZ E=AAdES A=
o] Strict-Transport-Security &
EAZIYU

e AAY BRE

d

o

B R] ¢F2] gk ALE-2} 7} <
FAlo]Eo A B Ao ER o] F
g L7)1= By yrth o=
SameSite 7to] A H A & 74

$ 718 Beke A B4

Strict: 22124 7} Y 3 Ao E
LA vt F71E By

none: B2} $-#] 7} Wz} Alol E &
A FL3I AlolE 2 H o el
718 Ryl

o] ghe AP E 3} B A A 2o
A e U AA B 8-

SameSite 7] AW A& ZFx
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9%. 4= 74

Wy A4 7| BT O = AL H = 2 g
haproxy.router.openshift.io/'s  z}¢& 3 Forwarded % X- ROUTER_SET_FORWARDE
et-forwarded-headers Forwarded-For HTTP 3]t = = D_HEADERS

st7] AT H A S AH Ik &

= o5 AEy

append: 7] & & O & f%) &} A
s

A e Frgunh o= 71
U,

o]
H

replace: 3|9 2 4% 33 7] = 3
HE AAFY

never 3|t & A4 slA] ¢ 7=
AHE FAFTY

if-none: o} 2] A4 5 %] ke A4S

sle s A4 g,

712 A 02 29 EH = 5svit OA] R EFHO] A SRE X E 7ho) £4 A2 S ALAZFYU.
A#A S 2 roundrobin Jel = OA] 2% FAHA X5UT o] Eae]E52 Podol A9 &
U AFE §F L 2EA &7l d= A5 7HF 2 A5 PFU ¢ & £9] CI/CD so] =z}
Q1S ALgstu R o ZE Aol = M| 2o A £ S A &EF o0 Z M A9 Hito] A3y
A &S F dFUT o] A g g F S AHEFHAIA L.

38§ 229 |IPF4 2 CIDR ¥ 971 612 %73A haproxy.config 3ol x Fx= =1
o] 5o A H ). o] 91d - /var/lib/haproxy/router/allowlists =t o] # 3g4t}.

F427135] & 220 AAHEE 312 AA CIDR ¥ 97} Ingress A EE
T/ Hdol YaHo] A & ‘ﬂ%“flﬁ} etcd QHAE F7] A FE F49
A7) E A FP ) o] Z Q3 F & B2 £33 4 I AW IPF4 2 CIDR
HLol A g dAzke] A H U
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)
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rr
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)
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GeH A7 A WS

TimeUnits= t}5-3 o] A gY T us *(vpol 22 %), ms (22 X, 7123), s (), m (&), h *(A]
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7h), d ().

A5 E 822 [1-9][0-9]*(us\|ms\|s\[m\|h\|d) ] 1] o}

Variable Default Aavd
ROUTER_BACKEND_CHECK_INTE = 5000ms WA= F& &4 HAFAFol o] A
RVAL Yt
ROUTER_CLIENT_FIN_TIMEOUT 1s Az AAE Sl AES] TCPFIN A ZE
A 7175 AU FINe] A4S &
=5 AT A AZE AT Wl SHSt
A oW HAProxy7t A4S TR Utk
e ez AAstd A7k glem 2k
HolA ¥ A2 gl ais ARS Y T
ROUTER_DEFAULT_CLIENT_TIME 30s SToldETHH OlH & S A Y Bk
ouT &= Al Y ok
ROUTER_DEFAULT_CONNECT_TI 5s Hof A2 A Yo
MEOUT
ROUTER_DEFAULT_SERVER_FIN_ 1s Z-EH AN A2 E A D 3t= pod& ] TCP
TIMEOUT FIN A1 7+ 235 Al of g ot
ROUTER_DEFAULT_SERVER_TIME 30s A o A Hl o] Bl & 5 Qs AL B oF f
ouT =AY o
ROUTER_DEFAULT_TUNNEL_TIME 1h TCP E= WebSocket A4 0] 4 & el =
ouT FrA B = sk A Y T o] A7 Al &
717k HAProxy & ThA] 2 =3 o ujt} %)
AgHY
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Variable

ROUTER_SLOWLORIS_HTTP_KEE
PALIVE

ROUTER_SLOWLORIS_TIMEOUT

RELOAD_INTERVAL

ROUTER_METRICS_HAPROXY_TIM
EOUT

CERE RS ERERDES

apiVersion: route.openshift.io/v1
kind: Route
metadata:

annotations:

haproxy.router.openshift.io/timeout: 5500ms ﬂ

Default

300s

10s

5s

5s

R P R

A4

A HTTP @5 o] A2 wj7h+] B 712 F
o Al 7HS AR YT o] e | Bl A
A st 2z keepalive 72 o 4514 &
e Bakg-A 2ol Z g Al o) Aol A 7}

AR FET AT A S G g e 5
A7 2347t ob et 5 W FAY

ROUTER_SLOWLORIS_HTTP_KEE
PALIVE = timeout http-keep-alive=
23 JYUth 7123 o7 300s= A A=A
Tk HAProxy = 9s 2 4 % = tcp-request
inspect-delay= o 71 gy} o] A A
Al A7 Z3= 3008 +55Y o}

Ut

HAProxy x| & & ¢](us, ms, s, m, h, d)E A-8-3to] A g ot2S AZF U D971 2l 5 =

A e A% ms7h 1B g th
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3

) 22 % (passthrough) 7 2o )& A % E}ol-3 2 YT B 43 sa &3
7 2 9] 4] WebSocket A o] A5 A|7F 2349 4 A& U]

shtel 54 IP Faw s gohs A=

metadata:
annotations:
haproxy.router.openshift.io/ip_allowlist: 192.168.1.10

¥ IP 722 s g8 4=

metadata:
annotations:
haproxy.router.openshift.io/ip_allowlist: 192.168.1.10 192.168.1.11 192.168.1.12

IP=4 CIDRYEQAE 383l A=

metadata:
annotations:
haproxy.router.openshift.io/ip_allowlist: 192.168.1.0/24

IPF422IPF4ACIDRYIEQAE E 3L A=
metadata:

annotations:
haproxy.router.openshift.io/ip_allowlist: 180.5.61.153 192.168.1.0/24 10.0.0.0/8
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R P R

AR de AR s A=

apiVersion: route.openshift.io/v1
kind: Route
metadata:

annotations:

haproxy.router.openshift.io/rewrite-target: / ﬂ

Zwalc=o] 9 AP A7 A}

73 2 o] haproxy.router.openshift.io/rewrite-target 41 2 A4 3} Ingress Controllero A 934 &
MAE o Se o] Mo Asls] Aol o] FEE AL st HTTP 239 A= S A 243l of ik
spec.pathol] A€ F=o A sl= 8 AR FELS FH AA D AR 3oz 2AFGUH

th5 3ol spec.path, &3 A=, A A dde] g =0 mE A= AFA 22 <71 AsY

*

kel

9.4. A 27 g

Route.spec.path 3 A2 o

/foo /foo / /
/foo /foo/ / /
/foo /foo/bar / /bar
/foo /foo/bar/ / /bar/
/foo /foo /bar /bar
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Route.spec.path 3 A2 o

/foo /foo/ /bar /bar/

/foo /foo/bar /baz /baz/bar

/foo /foo/bar/ /baz /baz/bar/

/foo/ /foo / N/A(SH A 27 2158

AEZ o dA3A )
/foo/ /foo/ / /

/foo/ /foo/bar / /bar

haproxy.router.openshift.io/rewrite-target 2] 54 S FX+= 218127 o] AFA| o] =)o} sl g &
F A7 23Ut olg g FAE A st WH S Yol E U3 1 E FXFHA L.

E9.5. 55 &2 A

w7kl A% A A EEl

# \# #E A A P Al 2. A B
ool TR HEJY T

% % == %% %%t 312 FF Al A2E AHE-3)
A Hhy AL

’ \ FAE 5 7] W] WA

e 2E 83 URL 3 o] 27 o] = glo] A& 4 dF U

9.1.9.Ingress QB A E S T3l 7|2 AFA & A5t A= A

TLS 742 XA SR &3l Ingress 2 B A € = A A 51 OpenShift Dedicatedol| A H]| B A2 &
A3 FYr). 712 Ingress A A & AH8-3te] Bt oA F5 25 WA 3= Ingress L BAES A
3t A o3 2ol W1 TLS +A4 S AR T & A5

A 27 A
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[ ]
rEste e AHl 27 dsU
[ ]
OpenShift CLI(oc)oll A A =% 4 AFU .
ZZAA

o

Ingress 2 EA Eof tj s YAML 5128 A A gt} o] o Aol A= 91U S example-

ingress.yaml o]} 32 g},

Ingress 2 B A = 9] YAML A 9]

apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:

name: frontend

spec:
rules:

tls:
Y 1)
AE R} o] 1ZA = A5 93 TLSE A Aatel ™ o] A et FES AL

o3 B3 S 2433 Ingress L HAEZ A4,

I $ oc create -f example-ingress.yaml

&

Ut

& W32 A3 sle] OpenShift Dedicatedol] 4] Ingress S HAE o g oA} A2 E A
3
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I $ oc get routes -0 yaml

2 o

o

apiVersion: v1

items:

- apiVersion: route.openshift.io/v1
kind: Route
metadata:

name: frontend-j9sdd ﬂ
spec:

tls: 9
insecureEdgeTerminationPolicy: Redirect
termination: edge

Z 2 o] 2= Ingress 2. B A E o] o] & H o] go]e] Fu|Art £3HP ).

718 AFA & AH&-3E A 7 =9 4] spec.certificate & %73 31 A eolof .

BEE dA T8 A4S AQSF FUH-

9.1.10. Ingress F4] | A] th’d CA Q154 & AL&ste] A= A4

Ingress ¢ B A E o] route.openshift.io/destination-ca-certificate-secret 4] 3 A}-8-3} o] Al-&%}
ol ul4 CAASAE A=E Jol 4 dwuth

A 27 A

)
m
=
r o
R
ofl
H
e
2
o

ZA/7] Aol A& 5 A& 714 ASAH7F AR T2EC § 7
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[}
AZA AAL ¢33 PEM 179 5] ¥xe] CAJASA 7 AL = A&t
[}
PEM <1329 stelo] ¥ o] ol CA 1547k ook Fith.
[}
=Z3lel = Au 27t ojof
I A
1.
& 885 485t did CA ASA o di g Bk Ao
I $ oc create secret generic dest-ca-cert --from-file=tls.cri=<file_path>
dg 59 gg3 2&Uh
I $ oc -n test-ns create secret generic dest-ca-cert --from-file=tls.cri=tls.crt
%9 o
I secret/dest-ca-cert created
2.

Ingress 524 9l route.openshift.io/destination-ca-certificate-secret 2 7134 t}.

apiVersion: networking.k8s.io/v1
kind: Ingress
metadata:
name: frontend
annotations:
route.openshift.io/termination: "reencrypt”

route.openshift.io/destination-ca-certificate-secret: secret-ca-cert ﬂ

o)
ey

oX
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ol #Hoq AxB AR ARE A=) AAH.

o
i)
2

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: frontend
annotations:
route.openshift.io/termination: reencrypt
route.openshift.io/destination-ca-certificate-secret: secret-ca-cert
spec:

tls:
insecureEdgeTerminationPolicy: Redirect
termination: reencrypt
destinationCACertificate: |
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A& &3l Microsoft Azureoll x| =& AA = A ¢ 4= o5l ATl &
.53 g0]E AL 5= B A2E AT 5 15Ut Azured A Al dHsl= {0

zure A A 9] o okH Bl A X o] 2 9 F AL FXS4A L.

9.2.1. 182 A o] A5A S ALg il A5 3} A= A

oc create route B 2 A}2351A AN 53 TLS =29} AF LA Ao A=A & Rl Aw= A
AFU T

]
4

A 27 A

[ ]
PEM 91529 stlo) 154/7] 4ol A3 g AFA 7L A2 S2E0] fashok .
[ ]
A% AL A4 st PEM Q=9 shelo] Mo CA 1547 92 & vt
[ ]
PEM <1529 stelo] M =9] o4 CA 91347} glofof ghith.
[ ]

FE2 WIHE 7] e AAHA gk 7] HANA FE5E AASAR b
Y2 ALE SHI A 9.

I $ openssl rsa -in password_protected_tls.key -out tls.key

o] Ao M ALt A o] QlZ A2 AH8-3to] Route 2| 222 A48t TLS 222 A ¢33
ot o5 Al A= AS5A/7] Bol A A HHE 9 tis.crt E tis.key A o A}z 7HY o}
Ingress ZAEE 2] o4 Au]| 29 JAFAE V=S st o’ CA ASA = AR oF Gt ASA
AL A53=d T3 A CAAFAE AAT = AHFUh tls.crt, tis.key, cacert.crt,
ca.cri(g4)ol] AA A= o] & A3 A Q. frontendoll = =& 312 &= AU X gl A2 o] EL AL Eg
Yt} www.example.comS A d3 $ A E o] 5O & vlgU ).
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OpenShift Dedicated 4 Y| E 9] 7]
A3 TLS 5 U A& F o] QA=A S A183519] Bt Route 2] 222 WA ).

$ oc create route reencrypt --service=frontend --cert=tls.crt --key=tls.key --dest-ca-
cert=destca.crt --ca-cert=ca.crt --hostname=www.example.com

A A € Route 2] 2 2= &3 §AFEU O

H

Bl A=< YAML A 9

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: frontend
spec:
host: www.example.com
to:
kind: Service
name: frontend
tls:
termination: reencrypt
key: |-

ZHA) 3 &2 oc create route reencrypt --help S Fx 3514 A ©.

9.2.2. AL A} o] AAFA S A& oA A2 AA
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t
ey
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(o]

oc create route W& S A} 251 X TLS 59} A} A} A9 Q=X 2 HO AZE AT = P&
Uttt AR F 25 AHE-5HE Ingress AEEH A E IS dd Pod= A2 st7] Ao TLS ¢3531E F
534t o] 42+ Ingress AEE 2|7t A 2ol AHg-3t= TLS Q154 2 715 AR .

=

A 27 A

PEM 91513 stelo] Q13A/7] ol 93 g AFAH 7t A= B2 e faslof gih

wZ kel = A E 27} glojof ghith

5z REHE 7] HAe AQHA FEUG 7] HANA 52 AAGHE e

I $ openssl rsa -in password_protected_tls.key -out tls.key

Z2A 2

ol AR A E AHEA A2l QA5 B oA TLS £ 52 AH4-5t0] Route 2l 222 A4 F T &
Aol A A5 A7) Aol A4l = T E 2l tis.crt 2 tiskey 3ol o) Tk 7F T ASA A2

~— %o

S g3 223 A CAUAZAHE ANAT =5 JdHUh tis.crt, tis.key, ca.cri(3-A)o] 2A| A=
o] <& AHE- S Al L. frontend ol = =& 3t e] = A H] X o] & AHE- Y o www.example.com S 2 &
3 S XE o] O % ulgUy

AA] TLS T 2 AHSA A o] DA E AHE-sho] B3 Route 2|28 AU

$ oc create route edge --service=frontend --cert=tls.crt --key=tls.key --ca-cert=ca.crt --
hostname=www.example.com

A7 € Route Z| 2=2F th5-3 fAH o

Bl A=< YAML A 9
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apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: frontend
spec:
host: www.example.com
to:
kind: Service
name: frontend
tls:
termination: edge
key: |-

F7F §4& oc create route edge --help= IF %3144 2.

oc create route % F 2 A8t W AT FEGAEA A JASAHZ A AF2E 7S + AF
Uth 228 FEE A dastd Edgo] B¢l TLS 8 E A F5HA &3 vtz gde
2 A5gUch webA 29l 7] B dS5A 7 228A SFUth

A 27 A

= atele A2k o] ok gtk

EZZA X
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Route 2| &2E A FU .

$ oc create route passthrough route-passthrough-secured --service=frontend --
port=8080

A A A Route 8] 22 &3 §AFHU ).

apiVersion: route.openshift.io/v1
kind: Route
metadata:
name: route-passthrough-secured ﬂ
spec:
host: www.example.com
port:
targetPort: 8080
tls:
termination: passthrough 9
insecureEdgeTerminationPolicy: None 6
to:
kind: Service
name: frontend

6342 Al 95l AN A 9 ol STk

2]

termination ¥ == passthrough= AAgUtl. o] == U - tls 2 =9y

o}

©

insecureEdgeTerminationPolicy= 49 ALgd Y v @444 {83 a2
None, Redirect =+ ¥l ZF<Ju ).
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)4 Pod= 249 2o o)

& Ax A
GaE S FoolAE AZME AT F A FAF PP AU

9.2.4. 9| i A JAFAE A1&319] A= AA

TLS A ZRANA QR QAZANZ AZE I3 E AL 7| =R 7|5 ALYyt
71% 233 7152 Red Hat Z2 94 x| u) A 3 A°KSLA)I A X YA 2oy 7%
Aoz gdstA| %}2 F AHUt g2y =294 SR AN ALEst=E AL AR &
Ut o] 3 7152 AR5 BT AE 7] 5L 27]9) o] 2T F= o] A A o A
o] 7 TS E]]/\Eo]-—l Heme A2 5 gL

Red Hat 71 =2l 7159 A WLl A AA g &2 7<=
g FxiA L.

H 7]_L:_;(lo

lu
i)
3

M

o

74 2 API9] .spec.tls.externalCertificate @ =5 A}-&3l9] EfA} QAFA] FAe] &R0 =2 OpenShift
Dedicated F =& 743 4 dFUTH A AR S 53l o4 AP TLSISAE
F A4 A7t 2o 8HA ST A A2 F ASAE AHSSHE 1S54 Hrlol
23t 27 E Y & 922 OpenShift 2H-¢-HolA QU EH AFTAHE SA AT 5 A5

lm I-N

AN =3
L ’ {
£
»
A o] 715 oA ARG AYZI AR 2F FgHYrh

A 27 A

[
RouteExternalCertificate 7] 5 Al o] EE &4 3}5] of & t}.

AZ A D Qo] E R F A& 5 = routes/custom-host 519] 2220 O3 A AT

tls.key 2 tls.crt 7] 7} =5 Z3H9 kubernetes.io/tls 43 ¢] PEM 2139 J2]¢] 33 <l
Zx/7] o] E3H Al A= o] 9Jo]of s}t
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OF. A=
[ ]
FxE Bore notatel s A =0} $AF vl Y23l o o] uj X3l of Fich,
EZZAX
1.
the 3L Aol B Au2 AL AL F AL AAA FAF UG 2 0] 2
o g2 44k

name=<secret-name> \ 0

$ oc create role secret-reader --verb=get,list,watch --resource=secrets --resource-
--namespace=<current-namespace> 9

REPEREREREE L8[
PEPERER LIS TP ISP LS [Eh

Rt 53 ] 9l 23 o] 29 rolebinding & A3l th5 B8 S At 2H-5-H A4
2 AR A= AAE T vl g o

$ oc create rolebinding secret-reader-binding --role=secret-reader --
serviceaccount=openshift-ingress:router --namespace=<current-namespace> ﬂ

A28} 27 25 e vd &F ol A8 A FU

AR5 3 ost= YANML 31L& A3 515 v oA

2 AHg3te] AFA 7L EHE 1
B gvich.

ftlo
X

Bt 2o o YAML 7 <]

apiVersion: route.openshift.io/v1
kind: Route

metadata:
name: myedge
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namespace: test
spec:
host: myedge-test.apps.example.com

tls:
externalCertificate:

name: <secret-name> ﬂ
termination: edge
[...]
[...]

REPERERETEE LAy

)

4.
o3 43S At A& ga2E AP

I $ oc apply -f <route.yaml> ﬂ

738 YAML 31 o] &2 APt

i
o
it
>
)
fo
ey
~
3
o
ol
.lol-}l
Fl"r'
o,
o
o

Beko] EAST ASA/F] Aol Ak AS FA5H

Mg AZFUh

-spec.tls.externalCertificate = Al 351 & oW -FEA 7|2 AP A AFAE

AbgFU T

.spec.tls.externalCertificate 2 =& A}-8-3}:= 73 ¢ .spec.tls.certificate 2 = ==

.spec.tis.key == XA = dHYth.

23 QAFA 71 Y= A= A &l 22 OpenShift Dedicated ©}-$-¥ Pod =19 &

)
iz
i
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=74

F7} A A5 A 2. Pod Al 702 FEFAA L.
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