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$ oc get events -n openshift-monitoring

LAST SEEN TYPE REASON OBJECT MESSAGE
2h39m Normal SecretUpdated deployment/cluster-monitoring-operator Updated
Secret/grpc-tls -n openshift-monitoring because it changed

2h39m Normal SecretCreated deployment/cluster-monitoring-operator Created
Secret/prometheus-user-workload-grpc-tls -n openshift-user-workload-monitoring because it was
missing

2h39m Normal SecretCreated deployment/cluster-monitoring-operator Created
Secret/thanos-querier-grpc-tls -n openshift-monitoring because it was missing

2h39m Normal SecretCreated deployment/cluster-monitoring-operator Created
Secret/thanos-ruler-grpc-tls -n openshift-user-workload-monitoring because it was missing
2h39m Normal SecretCreated deployment/cluster-monitoring-operator Created
Secret/prometheus-k8s-grpc-tls -n openshift-monitoring because it was missing

2h38m Warning FailedMount pod/prometheus-k8s-0 MountVolume.SetUp
failed for volume "secret-grpc-tls" : secret "prometheus-k8s-grpc-tls" not found

2h39m Normal Created pod/prometheus-k8s-0 Created container kube-
rbac-proxy-thanos

2h39m Normal Started pod/prometheus-k8s-0 Started container kube-

rbac-proxy-thanos
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2h39m Normal SuccessfulDelete statefulset/prometheus-k8s delete Pod
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(SLA) %%5, BIIeerlgeH AR, AEAHEEETERFERE], XLERARTIT
IheERI LA PR B T RIThEE, HAENKEFAM ERIRHERITE .

BRIABRAT G FEEMNESER, WSARATIT i F e,

ZINBERT, Prometheus & H OpenShift Container Platform H4EFRRIFRA RIS IR B I A FF893E
Pro BR, EREERT, EITRERFE Prometheus MEEFINER D BIIETR

o SHEENRFRER. BNMZTHaER, BEFFTEHMIEIRGE.
o SRFA/NMEM, BWEMRIEIIBENXNIERTELERI CPU MNERIR,

BRI LME R E A I ERE R NERAEBIRHIEHESR/NEITHIE, HERER/NMETREIRN, BiIRE
BEARISEThEe g4k T/F, BN, Prometheus FREM CPU HIRERREEH D,

B aERNMENEREEEBEC—
e full : Prometheus R WEHMAEASHE LTSI EIE, XERRINKE,
e minimal : Prometheus (WREFEEEMR, N, FBNFIRHE &S (U RRFTEIEIAERE,

1.3.2. X FHEMEFIC IR

BRI DFERIC TR, LEBERTBURHER e THRERR. S LB HITU TR FRECER
TNBO G PR

o FERAMEM

o EITIHENHIERBEFHEERAMSPV)HRFTENEIRMERKE. Rit, 117X
 pod ERHEFOIREHRE

o EHRIRINESHHE, FHE Alertmanager pod EFHTEREHRERE.
o &4 Prometheus #1 Thanos Ruler 5T $UIBAR BB A1 FI KN,
o FEHRIL KU BIIEHEPREREH A -

o i Metrics lR55 2R ECE H it B &

o MilEikBABMI.

o ; Prometheus 1 Thanos Querier J& B 1 B &0 5

HiBR
o RS LR EFIC R B R
o RS T AEEEFHEIICREE

1.3.2.1. Prometheus 8P4~ BB [B] F0 K /)N

14


https://access.redhat.com/support/offerings/techpreview/

% 12 %F OPENSHIFT CONTAINER PLATFORM ;{2

ZIAER T, Prometheus &1ELL THEFZENT AINIR B EUE -

o BKILERLEE (15X

o ¥R E XMWIE: 24 /N
IRE LU Prometheus SEBIBIR BT (8], LIBRSIES A EMIFREIE. AT LU BREB I EIEFERN
RAEEZEEE, MREBIBAZXINK/NRE, Prometheus Ef‘ﬁﬂﬂﬂﬁ?ﬁilﬁﬁ’]?ﬂ% B B {# F R A ze
5] EHTE TR,

HERXERERERENT

ETFTXR/NHIREEIREAT /prometheus BxFRFARIERB X, S/ER/AER. BEALBE
(WAL)E#EF] mmapped i,

e /wal #1 /head_chunks Bk BIEETT ARE K/NREI, {H Prometheus KIZARBIBEF KN
SE T AR R BB ERIE MiX e B kiR iERR SR, AL, MREEETHRBA/DRE, ©NhFh
/wal #] /head_chunks B R ZBHRARE, NRREFRAERENFRE /prometheus FHiE
B kT A EuEs.,

o R BTE Prometheus YIBTETEIEUEILET, FSNBAE TR/ NRE R, BI7E WAL RZES5=/M
B R BN N 1T,

o HNR%H/ retention =X retentionSize BAFAE Y AH, NHREHEEIAN 15K, BFROES R
e, AP EXRIB ISR 24 I, REBRE KRN,

o 1R retention #1 retentionSize £ . TH, NSMNAXHME, MNREMEBHEL E LR
BBIHE S E X BIANRE], Prometheus &35 IX LEHIEIR,

o INRIK) retentionSize & X T1H, B&XABE X retention, IR retentionSize (B,
o INRIT%A N retentionSize & X 1H, HR} retention E XL T, IR A retention {E,

o INRJF retentionSize =X retention [HIXE N 0, NINABRINKIZE, BRIAXENZOES K2
BE BN 15X, AFE IR WER 24 N, BRAVERT, TaXBRE KR,

p= Y=
FARIEMEEW/ANEHIT— R, Eit, FAMS (PV) JRERELEHIICHEIER, TaESET
retentionSize fR#l, 7EXF#IER T, KubePersistentVolumeFillingUp Zikafit%, &
El PV ERYZE[EETF retentionSize fRHl,

1.3.3. T 1617

£ OpenShift Container Platform 4.14 /r, &EHGREEA X ZIRIUEIT RS In R A FFHIIEIR, L H
LUNRAFE L B R BRI R G. EEES, SR LUERERAGMEE M ITERENKRIER.

&R LU E N AR F S AE R Prometheus B imERE LIRE NI B S8 T/E A EHIRERIER,

£ OpenShift Container Platform &1, §F5:@5d /metrics #MISEZFF T HTTP BRSSIHR AT, B LLE
T EHXT http://<endpoint>/metrics 21T curl Ei1H T HRSHATE R Bigtr. fla, Eal@
prometheus-example-app =N AREFAFIRE, REZITUTRRSREEEMATRIE :

I $ curl http://<example_app_endpoint>/metrics

15
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i th o Bl

# HELP http_requests_total Count of all HTTP requests
# TYPE http_requests_total counter
http_requests_total{code="200",method="get"} 4
http_requests_total{code="404",method="get"} 2

# HELP version Version information about this binary

# TYPE version gauge

version{version="v0.1.0"} 1

Hith TR

o NRKDFER HIRECEE

MR TENEEEEERER

LIEE 5 B2 U R IR

LAFF % & SR Vi RIE TR

1.3.3.1. #£5 B 7 E I B R R EFE PrE MBI 2

FAENA R A RREX R IEinE LB, BENRENHESBENAREREN Y. BETR
HETTRENBMERINIREERM. B, customer_id BHEARAHE, EANECELRL N ATEERIE.

BOER R EEHAW—HEFEFI, EREPERFSRAERME A S BT OB A 778 E LI
EBUM, X BERFINN Prometheus 188, FIHFEREWA 22,

SEFEE A AT LU R LUT 73R RS A E 89T B sh R A E fE PR B MRS -
o [RHIA/E XHTEFEN BRI EZHRAIHE
o [RHEREIIERE. MEBHREURIFEEKE
o QIRRTEARIREURAE (3 TTIRIRER B ik il 4 BYE
PREREVR IR B BRI PR SRR NS D RAEBYESEBH, FF &AL R Bagid

RREIE VIR E LHARH ERERERMIEEZRRE, ERAAES—HERTEENRENE
AR BB -ENHERE.

1.3.3.2. FEIEITHIRINEERE ID 1755

INRIEBEE L OpenShift Container Platform 5£28%, FH{ERTRE AR IEITEIE MIX LR R A X E
NERFMERIE, EATLURINEEEE ID iRk B A EERBNIEEIE. AR, EaLIE X SEiR%g g
PRRTEITRRERE, FROSHMERL EMRLIRIFEIBIEIE,

X, MRENSNEFEERSNIERE, FHRIENBELZRENERPEHERS, EALUERSEEE D IR
EENFEREHTHE,

DIRFERER D INESR=ADEML I :

o BELEEAFHNEERINCILE,

16



FFEEY ID FRERINEIFEIR,

BIX R PR IR IR

1.3.4. XTI ERIR
OpenShift Container Platform 124t 7 —4 UG R {U SRR, FIEBNE T MBEFAMGFA - E XMW ITEREN

Ko
HiBR
o LIEBEENFMERNENRR

LI % & B BB LR

1.3.4.1. Administrator 1 & FR Y 5 32U R

A Administrator Y1 1/[7] OpenShift Container Platform #&/OAHARI(U RN, SIFLUTIA :

o API Mg

® etcd

® Kubernetes It B IR

® Kubernetes P%% iR

® Prometheus

o SHEEMT RMEREME XA USE HIENFRIR
o T RMERRIEDT

% 12 %XF OPENSHIFT CONTAINER PLATFORM %

17
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K 1.1. Administrator #1f hEI{ R HI

Time Range Refresh Interval
Dashboards 9
Last 15 minutes = 30 seconds -
Dashboard Job Instance
Prometheus / Overview prometheus-kBs  w 10132.034:9092
v Prometheus Stats
Prometheus Stats Inspect
Instance T Job Version Uptime
10.132.0.34:9092 prometheus-k8s 2.55.1
10.132.0.34:9092 prometheus-k8s 1,183.9 s
1-2¢f2 - of 1
v Discovery
Target Sync Inspect H Targets Inspect
600
0,08 ms
500
0.06 ms 400
004 ms 300
200
002 ms
100
ams 0
5:40 PM 5:45 PM 550 PM 5:40 PM 5:45 PM 550 PM
it i i W Targets
i i P n "
 c— 3

1.3.4.2. Developer 11 f Fr#Y I3 122 FR ARk

{5 Developer M &5 [R] JyFrie i B 324t LA B AR 481789 Kubernetes THEHTIR{UERR :

e CPUMHEZE
o NEH=E
o HHER

o HEGEXRER

18
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& 1.2. Developer #L£8 REA{{ AR =5l

Project: openshift-monitoring  +
Observe

Events  Alerts Dashboards Metrics Silences

Dashboard Type Time Range Refresh Interval
Kubernetes / Compute Resources / Namespace (Workloads) daemonset v Last 15 minutes 30 seconds -
v CPU Usage
CPU Usage Inspect ¥
l4e-3
12e-3
1.0e-3
8.0e-4
6.0e-4
4.0e-4
2.0e-4
Q
5:38 PM 5:39 PM 5:40 PM 5:41PM 5:42 PM 5:43 PM 5:44 PM 5:45 PM 5:46 PM 5:47 PM 5:48 PM 5:49 PM 5:50 PM 5:51PM 5:52 PM

M node-exparter - daemensel
quota - requests
M quota - limits

v CPU Quota
CPU Quota Inspect
Workload T Workload Type Running Pods CPU Usage ‘CPU Requests CPU Requests % CPU Limits CPU Limits %
node-exporter daemonset 1 0.001 .09 13.63%

1-10f1 = 1 of1

1.3.5. BEEER
7 OpenShift Container Platform &1, & LUET Alerting Ul EERE R, BERFNERMMI,

o ERMN, BN EE—HBREHPHERTHRMG, AXEZGHRENSMIER. TH
BN 2B — D EM R E LERIEHR A

o B, HEWRMNIPELHRENHEN L ER, ERIRHE—FER, HA—HERE
OpenShift Container Platform 5£&£d B 5 o

o FE. FIUEIRL AR, MUBEEBERFMRNZXBRH. EEEFLERKRERRE,
AEE BN E RS,

v pa =

Alerting Ul R a] FRRYEIR, FFBAANEMANSET 5 RIMTIEEX, N, mRENES
cluster-admin B &M AP B9 &5, TR RIAEZER. SFHEFZHRAN,

Hith BHIR
o NZOFR LI EERFE
o A/ TR E L R EERAER
o LIEEAGMNERER

o [EMFENFLEEE

19
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1.3.5.1. EEFE

& A LAFE Administrator #1 Developer 1 F1#J OpenShift Container Platform Web %I & fh H R 41
E#, NEHRE, TREERMANKREIEXERER.

LERE TR EIGBA, FEFRERBRS XD MIRERBREZ PR YR E O AR K (7]
AR A VBB, A0,

ORI, BN THEETRIEE, TRBEME. ST /MR RBBRES K — B A E T,
FEORBBE, BTLEE. SR, HTET .

—

==
EQEREEES, B 1A Alertmanager pod 2 [AIE#], B2, MNREEEH
Alertmanager BEERFAMEFE, FBAATRERE KR, a1, WRFAE Alertmanager pod [A
NER, SEILXHER.

1.3.5.2. BB AT &OFA R EEr R AN

OpenShift Container Platform IS F—HAFTEREHNEINERIN, FHRESEA, HILLL
FiFn7E = 8 E SGX AN -

o RITHEEESIRMAMEBLRIREREBNETLEERMNAXE, B, ETLUE—DMERMY
severity 7% M warning 20 critical LABS B & S AL B4R X% Ay ]

e &I ETF openshift-monitoring %3 % 22 A RO E B BB EINRIAR, EIRMFHE
E SCEHRAN,
BOFEAERMNEE
o HTRVEIRMM A ITEF EIAHI OpenShift Container Platform ¥ #3847,
o {ERWJN7E openshift-monitoring @p 4 Z2 (A 0|2 AlertingRule #1 AlertRelabelConfig *f .
o HRBERMASHERMN], BIEOIRITHNCTAN SIS RINA R F AN,

o MRMEEA AlertRelabelConfig *f RIESINEFEEERMN, EEHEHAF2RIRTE Prometheus
E AP H, HIE, FEREFHER{DHIIAE OpenShift Container Platform web #2H&H, Bl
FelTBHE LR Alertmanager, H4, A ERIIEHN (I0FR T severity F1%) #AR
S HINTE web ZHIEH,

1.3.5.3. WOEE L BRI B9

MREFBAE RO TFAERAMNRHENBREER R, HEEUTAN, fBREE IR LI
HHAIE BE&3.

o FARWEDHFMN, NABFSERERRIMN, B ERAROINEE, ERTUER
MR A2 E 5 EE B EFHERRS

o TAFENXMARER, QEMNRBHNAAERMABERERNRRER, XATUBRE, £
AR SRR B P AT LUK &R, AP A LUAEMA BERMBRARRE, ERAXEKE, FLE
ERETEFE0ROUNBEHRE,

o MENHMESESZAT, MMIFTHEENT/R, &k, PRTEERREER, DRA L IHILEERES
EHRERFPUTHLERE, RE, THEIAEMN, REZEA LB ESHX LM ELIENE
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8, MARNEMERBLIR— DN, B EA N F2E 0 =N, "TEBIERE
EERRSL

o RUHAMMEIRFES. HEUBRBMCHEN, SBERIER. TENREMEEFNRE, S8

BE B LLZERRE. WER, HOEMEEHRT KBS ARG BMMEE, XHEMEBT R IRET
iy 1B FH B & AR

QETERAH, TSNS R ERS), SURRA P IR IR S A AL,
BI, RS EMAAIE S X (Critical) 85, RFMEXAABED LHBIN, BiE
B, FTLAAEBN R A BV SO, FERBIRATR R OO E

1.3.5.4. X T A E CE 1 E QI B RAN
SNRE A E LRI B QIR ERAN, EHEE EANIBEE BT RET NI EZRS

PRT RO A HENFRIAERS, BIEXHERANtTUSEREB ST E AFER. &
TreE S HAbA M E LB B BETT.

flgn, ns1 AP E LB BBERMNREOFE SRR (30 CPU FIREFEIR) SARTLUER nst
B AFHER. B2, ZANTESSEKETRE ns2 AP E LB E R,

FUERIERF RAMER DTS R IEAEm 7 E, ERLLF openshift.io/prometheus-rule-
evaluation-scope: leaf-prometheus H5 ARMNEIFINI A, HEi7% RiE ) openshift-user-
workload-monitoring 11 B A ERE 8 Prometheus SEFIEEZHANI, FF51E Thanos Ruler L4
IXFEH

BF

IMRERAMN BB, NERIERMN R EERE R A E LB E R FFa0X s
o BETFRNFEAEIQRIERMN ATRETEMR A BN,

1.3.5.5. WA FE XU B ERE RN
1£ OpenShift Container Platform 7, f&aJLUEER. JREFMIERE - E LB B ARy ZHR A,

ERANEREI

BRINBEIRHIN & [T TF OpenShift Container Platform $£2%,

BLEERNNFEERBRNET. ENIAEXTR—E4HERATRAHEN/ TR ERNE
Mo

MRBUE EMERERES T EMERM AR AR, FREER L XMIER T 20X 8
pii8

1.3.5.6. WA E XBI B LEER
ZEEBCSHTMBENER, EREQRERANINZELTEIL

o RAERMENT A QIRNERMNBE, CIBERMNREI S 2PIENZRRE, WRE

NAREMENRGERSNER, NEHELUEREIEXENR,

o JERMARERECIBERMN ., CIZBRMNRE N ZMEBNE, MELRFARERMH 2. &

FAUAERE. MRENMERANBRSFERRER, WFRESERAN. RE, TES
Bt — & RER,
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o HEMBEMRMMEIFTIR. BENEREZNERUAR—BE L EEBERIRT 281F, REH
BMERZERAN,

o RUBMMERES. EEIES FUBERMEFERE,

o HERMNPIESTEMIG, BiRETEMIURT SIREEERZ £ BT EMEME R,
pign, MBERFED NSRBI APALEIRE, TAIZARA REENR.

1.3.5.7. BRI IEE R, FRRABRAN

R LU Alerting Ul R B RBVE TR, BEFERAMN,, RPN ASNH BT IEETL,

1.3.5.7.1. T BREMR LIRSS

1£ Administrator M, Alerting Ul FRBY Alerts TTE 1% 5 OpenShift Container Platform EKIALIE
MAFE T BEERNERRR T HFAGER, ZNESESNIERWEE. REMERHE, HHL
2 BB AR LanR SR E

R DUREICRS, MEMFRRITEE. BAVERT, RE|ETLTF Firing SRIEH Platform &k,
TEER T BN ERIEIE

e State I jE2s :

o Firing, BIRIEFEMEL, RNMEEMRFRM, BHANER for HEM RIS, HRMAREF true
i, BERARSR A,

© Pending, ZERLGTFFEHRT, BEAFFERMNIPIEENRESNE, REEMRLE
Mo

o Silenced, I, BEIRTETE LBIBAIRARLTFHIRT. SBMIRBEE LB —HIREER
RMEFERBHE, Y TSMANENESENRARCRENER, FRAXBH.

e Severity i1 jE2F :

o Critical, A TERMFRGTRERTEERTMN, ZEREMANFTEINKRE, HEES
REED NSRBI RLATEA

© Warning, ZERINATRFEZIZNEHREESEN, UBLRENLZE, EEBER
B ER B — D[R] SR G AT FE BN B B 5

o Info, ZERMNAFRHEER.

©o None, ZEIREBE LK E.,

o MIARILUEN &R E LB B RMER OB EE T EME Lo
® Source T2 :

o Platform, E&HFIEIR(NS OpenShift Container Platform BRIATIE %, XL EIR
£ OpenShift Container Platform # /D IhEE,

o User. AFEMRSAAEXNIEERX, XEERIAA0EN, HTBEL. BFENH
THEAEEETEREREER, WMELMNRECHIFEMNE,

1.3.5.7.2. T fR&E 2R S8R

—_— a1 e e . - B V- S A . [ By S N1 ==kl L= rm Tl A —~ s r. o~ . . —~ . (o8N
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1 Administrator fAFEH, Alerting Ul HHEY Silences UIEITTX) AW A EI OpendShitt Container Flatrorm #K
IIE A A E B R ERABERRE T HAER. L2 ESEE N ERREIRTS U #5588
mE.

IRE] LRSS BUR ST B, BIAER T, UG Active #l Pending 52, TE#E® T SNBSS
JE2FIETN

e State TjE2s :
o Active, BBUTFBIRE, TEHIREEF], EREHS.
o Pending, BERERFE, BLERERE,

o Expired, BIEIH, WMRBRBERSEM, FHrEBA,

1.3.5.7.3. TAREIRMN L IESR

1£ Administrator &, Alerting Ul 189 Alerts Rules T{E £ %5 OpenShift Container Platform ZRik
B AP E BT EE X ERANRE T IFEAE R, ZIESEESNERAMNARE, MEMEFRIR
HE,

ERILMRENRIRE, M EMRSRRIEERAN, BIABERT, REER Platform ZiRAN, TR
TEANBERANE IR -

o EIRE TR

o Firing, BIREMME, EHHREMAL, BT for HEFTADIT, YRR true
i, BRASASRY

© Pending. ZERGTFEHRT, BEAFFERMNIPIEENRESNE, REEMRLE
Mo

o Silenced, ITE, BERTETE LBINAIRALTFHIRT., SBMIRBEE LB —HIREEE
RMEFERBHE, Y TSMANENESENRARCRENER, FRAXBH.

o NotFiring, ZREKMA,
® Severity i1 jE2F :

o Critical. ZIRMNIAPE LHRETRESTEERATM, MRBRBIXLRM, FEILNXE,
SN R ENEE RS D NSRBI HPA,

°o Warning, ZRMNPELHRGTRFEZIR, UMERBNELE, SZ0NERBER
B R B — A R ST AT IR BN B 5

o Info, EIRHMNITURME RER.

© None, ZERMNEEE LK™ EM,

o MEARILUEN & M E LB B AR R BRI A B E U E M E Lo
® Source iTiE2S :

o Platform, E&HFIEHRIMNIE OpenShift Container Platform BRIATB X, XL
B2t OpenShift Container Platform #&:/D\IHEE,

o User, AFEXMIFIEERMANERAEXNIAERR, XEERAMNZR[ LR,
HABENL, AFEXNIENEEETERERER, WMEEURB S IFEMNE,
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1.3.5.7.4. 1£ Developer Ml & 8RN IEER. FREAFIZIRHAM]

£ Developer #lf, Alerting Ul Y Alerts TIE IR T 5 AL B HEXBIEMRMERRWAES A, T
FEANDRWER, ERETHEXERMN R,

FEZAE R, S LERERRSTT B TR, BAERT, WRER AT ENR, &
T PRARBEER, XL B8RS Administrator & R EYT 525 HE R,
1.3.6. TR E LB BB RS

ERERBERRA, BILUNRAFE MBS BAEmREE. FRLIIEE, LR H alert-routing-
edit £ AGWAF A E LT BREZRBMERBMEKER, XEBABRIAL Alertmanager 5%
BIRRH, WRER, NAEEFREFPE IR EERTE L Alertmanager S£41,

RIE, BFELLET A E X B g2 s 4nEE AlertmanagerConfig X &£ OIBMEEH ' E L HE
IR, MEBEEGMEE,

RAVRPEXMTEE LT ERBHRE, BAIEXHWERBNKIKEMNT

o MREFEABIAES Alertmanager 5L, Z| openshift-monitoring 3 % 227 #Y alertmanager-
main pod,

o MBI ANAENNITBERT — N Alertmanager 2245, % openshift-user-workload-
monitoring #3 4 Z2[A] 14 alertmanager-user-workload Pod.

lﬂﬂﬁ

3
EERFE B EEREBEB LT RS

o XITFHAFENBERMN, BFENNBBEEREEITE KRS RZEE, Flin, 6
728 ns1 PR AECE (GER FRE—Mm &% H 8 PrometheusRules TR,

o UMZERATIFER /T E XM IEIRAN, €4 ZE A AlertmanagerConfig
RIS A Alertmanager BRiBRI—E84),

o

Lth B
o A EXHIE HAEREH

1.3.7. MR A& E BN ZB RS

£ OpenShift Container Platform 4.14 /i, & 1E Alerting Ul R EEMA ZiK, RIATRNEREE N LS
IMEEBER S, EELUS OpenShift Container Platform EEE WIS ER & E T LA T R RIAIEINES -

e PagerDuty
e Webhook
o HILFHIE
e Slack

W BB R R R INEE, AT 1 AR PR R A& H RO HIPA & X B, BN, REERFEIIAIX

E, BEREEDASRBINATL, 8K, RHFREESBHNNERTEIREHAE—NA-E RS
4T I B B 5 5
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i

{5 watchdog Ef A ERES LIEERE

OpenShift Container Platform I ¥EThEE & &4 % B9 watchdog Bk, Alertmanager EEMEEREHN
BRI A% watchdog Bfiu@Al, MiREERFEEREE NEEELEKE watchdog B BME
B, XFLEI T EE BN R IR E N ] Alertmanager 138 AR AL 22 (8] BO4ET @15 7] L,

Hi 5w
o NZDFA AR EE B

o AP TFNELEREE KRB
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28 FiaEM
2.1, % e PR 2 A ST Hr

FIEFTA R R ER B L THR /A FF. EZ® OpenShift Container Platform Wi — M AE=, FH
Cluster Monitoring Operator (CMO) B4 Cluster Monitoring Operator 4 Config map £% ik #9£T
RECE. HNEAHMEE, RAIFZRR.

&A™ Prometheus Z1THRANEESEHIFIERBMZ L, REZEBTMAARENEE, FreitZNN X
MEEZ b, MNRMEFFEE Cluster Monitoring Operator #J Config map 5| A MEE, EAIEINATEE
2%, EH Cluster Monitoring Operator R BEhAEMRIX 7, FIHEAAZRFWEREB NRAE L
ERE7NZOW

211 X R B R

. fEbR. LA KB RN B A EFRE T ERRIL,

BRFARN X FFLL BN -

e 1f openshift-* fl kube-* T H #4849 ServiceMonitor. PodMonitor 1 PrometheusRule
R

o {&&X openshift-monitoring 2k openshift-user-workload-monitoring i B fhEB & T 4nl BT iR sk
X%, OpenShift Container Platform WA O FTRHR N T HEMEMEIRER,
RN AFERIEAGEFHRE M,

Alertmanager B2 & /F openshift-monitoring %34 22 (5] 9 alertmanager-
main secret FIREBE, MREHNAFE LHERRES R 7 HIRR Alertmanager
SEf5, U Alertmanager BEiE th 2358 &~ openshift-user-workload-monitoring
4 228 Y alertmanager-user-workload secret %8, &/ Alertmanager 52
BIEBTANNEEH, EEENZ secret H1TREIL, 1B, REBEHATRIE, 1472
=X Rl A BB — A 22 2 54t

o EBUHERMPBTR, OpenShift Container Platform Wi iR HB IR H VORIAL AL FHIEHIRS, 10
REWRTHR, HERKEECIL

o AP E M I BEBE R openshift-* Hl kube-* Wi H, XLWiH 2 HLLIERHAAH M RE
89, FNIZATFRFE LT,

e {3 Prometheus Operator 1 Probe B X ¥igEE X (CRD) B RAETERKN KL,
o FHFIERIESIES openshift.io/cluster-monitoring: "true” RS MM R 22 A,

e fF openshift.io/cluster-monitoring: "true" IR RMEBIGRLEE, ZIFERERFFE
OpenShift Container Platform #:/OZH 4 FN4TIE I IE R ZH B 6p 44 Z2 (A,

e £ OpenShift Container Platform EZ&R#Z HE X Prometheus £fl, BE X IR (CR) 2H
Prometheus Operator EEEH) Prometheus BE XL IR (CR),
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2% e

2.1.2. 15#E Operator I 150K

15# Operator #{F OpenShift Container Platform MR ¥R OIT AN A RN ESE T/FE, MREAD
Operator B Cluster Version Operator (CVO) ¥ #&E =, 1% Operator RN EBEELR, AR
RETIERR S SR I #o

ARAEIHT IR EE Operator B CVO HEE AR, EZBREFZXE, SHEENTEREER
ENHAREREM AL,

#& & Cluster Version Operator

A1 spec.overrides SHARMEI CVO WELERH, LUMEEE RN HBHN CVO THEENIIR, H—
MAHH spec.overrides[].unmanaged S#i% B} true KA LEEEHANHEXE CVO BERIREE
A

Disabling ownership via cluster version overrides prevents upgrades. Please remove overrides before
continuing.

Digk

==
RE CVO BRERFEENEHLTAZIRHIRT, HEBREHRITERDFEIH

FEPRT. XK Operator P\J%E’J_Jﬁfélﬂﬁb, Fonts N ER. EMREE
=iE, AR LAE IR &8 R A RS 3 .

2.1.3. I H T R A TR
LT3R EBEE X OpenShift Container Platform 4.12 R E#H IR AR G RH 4R AME R -

5% 2.1. OpenShift Container Platform 141 {4k 2=

OpenShi  Prometh Prometh Prometh Alertma kube- monitori  node- Thanos
ft eus eus eus nager state- ng- exporte
Contain Operato Adapter metrics plugin r fCER

er r KHE
Platfor
m

414 0.67.1 2.46.0 0.10.0 0.25.0 292 1.0.0 1.6.1 0.30.2

413 0.63.0 2420 0.10.0 0.25.0 281 N/A 15.0 0.30.2

412 0.60.1 2.391 0.10.0 0.24.0 26.0 N/A 1.4.0 0.28.1
. pa -3

openshift-state-metrics {2 #] Telemeter Client 245 %E F OpenShift B2H#4, AL, €
T8Ik A5 OpenShift Container Platform BIRRAAT N,
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22. BIDERIGIRE—F

&% OpenShift Container Platform &, #%/0F&RIEAHRIIENFRIERER, BRILEANEES, 3
I\ in-cluster Wi R HERL BIERD A Prometheus S5, MEERINEEIE TR & B R E MR AR D
Alertmanager 526, DUIREMAM, BRI\ EGIEEHERLURENEFHEIE QSR RS, EeLu#—
HEEE X L I PR 4 LUE N AR R & R AR R A P RIE K,

221 BEBOFESNIE  REFSIR

Z%& OpenShift Container Platform f&, £HEBEEABEREEKR LTS RIELUAREHNEE, XLEED)
B3N Prometheus. Alertmanager F1HE fth I %40 (415 B 1= B FOEC & 12E 11,

28

p= =1
KINERT, EHREH OpenShift Container Platform 241/, BT UEIRIEE K

Sfetr. MREFERERERERN, BRFZMLEEREWRS. AT HMERME
fth Bic B 2L AR 2 P e B,

NRFETE, AIE cluster-monitoring-config ConfigMap X &,

BRI A ZERA@EA, LUE Alertmanager AT US EHRAEBIASRARSE, a0F FHEME,
Slack 5% PagerDuty,

ST FREHAMBURIR B HA, 7N Prometheus # Alertmanager Bt & 5 A M7 B IR TR A1 ZREK
#&. N Prometheus #1 Thanos Ruler 8 E 8T EIRIR BS L,

BF

o LT mE&EE, BTN Prometheus, Alertmanager #1 Thanos Ruler Bt
BRFAMEME UBRERSTRM.

o BAERT, EHLRLEM OpenShift Container Platform 4T, Wik

ClusterOperator 7/E =& PrometheusDataPersistenceNotConfigured
REGER, RELSABEBERFNE,

S FKEANEIRRE, BEILEE AINEE, {# Prometheus BEF IS R EBRMIEIT A E B2 RET
LU T

- i
SRR ID IR EE R B TR B AR ERET.

NEREVNEE R FEEN A DR LA S,
MR AS SRR, UEEEATUSENBITRTRE.

NIETRE S B IEXX AR, BN AAERIRB IR O EEKEHIER Prometheus JHFEX
ERFNER,

NERBHEAHOBZE RN, XEMNIEEM L BRNFZMG, 0E CPURFHE. MHBIER
%

EERZEAGNFTRREMGK, DARSTHEAGNESREBWH CPU MRERIR,



2% e

L IR R B N R IRIERKIN, Prometheus 2 MIBEMIARSS INEKRIETT, FIRIBIXBIFEIX LS
Fro f&RILLF A OpenShift Container Platform Web }""ﬂrﬁﬂjﬁ‘qﬂﬁ’ﬂ Observe T ER&EH M EIHNEMNTE
Pre BEER. RAMERIURRETET RTR

o EESRMR LIS IERIFEIR, X BRI TR PRI I R R AR BT IN(E B

o &I HEIE PromQL HifjSERTIE LR E IR E R IEREEITR,

2.3 AP TR MBS —

ERNEHEREA, RTAKOTEETIEEN, Sl ALy A E X IE SRR, X,
FEEAAS (WMFAXALR) TUEEZOFEAZANBEHNIIE,

SHEEMABERTETHATRFREER N ELNTE, UERAFAIUEFRENER. ERXLEHER
HFERHBESHTMENER

o SRR/ IEMEREE,

e &jd 4 E monitoring-rules-view, monitoring-rules-edit, 5 monitoring-edit £ A€, HIEE
AP RFARRIEZER P E L IE,

e 4 user-workload-monitoring-config-edit & &, NIEEEGA A BRIRER - EXMWITERN
PR,

o VASENBIE HAEREE, MEFLZAAMEMAAEY VAT ERERE LERMER
Egmo

e MRFE, NAFENWIBEEEREH, UERTHETHEAE BB L Alertmanager
%1&”0

o NAFENNERRERA.

o MREMHEAFES Alertmanager SLEIFEITRF E XBIERERE, HHMATLEERMAELWE
IRECE T FRVE RIS,

2.4. FRXNGFFEEE T F R

FERAMAPEXNTENLERE, FAXANAMEMEEENRS UG AT RERIEFERE ST
BB EINRE

o IREFIIMARS.

o AIEMEBENRAINI,

o EIRFNIE R HHNER.

o INRIHRF alert-routing-edit L&A R, HFRBEZREH,

e {#FH OpenShift Container Platform Web #Z2l& # & (L R,

o &I IR PromQL Hif S8R TIE LAY E 1R 1H ISR EIFE T,
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B3I REZOTA R

3N ESBERDIES LR

1E%&Hl, OpenShift Container Platform &2 RIR D EMELE LT, KL OpenShift Container
Platform #2244 (SIEERF ML) MERKFHTRE,

AT T LARS B 0L 42020 4 DA e e 75 B i i R HE AR

o FHIEFTARNIEHRNEESHIMAW AT, RELE Cluster Monitoring Operator
8 Config map 5| ARSI ST F Rt TRE.

o NIRRT RAABIBTIRE KR, B I & Cluster Monitoring Operator BT
PRI, FHINEERBHTEIR,

3.1 AT EE R S PR AH

TRERTETURBEMN RIZRAEE, LUK cluster-monitoring-config Eo & iR 54 A F S5 B X LE4H {4 1Y
i,

xR 31 ARENSOTES GIRAH

A cluster-monitoring-config g &t &

Prometheus Operator prometheusOperator
Prometheus prometheusK8s
Alertmanager alertmanagerMain
Thanos querier thanosQuerier
kube-state-metrics kubeStateMetrics
monitoring-plugin monitoringPlugin
openshift-state-metrics openshiftStateMetrics
Telemeter Client telemeterClient
Prometheus Adapter k8sPrometheusAdapter
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B 3E REKOTALEE

==
[=]

>

ConfigMap X R FAREREERRRFRARMLER :
® Pod A"REHEHE, ALk, EHRS P
o TR pod HEFIPE :
o WFHYREH, XTHUmNARS R,
o WFLHTRER, FAhaTA%E, SR pod 2FHHL, IR
HPRE A,

o Titmr MMM, EEFMBEHE LHFAMBSHKNNMIAITZHRSH
I‘—*ﬁo

B FERRRERN PSS RN LFH TR,

3.1.2. OB SR B I 1R e B PR

& 7] L& 7E openshift-monitoring 7 B Q2 F15#7 cluster-monitoring-config ft & 41 RS B
OpenShift Container Platform #%/0 Wi #2044, Cluster Monitoring Operator (CMO) A IR EZ & W 3= HER AY
S AINAER N

FRFH

RE LIMEREA cluster-admin £ A BB - 51417 0 £ 8,
e B%%k OpenShift CLI(oc).

it

1. %% cluster-monitoring-config ConfigMap H R 2 &£ :
I $ oc -n openshift-monitoring get configmap cluster-monitoring-config
2. 30R ConfigMap *f RRFIE :

a. AIBLLF YAML B, EABIG, %% cluster-monitoring-config.yaml :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

b. N FABLELLOIEE ConfigMap %4 :
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I $ oc apply -f cluster-monitoring-config.yaml

3.1.3. WDIES W% T B AR

SREIE 5 A LURIEFT A OpenShift Container Platform &0\ B A E X HITIE,

AR LD R ER T A AZAANEMR A TRINR, SALET2EUA T HIEAGHIEHAR
X —RBEFIR :

Name ik iI=
cluster-monitoring-metrics- BELAEIAF RN openshift-monitoring
api Thanos Querier AP| i, #4F,

LR F N OER Prometheus
API| #1F ' & X ¥ Thanos Ruler
API 3 s B9 5 [A] A BR

cluster-monitoring-operator- EfAGHNAFTUEERATH  openshift-monitoring
alert-customization DA AlertingRule 71

AlertRelabelConfig %R, x4t

TR 2 &R B E L IhRERT L R H,

monitoring-alertmanager- BEEAEWAFTUEERAT#&  openshift-monitoring
edit DA W Alertmanager AP,
{8 LI/ OpenShift

Container Platform Web 124 &8
Administrator 1l hERER 5

monitoring-alertmanager- BELAEIAF A UL openshift-monitoring
view Alertmanager APl LT IDES

Wi, et LIE OpenShift
Container Platform Web 124 &8
Administrator A EEHL R

cluster-monitoring-view BENEHAGHAINEES 75 ClusterRoleBinding 4}
cluster-monitoring-metrics- E, FREIREVEE M

api AEERMNFNR, URE  Prometheus B /federate ifmH)
fATABIANBR, RESTAFENR AR,

Prometheus B9 /federate i =Y

V7 1A R

3.1.3.1. {8 Web 125 &% F B AR

& B] LA#E A OpenShift Container Platform Web ##l%& 5 openshift-monitoring Wi E =k B 2B 1% ¥
FA AR

FeREH
o MATLUFEAEA cluster-admin £ A EBMNAF 51015 R EE,
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o ENAGSERIMNAIIKSBEFE.

it

1. #£ OpenShift Container Platform Web |5 Administrator fl& ), # A User
Management — RoleBindings — Create binding,

2. 1 Binding Type #3843/, %% Namespace Role Binding K2,
3. 1€ Name FE A& EHE LT,

4. 7E£ Namespace FE&F, AEZEFRFIHRIIRITIE.

BF

BERLLRERAR A RTHLZEABNERABIRRERTEE Namespace F
BRAHIEFERIA.

5. M Role Name JIRAIEF A BREEHAE,
6. 1f Subject #4», 1%L#F User,
7. 7£ Subject Name FE&A, M AR AR,

8. 1%+¥ Create LIN BABHE,

3.1.3.2. A CLIBEFRAANR
& T LU#E A OpenShift CLI (oc) 2 openshift-monitoring 71 B 3¢ B C 8971 B 1% % A AR,

H -
TwEEFENAasEHAR, BUITENEHEENNESEEIBHFITHE,
FeREH
o MATLUFEAEA cluster-admin £ A EBMNAF 51015 R EE,

o ENAGSERIMNAIIKSBEFE.

e B%% OpenShift CLI (oc) .

pc]
o BHUENAPARKEAS, ERALTAS

$ oc adm policy add-role-to-user <role> <user> -n <namespace> --role-namespace
<namespace> ﬂ

f§ <role> B HIMEREAE, <users B ABENESEABHAF, <namespace>
BN EBR T UIRMITE

o ENTENASSRERERAES, HHALTAS :

33



OpenShift Container Platform 4.14 Y%

I $ oc adm policy add-cluster-role-to-user <cluster-role> <user> -n <namespace> ﬂ

Q I¥ <cluster-role> B NI EIGIEMNERAR, <users B NEENESEEREAERNA
', <namespace> & NIEERF RN RIIIE,

3.2. DR R E RN A T R

IRET DR B s i R S (DAL EE RO MEBE RN B AT XXIRIE T A X AN X i AHRER, FHikH s
HERR T CPU FIRTE BHRAI RN,

Hb ¥R
o XTMEEMAY B
3.2.1 ZEHIA PR R R E D A
IR LU I e R A G B R e T R E
o WAL T M nodeSelector AR, (HE LM A GERBREEN T L,

o DEARUERARAHBIETRT R,

Wi XA, R AR R R I R R E A D A

B AR REM D 4, EALUREFREERIRBMCRATRER. REMEEMRE TN
o

HiBR

o ERY RIEFHRBONRAMY

3.2 FEEAGRE AT R

EigEin TR A A ERE P M =, 1E7E cluster-monitoring-config BB ET AR ZH 4 EL B
nodeSelector )3, LAPCEZ D ECLA T mBObRE

) IERRER T LSRR E RN INE B HER pod A,

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 5015 REE,

o fRE I cluster-monitoring-config ConfigMap *f .

o B% %k OpenShift CLI(0c).

it =
1 MRELZRE XM, FEEZTRRAMNT [RAPRIRE
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I $ oc label nodes <node_name> <node_label> ﬂ

Q 19 <node_name> E# A IEBERMIFER T RMETR, ¥ <node_label> & h A FEIRZEHI
£,

2. Yw’H openshift-monitoring 171 B 789 cluster-monitoring-config ConfigMap %/ % :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

3. 1f data/config.yaml T 420445 E nodeSelector 5T RITE :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
#...

<component>: ﬂ
nodeSelector:

<node_label 1>
<node_label 2>
#..
Q 4 <component> &t 135 Y B IR MR B R,
9 1% <node_label 1> & #i Jy s iNE T B9,
9 AL EEMINIRG . MREIEE THANTE, NEHH pod (UHERSEFMARENS

INRIEEIE nodeSelector AR 5 KA ENALTF Pending IR, 1HRE Pod
EHHREE R RE XM IR,

4. REXHLUGEREZER, MEEREENHGRBIBIF TR L, SHEBERML pod 2KE
HERE,

Hith 5w
o HEHRMERKOTA RIEHELE
o TR R EBIIRE
o EAT RIEFRN pod MEERET =

e nodeSelector (Kubernetes 3X1%)

3.2.1.2. WIREAHLERZ (tolerations)
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ISR LUR A R A A 2 ER R, UENERET R,

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o fRE MBI cluster-monitoring-config ConfigMap *f .

e B% %k OpenShift CLI(0c).

iy =

1. %%k openshift-monitoring 7 B 1% cluster-monitoring-config &t &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. NH{4$E7E tolerations :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
tolerations:
<toleration_specification>

1R & H: <component> # <toleration_specification>,

540, oc adm taint nodes node1 key1=value1:NoSchedule &fF—/ 4 key1 BE N
value1 8975 R INEl nodel, ;XRPHLEIEIEHAHAHTE nodel £EBE Pod, BRIFENZITREETE
R, LLTFRBF alertmanagerMain H4EE A F RSG5 -

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
tolerations:
- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoSchedule"

3. REXHLERLZER. ZHEERTH Pod RETNEHIE.

HihBR
o HERMERKDOTA REHELE
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o AT RITRIEH pod ME

o 5HEMAR(Kubernetes 3X1%)

3.2.2. WIEPRIRERIK & IE ST K/NR A

FINERT, X MIRENBSFE TR B PR BB BRI R E4E E ST RAVEE RS, EA LU E IE X K/NRE,
LAEEBhsEE R IR IR AN B RO 8 & A2 RN Prometheus SHEAERENIE R, B4, BHIFEEK/N
BRI, #RA] LABSKZE B FRE Prometheus FI1EENEEE R AT RENHX AN 8200,

}y enforcedBodySizeLimit ix& 7 —MEE, HEDHE— Prometheus scrape BIREE K FEEERE
if, PrometheusScrapeBodySizeLimitHit &fif % ZR,

INRM B IR IREIEFREUE R — N R R E S AR/NBIT B BRI R/NRE, TIRERER K
W, RIS, Prometheus RINNXNBEIRAHENIAE, FNEE upiBinEIXEN 0, Bk
& —" TargetDown Zif,

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 REE,

e B% %k OpenShift CLI(oc).

Pt

1. %% openshift-monitoring 34 Z2 (A A cluster-monitoring-config ConfigMap X1 :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. ¥ enforcedBodySizeLimit F{E 7 1% data/config.yaml/prometheusK8s &, LUR&IENH
PRIZER AT S B IE ST R

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |-
prometheusK8s:
enforcedBodySizeLimit: 40MB @)

Q EERIIEIRBIFMRAIEX KN, X1 enforceBodySizeLimit =EIFEN BIHRINHIER
JE4ERNBRE N 40MB, BRENF(EE Prometheus #IEK/NME : B (bytes), KB
(kilobytes), MB (megabytes), GB (gigabytes), TB (terabytes), PB (petabytes), and EB
(exabytes), BRIMEN 0, RFEFIBERS, FL RER ) automatic, LURIEEER
AEBEIITERS,

3. REXMHLAERZEN, FHEERWEINA.
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Hith BHR

e scrape_config (Prometheus X#%)

3.2.3. B ISZH A CPU FIRERIR
R AT DUSE T A L 4 4 B VB R (A0 1 3K 18 T 1 SR R 24T R A S B8 B S H CPU MIRE R

o

& B] LM openshift-monitoring 6p 4 22 [B] R Y%/ O & WG R4 4 B X L BRI FN 5 K,

3.2.3.1. 15 ERHIFIFH K

ZRELE CPU MINE IR, 1E1E openshift-monitoring #3422 [A] R4 cluster-monitoring-config
ConfigMap XI5 #r15E FRBRE M E KIE,

FRFM

it =

38

IRAl LUE A EA cluster-admin 2 A G A B0 RIEE,
KRB 8I8 T %7 cluster-monitoring-config & ConfigMap %%,

B&% OpenShift CLI(oc).

. %% openshift-monitoring 11 B ¥ cluster-monitoring-config EZ B4

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

. NIER NS ERENES NS E CHRREMIFR,

BE
BRNVRFIZENERAS T UERXENE, &, SHEIER, [HEFFRZ
?i—o

Wil FRRERTERRH

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m


https://prometheus.io/docs/prometheus/latest/configuration/configuration/#scrape_config

memory: 500Mi
prometheusK8s:
resources:
limits:
cpu: 500m
memory: 3Gi
requests:
cpu: 200m
memory: 500Mi
thanosQuerier:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi

prometheusOperator:

resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi

k8sPrometheusAdapter:

resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi
kubeStateMetrics:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi
telemeterClient:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi

openshiftStateMetrics:

resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m

B3 E EEROTFE T
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memory: 500Mi
nodeExporter:
resources:
limits:
cpu: 50m
memory: 150Mi
requests:
cpu: 20m
memory: 50Mi
monitoringPlugin:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi
prometheusOperatorAdmissionWebhook:
resources:
limits:
cpu: 50m
memory: 100Mi
requests:
cpu: 20m
memory: 50Mi

3. REXHLERZER. ZHEERIH Pod RETNEHEE.

Heth TR
o X TFIEERFIFIEK
o HKHMPR(E (Kubernetes 3X1Y)

3.24. EEFENEARESE

BE
RS EERE— /\Hﬂi?ﬁ”klﬂﬁuo BTG TRER ZLLME 7 M AR 55 T X

ThA TM@FHF’&EW%%EE’JUJ%, HENSEF LN BRIRHRBEENL

BRIAERAT G FEEMNESER, WSARATIT i F e,

£ 7y OpenShift Container Platform & G RA MRV R R BECESR, 154 cluster-monitoring-
config ConfigMap %%,

SeRFH
o B% %k OpenShift CLI(oc).
e . {# FeatureGate BHE %R (CR) 5 A 7 AT T ThEE,

o fRE I cluster-monitoring-config ConfigMap *f &,
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https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/#requests-and-limits
https://access.redhat.com/support/offerings/techpreview/

B 3= BERDTER LR
o RETLUFEAES cluster-admin £ ABNAF S50 £,

Pt

1. 4%%E openshift-monitoring 771 B 8 cluster-monitoring-config ConfigMap % % :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 7f data/config.yaml/prometheusK8s 5/ metrics collection EBEB &KX IE :

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

prometheusK8s:
collectionProfile: <metrics_collection_profile_name> ﬂ

B ESREBEEMNZN, FTHAMES full X minimal, MR EEIEEE, XERBEMHFPRE
1E collectionProfile &%k, NIFEA full WEKIKE,

AR RIS Prometheus /O A EHBIEITESEBEXE N minimal :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
collectionProfile: minimal

3. REXMHLAERZEN, FHEERWEINA.
HiBR

o XTHENEEEES

o EEFRAENIIRK

o fHERZHEEI /S AThRE

3.2.5. Bt & pod hib D FR Rl

&\ LA Cluster Monitoring Operator B8BZBIFTA pod BLi& pod ¥R#b 2R RE, LRGN X HE E|
TR pod BIAR, XIEAIHR pod EAE T AMHEEMMIZTT, BNIIENFHIBERRBEES O
H o Z BRI XA,

& eI L& cluster-monitoring-config Bt &S 1 151 pod BEi& pod #h¥t 2 R R,

41
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FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o fRE DI cluster-monitoring-config ConfigMap *f .

e B% %k OpenShift CLI(0C).

it =

1. %i%E openshift-monitoring 7 B #1# cluster-monitoring-config At &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1f data/config.yaml FEXFRIMU T X EREE pod #hIb D HIRH

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
topologySpreadConstraints:
- maxSkew: <n>
topologyKey: <key> 6
whenUnsatisfiable: <value> ﬂ
labelSelector: 9
<match_option>

BEEBENEIZE pod IR TR HIBH 4 L F5.
5 maxSkew IEEHFE, BE LT RIEFAFHETDH pod WRRE,

1 topologyKey 187 7 min% i, A EE WEAERERSNT Rl ER—H
., HERFRRFHNAE pod KBEENEH,

o 0090

53 whenUnsatisfiable 1§ £ —1MA., A1 E1E DoNotSchedule
ScheduleAnyway, f1RE#AEE maxSkew [EE LBt lEBH/IMEPEER pod =
Z B feFMsR K{E, NI$EE DoNotSchedule, HIREFLEHERFEBAEE pod, EHA
BEPRMR skew BT R FERMILSEL, 1HIEE ScheduleAnyway,

© 57 labelSelector EEHITEM pod. S ULHRELFBICE Pod HITE, LR
HhFMEARE pod B,

Prometheus Bd& =l

apiVersion: vi

kind: ConfigMap

metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
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data:
config.yaml:
prometheusK8s:
topologySpreadConstraints:
- maxSkew: 1
topologyKey: monitoring
whenUnsatisfiable: DoNotSchedule
labelSelector:
matchLabels:
app.kubernetes.io/name: prometheus

3. REXHLERZER. ZHEERIH Pod RETNEHEE.

HitBR
o XTHTHIEN pod b7 R
o {Hf pod #h$h 2 HRHIEH pod ME
e Pod #h#b 5 mBRH(Kubernetes 3X42)

3.3. WS R E AL R EE

ALK EBIE R EIREE, EERASUIEEILRIPLED), #H Prometheus RIS K, F
NEFERERAEE A E, XERFTHEDERTBIREFSERTHRER R,

33 L EBREFAMLEE
A AN ST E R R LUK I F I

o EINHEIEIRBEFHEERAMS(PV)HRFTENEIRMERKE. Rit, eiT0E
pod ERHEFOIRERE.

o HBEININESHIEM, F7E Alertmanager pod EEHT £ RERERER,

BF

EL T REREA, BTN Prometheus, Alertmanager #1 Thanos Ruler BERBR A MEE
fiff, AR AT,

@ i
' FEFIRER, BRI ECERFAEEFE,

3311 FAMEHERTRF M
o NEFERMLTAFAMEME, LIBREET BN,

o TEEEFAMABN, £ Filesystem {E5 volumeMode S H7F %R BU(HE,

43
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BF

o AEFHRIALLE, ©H PersistentVolume %EAHH volumeMode: Block
#5k, Prometheus Toi& @R,

o Prometheus A #HFA POSIX B4R ST, qu — L& NFS XHRG S
3B POSIX, INRE[FEA NFS XHRFHITIEM, HRIESH NFS L35
LFHA POSIX BN EE

3312 BRERFAMEFHH
ERFAMS (PV) BT REHE, BoiiERAMERFR (PVO),

FeREH
o MATLUFAEA cluster-admin £ A BMNAF 51015 REE,

o fRE I cluster-monitoring-config ConfigMap *f %,

e B% %k OpenShift CLI(0c).

it =

1. 4w’ openshift-monitoring 171 B 7 cluster-monitoring-config fic BRET :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. [HAHB PVC BLERINE data/config.yaml T :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
volumeClaimTemplate:
spec:
storageClassName: <storage_class> 9
resources:
requests:

storage: <amount_of_storage> 9

@ EEEME PVC AL,
@ BEIAEEE. MRLEEEEESE, NERRIAEIER,
© EEmRNEEE.

PURRBIERE T —1 PVC 588 Prometheus B A MEFE -

PVC Bd &=
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apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
volumeClaimTemplate:
spec:
storageClassName: my-storage-class
resources:
requests:
storage: 40Gi

3 REXHLERZE. THEERIE Pod 2 BAShEHEREH N AHNEHEEE.

L=
E =

LIRER PVC ECEEEATECEPRSTHS, RSMTR) StatefulSet W RELEHT 1
2, Mm-S Emh RS T,

Hth

=

pi]
o THRFAMENM
® PersistentVolumeClaim (Kubernetes 3X#%)

3313 EFELEFEAEE KRN

IR LU iR HE (80 Prometheus 5% Alertmanager) EHE XEFAMLS(PV)KDN,

MEBEY B
AMHEF (PVC), AEEHEEHHENEEME,
H o
IRABEY B PVC IR/, ToEUEINERE RN,
FREH

o RAILIEMESR cluster-admin 8 A BIA - B2 15 SEE,
R E I cluster-monitoring-config ConfigMap %/ £,

ZDHF— PVC BT OpenShift Container Platform #0240 44,

e B% %k OpenShift CLI(oC).
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| EREHFNEEERFDT R PVC, MBEZER, HENH 7 BAAME P ERAXHREY
BREFEALERFH (PVC) ",

2. Yw’H openshift-monitoring 1718 79 cluster-monitoring-config EZE 4T :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

3. 7f data/config.yaml T AZHERNFHEE K/ -

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
<component>:
volumeClaimTemplate:
spec:
resources:
requests:

storage: <amount_of_storage> e

@ EEuFEHR AL,
@ EEEEBHHAN. BMARTE-ME,

LA =18 Prometheus SEBIB9%T PVC 1E3RKI%E 7 100GB :

prometheusK8s M {Z{i# & R~ I

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
volumeClaimTemplate:
spec:
resources:
requests:
storage: 100Gi

4. REXHUGERZEN, ZHEERIN Pod R BTIEHIE.
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# 3 E REKOTA L

g
Of

R A BB, S8

S RNMHY StatefulSet W REWE
B, Mm-S BUIEES AR SS H B,

Hth BHR

® Prometheus BIEEEMEER
o FRANMHRGY BREAMEFH (PVC)

3.3.2. {82k Prometheus 1R E0B IR B BT (8] FO K /)N

ZIAER T, Prometheus jj*ﬁlb\zFA”PT’h{%aa 15 RIEPrEHE, A LUEER Prometheus SEBIBG{R B
8], LUMEBIEMIPREIRE EN, SR LUK BRBIEEIRFERANRRME ZE £,

BIREEEH NPT —R, FEib, FAME (PV) TREAKEEMHERIDHIER, TEaiBid
retentionSize fR#l, EXF1E R T, KubePersistentVolumeFillingUp ZkR&fi%, &
2| PV EByZE[E/{KF retentionSize R,

FRFH

BT LERAER cluster-admin £8 A GBI A B0 EEE,
1R E 02 cluster-monitoring-config ConfigMap X 5

B&% OpenShift CLI(oc).

it

1. %% openshift-monitoring i E #1# cluster-monitoring-config AZi&ERET :
I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1E data/config.yaml TR BN A FIA/NECE -

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |
prometheusK8s:
retention: <time_specification> ﬂ
retentionSize: <size_specification> g
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ﬂ REWH : MFEEML ms (%* P) s () .om (2%¥) . h (K [ d
(R) . w (B) sy (F) ., BLAILVHEIEENEME, 20 1h30m15s,
REBX/AN : BFEEIL B (bytes), KB (kilobytes), MB (megabytes), GB (gigabytes), TB
(terabytes), PB (petabytes), #1 EB (exabytes).o
LAUTF 14 Prometheus SEBIBIR BB IS (A1 E Jy 24 NI, REEKR/NZTH 10GB -

5 Prometheus % & & &5 5 8] =41

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
retention: 24h
retentionSize: 10GB

3. REXHLERZER. ZHEERH Pod RETNEHEE.

Hith BT
® Prometheus $EFRBIER B [A]F A/
o HRRERKDOITE IR
® Prometheus #IEFEFIHER
o WEMTEBFMHIEA
o TRRRFAME
o itz fE

3.3.3. BELR ARSI iEes

& LABC & OpenShift Container Platform #/OE A E1E, LUER% ARS ikdskINE RIS B/
*E*Tio

FERE, THRRSEERSM kubelet i AT NEIABITETT, FIF honorTimestamps FEHIHIXE
H true,

Wi ERT RS ks, EALUIREH oc adm top pod 458k Horizontal Pod Autoscaler {# FIIEF
Prometheus Adapter B CPU FHE I £/ — 214,

3331 R ARG Nk

& ] LUt £ openshift-monitoring 74 22 [A] R cluster-monitoring-config ConfigMap *f & FEC &
dedicatedServiceMonitors ##, %0 & R E N F AT AR Lk,

AR
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e B% %k OpenShift CLI(oc).
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o fRE I cluster-monitoring-config ConfigMap *f .

it

1. Yw%E openshift-monitoring #r & 22 (5| F A9 cluster-monitoring-config ConfigMap X :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. LA RBIFRR, FH[II—4 enabled: true #-{EX :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
k8sPrometheusAdapter:
dedicatedServiceMonitors:

enabled: true ﬂ

¥t enabled FEXFIEIXE N true UEE—NE RS MIEEs, Z WIS AT kubelet
/metrics/resource i &,

3. REXHLIBTIN AENR,

g
Of

WIRIRTEN] cluster-monitoring-config o BRETAI R NS, FTRESEHTER
Z openshift-monitoring 1 B F1# Pod F1EAth ¥R, 1ZT1E P IETEZITH
IR RERER.

3.3.4. /y Prometheus Adapter X & it B & F

ERNER LT, EALLCH Prometheus Adapter B2& & 1T B E A,

FeREH
e B% %k OpenShift CLI(oc).
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o fRE I cluster-monitoring-config ConfigMap *f &,
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iz
& ] LAFEEAIA openshift-monitoring 211 B # 7/ Prometheus Adapter % i& # it B &40 :

1. Y%’ openshift-monitoring 1B 78 cluster-monitoring-config ConfigMap %/ £ :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1f data/config.yaml T#J k8sPrometheusAdapter/audit 355 #7510 profile:

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
k8sPrometheusAdapter:
audit:

profile: <audit_log_level> @)

ﬂ I A E| Prometheus Adapter B it B & Fllo

3. f#£H profile: MM LT EZ — X BHITHEI :
e None : it FEM4,

e Metadata : {UCKIERMITTHIE, WA, BEEE, AEICTIERSTAFINR
A, metadata 2\ 1T BHELH,

e Request : (UCETHIBE RLA, MAICEMNY LA, XAETARERFIER

e RequestResponse : HESEHITEIE, 1HRTAFMN AR, XAETAE B FIEGFTIRF

*O
4. REXHUGERZEN, ZHEERIN Pod 2 BTIEHIE.

1. 7EBCEMETHY k8sPrometheusAdapter/audit/profile T, [ HEXFIXE N Request FH{REFEX

%,

2. ik Prometheus Adapter B pod IEf£i121T, LA FRBI5IH T openshift-monitoring % B Y

pod IR :

I $ oc -n openshift-monitoring get pods

3. E%U\IEE%EB T EF'T—I—E/L.\ &%IJ*DEE'H—E/L.\i#FE%’fi .

I $ oc -n openshift-monitoring get deploy prometheus-adapter -o yaml

it Bl
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a’:;." 3EEEE*2’L:“ I-Lxu

- --audit-policy-file=/etc/audit/request-profile.yaml
- --audit-log-path=/var/log/adapter/audit.log

4. i\ openshift-monitoring 771 B 7 prometheus-adapter ZRE RN T EMHE KL -

$ oc -n openshift-monitoring exec deploy/prometheus-adapter -c prometheus-adapter -- cat
/etc/audit/request-profile.yaml

i th 7 Bl

"apiVersion": "audit.k8s.io/v1"
"kind": "Policy"
"metadata”:
"name": "Request”
"omitStages":
- "RequestReceived"”
"rules":
- "level": "Request”

INRIEN ConfigMap X R #) Prometheus Adapter Hi A T —NRIFAAIH profile
&, MAEX Prometheus Adapter #4TfE{AIE X, Cluster Monitoring Operator
= %la%%iﬂlio

# & Prometheus Adapter I ITEE :

$ oc -n openshift-monitoring exec -¢ <prometheus_adapter_pod_name> -- cat
/var/log/adapter/audit.log

3.3.5. WA HK X ERTIH|

& B LA Alertmanager, Prometheus Operator. Prometheus #1 Thanos Querier B2i& B &7,
LUF B2 5 A 5 A2 cluster-monitoring-config ConfigMap % 5k FR9AE X 4H 4 -

e debug, ik, ER. BEEMHRER.

e info, ILXER. BEEFMERHER,

e warn, {UCREEMEHRHER.

e error, [ULREEITEHR,

ﬂk})\ BE& &%”% info,

FeREH
o MATLUFAEA cluster-admin £ A BMNAF 5015 R EE,

o fRE I cluster-monitoring-config ConfigMap *f %,
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e B% %k OpenShift CLI(oc).

Pt

1. %i%E openshift-monitoring 7 B #1# cluster-monitoring-config &t &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1Z data/config.yaml T H4H{4 1N logLevel: <log_levels :

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

<component>:
logLevel: <log_level> g

© CEHERERRINEERRA. TRNAEaE
prometheusK8s. alertmanagerMain. prometheusOperator %1 thanosQuerier.

Q FNEMSBHIBER . TTRE N error. warn, info #1 debug. EXIA{E info,

3. REXHLERZER. ZHEERIH Pod RETNEHEE,

4. B EFEBXIBFNERESK Pod BRERBINEBNA T BERI, LLTFRAEIE prometheus-
operator FREHI A KL

I $ oc -n openshift-monitoring get deploy prometheus-operator -o yaml | grep "log-level"

i Bl

I - --log-level=debug

5. MEHEHE Pod @B IERIZTT. UTRBIFIET pod BPRTS :
I $ oc -n openshift-monitoring get pods

0K ConfigMap &5 T — M KRIFAIM loglevel {E, NI/ Pod RTEETTIRAK
IbEE‘O

3.3.6. /) Prometheus B A& HEX 4
1B 7 LS Prometheus BB WS B1 82T E BT AR B EX .
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B3IFEREKLTAL

BF

HFAXEFEERY, FEIFERE BN R TR BERRES X Imh /5 AL Th e, SeRtifE
HebRE, @ RE SN ConfigMap M RATMEVESCRER BB KILT, LIS RIZIEE,

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o fRE I cluster-monitoring-config ConfigMap *f %,

e B% %k OpenShift CLI(0C).

it

1. %%k openshift-monitoring 7 B #1# cluster-monitoring-config &t &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. ¥ Prometheus B queryLogFile 2#(7x 1% data/config.yaml F :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:

queryLogFile: <path> ﬂ

ﬂ //J\\ﬂﬂgﬂ% 1@5’]&##5’3'*'*&% *o

3. REXHLERZER. ZHEERTH Pod RETNEHEE.
4. BEHMR pod BB EHEIZTT. UTRAIGHIIET pod BPRE -

I $ oc -n openshift-monitoring get pods

i th o Bl

prometheus-operator-567c9bc75¢c-96wkj 2/2 Running 0 62m
prometheus-k8s-0 6/6 Running 1 57m
prometheus-k8s-1 6/6 Running 1 57m
thanos-querier-56¢76d7df4-2xkpc 6/6 Running 0 57m
thanos-querier-56¢76d7df4-j5p29 6/6 Running 0 57m

5. HENEHHEE :

I $ oc -n openshift-monitoring exec prometheus-k8s-0 -- cat <path>
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“ o
ARETIECXNENEEE, RERERNIKE.

Hi 5w
o HERMERDOTA RIEHELE

3.3.7. 5 Thanos Querier & A& HHFZICHE

%I F openshift-monitoring 71 B RHIEKIA T & 512, & LU A Cluster Monitoring Operator 3if3k
Thanos Querier IZ{THIFF A &,

5

HFAEFEERY, FEIFERE N R TR BERRES X Imkf /5 AL TheE. SThtifE
HebRE, @ RE SN ConfigMap W RATMEVESCRER EWBRILT, LS RIZIEE,

SoRFEH
e B% %k OpenShift CLI(0c).
o AEILIEMESA cluster-admin 8 A B B2 15 &EE,
o {RE 4% cluster-monitoring-config ConfigMap *f .
iz
& A LAFE openshift-monitoring i E &/ Thanos Querier JA A& HE&ILK :

1. Y@’ openshift-monitoring 1B 18 cluster-monitoring-config ConfigMap %/ £ :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1f data/config.yaml #5510 thanosQuerier Z84 7R 0(E, 0 TFFIFT® :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
thanosQuerier:
enableRequestLogging: <value> ﬂ
logLevel: <value>

ﬂ FHEX N true U ABREICE, FIT false %iE 7 disable logging. BRIAEH false,
Q F${E1% M debug. info. warn % error, #13R logLevel %A {H, NIBEXFIBRINN

error.
3. REXHLERZER. ZHEERNIH Pod RETNEHEE.
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1. 3%1E Thanos Querier pod @ B IEEIZ1T. LU TFRBlerSFIHE T openshift-monitoring 77 B A HY
pod K :

I $ oc -n openshift-monitoring get pods
2. AT ROIGSERNRRLZITINER

I $ token="oc create token prometheus-k8s -n openshift-monitoring®

$ oc -n openshift-monitoring exec -¢ prometheus prometheus-k8s-0 -- curl -k -H
"Authorization: Bearer $token" 'https://thanos-querier.openshift-
monitoring.svc:9091/api/v1/query?query=cluster_version'

3 BITUTHERERENARE :

I $ oc -n openshift-monitoring logs <thanos_querier_pod_name> -c thanos-query

A~ thanos-querier pod E&E ol HBI(HA)pod, FRLAMEAIBERBEBEI— pod
HHE.

4. WEHKICRMERNERRE, B SiEEMS 1 enableRequestLogging [EFE N false k&
B E‘L/j H /..,\152:%0

3.4. HDES LR B ISR
ERERIES, LU IRERAGMEE S IEASMNIIT

EA LU RIEOE B IR 2R B R ST AT KHATRE, FRIRERET ID R mBEtr, LURBIRBETRE
BFROEURE.

HiBR
o THRIEIR

3.4.1. BB iR B AFE

BRI LABL B L2 B ATENE, fF Prometheus BES I S IBEVIBIR A X BILAZ R ST, LUHITKEAERE, X
MAERM Prometheus FHETEREI A N FNHT K,

FeRFH
o AILIEMESR cluster-admin E£8EA B B2 15 SR,
e {ZEfJ# cluster-monitoring-config ConfigMap *f .

e B% %k OpenShift CLI(oc).
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BERET —MEREARS IR

@uﬁﬁ 0N

= (%0 Thanos) , FHMEIRS URL, BX5 2B AINEE
ANFENELR, 55 Prometheus LiZim S FI7FGE STRY,

ARRRMEELREALEENRER, MAREAEXEKERKSHERIES. &
FRMTTRERCHRR, XERRSLEEARS. HRERSEENHUTEE
LR R,

KRB NIFEE AR R7E Secret ¥ R IXEFBIEIUEEIUE, AT openshift-monitoring 6%
Z2 [A] R Al secret,

Dig¥
Of

RO RENE

VA

THERA HTTPS F &2 KIE MR = A X8 TR,

it =

1. %%k openshift-monitoring 7 B #1# cluster-monitoring-config &t &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

apiVersion: vi

kind: ConfigMap
metadata:

2. 7t data/config.yaml/prometheusK8s T7&x11—1 remoteWrite: 543, 1 TFHIFTR

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |
prometheusK8s:
remoteWrite:

- url: "https://remote-write-endpoint.example.com” ﬂ
<endpoint_authentication_credentials> 9

@ LESAKRMURL,
2

R FRIIETEMER, BRIXENE NS ER AWS ZERA 4, ERHTTP

Authorization i53K15k, EARFHINUE. OAuth 2.0 # TLS B imi T HA4IE, BXRXX
R ORIEAETORE, HS0H XA LETASBEILRE,

3. TEEMTIEEE RN write relabel BRE(H :

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config


https://prometheus.io/docs/operating/integrations/#remote-endpoints-and-storage

B3 E EEROTFE T

namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
<endpoint_authentication_credentials>
writeRelabelConfigs:

- <your_write_relabel_configs> ﬂ

@ iEELEITRERMIEITRIRE,

A —1 %N my_metric BENMEIRERA

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
writeRelabelConfigs:
- sourcelabels:[_name__]
regex: 'my_metric'
action: keep

£ my_namespace 5 A 22 [H] b & 4 my_metric_1 1 my_metric_2 B935FrRH1

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
writeRelabelConfigs:
- sourcelabels: [__name__,namespace]
regex: '(my_metric_1|my_metric_2);my_namespace'
action: keep

4, RIEFXGLGERZER. FHORERKBINA,

Hith BTR
e writeRelabelConfigs

e relabel_config (Prometheus 3X#%)
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3.4 TEHWNIEREBEABMREIEXRE

ERLMERARB A ERIDEREE AR R T EHRIE. BRSNS HEIEREE AWS EEMRE 4,
EXFMIGIE, B OAuth2.0 M1 TLS & iR, FTRIEHMAEXATLREANIZIFI M IS ERIE
'I‘ﬁc

BHREAE A i BRI 7 B 50

AWS Z &M A 4 sigv4 e AWS B2 hRA 4 51)
KU NERE R, BB
L. OAuth 2.0 KEAEHBIIUER

B At A%
EAXHMHIUE (Basic basicAuth AR HIUFEREEMNR &
authentication) BINEEMNTLREEANGFRLEXER
Rk,
B AL B ERREENSEEENIREE
AiER_Ei%iE& Authorization #r
OAuth 2.0 oauth2 OAuth 2.0 R EERE FinEiER

F 258, Prometheus ERAEER
& i 1D 1% Fif secret M
tokenUrl FRER 1 7] 45 h& Sk 1) [m]5zE
BEAmE, BRESEN. AWS
HAMA 4 HEX GBI R
Lt A%,

TLS B tisConfig TLS BEFMECEIRE CAIUEH. &
FIRIE RS P IRRAXHEER,
FAF#EA TLS 525 Al mAR
ST EHREIE, TERERE
MENIRT CAIERXH. B/iG
UEF S FIE i e B S

3.41.2. ;2B AFPEIL KB R A

UTFRBIRSRT AT ERIZRE AR RNFRSMEIEXE, BNRIDERT NARESE 51705
EEREMEMAE X IXERIN N Secret MR, BNRAIBEZHEIUE, LLATF openshift-monitoring 3%
2o jE] R BRI B 1A 1,

3.4.1.2.1. AWS Z & iR A& 4 551E80 YAML 7=~

LUFERT openshift-monitoring fp 4 22 [F] &/ sigv4-credentials 7Y sigv4 secret FIIZE,

apiVersion: vi
kind: Secret
metadata:
name: sigv4-credentials
namespace: openshift-monitoring
stringData:
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accessKey: <AWS_access_key> ﬂ
secretKey: <AWS_secret_key>
type: Opaque

Q AWS API i} [a] B85,
9 AWS API secret B%H,

TEEZRT— AWS Signature Version 4 ;2125 A P55 IE%EREI, ©#A—11E openshift-
monitoring %3 & 22 5] R #9 & sigv4-credentials fJ Secret 14 :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://authorization.example.com/api/write"
sigv4:
region: <AWS_region> ﬂ
accessKey:
name: sigv4-credentials 9

key: accessKey
secretKey:

name: sigv4-credentials ﬂ
key: secretKey
profile: <AWS_profile_name> (@
roleArn: <AWS role_arn> ﬂ

@® ~wsKHE.

OO =5 AWS API iR ZIEH Secret 1 REY AT,

© 7EisE Secret MR HEE AWS API T FIBHIE .
© 7EisE® Secret IR EE AWS APl secret TR,
© FTRIEMAWS BEENLT.

@ HEEAEH Amazon FRATRARN)HIME—FRAR,

3.41.2.2. RFEXFHBTIUER YAML 451

LUTFERT openshift-monitoring & 22 (5] 14/ rw-basic-auth #J Secret X REAX BRI ILETR
i

apiVersion: vi
kind: Secret
metadata:
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name: rw-basic-auth

namespace: openshift-monitoring
stringData:

user: <basic_username> ﬂ

password: <basic_password> g
type: Opaque

Q® =%
® =H.

LUFRBIER T openshift-monitoring a1 % 22 [B] A4/ rw-basic-auth 9 Secret X/ & basicAuth
EREARE, BBREEENHRIZE T FPRIEER.

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://basicauth.example.com/api/write"
basicAuth:
username:

name: rw-basic-auth ﬂ

key: user 9

password:
name: rw-basic-auth 6

key: password ﬂ
w%%%ﬁ%ﬁiftﬁﬁﬁ’ﬂ Secret M REIE T,
Q EHEER Secret NRHPAE A AHEH,
Q TEHETE Secret M RHPBEBEMLHIEH,

3.4.1.2.3. {# [ Secret ¥ R&iT bearer ST H DI UFA YAML =45

LIFE7R T openshift-monitoring 6 22 (6] £ /7 rw-bearer-auth B Secret X/ R# bearer FHILE :

apiVersion: vi
kind: Secret
metadata:
name: rw-bearer-auth
namespace: openshift-monitoring
stringData:
token: <authentication_token> ﬂ
type: Opaque

© =H%iEam.
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AR 278 T 1£ openshift-monitoring 3 % 22 (5] {8 FH & /) rw-bearer-auth #J Secret X §B bearer 55h&
BC B AR AT B R

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://authorization.example.com/api/write"
authorization:

type: Bearer ﬂ
credentials:

name: rw-bearer-auth g
key: token 6

Q HRAISIFRAY, BRIAE )7 Bearer.
Q SBE BRI ERRN Secret X RIIZ R,
9 EIEED Secret M RHPEE BDFIES IR,

3.4.1.2.4. FF OAuth 2.0 %R YAML 7R~f1

LT ERT openshift-monitoring @4 %2 i1 & 7y oauth2-credentials B Secret % &) OAuth 2.0 %
B

apiVersion: vi
kind: Secret
metadata:
name: oauth2-credentials
namespace: openshift-monitoring
stringData:
id: <oauth2_id> @)

secret: <oauth2_secret> g
type: Opaque

Q Oauth 2.0 ID,

9 OAuth 2.0 secret,

TEITT—1 oauth2 iif2EA A $1IERFIEEE, ©fEA openshift-monitoring 6% Z2 A& H
oauth2-credentials B Secret T :

apiVersion: vi

kind: ConfigMap

metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
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data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://test.example.com/api/write"
oauth2:
clientld:
secret:
name: oauth2-credentials ﬂ
key: id @
clientSecret:
name: oauth2-credentials 6
key: secret ﬂ
tokenUrl: https://example.com/oauth2/token 6
scopes: G
- <scope_1>
- <scope_2>
endpointParams: ﬂ
param1: <parameter_1>
param2: <parameter_2>

TR Secret W REILF, EER, Clientld ATLLE| A ConfigMap *1%, 1B clientSecret 4773
FA Secret X%,

WHE‘E Secret X KA EE OAuth 2.0 FIEHEH,

g ATl 18 E M clientld 1 clientSecret FXEXThEHY URL,

© BIUER OAuth 2.0 B, XLESEEIRRME T HHEA LUV FIEIE,
@ FIURFSBATEN OAuth 2.0 BIUERSH,

3.4.1.2.5. TLS EM'im &2 5 1EH YAML =4

LT ERT openshift-monitoring @34 22 [H] 14 mtls-bundle B9 tls Secret X/ ) TLS B ImXER
il

apiVersion: vi
kind: Secret
metadata:
name: mtls-bundle
namespace: openshift-monitoring
data:

ca.crt: <ca_cert> ﬂ
client.crt: <client_cert> 9

client.key: <client_key> e
type: tls

ﬂ Prometheus &25H A FHRIEARS FRIUEHBI CAEH,
© RAT5SRSBITHBIENE IS,
© zrEmi,
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U TFREIERT FER%E N mtis-bundle B TLS Secret X7 & H tisConfig Li2 5 A BN IR B,

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
tIsConfig:
ca:
secret:

name: mtls-bundle ﬂ
key: ca.crt g
cert:
secret:
name: mtls-bundle 6
key: client.crt ﬂ
keySecret:
name: mtls-bundle 6

key: client.key G

& TLS SR EIERIN R Secret X RBIEZHFR, FER, cafl cert TLA5|H ConfigMap
TR, {8 keySecret W4/ii5|F Secret ¥R,

Q 8 7E Secret X RHPMEE, HPESiHmM CAIETf,
Q 8 7E Secret X RPN, HPEEIHRNE N IHIET,
6 BEE MM secret UIEE Secret X R P,

3.4.1.3. 2B APAFIEL & 2~ 5

&I LAfE A queueConfig M RFIEEE A, LUAMEREANIISE, UTROILERT queue B8, LU
X E1 17 openshift-monitoring & 22 A R BRI\ & A BRI E,

ERARMEATIEET ASRECE T

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
<endpoint_authentication_credentials>
queueConfig:
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capacity: 10000 )

minShards: 1

maxShards: 50 6
maxSamplesPerSend: 2000 ﬂ
batchSendDeadline: 5s 6
minBackoff: 30ms G
maxBackoff: 5s a
retryOnRateLimit: false 6

FEMISIREFRT, 8100 ERANHEARE,

xRN\DHREBE,

RADAHBE,

B RER RN,

FEARTE A X R R BT[],

AEH—NRIWETHERATF RN F, BREIXBIN FEBINME, &K maxbackoff i,
FEEIR— D RIMETE RATF R R A (A,

Q990920009

RSN true, UITEMIZRE AFHEER 420 KERHEEIIEK,

Lth B

o AT EFEE AR Prometheus REST AP| &%

\

o LiEE AF AR m(Prometheus 3X1%)
o 2B AHEE(Prometheus 1Y)

o Tf# secret

3.4.1.4. 2 E AIEIRK

TREEXLEEAMITLIE write-adjacent $51r, HEAa@g&iH#—S MR, UEBBE LIRS ARE IR
R [A] R,

&t ik

prometheus_remote_storage_highest_timest '~ Prometheus FHEIEEAIFE AR write-ahead B&
amp_in_seconds (WAL)BY S35 [R] 2,

prometheus_remote_storage queue_highest T RILEE APNFIMRINA 3% B RHITE] B,
_sent_timestamp_seconds

prometheus_remote_storage_samples_retrie  iZf2EATELENREIBE, WHEHLEETE
d_total FiE, MRLEIRI—EREESERE, NFRTMLH
L RE T i i s B9 [
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B3 E EEROTFE T

f&hn ek
prometheus_remote_storage_shards DTREFINEBNERERIZITE VNP R,

prometheus_remote_storage_shards_desire RIBLFINEATHEMEAS L EFEAIRE LR

d TTEND FEE.
prometheus_remote_storage_shards_max ERETHAREEND FHRABE,
prometheus_remote_storage_shards_min ERETHAREENSD FHR/NMNIE,
prometheus_tsdb_wal_segment_current Prometheus HRTIEES AFTEIEH WAL E& T

prometheus_wal_watcher_current_segment BNERE AL L FEERAY WAL ER ST,

3.4.2. HIEITOI3REEEE ID 1755
&A1 LU £ openshift-monitoring #3422 8]  cluster-monitoring-config EgiE S R IZIEE A
Zh#H write_relabel % & X N1ETR OB E ID 1755,
SERFEH
o MALIEAEA cluster-admin £ AGMA - FD Vi RIERE,

o fRE I cluster-monitoring-config ConfigMap *f &,
o B&% OpenShift CLI(oc).

o MERE TIREEARF,

it

1. 4% openshift-monitoring 771 B 8 cluster-monitoring-config At ERR5T :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 7£ data/config.yaml/prometheusK8s/remoteWrite F1#J writeRelabelConfigs: 25 RN A
ID E¥PriCEEE

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
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<endpoint_authentication_credentials>
writeRelabelConfigs: ﬂ
- <relabel_config>

@ EEAEITERANETRNEARRITICRBIIR
@ BIEIILRT A RIS RE,

LUFRBIER 7 a5 FA SR 2% 1D 4555 cluster_id ¥ 4 3847 -

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
writeRelabelConfigs:
- sourcelabels:
- _ tmp_openshift_cluster_id__ ﬂ
targetLabel: cluster_id g
action: replace

ﬂ RERAN A& _ tmp_openshift_cluster_id__ BYIGFT &8 ID RITZ, LIRS FRE BT
T EREEE ID FRE e,

Q BE A ERLIRE AEMEMIEIRERE ID i1E &M, MREFERIBIREEENITE LT,
NEZERERXANER D IRENEMER. N TREEH, FEFER
__tmp_openshift_cluster_id___ H—}:E%VFT 1C5 AN BR{E A b & FFRIFTRSS
replace write relabel #4F, fFInREE#A £ BB BN, XMRESEINT
H, MNRERBEIREEMRE, MBS H,

3. REXMHLERZEN, FHEERWEINA.

Hth B
L ETE‘Wq:'mJJD%ﬁ 1D ﬁ‘ﬁ
o JREXKAEID

3.5. DS R EE R FE A

&0l LS B A=Kt 42 Alertmanager S28l, M Prometheus B§ A Elif sl gR. LT LB E
M ARZEMIINZIRR BN A R AN ENR, LURINE BTHiEE R.

3.5.1. BEEE 4 ER Alertmanager 245
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a’:;." 3EEEE*2’LI\‘ I-Lxll

OpenShift Container Platform Wi #iL & & — N A Alertmanager 52, FIF M Prometheus BHZ
Ko

I&A LAARIN AR Alertmanager SEI 3£ B OpenShift Container Platform #% /0 B B Z4R,

MRIEN L ANERERMERINER Alertmanager BRiE, FE WENERFZRAAMEE], MATLUERHEA
8B Alertmanager SEBIEIR S MR ERIRE,

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 5015 R EE,

o fRE I cluster-monitoring-config ConfigMap *f &,

e B%%k OpenShift CLI(oC).

it

1. Y%’ openshift-monitoring 1B # cluster-monitoring-config fic BRET :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. {#F data/config.yaml/prometheusK8s FHEZE £ I1FHRIN—1
additionalAlertmanagerConfigs 84 :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
additionalAlertmanagerConfigs:

- <alertmanager_specification>

¥ <alertmanager_specification> &t/ #i##) Alertmanager SLBIE S R4 EF H B E
15, BRIXFNEDEIESESR bearer 5h& (bearerToken) 1% /i TLS (tlsConfig).

U RAIEEMEHERT AR N iR TLS BR R IUER bearer 518°H Prometheus BB R4 HY

Alertmanager :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
additionalAlertmanagerConfigs:
- scheme: https
pathPrefix: /
timeout: "30s"
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apiVersion: v1
bearerToken:
name: alertmanager-bearer-token
key: token
tIsConfig:
key:
name: alertmanager-tls
key: tls.key
cert:
name: alertmanager-tls
key: tls.crt
ca:
name: alertmanager-tls
key: tls.ca
staticConfigs:
- external-alertmanager1-remote.com
- external-alertmanager1-remote2.com

3. REXHLERZER. ZHEERIH Pod RETNEHEE.,

3.5.1.1. ZF A Alertmanager

1£ OpenShift Container Platform i #£#£% 89 openshift-monitoring 27 B 7 2k 1A /5 A M Prometheus 52
BIE& R EHRBIA L Alertmanager.

INRIEREEALRM Alertmanager, T LLUEL1E openshift-monitoring 771 HEZ & cluster-monitoring-
config ECiERRESTRE AT,
SeRFH

o HATLUEAEA cluster-admin £ AGHNA T 5010 £E,

o EBEAIET cluster-monitoring-config foBRET,

e B% %k OpenShift CLI(0c).

it =

1. %i%E openshift-monitoring 7 B #1# cluster-monitoring-config At &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1f data/config.yaml T/ alertmanagerMain “E{4 710 enabled: false :

apiVersion: vi
kind: ConfigMap
metadata:

name: cluster-monitoring-config

namespace: openshift-monitoring
data:

config.yaml: |

alertmanagerMain:
enabled: false
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3. REXHLMESREEN, NMEABEHET, Alertmanager SEl&BEIEZH,

Hth B
® Alertmanager (Prometheus 3X#%)

o LIEEAGMNERER

3.5.2. J Alertmanager ECi& secret

OpenShift Container Platform Wi iR HEiL &3 Alertmanager, BIFZHM Prometheus B&E 2| miE UK
&, MREEERT BB HITEMIULLUE Alertmanager BETFE S A X ZER, EATLUS Alertmanager
& HEA IS ENEF LI EREN secret,

Blgn, &R LU Alertmanager BCiE N {E A secret SR ZERABIEFIUAL N (CA) & fRBYIET B =%
BRI T B IIE, LRI LU Alertmanager EEE 1 {E A secret EHREERTEAR HTTP SR 5 IEBE XX
BRI TR, EXWMHERT, FMREIEFIEEE ST Secret MR, MARSELE
ConfigMap X &/,

3.5.2.1. 7£ Alertmanager BZi& 710 secret

& 0] LLE S 4w openshift-monitoring 111 B 189 cluster-monitoring-config ECE ST, I secret 7NN
E| Alertmanager B2 & A,

I secret RINEIEEMREF, secret fE—NE1EEE Alertmanager Pod #J alertmanager & 23 Y
/etc/alertmanager/secrets/<secret_name BJEH,

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 5015 R EE,

o EBEAIET cluster-monitoring-config foBRET,
o RE NI T E7E openshift-monitoring 11 B A Alertmanager FECER secret,

e B% %k OpenShift CLI(0c).

it =

1. %i%E openshift-monitoring 7 B 1% cluster-monitoring-config &t &4t :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 7t data/config.yaml/alertmanagerMain T&i1— secrets: #84%>, HFEBLUTEE :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
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secrets: 0

- <secret_name_1> g
- <secret_name_2>

ﬂ AT BEEEEE Alertmanager B secret, secret I F 5 Alertmanager % R1EE
fn 4 ZE A,

e BEEKERFMEILEIER Secret X RIIEFR, MMRIEBARMZ A secret, HREF secret
BAEFITH,

LUF R BIEC EBREYIXE R Alertmanager BCi& /{8 A &7 test-secret-basic-auth # test-secret-
api-token 1> Secret X% :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
alertmanagerMain:
secrets:
- test-secret-basic-auth
- test-secret-api-token

3. REXMHLERZEN, FEERWEINA.

3.5.3. 12 [B] Fe 51 FIZE He Ao B AN AR PR s

EA LUFER Prometheus BIAERIRZTHRE, 1B E XIREMIINEIE FF Prometheus BIFRA B (8] 51 F1Z
?&Q

SoREH
o EALUFERAER cluster-admin £E A G &9 170 &8,
o KB AIE cluster-monitoring-config ConfigMap %%,
e B% %k OpenShift CLI(0C).
i =
1. %% openshift-monitoring Wi E ## cluster-monitoring-config At & RRET

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1f data/config.yaml & LIEE BN EVRRIIBIIRE

apiVersion: vi

kind: ConfigMap

metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
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data:
config.yaml: |
prometheusK8s:
externalLabels:

<key>: <value> 0

ﬂ 1F <keys: <value> B W HEY, HA <keys> BHITZMIME—ZTR, <value> BEMIE,

Digk

==
[=]

o RE(HF prometheus 5 prometheus_replica fE W& F, EhE

T2RENHIWES.

o AEMA cluster (FABPEM., FRAECHRERKFBIALARNKIREE
B HIER AL,

flan, FERRFRESMIAMER TR RINEIFR B R FSIFE RSP, HEAUTRA

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
prometheusK8s:
externalLabels:
region: eu
environment: prod

3. REXHLERZER. ZHEERTH Pod RETNEHEE.
Hith 5w

o HERMERKDTA RIEHELE

3.5.4. e EEREH

1£ OpenShift Container Platform 4.14 /1, &R LUTE Alerting Ul R E B A Bk, Ea LU Bl EE k%
I52%, f§ Alertmanager B2 N & EB XN A EMRABE,

BF

Alertmanager RN R 2L EBEH, 5 ZE IR web #2H|&3:&E1 alertmanager-
main secret B & Z R IF IR RIZBCE A,
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o JHEHIAEBISNERRS

e PagerDuty Fih

® Prometheus Integration Guide (PagerDuty 3X1%)
o NIPHMRISIRAR AR

o NRAFENMTEERERIRH

3.5.4.1. HRINFEEERECEE RIS H

IRAT LUSF Alertmanager BRiB & @A, UEBCRBEBENEZER. 1% openshift-monitoring
fn 4 22 [A| F Y alertmanager-main secret FRIBRIABCE R B 7E X Alertmanager #0141 % 358 5078 X BRI
BERIE.,

OpenShift Container Platform Alertmanager B2 & APt 2 {2 #5 L ifF Alertmanager BIFTE
Iheg, BEMESZ RN LHE Alertmanager IRAMIFTBEE LTI, 1ES 0 Alertmanager B
& (Prometheus 3X#%),

FeREH
o MATLUFEAEA cluster-admin £ A EBMNAF 51015 R EE,

e B% %k OpenShift CLI(0c).

Y=

1. M alertmanager-main secret FiZER HHIIEELRY Alertmanager BCi&, FRTEARF A
alertmanager.yaml 3244 :

$ oc -n openshift-monitoring get secret alertmanager-main --template="{{ index .data
"alertmanager.yaml" }}' | base64 --decode > alertmanager.yaml

2. #T7F alertmanager.yaml 3X/4.

3. 4wk Alertmanager EZ& :

a. Ak : BBRIAB Alertmanager B2i& :

2K\ Alertmanager secret YAML 6

global:
resolve_timeout: 5m
route:

group_wait: 30s ﬂ
group_interval: 5m g
repeat_interval: 12h 6
receiver: default
routes:
- matchers:

- "alerthame=Watchdog"
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B3 E EEROTFE T

repeat_interval: 2m
receiver: watchdog
receivers:
- name: default
- name: watchdog

18 ETE N —HERINE AR LT Alertmanager 7E & 358 &N & 5 IR [H],

@G

18 7E Alertmanager BB & EXNIAB N —HER A FE B X FERAR R TE T8
iNgEIR

EETBMNESRININAETMEENFE, MREFEEBNETENMHARES, HF
repeat_interval {E% & /N T group_interval B9{H, EEMNBA{NAT LR, #lg0
W HLE Alertmanager pod EE S EFHFEER,

@

/IJ\\ 7Jl] ﬁzﬂi*ﬁ ”&%ﬁﬁa%

#...

receivers:

- name: default

- name: watchdog

- name: <receiver> ﬂ
<receiver_configuration> g

#...

© EuEnEm.

e BRBERE, ZFNEWEREAE PagerDuty, Webhook, HLFHBE. Slack 1 Microsoft
A1,

£+ PagerDuty Boi& W E W ER B

#...

receivers:

- name: default

- name: watchdog

- name: team-frontend-page
pagerduty_configs:
- routing_key: XXXXXXXXXX ﬂ

#...

ﬂ 7E X PagerDuty &£ ZHH,

L PR ECE B i AR89 Bl

#...
receivers:
- name: default
- name: watchdog
- name: team-frontend-page
email_configs:
- to: myemail@example.com ﬂ
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74

from: alertmanager@example.com 9
smarthost: 'smtp.example.com:587"

auth_username: alertmanager@example.com ﬂ
auth_password: password

hello: alertmanager 6

e B R B H B F R,
e B A B A8 F R
AT &5 FHMER SMTP IR Situtt, GiFiHOS,

18 7E Alertmanager FAFiE#EEI SMTP IR 8B E D IIEER. XANRBIFERR &
=i,

® 0009

BEZINFE SMTP RSB/ ENE, NREXEI SIS, NENLBRIIN
localhost,

BF

Alertmanager T E 458 SMTP IR %5 28R 4 XL FHMFER, BEE L FHRE
ZREWES, HREREEEAE SMTP RS BT EHERIFIE,

c. AIMIRAERE :

#...
route:
group_wait: 30s
group_interval: 5m
repeat_interval: 12h
receiver: default
routes:
- matchers:
- "alertname=Watchdog"
repeat_interval: 2m
receiver: watchdog

- matchers: ﬂ

- "<your_matching_rules>" 9
receiver: <receiver>

ﬂ {5 matchers A TMEEERES 17 RICERAICEAN], MREE LT ZIEMN, iF
B irBL 23 E A target_matchers & F5, X FIRICEE A source_matchers
2R,

EESERTENIRE,

o

EEERTERMNERSEEH.
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match,match_re target_match target_match_re source_match, #
source_match_re B &, BIIEFH, FHiTXELLERMAITIRA
BRo

Eikith

#...
route:
group_wait: 30s
group_interval: 5m
repeat_interval: 12h
receiver: default
routes:
- matchers:
- "alerthame=Watchdog"
repeat_interval: 2m
receiver: watchdog
- matchers: ﬂ
- "service=example-app"
routes:
- matchers:
- "severity=critical"
receiver: team-frontend-page
#...

Q ABICE K H example-app IRSSEIZE IR,
9 B U E MR OIEKRE, W TES M EREA,

BIE MBI B example-app RS54 B critica " EMAE R BB EI team-frontend-page

IR, BE, JLERBNBERFEEDANSRETRFPA.
4. MAXHHBIFRE

$ oc -n openshift-monitoring create secret generic alertmanager-main --from-
file=alertmanager.yaml --dry-run=client -o=yaml | oc -n openshift-monitoring replace secret -
-filename=-

5. @it W AL B FR N SRAS IERR FRBCE

$ oc exec alertmanager-main-0 -n openshift-monitoring -- amtool config routes show --
alertmanager.url http://localhost:9093

i th o Bl
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Routing tree:

L default-route receiver: default
—— {alertname="Watchdog"} receiver: Watchdog
L {service="example-app"} receiver: default
L— {severity="critical"} receiver: team-frontend-page

Hith TR
e 7f OpenShift 4 1A Alertmanager & EMIHEHR (LLIEEF 1)

3.5.4.2. {@ A OpenShift Container Platform Web £ & & L& H
& B LLE T OpenShift Container Platform Web 125 S EEZkEEH, LSRR T AR HIIMNEE A,

pa -3
OpenShift Container Platform Web # & 12t alertmanager-main secret Boi& Z ki

HIXEEYD, BRIV ESEEXEREERKH, SN EERATAERNER
Egm"o

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

it =

1. 7£ Administrator &/, # A Administration - Cluster Settings —» Configuration —»
Alertmanager,

pa -3
&, ELTLLET notification drawer i [A][E— T, % OpenShift

Container Platform Web 1£#l& A L ABREENR, FHI1E
AlertmanagerReceiverNotConfigured 2 #:%# Configure.

2. 1ETIER Receivers &893 H, s Create Receiver,
3. 7£ Create Receiver R#.r1, i/l Receiver Name, #AFEMFIFKAIEFE Receiver Type.
4. IR E -
e ¥IF PagerDuty ##UK25 :
a. EFEEMRIEBIF R PagerDuty SRR EEA,
b. i PagerDuty Z%&#9 URL,
c. MREBHRER A ImMEMHIFIBHEEMHME, 5= Show advanced configuration,

e %fF Webhook U85 :

a. IS HTTP POST &K & 2 EIMiE =,
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BI3IFRERLTAL

b. MNREJRENT O ETER L EA TR ZIMENINET, 15 R Show advanced
configuration,

o N FHLFHRFEEINES
a. ANINERBERMAXEE A FERAiE,
b. &I SMTP EBEIFIE, SIFEAXBMATHIL, FARAERFHANERENMROS,
SMTP fR55 2B E M & AR ESIE S,
BE

Alertmanager T B4 8 SMTP IR S5 28R 4 X FHMFER, BREHRF
MO ERIEWES, EMEREERNE SMTP RS SRATEIIEE TS,

c. EHEREEETLS,

d. ANREBFEVGETGwEE A BB ER X B ARTEVER, SgntE A FI@E M EXECE,

1H | Show advanced configuration,

e IfF Slack WS :

a. 0 Slack Webhook B9 URL,

b. RINERHBER A XEIH Slack HES A F .

IN
= =)

c. MIRBFEVETGwEE N A B EWER X B RTRENR, SmERINMAr GRE, Hik

% Show advanced configuration, AR LLULIER B B FHEEIERTRFIA - 4.

5. BINERT, MRMANERTHESMALERLENE, FEAXEEKES, NREFEM
REVEIRIE A BN AR AT ST 2 R ECRIPRE(EH, EHUTIA TSR

a. 7ER M Routing Labels Z84> A7 N RS B PR & FRADME.
b. X Add label ERINE % KEATRE,

6. m Create |2 K23,

Hith TR

® 7f OpenShift 4 /A Alertmanager & EMHEHR (LLIEZRF 1)

3.5.4.3. ARATAERMA N E LHWEREETRNERIZEKRS
BRI ESERMA A E LNERRERRNERIZERS, UBERUTLER
o FIARNTEAERE LB H ARG, DUREUX EER,
o FIERIE XMBERBMAXE H—NERES, UEIPARRELTETFIEER.

& LAUE A Cluster Monitoring Operator SRINEIFFE EAZEHRH
openshift_io_alert_source="platform" 3% LI EHY :

e {#FH openshift_io_alert_source="platform" matcher EICEERINE S LK,


https://access.redhat.com/solutions/6828481
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e {EM openshift_io_alert_source!="platform" 5 'openshift_io_alert_source="" [LfgizF KL
Be A B LRI,

 NBEERET SRR R LR Alertmanager SEBI, TIHERE RS,
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B 4T REAFTEEERE

BA4FERERT TENEEE

4. EFEE R TEAEINIEHER

AN AR EWILE R - E LB R /5 A A - TR IR LA R N e A & EC & R P TR 17 %k
PR AR,

o FHIEFTARIEHRNEESHIMAW AT, RELE Cluster Monitoring Operator
8 Config map 5| AR SIE ST F Rt TRE.

o INIEHMARTE RAAMBTIRE R, S B Cluster Monitoring Operator FEJIT
FOREW, FHMINEEREHTIR,

4.1.1. JERER R 1=

TRERTETURBEMN RIZRAHE, LUK user-workload-monitoring-config Bt i& bR &1 i F 5 & X L 2H
RIS,

& 4.1 BTFRAPENY E T RiE 2R 4

user-workload-monitoring-config A& B

Prometheus Operator prometheusOperator
Prometheus prometheus
Alertmanager alertmanager

Thanos Ruler thanosRuler
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OpenShift Container Platform 4.14 %ii%

Digk

=i
ConfigMap X R FAREREERRFRARMLR :
® Pod FREHHME. AL, ZHIRSHE.
o TN pod HEFILE :
o WFHYREH, XTHUMNARS R,

o NFHTREH, ANSTRAM, ZRMH pod RFHHELE, HiEHE
HPAE A,

o Titmr AMMME, EEFMBEHE LHFAMBSHKNMIARITZHRSH
I‘—*ﬁo

B FERRRERN PSS RN LFHTTHANLER,

41.2. B EXBIE G B aE

£ OpenShift Container Platform A, FRTBAUARSES RSN, @ATLUNEF EXWIEEBRE, &
A AR #E OpenShift Container Platform REIE 2HTE, MITHEAABIRIERMRIRF R, FHRXDIHEER]
DRI OEAAEMA - E LHTiE,

{8 Operator Lifecycle Manager (OLM) Z%&#) Prometheus Operator iRA5 F 7 & LI
Wi RFER., ALk, OpenShift Container Platform Az E N H OLM Prometheus
Operator BIEH Prometheus B E X HR (CR) R&EM B E X Prometheus L4,

4.1.21. WA E X E S A

SHEE AT LUEEEEE L2 ConfigMap Hi% & enableUserWorkload: true &3k i 7 & LI

B P U,

FRFH

HE

ZHAFEXHIE E BRI, ESIEMEREM B E L Prometheus 5441,
P2y~

R/ e LMEFAEA cluster-admin B A GBI U5 RI%REE, FHETE OpenShift

Container Platform AP EXHIE G BRE, AR, SESETLUEFEERS
FA A RR S BC & £ T WA 2 A P e RO B B4,

o METLUFEAES cluster-admin £ ABNAF S50 £E,

e B% %k OpenShift CLI(0C).
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it =

B 4T REAFTEEERE

o fRE I cluster-monitoring-config ConfigMap *f %,

o REEFMM G2 FEE openshift-user-workload-monitoring T B 1 #J user-workload-

monitoring-config ConfigMap. & LL7E1% ConfigMap = i 3% F 7 /8 Y B9 T01 B BOZH 44500
[ Eprimi

k

= -

BRIE S ELE B R 77 user-workload-monitoring-config ConfigMap 5, #B
S EHERE openshift-user-workload-monitoring 71 B 1 # Pod, AREEEME
B, XEAGEFTRERBE,

1. %%k cluster-monitoring-config ConfigMap %4 :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. ¥ enableUserWorkload: true 1% data/config.yaml T :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
enableUserWorkload: true ﬂ

ﬂ LIXE N true B, enableUserWorkload S0 h&E L A E BB 5 B a i,

3. REXMLMERZEN. REZBNERNAEFE CHIE B .

INRE N AP EXHINE B RREE, 2012 user-workload-monitoring-
config ConfigMap %%,

4. JiF prometheus-operator. prometheus-user-workload #1 thanos-ruler-user-workload
Pod 27 1E openshift-user-workload-monitoring 51 B 15217, Pod B ATsEHBE A LIRS A] -

I $ oc -n openshift-user-workload-monitoring get pod

i th o Bl
NAME READY STATUS RESTARTS AGE
prometheus-operator-6f7b748d5b-t7nbg 2/2  Running 0 3h
prometheus-user-workload-0 4/4  Running 1 3h
prometheus-user-workload-1 4/4  Running 1 3h
thanos-ruler-user-workload-0 3/3  Running 0 3h
thanos-ruler-user-workload-1 3/3  Running 0 3h
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Hth BHR

o AP TRMEEESE—F

4.1.2.2. BT RAFPIRE A E LB E B & i 2

ENEREIE R, BT LUF user-workload-monitoring-config-edit &2 E4AR 7. XBFNRIE
N HT B EEEMER RN, MARFMI]IEEFEE OpenShift Container Platform #%/D0y I 240 4
B RR

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o ENAGSERIMAIIKSBEFE.

e B%%E OpenShift CLI (oc) .

i

1. % user-workload-monitoring-config-edit & £ B4 openshift-user-workload-monitoring
TEHRBREF -

$ oc -n openshift-user-workload-monitoring adm policy add-role-to-user \
user-workload-monitoring-config-edit <user> \
--role-namespace openshift-user-workload-monitoring

2. BT EREXABHEREIEA - 25 B EMRIEY user-workload-monitoring-config-edit £
& :

I $ oc describe rolebinding <role_binding_name> -n openshift-user-workload-monitoring

~Blesm

$ oc describe rolebinding user-workload-monitoring-config-edit -n openshift-user-workload-
monitoring

it Bl

Name: user-workload-monitoring-config-edit
Labels: <none>

Annotations: <none>

Role:

Kind: Role

Name: user-workload-monitoring-config-edit
Subjects:

Kind Name Namespace

User user1 ﬂ

ﬂ EXBIF, userl DECZ user-workload-monitoring-config-edit & &,
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4.1.3. WA E W B B A& RS

£ OpenShift Container Platform /1, EEARLUNA A E LHTE 5 RERBH, XM REUTSE
AR :

o AFEXBIIEFAEREKE
o {HAEIAFA Alertmanager £,
o [N FFRE X HYIE i A #JREY Alertmanager £,
o BFRASNIREN A E LM EREEREA,
FTBOXES G, FRARHEMBIATLUIRAF E X BEE B E L ERMEREKH,

Lth

=

P
o THERFENHIEMERREH

\

4131 A E LN ERBHEAFE Alertmanager 5431
ST LS YF A B E R Alertmanager EXEALHIMA M E L ERBHEE,

FeREH
o MATLUFEAEA cluster-admin £ A EBMNAF 51015 R EE,

o SERBHEANAIENNIBERERT HIZ

e B%%k OpenShift CLI(0c).

it =

1. 4w% cluster-monitoring-config ConfigMap %% :

I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config

2. 1% data/config.yaml 10 alertmanagerMain %35 8 enableUserAlertmanagerConfig:
true :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
# ...
alertmanagerMain:
enableUserAlertmanagerConfig: true ﬂ
#...

¥ enableUserAlertmanagerConfig {Ei% & true, LUER 7 OIZFEA Alertmanager £
BEFIN AP E ERRHEE,
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3. REXHLFEHRZEN, FHUREREE DN A,

4.1.3.2. HAFE LHERERE A — N EB Alertmanager S5

E—LERF, EAEBENAF E X HNIIEEE S A Alertmanager S£6l, XEBFEERILES
Alertmanager SZf1 E’Jﬁjﬂi HEEFHNEAF EXHWERSRINTEERDTF. EXLRRET, bt
FEME S B — N SR Alertmanager S5, LAOCH P RE L B9TT B & 3FE R,

FeREH
o RETLUFEAES cluster-admin £ ABNAF S50 £E,
o MENAFNENMIEERT Wik,

e B% % OpenShift CLI(0c).

it =

1. 4w%E user-workload-monitoring-config ConfigMap *f % :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 1f data/config.yaml T, 710 alertmanager %f4 8 enabled: true #1
enableAlertmanagerConfig: true :

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

alertmanager:
enabled: true ﬂ

enableAlertmanagerConfig: true 9
ﬂ ¥ enabled {Hi% 7 true, NEEHBIREFE LHIIEE A Alertmanager T 4, [HEX

7y false SR &R A 552 N P & LT E 2 A Alertmanager, WMRFMI(EXZE N false,
SHEMNMREIE T B, NAFEXHERSKEKBEIZIATES Alertmanager S£fl,

9 1% enableAlertmanagerConfig {E % & true, LUER ' {#H AlertmanagerConfig X &
E N BEHWERBAEE,

3 REXHLERZEM. BTFRAE LRI EB Alertmanager & ALBIRBIED.

o JiF user-workload Alertmanager LI 2B E /55 ¢

I $ oc -n openshift-user-workload-monitoring get alertmanager

it Bl
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NAME VERSION REPLICAS AGE
user-workload 0.24.0 2 100s

4.1.3.3. BT AANBRE Y A E I B BB Bk R
IEA LR T A AR SR A 7 R B9 B B B B R ER .

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o MENAFEXKIBRAT WL,

ENAeLRINAFIKS EFE.

B &% OpenShift CLI (oc) .

ik =
o I alert-routing-edit £23¥ A & A E4A A E L HUIBERBIEF -

I $ oc -n <namespace> adm policy add-role-to-user alert-routing-edit <user> ﬂ

*fF <namespace>, E#:HEXHNIEMNGEZZERE, 0 ns1, XfF <users, BHiME
HNESEIZAEWIKFHREF 4.

41.4. ZFRAATIRR R P E X E

EREE AT LURIERTA OpenShift Container Platform /03 B #1F F & B9 B,
ZAA AT & A G FEAR R P R T A RBIGR
o WERAFEXHIIAR
o ERERTHEMAFE XIENAMS,
o JWRAFENMYEREERIKH
o AP EXBIE EEE RN
EH b PRU T HEARRERABE —KEFIUR :
F4.2. hEAaa

ABAR 30 TiH
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ABaMn T
ER LA BIAFTLSE user-
workload-monitoring-config
ConfigMap %%, AP E XK
T e 2B E Prometheus.
Prometheus Operator.
Alertmanager # Thanos Ruler,

user-workload-monitoring-
config-edit

monitoring-alertmanager- MREATHAFAENS

api-reader Alertmanager, BB LAGKEF
Xf B E LB Alertmanager AP
B AL FIAR,

monitoring-alertmanager- MREATHAFAENS

Alertmanager, EBLLABMAF
Xf B E LB Alertmanager AP
BHEEE AR,

api-writer

® 43 GREEHAG

86

SHARELHR Tk
BEENEHACHNAFEERIE
Y #917 H # PrometheusRule B
TE X FHR (CR) BYIZER 5 A R o
{1 A LI/ OpenShift
Container Platform Web 4 & By
Developer il EBEEMHINE
2K

monitoring-rules-view

BEENEHAGCHAF T IAFE
DQ: 0BG = Rellk =N = e ] 3
PrometheusRule CR, &fIth
AT LAFE OpenShift Container
Platform Web 1£H| &8
Developer il & h ERER N5
£

monitoring-rules-edit

BEHEHACHNAIrEES5E8E
monitoring-rules-edit £
BRAFERBIER, 4, BF
AILAAIEE, BEEX. {ECRAIMER
ServiceMonitor 7
PodMonitor #&E, LAMBRSSHI
pod HIZERIE T,

monitoring-edit

BERLEHAGHAFATIAIE
NEIE G, BERTAMER
AlertmanagerConfig CR,

alert-routing-edit

1=

openshift-user-workload-
monitoring

openshift-user-workload-
monitoring

openshift-user-workload-
monitoring

1=

AT LL5 RoleBinding 46 & E{E{a
) ablil= N

ATLL5 RoleBinding 45 ZEI{E @
) ablil=

AT L5 RoleBinding 45 EI{E
) aBlil=

ATLL5 RoleBinding 45 ZI{E
AL,



Hi 5w
o BFRASNREN A E LM E B E
o BFRASNIRENASE LM EREEREH

4.1.4.1. 5 Web 2% &% A PR

& B] LU#E A OpenShift Container Platform Web ##l%& 5 openshift-monitoring Wi B =k B 2B 1% F

A PR,

FoRFM

o METLUFEAES cluster-admin £ ABNAF S50 £E,

o ENAGSERIMAIIKSBEFHE.

it

1. 1£ OpenShift Container Platform Web %5 #) Administrator M, # A User

Management — RoleBindings — Create binding,

2. 1E Binding Type 8843, 1%#% Namespace Role BindingZ£ 2,

3. £ Name FEH i A A BI EZTR,

4. 7E£ Namespace FE&F, AEZEFRFIHRIIRBITIE.

8%

BRAHIEFERIA.

5. M Role Name FIRAiEF A BREEHAE,
6. 1f Subject #4», 1%E#F User,
7. 7£ Subject Name FE&H, M AR &R,

8. 1%+¥ Create LIN BABHE,

4.1.4.2. {8 CLI 2% AH 1R
R ET LA B OpenShift CLI (oc) &% A AFRR I H B O M E,

' .
WERFENAGHERAR, MU NEREEIN]

FoRFMH

o METLUFEAES cluster-admin £ ABNAF S50 £E,

o ENAGSERINAIIKSBEFHE.

SEALLRERRFEFHNLEABHEHABNRRERTFEE Namespace F

HEREMBITHE.
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o B &% OpenShift CLI (oc)
ik

o BHUBWAFHRLEAE, WHALTHS

$ oc adm policy add-role-to-user <role> <user> -n <namespace> --role-namespace
<namespace> ﬂ

1§ <role> B WM RERAE, <users B ABENESEABKAF, <namespace>
BN EBR T UIRITE,

o EHURMAFHRELRERAG, WHAUTSS
I $ oc adm policy add-cluster-role-to-user <cluster-role> <user> -n <namespace> ﬂ

ﬂ I¥ <cluster-role> & NI EISIEMNER AR, <users B NTBENEORRERARNA
', <namespace> & NIEERF RN RHIIE,

4.1.5. R E SCE B M ik R HERR

AP T E R R eI AR AN A A P E LBIIE,. Hit, RFHF openshift.io/user-monitoring F1%5 7%
MBI B8 ZEH, A% false,

i
1 RN B dp & 22 A -
I $ oc label namespace my-project 'openshift.io/user-monitoring=false'
2. BEFERANE, 1EMa 22 R BRIZIRGE -

I $ oc label namespace my-project 'openshift.io/user-monitoring-'

MR B A EANEKMN LB R, Prometheus BIBEEZE /L9 E RIERIIRE G
{ZIERENE ],

4.1.6. WA E BB A

FNEFENMUBEBRER, ERLLE LR NE ConfigMap *f & H1% & enableUserWorkload:
false SR RERTE,

a3
" H4, B E LB PR enableUserWorkload: true &4 F 7 7 B9 B 22 A i 422,



B 4T REAFTEEERE

1. %% cluster-monitoring-config ConfigMap % £ :
I $ oc -n openshift-monitoring edit configmap cluster-monitoring-config
a. 7f data/config.yaml T4 enableUserWorkload: i% &/ false :

apiVersion: vi
kind: ConfigMap
metadata:
name: cluster-monitoring-config
namespace: openshift-monitoring
data:
config.yaml: |
enableUserWorkload: false

2. REXHLERZER. REXEHERNAFE LI,

3. &% prometheus-operator. prometheus-user-workload #1 thanos-ruler-user-workload
Pod 27 B.7£ openshift-user-workload-monitoring 7 B 2% 1k, X ATBERE A LT E] -

I $ oc -n openshift-user-workload-monitoring get pod

i th o Bl

I No resources found in openshift-user-workload-monitoring project.

p= Y=

EER 7 XA E SR B B i 1A, openshift-user-workload monitoring T B AR EY
user-workload-config ConfigMap *f R A= BshlllfR. X2 H TREBETESE
ConfigMap FAI2HERIEE LEE.

4.2. AP TEAEEERESEN AT ’E

B DR E R R LR BRI M RE RN B, LU XX RM T AXMA O L A HRER, FEHT
EEHERE T CPU #INTE BHIRBIRIA,

4.2.1. ¥R ISR H AR REM D K
IRET LU s e H R B EM T R E
o (HRTANICT M nodeSelector 23R, FHEIISIEHERH G BEER T S L,

o DEARUERARAHAHBIETRT R,

I XA, R AR I R R E A D A

B AR REM D 4, EALREREERIRBMCRATRER. REMaEMRE TN
o

HiBR

o fERT Rk N IEA G

89
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4211 [FIE A AR H AT R

0N

& LURE 2 P B SR B 89 TR 0 BB ERIE AR B E B worker 7 .

DI

=
A FCVFLE 75 B I T E BRI IR I T o
FRFM

B user-workload-monitoring-config-edit & & /57 8%,

o MALIEAEE cluster-admin £ A B3 EH openshift-user-workload-monitoring i B &
o SMEEANAIENMIBRFRT R,

e B% %k OpenShift CLI(oc).

ff

L=

S

1 MRELRB XM, HERZT

UE PR BT R AR INPRAE
I $ oc label nodes <node_name> <node_label> ﬂ

Q ¥ <node_name> B N IR ERINIREZH T RBIEFF. ¥ <node_label> Bt AR IR S8
2R,

2. 1f openshift-user-workload-monitoring i B #4755 user-workload-monitoring-config
ConfigMap %4 :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config
apiVersion: vi

3. 1f data/config.yaml T HZH{415E nodeSelector R T IR %

kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
#...

<component>: ﬂ
nodeSelector:

<node_label 1>

<node_label 2> g
#...

Q 1$ <component> &t i 2 B IR IEHER L 4 B TR



B 4T REAFTEEERE

19 <node_label_1> & 7R INEITT RBITRZE

g w% : IEEMANPRE. WREEE THABIRE, NAHMH pod UAERIREMAEENE

INRIEEIE nodeSelector AR 5 IR IEAHENALTF Pending KT, 1HRE Pod
EHHREE RIBRE XM IR,

4. REXHUGEREZER, MEEREENHGRBIBIF TR LE, SHEBERML pod 2KE
HERE.

Hih 5w
o RFENRIEERLEE
o TR R EBIIRE
o FAT RIEFERN pod MEERET =

e nodeSelector (Kubernetes X#%)

4.21.2. HIGEHHEDERZ (tolerations)

BRI LU AP E T ENHGDEER, UEREBETT =B worker 17, FEFRH T EKENIZR
T R ERRFHE,

FRFH

o MEILMEFAEA cluster-admin £EABKA U MEE, WA LERTE openshift-user-
workload-monitoring 11 B 1. 274 user-workload-monitoring-config-edit & &/ i A%
B,

o KBBHEMNANAIENNIBERERT HIZ

o B% %k OpenShift CLI(0C).

1. 4#%H openshift-user-workload-monitoring % B ## user-workload-monitoring-config &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. N HHFE7E tolerations :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:

o1


https://docs.redhat.com/en/documentation/openshift_container_platform/4.14/html-single/nodes/#nodes-nodes-working-updating_nodes-nodes-working
https://docs.redhat.com/en/documentation/openshift_container_platform/4.14/html-single/nodes/#nodes-scheduler-node-selectors
https://kubernetes.io/docs/concepts/configuration/assign-pod-node/#nodeselector
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config.yaml: |
<component>:
tolerations:
<toleration_specification>

MR EH: <component> # <toleration_specification>,

5140, oc adm taint nodes node1 key1=value1:NoSchedule &fF—/ 4 keyl BEH
value1 8975 R INEl nodel, ;XRPHLEIEIEHMAHTE nodel £EBE Pod, BRIFENZITREETE
R, LUTFRAIEF thanosRuler HA4EE N BIFRAEIE =

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
tolerations:
- key: "key1"
operator: "Equal”
value: "valuel"
effect: "NoSchedule"

3. REXHLERZER. HEERNIH Pod RETNEHEE,

HithBR
o RAFENRIEERLEE
o AT RITRIEH pod ME
® SRHAMAMR(Kubernetes 1)

422 EBINIEHAER CPU MINER

&R Lo X L 489 BURBR (B F1IE KA E (ERAFR TR EHGNRSEEA BINE CPU MINEH
5)/?\0

& 7] LA i ¥ openshift-user-workload-monitoring #n42 22 8] fr A9 F P 78 SR B Y W PR 2H 44 Fig B X
RREIFNE K,

4.2.2.1. 15 EBRHI FIE K

EFEZE CPU MINE IR, E1E openshift-user-workload-monitoring #3422 ] R #9 user-workload-
monitoring-config ConfigMap *f 5§ fh15 & F5 IR FR{E A1 KB

SR
o TMEILMERAEE cluster-admin £EABKA I MEE, WA LAFERTE openshift-user-

workload-monitoring 1ii B ## 2 & user-workload-monitoring-config-edit & &I A&
B,
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.14/html-single/nodes/#nodes-scheduler-taints-tolerations
https://kubernetes.io/docs/concepts/configuration/taint-and-toleration/

o B% %k OpenShift CLI(0C).

1. 4#%H openshift-user-workload-monitoring % B # 1 user-workload-monitoring-config £ &

BR&T :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. WIMER A ZEERENE N A E LHIRREFIE K,

BF

7o

Wil FRRERTE R RH

apiVersion: vi
kind: ConfigMap
metadata:

R REIX BN ERA BT HERLENIE,

name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring

data:
config.yaml: |
alertmanager:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi
prometheus:
resources:
limits:
cpu: 500m
memory: 3Gi
requests:
cpu: 200m
memory: 500Mi
thanosRuler:
resources:
limits:
cpu: 500m
memory: 1Gi
requests:
cpu: 200m
memory: 500Mi

3. REXMLAEREEN, HEE

Hith 5w

SN Pod 2 BINEHERE,

SHIER, BREAR

B 4T REAFTEEERE

=iz
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o X IEiRA HEE RS FE K
o ERMBRIE (Kubernetes 3X1Y)

4.2.3. 2 B P E BT B FR RS E FE R R MBI R
SEFEIE A AT LU R LUT 73R 3R A - = 89T B sh R A E fE bR MRS -
o [RHIAEXHIEFEN BRI EZHRAIHE
o [RHEREIIERE. MEBHREURIFEEKE
o QIRTEARIIREURAE (E3TTIRIRER B rbf il 4 BYE
PREREVR GBI B BRI RS FR NS D RAEBESEBH, FF &AL R Bagid

REIE VIR E LHRHERERERMIEEZRRE, ERAAES—HERTEENREYE
AR BB -ENHERE.

HiBR
o RN E L E R RHEIEINEERIFIN
o NRFENRIEERLEE

o TATE N4 Prometheus SHFE K EME AT 2 A

4.2.3.1. AP E XEI B B FR AR AR08 2 PR

BRI LARRSI A~ E L B h & B VMR R ARAIEE, BT URFIREINERE. ERHK
BEURIREEKE,

Digk

H
[=]

INRITKE T sample K label limits, MIEARIREIE, F&7ZBIMRIRGHE—
&R BIEE.

FRFH

o BELMEAESR cluster-admin £ ABA Ui R&KE, teILIERTE openshift-user-
workload-monitoring il B ## 2 & user-workload-monitoring-config-edit & &I A&
E¥Q

o SMEEANAIENMIBRFRT R,

e B%%k OpenShift CLI(oc).

it
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https://kubernetes.io/docs/concepts/configuration/manage-resources-containers/#requests-and-limits

B 4T REAFTEEERE

1. 7£ openshift-user-workload-monitoring 5 B f %% user-workload-monitoring-config
ConfigMap %4 :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 71E data/config.yaml 510 enforcedSampleLimit B2i&, LARHIFE - & LT E A& B IR
IR Z M RGIRE -

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

prometheus:
enforcedSampleLimit: 50000 ﬂ

IMRIBELSH, NEE—NE, X1 enforceSampleLimit ‘=I5 HE & LT E S ED
B iriR BB R BIEE R FI M 50,000,

3. ¥# enforcedLabelLimit, enforcedLabelNameLengthLimit, #]
enforcedLabelValueLengthLimit E2 &7 NZE data/config.yaml, LRFIFIPRIOIFZSENE. 7%
ZMEKELURAFE X HUB PR ERKE

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
enforcedLabelLimit: 500 )
enforcedLabelNameLengthLimit: 50 g

enforcedLabelValueLengthLimit: 600 6

@ EESRABRNRAITEL. RAEN 0, REZERERS,
@ BETELHFHORAKE, BRIMEN 0, REZEHEERS.
© EEFEEFHORAKE. BMEN 0, REZHEERLL

4. REXHUGRTEN, RESBIINA.

4.2.3.2. QIR EURBIE R

AT DO LU TR T B AR R -
o TEIZTEM for RS A P T SE IR BN R BN R A AT A
o TEIERERI for FELT F PO AR SEIT IR BRI (&
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FRFH

o MEILMEFAEE cluster-admin £EABKA I MEE, WA LERTE openshift-user-
workload-monitoring 11 B 1. 274 user-workload-monitoring-config-edit & &/ i A%
B,

o EREIANASE MRS T ki
o KBL{HMA enforcedSampleLimit [R4 T F & YT B RS B IR A 2 B RAIKE,

o B &% OpenShift CLI (oc)

1 - EEBIRM YAML XX, FF1EBETMENLLUR BIRHA B 56 6 B9 = FIBR IR B AR, A6
B934 %N monitoring-stack-alerts.yaml :

apiVersion: monitoring.coreos.com/v1
kind: PrometheusRule
metadata:
labels:
prometheus: k8s
role: alert-rules
name: monitoring-stack-alerts ﬂ
namespace: nsi
spec:
groups:
- name: general.rules
rules:
- alert: TargetDown 6
annotations:
message: '{{ printf "%.4g" $value }}% of the {{ $labels.job }}/{{ $labels.service
1} targets in {{ $labels.namespace }} namespace are down.' ﬂ
expr: 100 * (count(up == 0) BY (job, namespace, service) / count(up) BY (job,
namespace, service)) > 10
for: 10m 6
labels:

severity: warning G
- alert: ApproachingEnforcedSamplesLimit ﬂ
annotations:
message: '{{ $labels.container }} container of the {{ $labels.pod }} pod in the {{
$labels.namespace }} namespace consumes {{ $value | humanizePercentage }} of the

samples limit budget.'
expr: scrape_samples_scraped/50000 > 0.8 Q

for: 10m®

severity: warning m

Q@ = LERMINIBATS.
@ EEEBEZRMINASELWITE,
9 INRTE for FLM AN TEIRINBrsE Bin A0, N TargetDown ZE A0 %,

96



OO0 99000

®
O

TargetDown Z3fi fitt & I 5y HAOSH 2.6
TEIX NS} ] R 7 B TargetDown ZIRESMHF S L %R,
7E Y TargetDown Zi;#y™ &M,

LBIEIETER for RrLif (A IARI ST E LR EURGIE(E
if, ApproachingEnforcedSamplesLimit Z St % .

4 ApproachingEnforcedSamplesLimit 2 fih & I} 4 HH #9534 8.

ApproachingEnforcedSamplesLimit £k {H, EAGIR, HBEDTBEIMRIRATRHINE
B i Hl IR H 50000 B9 80% I, ZEf ik, EEMRMAR], LR NBAETT for #F

LERfiE], FRiA scrape_samples_scraped/<numbers > <threshold> F1#J <numbers
/5 user-workload-monitoring-config ConfigMap % & & & X # enforcedSampleLimit
{H TR,

TEIX NS} R R B ApproachingEnforcedSamplesLimit ZRES M F S K% 1%
Z1k,

7 . ApproachingEnforcedSamplesLimit £k #9™ &,

2. BMECENAEIAFEHIBES :

I $ oc apply -f monitoring-stack-alerts.yaml

4.2.4. BciE

pod #h#h 5> R

BRI R A E LSRR E pod M2 BRI, LUZESI pod BIAINME K FERT R XAk
pod EASHAMHEERMIZT, EHITENEIBERBNEEHOHDZEEMEBRY KA,

& LU# A user-workload-monitoring-config BCiE RS Jy 1512 pod L& pod FR$h 2 R,

FoRFMH

o MALIEAEE cluster-admin &3 A B3 EH openshift-user-workload-monitoring i B &
B9 user-workload-monitoring-config-edit & & # f /i17] £8%,

o KBBHEANAIENNIBERERT HE

e B% %k OpenShift CLI(0c).

it =

1. 4#% openshift-user-workload-monitoring % B ##J user-workload-monitoring-config £z &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 1f data/config.yaml FEX RN T X EREE pod #hIb D HRH

apiVersion: vi
kind: ConfigMap
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metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
<component>: ﬂ
topologySpreadConstraints:
- maxSkew: <n>
topologyKey: <key> 6
whenUnsatisfiable: <value> ﬂ

labelSelector: 6
<match_option>

BEEBENEIZE pod IR TR HIBH 4 L F5.
7 maxSkew 8 ERFEH, BENLT RIFAREEDIDH pod WIRE,

1 topologyKey 187 7 min% i, A EA WEAERERSNT S ER—H
., HERFRRFHNAE pod REBEIENMEH,

o 0090

/3 whenUnsatisfiable 1§ £ —1MA., A E1E DoNotSchedule
ScheduleAnyway, f1REFHE maxSkew EE LBt IEBH/IMEPEER pod =
Z B feFMsR K{E, NI$EE DoNotSchedule, HIREFLEHERFBAEE pod, EHA
BEPRMR skew BT R FERMILSEH, 1HIEE ScheduleAnyway.

© 57 labelSelector EE LR pod. S ULIRELIFBICEM Pod #IHE, LUAEHX
#hFMEARE pod &,

Thanos Ruler ¢ & =~

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
topologySpreadConstraints:
- maxSkew: 1
topologyKey: monitoring
whenUnsatisfiable: ScheduleAnyway
labelSelector:
matchLabels:
app.kubernetes.io/name: thanos-ruler

3. REXHLERZER. ZHEERNIH Pod RETNEHIE.

Hi 5w
o XTRTLIEN pod 7 R
o {Hf pod ¥ M RHIEH pod ME
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https://docs.redhat.com/en/documentation/openshift_container_platform/4.14/html-single/nodes/#nodes-scheduler-pod-topology-spread-constraints-about

e Pod R PREI(Kubernetes 3X4%)

4.3. NP TN E R R IC T E

FHERICKEBIEFEIREIE, EERASUIEEICRIBLED), #H Prometheus REEURERIEI K, F
NBEXERAWEZEAE, XERETRBRRTEIEI G E A THRESRR,

4.3.1. B EF AEFH
AR AN GETERFE SR T IER :

o EITFHEIEIRBEFHEERAMS(PV)HRFTENEIRMERKE. Rit, eiT0E
pod ERNHEFOIREHRE.

o EFGIRENESHHE, FFTE Alertmanager pod EEHTEKRERELER,

BF

EL T REREA, BTN Prometheus, Alertmanager #1 Thanos Ruler BEEBRF A
fif, LAFBIRE M,

¢ u

SO RIS, mRREBR AR,

4311 FFAMFEERNSREMH
o NEARMLTAIFAMEME, UARBMESIIIEN,
o TEEEFAMAN, £ Filesystem E5 volumeMode S H7F %K BU(HE,

8%

o AEFAFEIAHS, ©H PersistentVolume %REHH volumeMode: Block
#5k, Prometheus & @R,

o Prometheus X3S POSIX ISX R G, FHla0, —L NFS SUHERGSEHL
AFHEA POSIX, INRE[FEA NFS XHRFHITEM, ERIESH NFS L5
LFHA POSIX BN 7S

4.31.2. B ERFAMEFH
BERFAMS (PV) BT LHEAH, BLEERFAMSER (PVC),

FoRFMH

o TMEILMERAEE cluster-admin £EABKA U HEE, WA LAERTE openshift-user-
workload-monitoring 11 B 1. 274 user-workload-monitoring-config-edit & &/ i A%
B,

o EREANASE MRS T i

e B% %k OpenShift CLI(0C).
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1. 4@’ openshift-user-workload-monitoring % B ## user-workload-monitoring-config £z &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. f$HMHEH PVC EEERINE data/config.yaml T :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
<component>:
volumeClaimTemplate:
spec:
storageClassName: <storage_class> 9
resources:
requests:

storage: <amount_of_storage> e

@ EEEME PVC AN,

© EETENEIE.

EENEFMEER. WREBFEEFMSE, NERARIAFIHEE,

LURRBIERE T —4 PVC EFBBFETF Thanos Ruler IR A 1EF % -

PVC Be &

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
volumeClaimTemplate:
spec:
storageClassName: my-storage-class
resources:
requests:
storage: 10Gi

thanosRuler ZH #4877 i Z R EUR T 2P AA BRI E DU I & B9 AN 3K

==Y
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B 4T REAFTEEERE

3. REXHLMERZE. RHEERIH Pod 2 ASEHEREH N AHNEHEE.

L= =
E =

LIREMR PVC ECEEATECEPRSTHS, RSMTHY StatefulSet W RILERT 1
2, Mm-S Emh RS T,

Hth

=

P
o TERRAMEE

® PersistentVolumeClaim (Kubernetes 3X#%)

4.3.1.3. EFE LFAEEKN

f&B LN Prometheus, Thanos Ruler #] Alertmanager SEBIEHE LIFEAMS(PVYK/N, EEEFHY

EBFAMSEE (PVC), AREHEEHHENEEME,
H o

RREET B PVC IR/, TiRUENEE RN,
FeREH

o EELMEAESR cluster-admin £ A BV H&E, teLIERTE openshift-user-
workload-monitoring 1ii B ## 25 user-workload-monitoring-config-edit & &I A&
E¥O

o SMEEANAIENMIBRFRT R,

o EANF— PVC AFHERFE LB KA A,

e B% %k OpenShift CLI(oC).

it

| EREMNFEERFIT R PVC. IRESZER, WS 7 EAAME P ERXHRST
BREALESFH (PVC) ",

2. Yw%E openshift-user-workload-monitoring i B 7 #J user-workload-monitoring-config £t i&
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

3. 7f data/config.yaml T AZHERNFHEE K/
apiVersion: vi

kind: ConfigMap
metadata:
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https://kubernetes.io/docs/concepts/storage/persistent-volumes/#persistentvolumeclaims

OpenShift Container Platform 4.14 %ii%

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
<component>: ﬂ
volumeClaimTemplate:
spec:
resources:
requests:

storage: <amount_of_storage> 9
Q@ =EEavEiERIAN,

Q EEFHESHNIF KRN, BRMKFE—NME.

PUR =54 Thanos Ruler B9¥T PVC 1E K% &N 20GB :

thanosRuler EEECIE R~ HI

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |
thanosRuler:
volumeClaimTemplate:
spec:
resources:
requests:
storage: 20Gi

2 3

cak

thanosRuler ZH#4BI7F i Z R EUR T 2 1P AA BRI E LUK I A B9 A3

==Y

4. REXHUGHRTEN, ZHEERNDN Pod 2 BIEHEE.

gk

H
[=]

s e F 27 B S R R BB
|

B, M5B ARSS .

=2

= 2Ny StatefulSet I RS E T

Hith BHR

® Prometheus BIEEEMHER
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B 4E KBRS THEMBEE
o FRAMHRIY BREAMSEH (PVO)

4.3.2. {828 Prometheus F& PR E B IR B8 B 1A FO K/

ZINBR T, Prometheus &RE 24 /NITHIIEIRENIE, HA P E X HUIEKE, EaLUER Prometheus
SCHBREET R, LMEIEMBREUERN Bk, iU BREBIBIAIBERN R KA H &,

FARIEM B /ANEHIT— R, Eit, FAMS (PV) JRERELEHFIICHEIER, TaESET
retentionSize fR#l, 7EXFIER T, KubePersistentVolumeFillingUp Zikaft%, &
El PV EBZE[E{ETF retentionSize fRHl,

FoRFMH

o MEILMEFAEE cluster-admin £EABKA I MEE, WA LERTE openshift-user-
workload-monitoring il B ## 2 & user-workload-monitoring-config-edit & &I A&
B,

o KBBHANAIENNIBERERT HIZ,

o B% %k OpenShift CLI(0c).

1. 4@’ openshift-user-workload-monitoring % B ## user-workload-monitoring-config £ &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 7t data/config.yaml TRINREB T EFIAR/NERE :

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

prometheus:
retention: <time_specification> ﬂ

retentionSize: <size_specification> 9

ﬂ REIHE : HFEEMEms (ZER) . s () ..m (28 . h (M) ( d
(R) «w (BA) Sy (F) . WAETLIHAERENFE, 20 1h30m15s,

REBX/AN : BFEEIL B (bytes), KB (kilobytes), MB (megabytes), GB (gigabytes), TB
(terabytes), PB (petabytes), #1 EB (exabytes).o
LAF RIS Prometheus SEBIRIR B Bl E N 24 /N, RE KN H 10GB -

5 Prometheus % & & &5 5 6] =41
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apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
retention: 24h
retentionSize: 10GB

3. REXHLMERZER. RHEERIH Pod RETNEHIE.,

4.3.2.1. {82X Thanos Ruler 15 bR EHEHY{R BB Ff[H]

BHINERT, MFRAFAENMINE, Thanos Ruler R7E 24 /NN B SHRBIEEIE, B LB E
openshift-user-workload-monitoring #p % 22 (A #5 E user-workload-monitoring-config Bt &Lt
B time B SRIETHXLLEAR AR B T[],

FeRFMH

it

104

o MALIEAEE cluster-admin £ A B3 EH openshift-user-workload-monitoring i B &

B9 user-workload-monitoring-config-edit & & i 17] E8%,
SHESEA A ENNTERRT I,

B&% OpenShift CLI(oc).

. 7£ openshift-user-workload-monitoring i B A 474 user-workload-monitoring-config

ConfigMap %4 :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

. R B FECERINE data/config.yaml T :

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

thanosRuler:
retention: <time_specification> ﬂ

DUATHRAIEEFRBHF  BFEEERms (EW) . s () . m (9¥) . h ()

) od (R) . w (A) sy (5F) ., BLTLUAESIEENAE, 20 1h30m15s, BIME
) 24h,

LUFRHIHF Thanos Ruler #iEER BT H&ZE 7 10 X :



B 4T REAFTEEERE

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

thanosRuler:
retention: 10d

3. REXHUFERLEN, ZHEERZHN Pod 2 BEHEMEE.
Hith BTIR

® Prometheus $EFRBIER B [A]F A/

o JWAFENRIIE SR REE

® Prometheus BEZEFHEZE K

o HEMAIREFHERA

o TRRAMTFHE

o fiiL7FhE

4.3.3. 7y R A E B &G
f&AT LA Alertmanager. Prometheus Operator, Prometheus #1 Thanos Ruler B2 i& H &5,
LT B &5 7 5 A El user-workload-monitoring-config ConfigMap A B94E <2044 -

e debug, iixiE, FR. BEMERER.

e info, ILXER. BEEMHRER.

e warn, [ULREBEEMHERHER.

e error, [ULREEIEHR,

BIABES 5 info,

FRFH

o MALIEAEE cluster-admin &3 A B3 EH openshift-user-workload-monitoring i B &
B9 user-workload-monitoring-config-edit & & /i 17] S 8%,

o KBBHEANAIENNIBERERT HIE

e B% %k OpenShift CLI(oc).

it =

1. 4#% openshift-user-workload-monitoring % B ## user-workload-monitoring-config £z &
BRET :
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I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 1Z data/config.yaml T H4H{4 1N logLevel: <log_levels :

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

<component>:
logLevel: <log_level> 9

© CEHERERRMINEERERA. TANAEaE
prometheus. alertmanager. prometheusOperator #1 thanosRuler,

Q M BHIBER G, TTRE N error. warn, info #1 debug. EXIA{E info.

3. REXHLERZER. ZHEERNIH Pod RETNEHIE,

4. B EFEBEXIBFHNERESK Pod BRERBIANEBNA T BERG, LLTFRAEIKE prometheus-
operator EBEBIBEL

I $ oc -n openshift-user-workload-monitoring get deploy prometheus-operator -o yaml | grep
"log-level"

=1

I - --log-level=debug

5. IeEHMR Pod BEIEZEIEZIT. UTFRAIFIHT pod BPRTE :
I $ oc -n openshift-user-workload-monitoring get pods

p= Y=
#NR ConfigMap & & 7 — 1M KRiIFAIH loglevel fH, NIZHHABI Pod RIBETTIERK
IﬂEE‘O

4.3.4. / Prometheus J& A& 1H A& X4

IR BT LU Prometheus BRE N9 5|12 1TMMBE B INE AR BE X4,

BF

HTFAXZFRERE, RIEFEEN AT EERERRES X ImE /3 L IhEe, STaEkE
BERRE, @ik E 8% ConfigMap X RATMEESCREZREIHNERICE, LUAB1%IN8E.

FoRFMH
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o A LIEAEE cluster-admin &£ A B3 EH openshift-user-workload-monitoring i B &
B user-workload-monitoring-config-edit & & /7] 8%,

o EREIEANASE MRS T ki

o B% %k OpenShift CLI(0C).

1. 4#% openshift-user-workload-monitoring % B ## user-workload-monitoring-config £ &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 1% Prometheus BJ queryLogFile Z#70%! data/config.yaml T :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:

queryLogFile: <path> ﬂ

ﬂ INEICFE WX TERRE,

3. REXHLERZER. ZHEERTH Pod RETNEHIE.
4. BAEHHR pod BB ETEIZIT. UTFRAIGHIIET pod R

I $ oc -n openshift-user-workload-monitoring get pods

i th o Bl

prometheus-operator-776fcbbd56-2nbfm 2/2  Running 0 132m

prometheus-user-workload-0 5/5 Running 1 132m
prometheus-user-workload-1 5/5 Running 1 132m
thanos-ruler-user-workload-0 3/3 Running 0 132m
thanos-ruler-user-workload-1 3/3 Running 0 132m

5. ENEHHEE :

I $ oc -n openshift-user-workload-monitoring exec prometheus-user-workload-0 -- cat <path>

H o
ERETICRNENERRE, MERBERINIKE,
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Hth B

o RAFENMIEERLEE

4.4. WP TR sk BB bR
RERTES, LERERANEESNIAEAHRIETER,

EA LU RIEOE B R 2R B R R ST AT KHATRAE, FRIRERET ID RZRmBES, LURBIRBETRE
BFROEUE.

Hi 5w

o THRIEIR

4.4 B B2 B AT

BB iR B AGEME, {F Prometheus RBESII IRELEMIIEIR A EBILIE RS, LUHITKEREE, X
A0 Prometheus 12518 REI A AN K,

FoRFM

o MALIEAEZE cluster-admin &3 A B3 EH openshift-user-workload-monitoring i B &
B9 user-workload-monitoring-config-edit & & /517 8%,

o KRBHEANAIENNIBERERT HIZ

e B% %k OpenShift CLI(oc).

o MBXEBT —MEEEARAIS (W1 Thanos) , FHBEHBEIHS URL, BXx5xf25 AR
BHIHEMER, 1ES Prometheus iLi2 i s #7177 XA,

BF

ARRRMEELREALEENER, MAREAXEERKSHRIES. &

FMITRERCHRR, XERRSLEEARS, HRERSEENHUTEE
LR R,

o MENZEEE AiRmRIE Secret X RHIXEFPIIEEIE, E7I7E openshift-user-workload-
monitoring % % 22 ] A Al 2 secret,
s8R H
= K
B RSN, EER HTTPS BRI IE M R & X,
it =3

1. 4#% openshift-user-workload-monitoring % B ##J user-workload-monitoring-config £ &
BRET :
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B 4T REAFTEEERE

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 1t data/config.yaml/prometheus T711—> remoteWrite: 43, W TFHIFT :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:

- url: "https://remote-write-endpoint.example.com” ﬂ
<endpoint_authentication_credentials> 9

@ LEEAKRMURL,

@ FRNSBRIESENEE. BIXBENSHRIESEE AWS SaKRE 4, ERAHTTP
Authorization i KTk, EAFHRIE. OAuth 2.0 F1 TLS B/ T HHHILE, HXX

RGBT AETOIRE, S TR TASHRIFRE.

3. TEEMEIEEE RN write relabel BRE(H :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
<endpoint_authentication_credentials>
writeRelabelConfigs:

- <your_write_relabel_configs> ﬂ

@ HEEIANRESMIERRIEE.

A —1 %N my_metric BENMEIRERA

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:

- url: "https://remote-write-endpoint.example.com”
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writeRelabelConfigs:

- sourcelabels: [ _name__]
regex: 'my_metric'
action: keep

£ my_namespace fp A 22 [0 ¥ & 4 my_metric_1 1 my_metric_2 BJI5FrRHI

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
writeRelabelConfigs:
- sourcelabels: [__name__,namespace]
regex: '(my_metric_1|my_metric_2);my_namespace'
action: keep

4, RIFXHLERZER. FHORERKBINA,

Hih 5w

e writeRelabelConfigs

e relabel_config (Prometheus 3X#%)

4.4 ZHFENEES A S IIENE

ERLMERARB A ERITDEREE AR R T MR, BRSNS HEIESEE AWS EEMRE 4,
EXFMIGIE, B OAuth2.0 M1 TLS B iR, FTRIEMAXATLREANIZFI MRS ERE
'I‘ﬁc

BHREAE A & BRI 7 By U

AWS Z &M A 4 sigv4 bR AWS B hRA 4 B1)
KU NERE R, BB
L. OAuth 2.0 KEAREHIUER
FHEAL A,

HEAFMIEWIE (Basic basicAuth AEAXBHIIULFEREEMNR &
authentication) BHEEEMNLREAER EZER
Rk,

B AL BIEREBENSEEEMNLIRE
AiER_Ei%iE& Authorization #r
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B 4T REAFTEEERE

BHRuEAE A i BRI 7 By sk

OAuth 2.0 oauth2 OAuth 2.0 BEEFE R F ik EiEE
F 258, Prometheus ERAEER
& i 1D A% Fif secret M
tokenUrl FXER 1 7] 45 h& Sk 17 [m]5ze
BREAmR. BRESEN. AWS
HAMA 4 HEXFBIGUE R
Lt A%,

TLS B i tisConfig TLS BFMECEIRE CAIUEH. &
FIRIE RS P IRRAXHEER,
BT #EA TLS 5225 Al mAR
ST EREIE, TERERE
MENIRT CAIERXH. B/iG
WEF S FIZ i e B S .

4.41.2. ;225 A B MR RIEE TG

UTFREBRT TRFEZEETEEARSRNARASHREIEEE, BNRLERTNMNEES S SH%E
IEERMEMBRIZBERX N Secret X R, B /REIEE R T R1E openshift-user-workload-
monitoring 44 22 [ R B9 A 7 7B AT B B9 F4p 45k,

4.41.2.1. AWS ZZhRA 4 % UEH) YAML 7R~

LUF2R T openshift-user-workload-monitoring 4 22 [A] R 47 sigv4-credentials B sigv4 secret
B &,

apiVersion: vi
kind: Secret
metadata:
name: sigv4-credentials
namespace: openshift-user-workload-monitoring
stringData:
accessKey: <AWS_access_key> ﬂ
secretKey: <AWS_secret_key>
type: Opaque

Q AWS API i} 8] B85,
9 AWS API secret B%H,

TEITRT—1 AWS Signature Version 4 22 B A 355 1E BB, ©fE M openshift-user-
workload-monitoring 4 22 (5] 1 &y sigv4-credentials B Secret X% :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config

m
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namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://authorization.example.com/api/write"
sigv4:
region: <AWS_region> ﬂ
accessKey:
name: sigv4-credentials g

key: accessKey
secretKey:

name: sigv4-credentials ﬂ
key: secretKey
profile: <AWS_ profile_name> G
roleArn: <AWS role_arn>

@® ~wsKHE.

OO 5 AWS API i RIEIER Secret 1 REY B,

© 7EisE Secret WK HEE AWS API T I B HIE .
© 7EiSE® Secret WRAEE AWS APl secret TR,
© FTFRIEMAWS BEENET.

@ HEEAEH Amazon FRATRARN)HIME—FRIAR,

4.41.2.2. BFEXREHEIER YAML =4

LU 7R T openshift-user-workload-monitoring ¢4 22 [A] 1 4 77 rw-basic-auth B Secret X §H9E
AEHBFIERERA :

apiVersion: vi
kind: Secret
metadata:
name: rw-basic-auth
namespace: openshift-user-workload-monitoring
stringData:

user: <basic_username> ﬂ

password: <basic_password> g
type: Opaque

Q® =%
® =H.

LUFRHIE R T EF openshift-user-workload-monitoring %54 22 (3] R £ 4 rw-basic-auth B Secret
X RH basicAuth 2B AR E, BREXEENRRXE T FMEIEER.

I apiVersion: v1

12
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kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://basicauth.example.com/api/write"
basicAuth:
username:

name: rw-basic-auth ﬂ

key: user 9

password:
name: rw-basic-auth 6

key: password ﬂ
w%%%ﬁ%ﬁiftﬁﬁﬁ’ﬂ Secret M REVETT,
Q EHEER Secret NERHPAE A RHEH,
Q TEHETE Secret M RHPBEBEHHIEH,

4.41.2.3. {81 Secret ¥ R&iT bearer ST I IER YAML =45

LI 27~ T openshift-user-workload-monitoring 34 22 (5] 14/ rw-bearer-auth #J Secret % §#J
bearer WhEXE :

apiVersion: vi
kind: Secret
metadata:
name: rw-bearer-auth
namespace: openshift-user-workload-monitoring
stringData:
token: <authentication_token> ﬂ
type: Opaque

© =H%iEam.

LT 7R T 1 openshift-user-workload-monitoring %% 22 (AR {5 rw-bearer-auth 9 Secret X}
R bearer DHEEBEM X BERA :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://authorization.example.com/api/write"
authorization:

13
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type: Bearer ﬂ
credentials:

name: rw-bearer-auth 9
key: token 6

Q WHRAISIFLARY, BRIAE F Bearer.
9 SBE BRI ERR Secret X RIIZ R,
9 EIEED Secret M RHEE BDFIES IR,

4.4.1.2.4. AF OAuth 2.0 %1FRY YAML =451

IR ERT openshift-user-workload-monitoring %3 % 22 (7] £/ oauth2-credentials FJ Secret X &
BJ OAuth 2.0 &R :

apiVersion: vi
kind: Secret
metadata:
name: oauth2-credentials
namespace: openshift-user-workload-monitoring
stringData:
id: <oauth2_id> @)

secret: <oauth2_secret> 9
type: Opaque

Q Oauth 2.0 ID,

9 OAuth 2.0 secret,

TERITRT—1 ocauth2 iif2E A H4 51 R~FIEEE, ©fE A openshift-user-workload-monitoring &3
72|51 & 7y oauth2-credentials B Secret ¥ £ :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://test.example.com/api/write"
oauth2:
clientld:
secret:
name: oauth2-credentials ﬂ
key: id @
clientSecret:
name: oauth2-credentials 6

key: secret ﬂ
tokenUrl: https://example.com/oauth2/token 6

14
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scopes: @

- <scope_1>

- <scope_2>

endpointParams: ﬂ
param1: <parameter_1>
param2: <parameter_2>

TR Secret X REILF, EER, Clientld ATLLE| A ConfigMap *1%, 1B clientSecret 4773
FA Secret X%,

@OO)zisE Secret 1 R EE OAuth 2.0 FiEHIHH.
6 T @15 ER clientld #1 clientSecret FREX S hE Y URL,
6 BAE KB OAuth 2.0 SEHE, XLESEEPRE T 5 k&= LU R BOEIE.

@ FIURFSBATEE OAuth 2.0 BIUERSH,

4.41.2.5. TLS B im &P %IER YAML =451

LIFE7R T openshift-user-workload-monitoring #3422 (5] 145 mtls-bundle ¥ tls Secret % §#Y
TLS & iR E .

apiVersion: vi
kind: Secret
metadata:
name: mtls-bundle
namespace: openshift-user-workload-monitoring
data:
ca.crt: <ca_cert> ﬂ
client.crt: <client_cert> 9
client.key: <client_key> e
type: tls

ﬂ Prometheus &25# A FHRIEARS FRIUEHBI CAEH,
© RAT5RSBITHBIENE IS,
© zruEm,

T RBIERT #ER%E N mtis-bundle B TLS Secret X7 & H tisConfig Li2 5 A DK ILER B,

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
tIsConfig:
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ca:
secret:

name: mtls-bundle ﬂ

key: ca.crt g

cert:
secret:

name: mtls-bundle 6

key: client.crt ﬂ
keySecret:

name: mtls-bundle 6
key: client.key G

& TLS ST IEEIERINT R Secret X RBIEZHFR, HEER, cafl cert TLA5|H ConfigMap
XTR, {8 keySecret W4/ii5|F Secret ¥R,

9 {57 Secret AR P M, HPITEIHAM CAIUEF,
Q 8 7E Secret X R, HPEEIHRNE S IHIET,
6 BEE M mEI secret UIEE Secret X R HHIEEA,

4.4.1.3. 112 B ARSI EC E =B

&I LAE A queueConfig M RKEEE A, LUAMEREANNIISE, UTROILERT queue B8, LA
R ei1AT 4% openshift-user-workload-monitoring %4 22 5] R B9 R 7 /& Y B9 T01 B B ZR AL,

ERRAMELHTIEREE ASHEERA

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:

remoteWrite:

- url: "https://remote-write-endpoint.example.com”
<endpoint_authentication_credentials>
queueConfig:

capacity: 10000 )

minShards: 1

maxShards: 50 6
maxSamplesPerSend: 2000 ﬂ
batchSendDeadline: 5s 6
minBackoff: 30ms G
maxBackoff: 5s ﬂ
retryOnRateLimit: false 6

Q TEMBABIFR EFRT, BN HEZRMERKE,
©® SISHEE.
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2

Q990000

RADAHBE,
B RER RN,
FEARTE S A X R R B T[],

FEEIR— D RIETE RATF R R A (A,

Lth BT iR

o FHTFixi2E AR Prometheus REST APl &%

-

°
(

BB AFE AR = (Prometheus 1Y)
o 2B AHEE(Prometheus 1Y)
g

fi# secret

4.41.4. ;8B AfgIrkR

TREEEREATILIE write-adjacent f5i7, EfFa&ift—SaidR,

R (A7

E=( 7

prometheus_remote_storage highest_timest
amp_in_seconds

prometheus_remote_storage queue_highest
_sent_timestamp_seconds

prometheus_remote_storage samples_retrie
d_total

prometheus_remote_storage shards

prometheus_remote_storage shards_desire
d

prometheus_remote_storage shards_max

prometheus_remote_storage_shards_min

prometheus_tsdb_wal_segment_current

B 4T REAFTEEERE

FEEIX—DNRIMBHE RETFFBE [, SREIXNN FFHSINE, &K maxbackoff i [fl,

TSN true, LITEMIERE AFHEREK 420 RERBEEEHIEK,

U

7R Prometheus FHETEEMRIEEARR write-ahead Bi&

(WAL ) BB #fT I (A1 B

BT ARNFUBTL & 3% B ST [FI2.
EREATELENTOIRE, wlEHERTRE

Tehf. MRILIEIR—BEREEDREER, NRTMESK
AR = B ] R

ERYEFINEBEMERERZETE VNI R,

RIFLAINEATHENEAS LOEFEANRE LR
TTEND FEE,

ERETHRIEEND FNRAKE,

ERETHRIEEND FH&R/NEE,

Prometheus HEIIEEES AFEIEN WAL &R,

DR B ErES AR E I 2P H#
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1IN ik

prometheus_wal_watcher_current_segment BMERE AL L AEERAY WAL ERSTi#,

4.4.2. NIEITOIEEERE ID 7%

& 7] L@ S 7E openshift-user-workload-monitoring &34 22 (A #1/7 user-workload-monitoring-config
AL B R &Y RS2 B A 6E R write_relabel i% & & HiEFR 0852 ID 17,

pa -

% Prometheus #REXA FF namespace #+5H A F TEAE BN, REARFHIIEFME
1 exported_namespace, LT HAIMBREASBEHINEEET B pod &2,
& EERF PodMonitor = ServiceMonitor %75 honorLabels FERHIE1%E H true 3
EEBRINERE,

FRFH

o EHEILMEFAEA cluster-admin £EABKA U MEE, WA LAFERTE openshift-user-
workload-monitoring il B ## 2 & user-workload-monitoring-config-edit & &I iR &
Fiz N

o SMEEANAIENMIBRFRT L,
o B% %k OpenShift CLI(0C).

o HMERE TIREEAF,

1. 4#%H openshift-user-workload-monitoring % B ## user-workload-monitoring-config £z &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 7£ data/config.yaml/prometheus/remoteWrite ~#J writeRelabelConfigs: Z84 , RINEEE
ID EXPriCEEE

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
<endpoint_authentication_credentials>
writeRelabelConfigs: ﬂ

- <relabel_config> 9
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ﬂ NIEEZERLRR R BRI S AEFINCEESIR,
Q B AORRER S AR m B R TRR R B

LUFRBIER 7 a5 FA SR 2% 1D 4555 cluster_id ¥ 4 3847 -

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
prometheus:
remoteWrite:
- url: "https://remote-write-endpoint.example.com”
writeRelabelConfigs:
- sourcelabels:
- _ tmp_openshift_cluster_id__ ﬂ
targetLabel: cluster_id 9
action: replace

ﬂ RERAMNEAZ N _ tmp_openshift_cluster_id__ BUIGFT£EE ID RIFE, IR FRZ B
1B ERIEERE ID InE AR i,

Q BEAZEZRE AT HEIIEIRMEERE ID IR/, MNREERIBIREEENIRZERTE,
NMEZERFERXANER D IRENEMER. N TREEH, FEFER
__tmp_openshift_cluster_id__, &EEHFHIRICES ESMBRE B L ZFRHIRE,
replace write relabel #4F, fFInIREE#A £ BB BETIRSE. XMREREIAT
H, MRERBEIREEMRE, MBS H,

3. REXHLESRZEN, FHEERFEBIIN A,
HbBHR

o TEIRFRARIRINERE ID IR

o JRENEEEID

4.4.3. NRAFEXNTERERITES

B LLEIEE—1 ServiceMonitor 558, MBI E IR S5 in IR EE IR, XRIXIEHIN AR
{F A Prometheus & i /% A /metrics M5B & FRA FFEIR,

ATNETWNMEER - EXHIB EEROIRS, ABRLIE—1 ServiceMonitor FEEE XN 1Z 04
WS HEZAR S5 .

4.4.3.1. TRE RHIRRSS

BHRAFE LB E RIRSS MR EE, e UERERAIIRS.
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FRFH
o EAILIMEARA cluster-admin £ A BHEARHAEREENRMAF F Ui H%EE,

ff

L=

S

1 WARFSEEAIR YAML X, EARBIAR, %% N prometheus-example-app.yaml.,
2. WL RMUTHREMRSEBIFS

apiVersion: vi
kind: Namespace
metadata:
name: nsi
apiVersion: apps/v1
kind: Deployment
metadata:
labels:
app: prometheus-example-app
name: prometheus-example-app
namespace: nsi
spec:
replicas: 1
selector:
matchLabels:
app: prometheus-example-app
template:
metadata:

labels:
app: prometheus-example-app

spec:

containers:

- image: ghcr.io/rhobs/prometheus-example-app:0.4.2
imagePullPolicy: IfNotPresent
name: prometheus-example-app

apiVersion: vi
kind: Service
metadata:
labels:
app: prometheus-example-app
name: prometheus-example-app
namespace: nsi
spec:
ports:
- port: 8080
protocol: TCP
targetPort: 8080
name: web
selector:
app: prometheus-example-app
type: ClusterIP

ERBSTER M E LK ns1 i H HEE S - prometheus-example-app FIIRS. ERFZ AT
B 7E X version 515,
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3. MEENRAIIKE -

I $ oc apply -f prometheus-example-app.yami

EREZIR S B E— LA,

4. AL EZ Pod @& IETEIRTT ¢

I $ oc -n ns1 get pod

i Bl
NAME READY STATUS RESTARTS AGE
prometheus-example-app-7857545cb7-sbgwq 1/1 Running 0 81m

4.4.3.2. 18 E NI I ¥R 55

EFARS A TSR, FESF OpenShift Container Platform i 1ZEZ & 7 M /metrics Ui = P IRENE

Pro f&AILAEF—1 ServiceMonitor B E X FRE X (CRD) Nzl i1EARSs, =HEA—
PodMonitor CRD 1§ €M IZA 112 pod., BIEHZE Service MR, MEENFRE, ST Prometheus
BE#EM Pod 2 FFBI1E TR s AP IR AN T

LSRR R T a0al o A P e BT B R R 55 61|22 ServiceMonitor H5IR,

FoRFEH

o TWAEILMEAEE cluster-admin 52 A 3k monitoring-edit 5£3% & BRI 7 175 [0 R E.

BE AP EXHWIEER T

EXRBIF, EETE ns1 TIEHEET prometheus-example-app =HIARS .

p= Y=
prometheus-example-app ~FIRS A Z i TLS F15%0E,

. 847 example-app-service-monitor.yaml B9%7 YAML EZi& X4,

. ¥ ServiceMonitor FFRARMEI YAML 2R, LATFRBIGIE—4H prometheus-example-

monitor IR 55 1225, FATIREX ns1 i A ZE A/ prometheus-example-app AR 552 FFE9$E
R -

apiVersion: monitoring.coreos.com/v1
kind: ServiceMonitor
metadata:
name: prometheus-example-monitor
namespace: nsi
spec:
endpoints:
- interval: 30s

port: web 9
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scheme: http

selector: 6

matchLabels:
app: prometheus-example-app

ﬂ BERSZITHRA T E XM &ZEHE,
e 8 EEH Prometheus IREVHR Siw O,
9 BB ifEes, RIBHTIHBEITR S LREENIRS.

pa -3

FA P & LBy 4 22 (5] R Y ServiceMonitor %R RAE 4 TR —#n 4 22 (] AR 55
thFi 214, ServiceMonitor 75/REH namespaceSelector F % o\ 2 # 2B,

3. FECENREISE

I $ oc apply -f example-app-service-monitor.yaml

ERZE ServiceMonitor 7R EE —LEh[H],

4. F5F ServiceMonitor %R 2B EEIZ1T :

I $ oc -n <namespace> get servicemonitor

i Bl
NAME AGE
prometheus-example-monitor 81m

4.4.3.3. R55im = B p 5k E R Bl

&I LAfE A ServiceMonitor #1 PodMonitor B 7 L IR E X (CRD) -4 A & X By B I Rl B AR 551k =
FRIIE,

LR RBIFETRT ServiceMonitor FHRHAR MR E, BN RAERT NAEES S BHRILESRE
FMEMBRZBHIXT N, Secret TR,

4.4.3.3.1. £ bearer $hEH YAML &35 1L

UTFREIERT ns1 22 A R4y example-bearer-auth # Secret X7 &R E bearer SHENIE :
bearer 1% secret 7l

apiVersion: vi
kind: Secret
metadata:
name: example-bearer-auth
namespace: nsi
stringData:

token: <authentication_token> ﬂ
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ﬂ EEF DI IES R,

LUFRI &R T ServiceMonitor CRD B bearer SR &R K E, XN RBIFERE N example-

bearer-auth B Secret X% :
bearer T &R K IUEFERHI

apiVersion: monitoring.coreos.com/v1
kind: ServiceMonitor
metadata:
name: prometheus-example-monitor
namespace: nsi
spec:
endpoints:
- authorization:
credentials:

key: token 0
name: example-bearer-auth 9
port: web
selector:
matchLabels:
app: prometheus-example-app

ﬂ EHEER Secret N RHADE F DT TREIEH,

Q SBE BRI ERR Secret X RIIZ R,

BF

4.43.3.2. BFEXRSBEIER YAML R

AE(FFH bearerTokenFile E & bearer 5hé., WR{E A bearerTokenFile E2
&, ServiceMonitor %R #RIEE,

UTFREIERT nst1 22 H £y example-basic-auth £ Secret X RE K F R LI LE :

BEABHPRIE secret R

apiVersion: vi

kind: Secret

metadata:
name: example-basic-auth
namespace: nsi

stringData:
user: <basic_username> ﬂ

password: <basic_password> g

Q@ EERTEARIEMASE.
@ EERTERRIEN®HG,
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LUFRBIERT ServiceMonitor CRD FIEARBMREIEINE, XN RAIFERA®E N example-basic-auth B9
Secret KR :

EXGHEIEXRETRS

apiVersion: monitoring.coreos.com/v1
kind: ServiceMonitor
metadata:
name: prometheus-example-monitor
namespace: nsi
spec:
endpoints:
- basicAuth:
username:
key: userﬂ
name: example-basic-auth 9
password:

key: password 6
name: example-basic-auth ﬂ
port: web
selector:
matchLabels:
app: prometheus-example-app

ﬂ 1E18EH Secret X RAPEE A LHIEH,
wﬂﬁgiiéﬁgﬁiftﬁ’\] Secret % RBIEZ R,
9 1E187E Secret MR T E T IHHEEH,

4.4.3.3.3. {£[ OAuth 2.0 8 YAML S {3451kl
LFRAIERT ns1 ipg 22 a4 example-oauth2 #J Secret X & #9 OAuth 2.0 ¥ i& :

OAuth 2.0 secret 7=l

apiVersion: vi
kind: Secret
metadata:
name: example-oauth2
namespace: nsi
stringData:
id: <oauth2_id> @)

secret: <oauth2_secret> 9

Q 57 Oauth 2.0 ID,

Q 87 Oauth 2.0 secret,

LUFRBIERT ServiceMonitor CRD B9 OAuth 2.0 B3 %KIE%E, XN REIFERE N example-oauth2
B Secret X4 :

124



B 4T REAFTEEERE

OAuth 2.0 B35 IE%E A

apiVersion: monitoring.coreos.com/v1
kind: ServiceMonitor
metadata:
name: prometheus-example-monitor
namespace: nsi
spec:
endpoints:
- oauth2:
clientld:
secret:
key: id @)
name: example-oauth2 9
clientSecret:

key: secret 6
name: example-oauth?2 ﬂ

tokenUrl: https://example.com/oauth2/token 6
port: web
selector:
matchLabels:
app: prometheus-example-app

ﬂ 1EI8TE Secret X RHEE OAuth 2.0 ID HIEH,
w@ & OAuth 2.0 EIFH Secret 1 YL R,
9 18 %€ Secret X RH I E OAuth 2.0 secret I,

g FAFEiTIEED clientld #1 clientSecret 7XEX 5 k&Y URL,

Hith 5w
o NRAFENRIEERLEE

e {#FH ServiceMonitor EE&E B TLS $2EX Prometheus 151 (ZLIER 1 ML B9 E)
® PodMonitor API
® ServiceMonitor API

4.5. A TG B B E B R FE A

&0l LAER B A=Kt 42 Alertmanager S58l, FZHM Prometheus B§ i il gR. LTI BEE
M AR INEIRR BN A R A ENR, LURINAE BTHIEE R.

4.5.1. EZiE S 2B Alertmanager L4

OpenShift Container Platform iR #iL 8 & — A Alertmanager 5, FF M Prometheus BEHZ
Ko

IRBT LUARINAER Alertmanager SEf5IRES HA AR P 7E RO T B ISR,
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INRE N L NEBRMBRBAEE Alertmanager BSi&, HFENENEEHEZAAMEHE, =T MEREAD
8B Alertmanager SEBIEIR S MR ERIRE,

FoRFMH

o A LIEAEE cluster-admin £3¥ A B3 EH openshift-user-workload-monitoring i B &
B9 user-workload-monitoring-config-edit & & /i 1n] 8%,

o KBBHEANAIAENNIBERERT HIE

e B% %k OpenShift CLI(0c).

it

1. 4#% openshift-user-workload-monitoring % B ## user-workload-monitoring-config £ &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 7£ data/config.yaml/<component> FRIN— N BB EIFIER
additionalAlertmanagerConfigs 84 :

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

<component>:
additionalAlertmanagerConfigs:

- <alertmanager_specification>

9 I¥ <alertmanager_specifications & #: &I # Alertmanager LI &2 % IEF H A EC &
15, BRIZXFHNZDEIESESR bearer 5h& (bearerToken) 1% /i TLS (tlsConfig).

ﬂ ¥ <component> B N FEHI S ER Alertmanager 4452 — : prometheus 5
thanosRuler,

U RGBS EMEHERT AR iR TLS BR % IUER bearer 5%/ Thanos Ruler Bt E&i4BY
Alertmanager :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
thanosRuler:
additionalAlertmanagerConfigs:
- scheme: https
pathPrefix: /
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timeout: "30s"
apiVersion: v1
bearerToken:
name: alertmanager-bearer-token
key: token
tIsConfig:
key:
name: alertmanager-tls
key: tls.key
cert:
name: alertmanager-tls
key: tls.crt
ca:
name: alertmanager-tls
key: tls.ca
staticConfigs:
- external-alertmanager1-remote.com
- external-alertmanager1-remote2.com

3. REXHLMERZEN. ZHEERH Pod R ETNEHIE.

4.5.2. /7 Alertmanager BZi& secret

OpenShift Container Platform Wi iR HEiL &3 Alertmanager, BIFZHRKM Prometheus B&H 2| mE UK
&, MREEERT BB HITEMIULLUE Alertmanager BETFE S A X ZER, EATLU Alertmanager
BiE A 22 EINER S DRI R/ secret,

g0, EATLUS Alertmanager BRiB W {EF secret SEEBRFAEIE T A N (CA) & FrBIE T B s 3
BRI T B IE, LRI LU Alertmanager BB 1 {E A secret EHREERTEAR HTTP R 5 IEBE XX
BB ERATEMEIE, EXHMERT, BRRIEIFIEMTETE Secret KMRA, MARIIEE
ConfigMap X &/,

4.5.2.1. 7£ Alertmanager E2& 710 secret

& el LLE T 475 openshift-user-workload-monitoring i B A #J user-workload-monitoring-config &t
BRES, R secret FRINE Alertmanager BRiEH,

I secret RINEIEEMREF, secret fE—NE1EEEI Alertmanager Pod HJ alertmanager & 23 Y
/etc/alertmanager/secrets/<secret_name BJEH,

FoRFMH

o A LIEAEE cluster-admin £ A B3 EH openshift-user-workload-monitoring i B #
B9 user-workload-monitoring-config-edit & & /i 17] S 8%,

o KBBHEANAIENNIBERERT HIE

o RE Al T E7E openshift-user-workload-monitoring i H 1 #J Alertmanager FEZEH]
secret,

e B% %k OpenShift CLI(0c).

s}
e
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1. 4#% openshift-user-workload-monitoring % B ## user-workload-monitoring-config £ &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. LU FECETE data/config.yaml/alertmanager 71— secrets: Z34 :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
alertmanager:

secrets: 0

- <secret_name_1> 9
- <secret_name_2>

ﬂ AT BEEEEE Alertmanager B secret, secret I F5 Alertmanager % R1EE
fn 22 A,

9 BEEKERFMEILEIER Secret X RIIEFR, MRIEARMZA secret, HREF secret
BAEFITH,

LUFRBIBE BB G X B YF Alertmanager B2 i& {8 FH % test-secret-basic-auth # test-secret-
api-token FJ 1> Secret X% :

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
alertmanager:
secrets:
- test-secret-basic-auth
- test-secret-api-token

3 REXMHLERZEN. FNEESKBTIN A,

4.5.3. FE [A] B 51 R E ik A S AN AT 497 252

EA LUFER Prometheus BIAERIRZTHRE, 158 E XIRZEMIINEIE FF Prometheus BIFRA B (8] 51 F1E
?&Q

FoRFMH

o MALIEAEE cluster-admin £ A B3 EH openshift-user-workload-monitoring i B #
B user-workload-monitoring-config-edit & & /i 17] S 8%,

o EREIANASE MR T ki
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Fa4ERBRSTHEMEGRE
e B% %k OpenShift CLI(0C).

Pt

1. 4#% openshift-user-workload-monitoring % B ## user-workload-monitoring-config £ &
BRET :

I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-config

2. 1f data/config.yaml & LEE BN EVRRIIBIIRZE

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

prometheus:
externalLabels:

<key>: <value> 0

Q IF <keys: <value> B W HEN, HA <keys> BHITEMIME—ZTR, <value> BEMIE,

Digk

==
[=]

o RE(HF prometheus 5 prometheus_replica fE H#HEZF, EhE
TNERRENHIBES.

o AEMEA cluster (FABPEM, FRAECHRERKFBIALARANKIRTEE
B HIER AL,

£ openshift-user-workload-monitoring I H &1, Prometheus i 5t XM ER 51T,
il Thanos Ruler i 5T A 3B EEIRFNIC KN, 7E user-workload-monitoring-
config ConfigMap # /7 prometheus iX& externalLabels R & A5 EC & H+ 51
W, MARNEMHINEE N SRR,

BN, FERRTFRKSMAAMER T BRI EIFR B A F SR E R, HEEAUTRA

apiVersion: vi
kind: ConfigMap
metadata:
name: user-workload-monitoring-config
namespace: openshift-user-workload-monitoring
data:
config.yaml: |
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prometheus:
externalLabels:
region: eu
environment: prod

3. REXHLERZER. ZHEERITH Pod RETNEHIE,

o

Lth BT iR
o NRAFENRIEERLEE

4.5.4. FEEZE @A

7 OpenShift Container Platform 1, & 5B LS AT 75550 F P 8 01 B 3 PR IR R E
o (HEABIAFEA Alertmanager S,
o [N R RE LMY B {5 A A SRAY Alertmanager 52451,

B4 alert-routing-edit £ A BN L ALMEMB T LUE Y EEEERZEKES N ER - E LT B
BB E L EREA,

HERFE X RERE AR LT RS

o AFENHWERKBMERE NE XFRMMAZEE, 0, HEZ%EE ns1 R
Bl E (GE B T E—a & 228 F 89 PrometheusRules ¥R,

o UMZEEATIFER/E XM ILIEAE, €4 ZEFAH AlertmanagerConfig
RIS Alertmanager BRiBRI—E84),

Lth BT iR
o TERFE B NERIREH

\

o JEEAIAEBISNERRS

® PagerDuty M4

® Prometheus Integration Guide (PagerDuty 3X1%)
o NIPHMBISIRARATIR

o NAFENHYIIEERERKA

4.5.4.1. HAPE X B REE REEH

INRME— A alert-routing-edit R A GWIEEIEGAR -, BALLAIRRIER - E LHITENE
i B& .,

SeRFMH
o SRBHEANAIENNIBERERT HZ
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B 4T REAFTEEERE

o SMEBONAAENWIBSRATEMRERA.
o MUBAHEENHNBEREHMWITIEM alert-routing-edit £EABHAT HHE X,

o B% %k OpenShift CLI(oC).

it

1. QA TFERBEN YAML X4, WRTEFBIRBIEFE &5 example-app-alert-routing.yaml
BT

2. IEXXHEHEI AlertmanagerConfig YAML & X, 40 :

apiVersion: monitoring.coreos.com/vibetal
kind: AlertmanagerConfig
metadata:
name: example-routing
namespace: nsi
spec:
route:
receiver: default
groupBy: [job]
receivers:
- name: default
webhookConfigs:
- url: https://example.org/post

3. REFLXMH,

4. FBERNAEIER
I $ oc apply -f example-app-alert-routing.yaml
BoiE = B3I FAE Alertmanager pod,

Hith 5w

® 1 OpenShift 4 @ Alertmanager A %M ZHR (LIRS T1H)

4.5.4.2. {8 Alertmanager secret 5/ & LT BB E R EEH

MBEBERTERATHSE XEREBEL Alertmanager 341, &7 LUEIT 4w%E openshift-user-
workload-monitoring 4 22 [5] 1 4 alertmanager-user-workload secret 3 B & S 30451 % 2% @ AU AL &
*D?‘iﬁo

p= Y=
OpenShift Container Platform Alertmanager Bi& Rt X #FZ £ LifF Alertmanager FIFT B

Iheg, BMESZ RN LNF Alertmanager IRAMIFTBEE LT, 1S Alertmanager Bt
& (Prometheus 3X#%),

FeREH
o A LIFEAEA cluster-admin £ A BMAF 51017 R EE,
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RE AP E L HERBRERA T — MR Alertmanager 5441,

B&% OpenShift CLI(oc).

1 HREELRY Alertmanager B &%t £ alertmanager.yaml 344 :

%% alertmanager.yaml FIECE :

$ oc -n openshift-user-workload-monitoring get secret alertmanager-user-workload --
template="{{ index .data "alertmanager.yaml" }}' | base64 --decode > alertmanager.yami|

route:
receiver: Default
group_by:

- name: Default

routes:

- matchers:

- "service = prometheus-example-monitor" ﬂ

receiver: <receiver>

receivers:

- name: Default

- name: <receiver>

<receiver_configuration> e

EESERTERNIRE,
BT A EIRAF N BT,

XN RBIEEH A service="prometheus-example-monitor" /7%

2]
©

3. NAXHHBHECE

EERTERAEANZERESEE.
EEEWSRE.

$ oc -n openshift-user-workload-monitoring create secret generic alertmanager-user-

workload --from-file=alertmanager.yaml --dry-run=client -o=yaml | oc -n openshift-user-
workload-monitoring replace secret --filename=-

Hith BTR

® 7£ OpenShift 4 H1[& Alertmanager X EMREIR (LLIER1TH)

4.5.4.3. HRAFEESERMA P E XM ERRET RN ERENKEE

A LU BN E B EIRM AP E LMW EREETRNEREKEE, UBRUTSER -

o FBERMINEAEREL XD HAMER RIS, LUREUXLER,

o FREMFELHEIRBAERH— Mg, UEHINRETIFESEER.

1R A LUE A Cluster Monitoring Operator SR INEIFFE LA ZRH

openshift_io_alert_source="platform" 7x% Z L B :
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B 4T REAFTEEERE

e {#FH openshift_io_alert_source="platform" matcher LA ERINE S LK,

e {#fH openshift_io_alert_source!="platform" =X 'openshift_io_alert_source="" [CEZF2 3T
BeFA - B LRI,

IMREERT ZRATRFE XBERB Alertmanager 5261, NMtEREEFER,

133



OpenShift Container Platform 4.14 Y%

28 5 = 1 [n]$8hn

5.1. VB 5 B 005 R
ST AT I TSR U PR B LA R T4 67 BB

HinBR
o THEIEIR

5.1.1. &AW BisirdR

FENEREEAXBERMEVEEEIRNA S, BALEERFFIRNIEIRIIR, HELJSON B
HAIR,

FoRFH

o MB—NEHEEN, NEEILUERES cluster-monitoring-view £ A ERE RS
E¥O

e B.% % OpenShift Container Platform CLI (o€).
o RBEIKEY Thanos Querier #J OpenShift Container Platform AP B,

o IRETLUFEFA oc whoami -t S5 K EY bearer 455,

BE
1R QA BE(FE A bearer S D %UER A Thanos Querier APl B,

1. ﬁﬂ% Ki43% 7 Thanos Querier 2KBX OpenShift Container Platform API B&H, 15217 T

'I'.l

it =

I $ oc get routes -n openshift-monitoring thanos-querier -o jsonpath="{.status.ingress[0].host}'

2. iZTLATE4, LLJSON &M Thanos Querier APl BREETEFRIEIRFIZR, &S EA oc @iT
bearer G & H T H DL,

$ curl -k -H "Authorization: Bearer $(oc whoami -t)"
https://<thanos_querier_route>/api/v1/metadata ﬂ

ﬂ ¥ <thanos_querier_route> &1 Thanos Querier #J OpenShift Container Platform API
B& .

5.1.2. {# 3 OpenShift Container Platform Web & & 1HFF & Uil B BU¥ETR

& B] LA#E A OpenShift Container Platform 38R E #5858 3Ki2 1T Prometheus Query Language
(PromQL)E iR E K RAZIMBIIEIT. WINBERMAEXREHURE RIENEMA P E L TIE R EMRK

LA{E/LIO
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8 5 ZF YilnlghR

ERERERR, NEAMAUVENEEIIRMAF, ErILUE Metrics Ul FijIHFTA OpenShift
Container Platform XA B #1F F & X A1 B B93E 1.

SR M
o EMAEILMEAESR cluster-admin £ AGBHREF 1 HER, NEEGMEUBMNEERNIR,

o B% %k OpenShift CLI(0C).

1. M OpenShift Container Platform Web %4 8 Administrator 1, %% Observe —»
Metrics,

2. BERM—DHZNEN, HHITUTEREZ—

PR B E L&, ¥ Prometheus Query Language (PromQL) 2]
N INZEI Expression FE&H,

LRI A PromQL RIAXE, BiiTRENSH
WEThIFIRSP, XERITIEINEE. 18R, R
BT E SRR, eI AR AR A LA —
TR, SABIR Enter {1 B RINEIEHY
FIARA, EETTLUFEAMEH BRI E
£, UEEZIE W ERHER,

AINZAEM, £ Add query.
SHIANEH, .
.
H
PEEEE 5518 Options 354 , REIERF
Duplicate Zif,
RRAENIELEZT, .
.
H
WA 55 Options 35 FriE

Disable query,

3. BizfTIROEBNEIM, 5L Run queries, KIRFPSBENEIMEHIIEIR, WMREIT, M
Ul & EJ.I_ZI_ Eﬁzﬁu_.o
AE
INREFEN KEFIEHITIZE, XARERTEL IS B R & BRI Y 238 T s i,
ERGIXMIER, 1545 Hide graph FE(UFERIEIRRERES A, RE, EH
BT E R, BRERRSHER.
A=

QMJ\EIR'F, HWRFET—DRFNOUE, JIHENMEIRRESEE, ER %
B Rs/MEERBR LA,
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4. ®% : GRIFDUE URL, LMEIERSREURER LR,

5. REMHALIEIR. &4, KRPERAESRNERNFNRERER. SRLLBRTHITUTERER
EFE R LR TR

il s
A R MR E e iR, .
[ ]
SREHIH Options JEH. | 3£55 Hide all
serleso
R4 E 1R T, AEIAR, BRIERAMEIMTIEERNA
%O
R KR F B RES AISEHE, F—:
o mEKRHEKEAR LS, LEIMEA
IR B SE
o (HFL AR RIEFENASER,
EER RSB, 1% Reset zoom,
TERFERT 8] R R BB . MBS EEERRE, HEEFSEREN
Hi,
IGFASE S 1%#% Hide graph,

Hth B

e 7if] Prometheus (Prometheus 3X1%)

5.1.3. REXA k5 h1 B Fre9iE4iiE 2

& B LU#E A OpenShift Container Platform Web 65X &EE. ERMTIELFIHAFRNMNIER, XHH
FIRBIFNEERR I, Fla0, EWAILAEEBinmRIHEkS, LEE OpenShift Container Platform 112
T it M B VR 1R BB T,

Metrics Targets 1 i R ER 1A OpenShift Container Platform i B #1 /8 7 & X 8951 B #9 B 7.

FRFH
o EHELIGNEKR, FHEEEFRNENNIIENEEN,

AR

1. £ OpenShift Container Platform Web £ &# Administrator &, ##A Observe -
Targets, ULHTSITF Metrics targets T, HASENIEIMMRIRBIFTAE RS i m B RRI5IR,
AT R T OpenShift Container Platform BRI\ B A - E LT B B FRIFEHAE R, AT
FIHT BB TER -

o IFERENHIARSSIm = URL
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8 5 ZF YilnlghR

o ISRy ServiceMonitor iR
o B8 up X down K&

o &L

o E/EIRERAINT[H]

o EfE— RIRERFFLAINT [H]

2. Wik BEBRENER, HTUTIUTERRE

il s
ARIER SRR B T 1E Filter SUZRrh 264355 i,
A AT T

e Status jTESS :

o Up, BrHEmIEEs), EREEIMEE
o

o Down, BIrHaIiEEN, RERIUE
Fo

® Source jTJESs :

o Platform, FELHIKBEITRNE AWS
ZRIATIE B Red Hat OpenShift Service
MR, XL B R Red Hat
OpenShift Service on AWS /[0 ENEE,

o User, A BizEHME X HITIEE
X, IXEEZA S CIEMN, "TLET

BE L,
RAE B MR 3R B 7. TEHRIEENH Text 3% Label FEEHHIAER
T,
xF Bt THERF . =m— %4 Endpoint

Status,Namespace,Last Scrape, 1 Scrape
Duration Fl¥r%,

3. %.5:27@?\8’\] Endpoint ZIFE URL, LU#EAE Target 150, ATUHRHABXBHNER, SEUT
o uiEtriRENAIm R URL
o BIrHILAE]T Up 5 Down SR
o Iep R RIMHERE
e Z| ServiceMonitor FRiF 1B HE#E
o [iHINEI B FRBIIRE

o JyiEPriRER B hRBY & (A
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514. UEEBEEA SN EE HEERR

1£ Administrator i, B LLEFES OpenShift Container Platform &%/ 0V AH 4 X B RAR.

SR M
o MATLUFEAEA cluster-admin £ A BNAF 51015 R EE,

1. £ OpenShift Container Platform web 12l &# Administrator fl& /), # AZl] Observe —
Dashboards,

2. 7£ Dashboard FISRAZERFE— MUK, BL(LFMR (40 etcd Fl Prometheus {L5RAMR) 1EHIELH
&4 RSB F 3R,

3. ®i% : 7 Time Range FIZ&R A B — AN 3G F
o EFETIE LB A ER
e = Time Range %X+ #) Custom K EISEEEXE B & LA ESEH,
a. HIASKI%ESE From # To date and time,
b. Hifi Save LMREE E LI ASEH,
4. Ak : HFE— Refresh Interval,

5. BEMRESEENRRINENER L, UERFETENIFNER.

HithBR
o XT iRk

5.2. LIFF % & B U5 RER
ST LA 6 7 s PR S BE T4 £ BB ME R,

Hith

=5

P
o THEIEIR

5.2.1. EE A AEIRIIR

FEANEBREENAXBEREVEEEIRNA S, BALUEERFFIANEIRIIR, FHELJSON B
HAIR,

SEREH
o MB—NEHEEN, HEEITLUERES cluster-monitoring-view £ A ERE RS
E¥O

e B.% % OpenShift Container Platform CLI (0€).

o RBIKEY Thanos Querier B OpenShift Container Platform AP B,
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& 5= PYialstn

o RETLUFEFA oc whoami -t S5 FKEY bearer 45 5%,

BE
1R QA BEFE A bearer S &P %UER A Thanos Querier AP B,

1. ANRIEA % B Thanos Querier FREX OpenShift Container Platform APl B, 52T T4
AN

™

I $ oc get routes -n openshift-monitoring thanos-querier -o jsonpath="{.status.ingress[0].host}'

2. iZTLAT 64, LLJSON &M Thanos Querier API BRI FRIEIRFIZR, &S EA oc @iT
bearer & & H T H DL,

$ curl -k -H "Authorization: Bearer $(oc whoami -t)"
https://<thanos_querier_route>/api/v1/metadata ﬂ

ﬂ ¥ <thanos_querier_route> &1 Thanos Querier B OpenShift Container Platform API
BREH,

5.2.2. {# A OpenShift Container Platform Web #£#l& & 1H A F & XI5 B BI3E TR

&\ LUE A OpenShift Container Platform 38R 2 16 % 23 24T Prometheus Query Language
(PromQL)EifjsRiGE K RAZIMBIIEIT. WINEERMA X EE RIENEMA P E LB TR EHIER.

ERNTEAE, BIEEIAIEI BRI E &, B/ EBFRENRT BEEERMET H IR,
£ Developer flf/, Metrics Ul @3ERMETIE M —LT0E . CPU, AfE. HREMMAHES TR, &

ARSI BB CPU, RfE. Wi, SIS ARFIEIRZ1TBE X Prometheus Query
Language (PromQL) Zifi,

Fr 4 & REEFFH Developer M1, MABEER Administrator 1, ERNFFAE, E—R
REEE ) — NI B 191617,

SeRFMH
o NFEEAFEMNIIE, BALMFAFLAERREREETRNA UMK,
o HMENAFENMUIBEERT HE.
o MEERFEXHYIIEHEET RS,

o MENIZIRSSAIET ServiceMonitor BE X HIRE XL (CRD) , LAE X AfAIEEIZARSS.

1. 7£ OpenShift Container Platform web 2%l & ##) Developer Y/, %7 Observe —»
Metrics,
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2. M Project: JIk i iF B EEFIBITHITIR,

3. M Select query FIFRHLEEH, HEF @i EE Show PromQL RIBFMEE QIR B E L
PromQL #ifl, EIFRAKBEWEIEIHBTET,

' p= Y=
£ Developer fifaH, B—RREEZT—NEIM,

4. @i PAT AT BRI SRIR B AL BTE L

i}

AR ERFF RN FSEHL £—:

o RITERIEKERMA LD, UATMET
LR RSE

o fHRZE LA H LR FSEHE.

EENESER, 1% Reset zoom,
TERERT ] s TR E EIE R . BRI EEERKRLE, TinHESHEIEMR
HEOH,
Hh iR

e 7if] Prometheus (Prometheus 3X1%)

5.2.3. LR L EF D EFRIZ(UFRKR
£ Developer Y, &A] LIEFH SRmEDE X (UERR,

e p= =1
1E Developer i, E—RRABEEE—UIEMUER.

SeRFMH
o EAILMERFF LA ASKAFUiRISEE,
o AEEINFRIREENTENEENR,

it =

1. 1£ OpenShift Container Platform web 1£%]& 8 Developer flf& /R, F#iZl Observe —»
Dashboard,

2. M Project: Fhi5I&kAEFE—1NTH,

3. M Dashboard THIFIFRAEFE—MUERR, LUEETIEIER.
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& 5= PYialstn

RS, FREURIREERFINFEE, (B Kubernetes / Compute
Resources / Namespace(Pods) f&4t,

4. ®]i% : 7£ Time Range FI& A EIFEFE— AN ASEF
o EFETIRE B A ER
e = Time Range %X HH) Custom K EISEEEXE B & L ESEHE,
a. HIASKi%ESE From # To date and time,
b. Hifi Save LMRE B E LI ASEH,
5. A%k : i%FE—4 Refresh Interval,

6. BENSFEENRRFHENER L, U REEDNENFIMESR.

Hth

=

P
o XT IR {ERMR

o {§fH Developer Ml A 1201 B #15 AEFBIIEIT

5.3. {§F CLI i/j|7] 5 API

1£ OpenShift Container Platform A, f&a]LAM RS 1T FE(CLI) G A — L2 =20 {489 Web ARSS AP,

BF

HERLEERT, Vil AP R A RERRERRAMEEM AT B, Fh2EERRRER
R, ZOEHEWREIRIREIER,

ER R IX LA, 1HEEUTEIL :
o EGIIERNIRS, FEIARENE I0HWEZ—,
o FEFEit Prometheus B /federate ifi i RATE G EE. REELRERRSE

R, REMVBEENFTRERNRS. fli, RREMEFREED T 1,000 MEE,
BT RAEEREMRE TR,

5.3.1. X TR 1% Web AR5 API

TR LA ST EREDT [P AT W R HE AR 4 4 B9 Web ARS5 APl Ui -
® Prometheus
® Alertmanager
® Thanos Ruler

® Thanos querier
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BF

1iJj]5] Thanos Ruler ¥ Thanos Querier BRS5 API, & KRB 41 B 6p 44 22 (8] KR B
get fUfR, XL R AET Mk #%F cluster-monitoring-view ¥ A B 5K,

WARTG A IR PEAH RS Web ARG API iR b, 15 EERLLTRA :
o MIABE(FEM bearer S B QWIES T A] API U s,

o MIAEVTNIEREANY /api BBEFMIH R, MREIRETE Web 5T 2851710 APl SR, & HI—
4~ Application is not available F%E5i1R, B2 TN %28 170 I #EThEE, E{EF OpenShift
Container Platform Web £ & & & 1= &R,

Hith 5w
o LSHEENSNETLEMNER
o LFLESMNEFREIFRIR

5.3.2. Jj[n] 3% Web ARSS API

LUFRBIER T a0 & AR S AP| i 2s LUREUZ O & IR #E AR Alertmanager AR%5. &AL
RKMI ARV RO FE Prometheus B prometheus-k8s AR5, LA& Thanos Ruler B9 thanos-ruler i
%O

FoRFMH

o BB EXEI5 openshift-monitoring 47+ 22 [7] 1 HY monitoring-alertmanager-edit f& 41 E#Y
9

o BEE[EEI—NEFKEN Alertmanager API B RIMK

INRIBHIK 3% B FKEX Alertmanager AP BRERFIFRR, SEEFEIE A o LURMERH
¢ B URL,
i =
1 BT TS RIZE G P IEShE
I $ TOKEN=$(oc whoami -t)
2. a{TLL T4 12EX alertmanager-main AP B$H URL :

$ HOST=$(oc -n openshift-monitoring get route alertmanager-main -
ojsonpath='{.status.ingress[].host}')

3. BT T4, if) Alertmanager BIBRSS API #1425 -

I $ curl -H "Authorization: Bearer $TOKEN" -k "https://$HOST/api/v2/receivers"
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5.3.3. {# A Prometheus BYEXFR i S &8 bR
"T_Il«iﬁﬁﬁ Prometheus B’Jﬂiiﬁiﬁ”ﬁ5)%%2@*9’]@%44%%@?u%DFHFEXE’\HE‘ﬁ\o Ftt, iEE

BE
{8 ARG SRIB P BURBIE IR, I X MEIR A BER SN R BRI PRE AR ME AN A 2R

SRR IR R AT LIE R BB M BERI AT B, 5 2R R AR I s SRR AR A BB IR
BURHT, ZR XL, HEEU TR

o AREZF @IS Prometheus BB IR MG RAF B i8R, RAETEEKRRAR.
REWMBIBEN F ST, FIN, BREMEREED T 1,000 MER, BBTH
KIEEFHEMERE T FER XS,

o ERINIEEE M Prometheus BB FRIG M, SFEIHREINE 30 W&ERZ—1,

MREFBASHNLLARERE, FRALREEA. NFTESER, HEHNLELES
AR o

SR

2. ]

B&% OpenShift CLI(oc).

R LAEAEA cluster-monitoring-view £ AGMA N, SERINT X wRZEH FRER
get PPRAY bearer 5 FEE T MR,

i , v/"'.
X xE

R BE(F A bearer SR E DI UF R 7] Prometheus B FRim &,

&R —NEGEE Prometheus BEFERER ERAMK 77,

ANSRIRBINK 3% BIKE Prometheus BXFREEFREVIUIR, SRAFEIE O A LURAES Y
URL,

ST LT 5 E K05 bearer 2 :

15
I $ TOKEN=$(oc whoami -t)

TLLT 44 FIREX Prometheus BEFREEE URL :

ey
$ HOST=$%(oc -n openshift-monitoring get route prometheus-k8s-federate -
ojsonpath='{.status.ingress[].host}')

# ) [federate BRHRIIETR. LA TFRBlae up BT -
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$ curl -G -k -H "Authorization: Bearer $TOKEN" https://$HOST/federate --data-urlencode
'match[]=up’

it Bl

# TYPE up untyped

up{apiserver="kube-

apiserver",endpoint="https",instance="10.0.143.148:6443" job="apiserver",namespace="default
" service="kubernetes",prometheus="openshift-
monitoring/k8s",prometheus_replica="prometheus-k8s-0"} 1 1657035322214
up{apiserver="kube-

apiserver",endpoint="https",instance="10.0.148.166:6443" job="apiserver",namespace="default
" service="kubernetes",prometheus="openshift-
monitoring/k8s",prometheus_replica="prometheus-k8s-0"} 1 1657035338597
up{apiserver="kube-
apiserver",endpoint="https",instance="10.0.173.16:6443",job="apiserver",namespace="default",
service="kubernetes",prometheus="openshift-
monitoring/k8s",prometheus_replica="prometheus-k8s-0"} 1 1657035343834

5.3.4. MERBEEAMER T M B 7 LN A2 BFE 1

EFEAAFE I EREE 2BIRSE, A LUIMEREAERE I Prometheus 81T, f#F thanos-
querier 28 MEBF A BB 1A i L B3R,

b5 10X 32 35 F F bearer 55 BT D TIIE,

FRFM
o MERRAFAENMIEEREEHET 8RS,

o REILU#EFA cluster-monitoring-view 52 A BF RIS, ©1RMH14R Thanos Querier API By
PR

o EEE—NENIKEL Thanos Querier API BB AL F

INRIRBYK P 3E AABRIKEY Thanos Querier AP| BRH, S£EFEIE A AT LR IR A
My URL,
Pt =

1L BTUTSS, RS MEIESELLEEZE] Prometheus :
I $ TOKEN=$(oc whoami -t)
2. 13T T4, 12EX thanos-querier AP| B&H URL :

$ HOST=$(oc -n openshift-monitoring get route thanos-querier -
ojsonpath='{.status.ingress[].host}')

3 EAUTHS, HaEEIENSTRSHRERZEN :
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5% WiiEl
I $ NAMESPACE=ns1
4. EALTHS, EHSTHENEE ARSI :

$ curl -H "Authorization: Bearer $TOKEN" -k "https://$HOST/api/v1i/query?" --data-urlencode
"query=up{namespace='$NAMESPACE'}"

—

Hi B 27N Prometheus IRERBIE NN FARER pod FIRAE :

RN SR T

{

"status": "success",
"data": {
"resultType": "vector",
"result”: [
{
"metric": {
"__name__":"up",
"endpoint": "web",
"instance": "10.129.0.46:8080",
"job": "prometheus-example-app",
"namespace": "ns1",
"pod": "prometheus-example-app-68d47c4fb6-jztp2",
"service": "prometheus-example-app"
b
"value": [
1591881154.748,
nqn

i
ca

o RAMRAFBFEATIETE (40jq) FBEEICHIZEH JSON, HXE
FjgWEZER, 1ESH jg Manual,

o BERIEK Thanos Querier IRESHI— N ENET EiHIR =, ©STEENE A RF

{25,

5.3.5. Hth iR
PR BT B S e

NZDFEE R ELEE AFE

BT AT R EEA - E L HTiE

LIETE 5 B2 U R bR

LAFF % & S p Vi RIE IR
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o LEEASMNEEER
o [EMMFENFLEEE
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b
(6)}
it
R
e
g
=

66 = BHEHER

6.1. LEE N FHEREN

£ OpenShift Container Platform /1, f&aLLEIT Alerting Ul IR, FRERFEMRHAMI,

‘ p= Y=
Alerting Ul FRE] FARVEHR, BEMERANSET M TIEEX. Fla, mREUES
cluster-admin A EMA T BHER, EAILGRREER. FERFERMN,

6.1.1. M Administrator #l f1Jj[7] Alerting Ul

Alerting Ul 3@ OpenShift Container Platform Web 2 & 8 Administrator #1& 1A,

e M Administrator fif/, A Observe - Alerting, Lt#AFH Alerting Ul FRI=NEETIE
2 Alerts. Silences 1 Alerting #LJlI| 71,

HiBR
o HERAMTIEER. FHIAE RN

6.1.2. M Administrator A KENVE . FHIMAMNBELAMNIBIE S
Alerting Ul $2# X B IR R HAB R ERAN B BRI EAIE .

FoRFEMH

o EHLMARAEERRNIBEENRIA Ui FKE,
iz
ERMAXRERNES :

1. M OpenShift Container Platform Web %58 Administrator &, # A Observe —»
Alerting - Alerts T,

% EREHRIIRFBE Name FEIREMERENR.

N
a
=

i 1 @I %ERE Filter FIRAPBTIERRILINE, ERFMRTIEER.

W
aj
(&

N

IN
al
Iy

. R

: mifi Name, Severity, State ] Source FIFRE A — N % MRl SRt THEE .

5. REMMBAMEFH Alert details T, ZNEEE—NMARAERN FIFIIBENER. iR
MEXRERVUTER :

o AR

o SEIRXIKIHZ

o MRFEIZEIRM GitHub L runbook TTAYHERE
o HEINEIERBIIRE

o HAEXRERAMNIAYHERE
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o ERHEI (MREFTE)
EIRIARFHMAES

1. M OpenShift Container Platform Web #£#%I& 8 Administrator &, i A Observe —»
Alerting - Silences T,

2. A% : £ Search by name FEXIRZFRiT iEER 2R,

3. B @IS Filter ZIR AT SRR S JEERE. BUNIER TR A Active
Pendlng SR,

4. ®ik : m—A =% Name. Firing Alerts, State # Creator = _LHEBIFRL X BB 1THE
FF.

5. EEEHEMETEEEH Silence HEIHE,. ZIESEUTIHE :
o ERIEERM
o FHIAMS(A]
o ZETRHAA|
o FHEKRE
o fRLEIRMBBMIIK
ERMEXRERAMNNES

1. M OpenShift Container Platform Web %58 Administrator &, # A Observe —»
Alerting - Alerting rules T1,

2. B @i EE Filter SURABTIESRRIRINE, M EMRSRIRT BRI,

1%t : | Name Severity Alert state, 1 Source FUFT#E A Y — N3k % MRAUN Z AR FLN 4T HE

o

&l

4. EFERMNNEHREFH Alerting ST T, % TERHAE X ERANBILLT IS
o ERMNIBM, rEMMER,

o ENMAERMFHENRIER,
o L BRESRAF LR B [F],
o REIMMMNARHENERNER, HhERTMRAZERNE
o REIMMMNARBIFFEERBTIE
Hi 5w

® GitHub Cluster Monitoring Operator runbooks ;%

6.1.3. EIEEHER
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BeoEEH

g
=

IR BT LLTE Administrator #1818 OpenShift Container Platform Web 1284 W ER 02 F K, 101
EEIE, BULEE, REXDEHR, FaUEETH, SO FEERMAN KRB XGFIRERNE
%DQ

EQERE#EES, B 1A Alertmanager pod 2 [AIE#], B2, MNREEEH
Alertmanager BEERFAMFE, FBAATRERE K, fla1, WRFA Alertmanager pod [A
A NER, KEILXMHIER.

Hi 5w
o EIHFHE

o FERAMEH

6.1.3.1. M Administrator 1l fa #2 ER 4R
IRE] DR RS TE B IR S B B 5 18 T A HIAR T RE 4R,

FeRE M

o REILIMEAER cluster-admin A& 1 n&EE,
A
BB ERNER

1. M OpenShift Container Platform Web 12| &8 Administrator ¥, # A Observe —
Alerting — Alerts,

2. NFEEBRWER, = H%F% Silence alert LUITFF Silence &Rk 71, B8 EmEZER
SENINL G

3. HE : EEREBBEOAREIFS,

. HEREFHIE, FEMI—MOERER.

4. B{RIFFRE, = Silence,
BE—HEZR

1. M OpenShift Container Platform Web 12| &8 Administrator ¥, # A Observe —
Alerting — Silences,

2. = Create silence,

3. 7E Create silence TIEH A, WEZERMHE., HEF A FIFEEE,
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ERERRE, FERMI—MNERER.

4. BREEEANIELERNEROZHR, 5= Silence,

6.1.3.2. M Administrator I £ Js 8 55 2k
IRE AR — B8R, XMIAHIRIIE, RE0B— T EMEXRBD IR,

SoRFM
o MREERERHEES, HLUEMAES cluster-admin A& 1 EE,
o MRERFEWIAF, BAUEREEUTHFABNAFUINER
o cluster-monitoring-view =& A&, RIFEH] Alertmanager,

o monitoring-alertmanager-edit B, RITFRTE web 515 # Administrator Pl R AIEN
BB

1. M OpenShift Container Platform Web 12| &# Administrator ¥, # A Observe —
Alerting — Silences,

2. EFNHEEEERIERE, = %+ Edit silence,
FHE, EBALLE Actions, RAGTEFRERRY Silence details T1HE A% Edit silence,

3. 1£ Edit silence TIEH, #HITENFHF = Silence, XIEMEFEINAHETIE, HOBEWEBEHFMNE
B

6.1.3.3. M Administrator {1 & {FE%2A 2 HA
IRET LU BN BB S DRI T R, FRETHMRRE, KABUEBEE.

v A=
& BIEMRE T, #BEMAEIR, B 120 Na T BB SR b IR ISR,
SoRFM
o MREEREHEES, HLUEMAES cluster-admin A& 1 &E,
o MRERFEEWIAF, BAUEREEUTHFABHNAF VKR
o cluster-monitoring-view &€, SIFEH] Alertmanager,

o monitoring-alertmanager-edit B, RITFERTE web #£HIE# Administrator Pl FRAIEEN
BB

£
e
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1. # A Observe - Alerting - Silences,
2. NFEEITHIRERER, N RATRIE IRE,

3. X Expire 1silence fE— M E2ETHA, =m2 Expire <n>silences S NI H (Heh <n> 21R
LEERFREEBD .
Bh, BEANDHRIVE, EILALLS Actions, AFTEREE Silence details TTE % FF

Expire silence,

6.1.4. EEATFRZOT A LR ERAN]

OpenShift Container Platform IS F—HATEREMHNEINERIN, FHRESEA, HAILLL
FiFnA = B E SGX AN -

o RITHEEESIRMIERIIEREBINETLEERMNBXE, B, ETLUE—DMERMY
severity 732 M warning 20 critical LAAS B & S AL ER AR X% Ay ]

e & ETF openshift-monitoring 1 B IR/ DIF S IE IR EINRIA R K E LFIRINFFTHE E L
B,

o

L th BT iR
o EEATROFAREIERMN
o ROES IR E RN BN

6.1.4.1. QIRFE RN
FERNEHEENA, EALRETAENUETRELAN, XEBERMNIRIERTEE TR ER L ER.

o MREETFNATHERMNCIZEE L AlertingRule FR, HFHRRMEIREL
G IR B R BB R,

o NTHEBAFTHRERNTHMRE, FRECNERANISEEREEZM™EML
{Eo

FeREZH
o RETLIMFEAER cluster-admin £2 A GBI 1 &£,

o B% %k OpenShift CLI(0c).

AR
1. flIEE—1%&~ example-alerting-rule.yaml F9%7 YAML E2 & 3214,

2. ™ YAML X710 AlertingRule 55R, LA TFRBIGIE—D%N example BUFTEHRANI, FHLEF
ZX\HY Watchdog Z4R :

apiVersion: monitoring.openshift.io/v1
kind: AlertingRule
metadata:
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name: example

namespace: openshift-monitoring ﬂ
spec:
groups:
- name: example-rules
rules:

- alert: ExampleAlert 9
for: 1m

expr: vector(1) ﬂ
labels:

severity: warning 9
annotations:

message: This is an example alert. G
iR en % 226/ openshift-monitoring.
BE LB ERAN BB,

il & B IRBISRAF N true BORFEEI [H],
ESGRFLNE PromQL &ifj&RiAR,

BN 2 BA BRI B,

QD000

SERXEKBSER,
B
12w 71E openshift-monitoring 63 & Z2 (A ]2 AlertingRule X%, &M, FF
BSERAN,

3. FMEEXHNAEIKR

I $ oc apply -f example-alerting-rule.yaml

6.1.4.2. (B DIEBZEHR AN

ERNERBEEN, B L Alertmanager 2/ O FAERBHE I BEKSFITERROTEER, Fim, &
A UEWEREWE, RNINEE R, HEMZEE Alertmanager REFFRE R,

SR M
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o B% %k OpenShift CLI(0C).

it 3
1. 41247 example-modified-alerting-rule.yaml #9%7 YAML & 314,

2. £ YAML X410 AlertRelabelConfig %R, LA TRAEIEEIAFES watchdog Z kALY
severity BN/ critical :
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apiVersion: monitoring.openshift.io/v1
kind: AlertRelabelConfig
metadata:

name: watchdog

namespace: openshift-monitoring ﬂ
spec:
configs:
- sourcelabels: [alertname,severity] 9
regex: "Watchdog;none"
targetLabel: severity
replacement: critical
action: Replace G

iR en % 22 (5]~ openshift-monitoring.
ZERMERIRIRE,

ILEZHY sourceLabels {EHIENIFRIER.
ZERMEN B IR,
EEHBIRERHFE.

EFENRAXCESHIBENEFRIMCEE. BRIRES Replace, EthrIERER
Keep,Drop HashMod LabelMap,LabelDrop, LabelKeep.

QD009

BF

8@/ 1E openshift-monitoring @n 4 22 (] A | AlertRelabelConfig *f &, &
), ERITERRWEZ,

3. MEEXHNAEIEKR

I $ oc apply -f example-modified-alerting-rule.yaml

Heth BT
o N PEIERRIRNY
® Alertmanager (Prometheus 3#%)

e relabel_config (Prometheus X#%)

o Zif(Prometheus 3X1%)

6.1.5. N A E X8 B EEERAN

1 OpenShift Container Platform /1, fEaEJLUNRAFEXWIBE QR B&E. WEMMPRERIN, XL
BRI ARYE AT I8 PRAY (B i 2 B

Hi 5w
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o YR E BRI E QB AL
o AP EXBII B EEE LA
o RAFENBWEMMIEER

6.1.5.1. W E X B9 E A BRI
ISR LU A R I B BRI, XL 2R AN AR BT L 18 P RO (B A 2 Z 1R,

o HOBREIRMMES, WMRAERMITEPEEEBBRBIREIAINI, I E 5 56 A
B R,

o NTHEBAFTHRERNTMAERE, FHRECNERANISEEREEZMN™EMH
1E.

SeRFMH
o HMENAFENMUIBEERT HE,

o MUEKREEAGMER, SMENEFRTURERMIIATIE R monitoring-rules-edit 5214
BHRAFEX,

o B% %k OpenShift CLI(0c).

i =
1 WERINIGIE YAML X, EARBIFR, %% H example-app-alerting-rule.yaml,

2. A YAML XHERMERMNE B, UTREIGIE—NE N example-alert BIFTEHRAMNI, ZRHBl
ARZS D FFEY version $8HRAE Ty O B, ERAN| L ER -

apiVersion: monitoring.coreos.com/v1
kind: PrometheusRule
metadata:

name: example-alert

namespace: nsi
spec:

groups:

- name: example

rules:

- alert: VersionAlert ﬂ

for: 1mg

expr: version{job="prometheus-example-app"} == 0 6
labels:

severity: warning ﬂ
annotations:

message: This is an example alert. 9

ﬂ EE 2B AN B TR,
Q AR EIRBTSRAF R true BOFFEERS (],
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© T WA PromQL EifiKiAR,
@ IS BATRN™EE,
© SEmxHNEA.

3. YSECE IR B4R -

I $ oc apply -f example-app-alerting-rule.yami

Hith 5w
o iIEHERRIRMY

o ZiR(Prometheus X#1%)

6.1.5.2. TEEANALE R 5 H AR A Tl B B ZH

ENEBEER, A LTE RN E A —i#2 5 OpenShift Container Platform #0301 B #1587 & X H9I
BRERIN,

FeREH
o AILUFAEA cluster-admin B&MAE iR EE,

e B% %k OpenShift CLI(oc).

AR

1. M OpenShift Container Platform Web 12| &/ Administrator ¥, # A Observe —
Alerting — Alerting rules,

2. 7E Filter FRIZEH F%EFE Platform #1 User iR,

= -
i\ &5 FE Platform EJR,

6.1.5.3. 9P B9 B il BRE A
&R LU P RE SR B M RREE A

FRFH
o MENAFENMUIBEERT W,

o MLUEMHEEABHRER, EHNERATUEERMNITE R monitoring-rules-edit 5£21 &
BRI ER,

e B%%k OpenShift CLI(oc).

AR
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o ZEffBR <namespace> FHIHLI <alerting_rule>, 1EZ{TLAT@ME :

I $ oc -n <namespace> delete prometheusrule <alerting_rule>

Hith 5w

® Alertmanager (Prometheus 3#%)

6.2. FERFANTF A EEE

1£ OpenShift Container Platform &, fEaLLET Alerting Ul BIRER, FHBRFNERHANI,

ﬁ "
l Alerting Ul FHR] BV E TR, BEFIEIRAN S & AT U7 (7] BT B K.

6.2.1. M Developer ¥l &1/ [7] Alerting Ul
Alerting Ul 3@;3 OpenShift Container Platform Web 2| & #) Developer #1117,
e M Developer #lf5/, # A Observe i A Alerts ETiF,
e M Project: FIRHPiEFEEERERMWIIR,
EXAMIAR, iR, BHBRMERANEET Alerts FRETTEIR, Alerts £ B R RIEETAR
Wi,
pa -3

1E Developer M/, EAILLMTEIE Project: <project_name> FlIZR AR iJj[A] B #%D)
OpenShift Container Platform 1 7 & XM B Ak, B2, MREEBULHEEA
Bp&E%, A% ERS OpenShift Container Platform #%/0\I B HH X< ER, F#HEFNLE
AL

Lth BT iR
o HERMTIEER. FHIAERMN

\

6.2.2. M Developer TlARENE R, FREFERANNER
Alerting Ul 128 X B R AR EmRANIFE2E B FE4E 2o

SeRFMH
o EHLMARAEEERRNIBEENRIA KR,

i
BERMARENR. BRMBRANNESR

1. M OpenShift Container Platform Web %5 #) Developer &, # A Observe — <
project_name> — Alerts T,

2. BEREMR. SHMIBHRANB9ES
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BeoEEH

g

i

o HLLBETEBEREMBARKTFHSOREFERERE, RAEMIIRFIEFER,

o TALLAITTE Alert details TIERY Silenced by E 0 mEBRiE Gk T EHEIFENS. Silence
details TEISZFELULTER :

o EIRIEERM

o FHEAMS(A]

o LETRHTA]

o FEKRE

o FRAKEMMBBMIRE

o X Alerts TTHHYEIRER KEREE EWRHNTERE, SAE R View Alerting Rule,

% -
Developer tl & U RSFATET BB XEER. BB,

Hith 5w

e GitHub Cluster Monitoring Operator runbooks /%

6.2.3. EIEFEHM

& LATE Developer #1f #5 OpenShift Container Platform Web 5 & RE IR 01252, 102
e, BHLEER, WEXDEN, FTUEETH, TETREERMA N INEIE XFBRRERNER,

==
EQEEEES, B 1A Alertmanager pod Z[AIE#], B2, MNREEEH

Alertmanager BoBEFF AT, BEOUERER, Hlal, WRFA Alertmanager pod [&
NEH, SEIXHER,

HibFiR
o TIEHE
o FERFAMEFMH
6.2.3.1. M Developer 1 A 52 BRE 4R

BRI R ENERIFHNS O E LHE T RER.

FeREH
o MRMBLERETIES, IJLUFAES cluster-admin BEHE iR,

o MRERIIFEEWOAF, BRUGRAEEUTRAAGKHAFJINSE

o cluster-monitoring-view 5£& A/, RIFEIA] Alertmanager,
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o monitoring-alertmanager-edit B, RITFERTE web #2515 # Administrator FILA R AIEN

BB
o monitoring-rules-edit £3¥AE, RIFEIE web 2H A Developer 1A B FNFERE
o
TR
BB EMEIR -

1. M OpenShift Container Platform Web %58 Developer #lf5, i# A Observe 3 A Alerts
IR,

2. M Project: FIRAEFMEHRERNIIE.

3. MAME, REMEMBNNATHEC)RT BEIRIITE,
4. T BALE R R ERCH R LUTFHFEIRB Alert details T1H,
5. /R Silence alert, T HEZERMINEEENHRER I,

6. At - EFHRBRAEIA R EIFIE,

v xE
L EREHERE, SERI—MERES

7. ER7FE#E, = Silence,
BE—HEWR -

1. M OpenShift Container Platform Web %58 Developer #lf5, # A Observe 3t A
Silences 11+,

2. M Project: JIR AL F R ZEBRERMIIE,
3. = Create silence,

4. 1E Create silence TIEHF, HEZRAIFFENT RIFIRE S,

Y ERERRE, FERMI—MNERER.

5. EAEEE AN EERNEROZEFH, 1§ R Silence,

6.2.3.2. M Developer 1./ JiiH 582k
WA DR — 1, XENERERIE, RARUE— M EEXEEL(LBERR,

FeREH
o MRMBLERETIES, IJLUFAES cluster-admin BEHE iR,

o MRERIFEEOA,, BAUGRAEEUTRAAGKHEAF UK
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o cluster-monitoring-view & A/, RIFEIA] Alertmanager,

o monitoring-rules-edit £3¥AE, RIFEIE web 2H| &) Developer 1A A EFFERE
o

1. M OpenShift Container Platform Web #£#I|&#) Developer #1f, # A Observe 3 A
Silences 1ZE1iF,

2. M Project: JIZk AL F R B iR I IIE

3. %ﬂﬂ&??@%ﬂ“&ﬁ’]*ﬂﬁ = FLFE Edit silence,
&, BALLs Actions, SAISTEERERRY Silence details T1E #:%F Edit silence,

4. 1% Editsilence TIES, #HITHENFHF = Silence, XEMSFEINAFZETIE, HOBEWABEHRNE
B,

6.2.3.3. M Developer 11 A {5 2A ZI Hf
R LUE AN RSN EFRREI, FHH TN ERR, KABCERES.

% E,E
_ BIEMPRETH, #E B, HBid 120 /N8y B ER B S R TS,

SoRFM
o MRERERHEES, HLUEMAES cluster-admin A &A1 H &R,
o MRERFEEWHMAF, BAUEREEUTHFABNAFUINER
o cluster-monitoring-view &€, SRIFEH] Alertmanager,

o monitoring-rules-edit £3¥AE, FIFERIE web 2H A Developer A A E2FNFERE
?&O

1. M OpenShift Container Platform Web #£#I|&5#) Developer #1f, # A Observe 3 A
Silences 1E1iF,

2. M Project: JIk AR M EFEH RN EHIIE,

3. WFEETHER, EENRITHREIEE,

4. 5= Expire 1silence E— 8233 HA, = Expire <n>silences FE NI H (He <n> 2R
IR ERED)
BH, BEANDHRIVE, EILALLS Actions, AFTEREE Silence details T{E % FF

Expire silence,

6.2.4. y A 7 E W B EEE RN
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£ OpenShift Container Platform /1, fEaJLUNAFEXMIBE QR B&E. WEMMPRERIN, XL
BRI AR BRI R (E AR R B R,

L th BT IR
o YR EXBITE QB A

\

o AP EXBI B EEE AN
o NRAFENBWEMIEER

6.2.4.1. WA E LI B AR E RN
BRI LN R P E LRI B QBRI X B RN AR AL 18 PR (E AR 4 Bk,

o HOBRBEIRMNES, WMRAERMITEPEEEBRRBFREIANI, I E 5556 A
B R,

o NTEBIRF, T RERNZINAMERR, HHERCHERANSEERERIENY
{E.

SeRFMH
o MENAFENKIMBRAT WL,

o MUEKREEAGMER, SMENEFRTUBRERMIIAIIER monitoring-rules-edit 55214
BRI ER,

e B% %k OpenShift CLI(oc).

ik

S

1 WERINIGIE YAML X, EARBIAR, %45 example-app-alerting-rule.yaml,

2. | YAML XHRMERAMNEE, LUTFRAEISIE—1%E77 example-alert BT ERAN, X451
AR5 A FFBY version 15152500 0 B, BRI A4 Bk

apiVersion: monitoring.coreos.com/v1
kind: PrometheusRule
metadata:

name: example-alert

namespace: nsi
spec:

groups:

- name: example

rules:

- alert: VersionAlert ﬂ

for: 1m9

expr: version{job="prometheus-example-app"} == 0 6
labels:
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b
(6)}
it
R
e
g
=

severity: warning ﬂ
annotations:

message: This is an example alert. 6

IRE QBRI & TR,
fi & EIRBISRE N true BYRFLERT (A,
E X HLIE PromQL E1HRIAR,

BN DB A BRI E M,

00099 —

SERRKEHER,

3. NEEXHN AR
I $ oc apply -f example-app-alerting-rule.yami
HAth B

o iIEHERLIRMY

o ZiR(Prometheus X#1%)

6.2.4.2. Vi [n] A 7 7E B9 B RO ZE R AL
ZHH A P E BB BRI, S 2489 Bei% 5 B B monitoring-rules-view 2 A &,

SeRFH
o MENBFENMIEHAT L,
o R EAFTIHM monitoring-rules-view £ A BHA T B0 &%,

o B &% OpenShift CLI (oc)

T
1. 5 <project> HHYEHRAM] :

I $ oc -n <project> get prometheusrule

2. BIIHERMNMEE, HoiTUTes :

I $ oc -n <project> get prometheusrule <rule> -o yaml

6.2.4.3. 7y 7 TE S RO B M BRE SR AL
&R LU B P RE SR B M RREE A

FRFH
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o HMENRAFENMUIBEERT HE,

o MUKBREBENFMNEN, HFHEARTLRERMNAETE B monitoring-rules-edit K25/
BHAFER,

o B% %k OpenShift CLI(0C).

AR

o ZjifR <namespace> FHIHIIN <alerting_rule>, 1HZ1TLA T4 :

I $ oc -n <namespace> delete prometheusrule <alerting_rule>

Hth BHR

® Alertmanager (Prometheus 3#%)
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8B 7 & LIRS e EREGERR

87 & AR S BERR
DT AR P BT W T T R SRS R S

701 AER P E X B el BRRE

@it ServiceMonitor BTiR, &R LAREE sNRIE A AR 7 RE LR B AR B9AR S5 R FFBYEE TR, IIREAET
ServiceMonitor %R, {EFEIETE Metrics Ul B BRI N BYREDE, TERIZRIEHATRE S IR IF,

FoRFM
o EELUMEMES cluster-admin & &I 1A & EE,
e B%%E OpenShift CLI (oc).
o MENAFENWINBERHFEET K.

o RENIET ServiceMonitor ¥,

it
1 WRENTRREMAF TEAEREPEIR, UTRAIER nst TE,

a. WETIE &AM il openshift.io/user-monitoring=false /7% :
I $ oc get namespace ns1 --show-labels | grep 'openshift.io/user-monitoring=false'

pa =

AP T30 B X BRMERIAIRZ ) openshift.io/user-monitoring=true.
B2, MRIEFHNATZNE, SURERR N,

b. fORMIINT IR, EMBRIZIRE
MG E R Z AR B B
I $ oc label namespace ns1 'openshift.io/user-monitoring-'
it =Bl

I namespace/ns1 unlabeled

2. TERR55%0 ServiceMonitor FHRECE S, WA MR EREEE, LU TR prometheus-
example-app fi&%5. prometheus-example-monitor iR 551510 ns1 i H,

a. IRENARSS HRE EOPREE
I $ oc -n ns1 get service prometheus-example-app -0 yaml
it Bl

I labels:
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I app: prometheus-example-app

b. &7 ServiceMonitor #RECE Y matchLabels & Y 28 5 £ —# dhmyhr %5 5 H TR,

I $ oc -n ns1 get servicemonitor prometheus-example-monitor -o yaml

i th o Bl

apiVersion: vi
kind: ServiceMonitor
metadata:
name: prometheus-example-monitor
namespace: nsi
spec:
endpoints:
- interval: 30s
port: web
scheme: http
selector:
matchLabels:
app: prometheus-example-app

G

14

z

T LENEFUIE EEN R A EREIRSF ServiceMonitor 5RTT

o

B ¢

3. 7£ openshift-user-workload-monitoring i B ##2# Prometheus Operator B H &,

a. 3l openshift-user-workload-monitoring 1 B 7 #J Pod :

I $ oc -n openshift-user-workload-monitoring get pods

i o Bl
NAME READY STATUS RESTARTS AGE
prometheus-operator-776fcbbd56-2nbfm 2/2  Running 0 132m
prometheus-user-workload-0 5/5 Running 1 132m
prometheus-user-workload-1 5/5 Running 1 132m
thanos-ruler-user-workload-0 3/3 Running 0 132m
thanos-ruler-user-workload-1 3/3 Running 0 132m

b. M prometheus-operator Pod F1fJ prometheus-operator Z23iKEX A&, £ TRAI
1, Pod %} prometheus-operator-776fcbbd56-2nbfm :

$ oc -n openshift-user-workload-monitoring logs prometheus-operator-776fcbbd56-
2nbfm -c prometheus-operator

SNRARSS iR I A, BEAREEERURFREER

level=warn ts=2020-08-10T11:48:20.906739623Z caller=operator.go:1829
component=prometheusoperator msg="skipping servicemonitor" error="it accesses file
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system via bearer token file which Prometheus specification prohibits”
servicemonitor=eagle/eagle namespace=openshift-user-workload-monitoring
prometheus=user-workload

4. 7E OpenShift Container Platform Web 12& Ul F#J Metrics BHn 71 & & BB B9 B R
N

/ho

a. FxZ| OpenShift Container Platform web #Z#l%&, # A Administrator 1 H Observe
- Targets.

b. TEFIRFPFKBIEIRIRR, FFE Status P EE BIRHIRES,
c. HIER Status 7y Down, mimmH) URL & ZIEFRB LM Target Details TEMNESZEL.

5. 1f openshift-user-workload-monitoring i1 E # -/ Prometheus Operator Bti& debug 45 B &
L%

a. 1t openshift-user-workload-monitoring % B %% user-workload-monitoring-config
ConfigMap %4 :
I $ oc -n openshift-user-workload-monitoring edit configmap user-workload-monitoring-
config

b. 7£ data/config.yaml T/ prometheusOperator 75/l logLevel: debug, ¥ BEHKHIEE N
debug :

apiVersion: vi
kind: ConfigMap
metadata:

name: user-workload-monitoring-config

namespace: openshift-user-workload-monitoring
data:

config.yaml: |

prometheusOperator:
logLevel: debug

#...

c. REXHLUFEHRZ LN, ZNTH prometheus-operator Pod 2 B EH I E,

d. #i\ debug BEH 25 FHE openshift-user-workload-monitoring 7 B 89
prometheus-operator E33E :

$ oc -n openshift-user-workload-monitoring get deploy prometheus-operator -o yaml |
grep "log-level"

i th o Bl
I - --log-level=debug

Debug 2 B &1 %455 7R Prometheus Operator % HEIFFE V.
e. & prometheus-operator Pod & IE1EIZ1T ¢

I $ oc -n openshift-user-workload-monitoring get pods
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NREBEMEHETE T —NAKRIHNFIE Prometheus Operator loglevel &,
prometheus-operator Pod RIEE T ER TN E

f. &%& debug B, LLT & Prometheus Operator @& E{# F ServiceMonitor 7R, &Z&H
SRR E AR X R,

o NRAFENRWEERLE
o ETEMMAIIERSS

o JREXNAXIEM B ITHHAMER

7.2. TAE J94+ 4. PROMETHEUS 83 K ER AL ZE A

T AN R LME RBEX R VeI E LB M. BENRENHESBUHNAREREN N, BEIR
HETTRENBMERINIREERM. B, customer_id BHEARHE, REANECELRL N ATRERIE.

B OB EX AW —HEFFI, EREPERTFSRAERM A S BT OB A 778 E 1 I
BHURIN. XA RERFNT Prometheus a8, FHFEAEMA 22,

Y Prometheus JHFEX /AR, EATLUFERUTAEE -

o {#fH Prometheus HTTP API ie &R [ FFFIBIRFE (TSDBYRA, LU T A X Lir % | E R ZHf
EFIHBENESER. XIFHEEEHEE QRN

o RAEFFRENRIVRAINE,
o EEDOIEMME—ITFFIIME, EW LU 2B AP E BRI RAE B MR E

- ERAER —HAERATEENEEAEHDBENRE-EHEHE.
o XIAfER T E BB iR IR I E L ERE, XFERFEE AR

FeREH
o MATLUFEAEA cluster-admin £ A BMNAF 51015 R EE,

o B% %k OpenShift CLI(oc).

AR

1. £ Administrator fi&H, # AZF| Observe - Metrics,

2. 7E Expression ZE&#%ii A Prometheus Query Language (PromQL) i), M TFREIEHEBIT
A TR S RS ML 2 R R B R 1R TT

o FTZETUTEN, B EASRSRIAIEI+NEL
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topk(10, max by(namespace, job) (topk by(namespace, job) (1,
scrape_samples_post_metric_relabeling)))

o FTZETUTEN, BALLETRAELE—/NRERT &S EFIIEEN+DEL, M
¥k H AR KB FFE S

I topk(10, sum by(namespace, job) (sum_over_time(scrape_series_added[1h])))

3. MNRIBIHREVRAIB AT, BREDEAEITHARAEIRE EHE

o MBEEISHA/ENNTBREX, HEELERAENIENENIEIRE-EY. eih@INE
REJA8 Prometheus & i, ZRREITRE 5 ARNARAEBHERZ.

o MRIFRS OpenShift Container Platform BD I EHEX, BELLIER 1) Mih OB —
MNINEZ R,

4. DEREE N BHERE, RBUTSHEA Prometheus HTTP APl #2& TSDB A :

a. IITLL TS IKEX Prometheus APl B H URL :

iz
$ HOST=$(oc -n openshift-monitoring get route prometheus-k8s -
ojsonpath='{.status.ingress[].host}')

b. BITU TS RIZMBPEIUESHE

I $ TOKEN=$(oc whoami -t)

c. IBTLAT &4, il Prometheus B TSDB RS :

I $ curl -H "Authorization: Bearer $TOKEN" -k "https://$HOST/api/v1/status/tsdb”

it Bl

"status": "success","data":{"headStats":{"numSeries":507473,
"numLabelPairs":19832,"chunkCount":946298,"minTime":1712253600010,
"maxTime":1712257935346},"seriesCountByMetricName":
[{"name":"etcd_request_duration_seconds_bucket","value":51840},
{"name":"apiserver_request_sli_duration_seconds_bucket","value":47718},

Hit BriR
o f{#M CLIVilAWiiE AP
o A/ E BB ik E HR AN 5 BRI
o IR HFIA|HIE

7.3. ;R PROMETHEUS ¥ KUBEPERSISTENTVOLUMEFILLINGUP 24k
i 7 A [ R

ERNERBERER, WALUEMT Prometheus fif X B KubePersistentVolumeFillingUp 24k,
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4 openshift-monitoring 71 B H#) prometheus-k8s-* pod FEAMIIF A M4 (PV) I, XBEREERR
B9 /S22 (8] D F 3% B fRZ ., X ATBES 3 Prometheus IE & IE# TIE,

A=
AW KubePersistentVolumeFillingUp Z1 :

o Critical & : BEHM PV /INTF 3% MEREE, SMLES
severity="critical" i1 ZBZH,

e Warning B4 : HEHM PV LS ZEMETF 15% N, sMAHHE
severity="warning" 7R3 EH, BFHATE NIRRT,

BRI, EB MR Prometheus B A58 HE % (TSDB) $3Eh PV G2 E % 22 ],

FeREH
o MATLUFEAEA cluster-admin £ A EMNAF 51015 REE,

e B%%k OpenShift CLI(0c).

it =

1 BT TS, FUHATE TSDB MK /D, MRIBRIEISHHEE -

-c prometheus --image=%$(oc get po -n openshift-monitoring <prometheus_k8s_pod_name> \
-0 jsonpath="{.spec.containers[?(@.name=="prometheus")].image}') \

151
$ oc debug <prometheus_k8s_pod_name> -n openshift-monitoring \ﬂ
-- sh -¢ 'cd /prometheus/;du -hs $(Is -dtr */ | grep -Eo "[0-9]A-Z]{26}")'

‘—} <prometheus_k8s_pod_name> &) KubePersistentVolumeFillingUp Z it/
TIEEU B pod,

i o Bl

308M 01HVKMPKQWZYWS8WVDAYQHNMW6
52M 01HVK64DTDA81799TBROQDECEZ
102M  01HVK64DS7TRZRWF2756KHST5X
140M  01HVJS59K11FBVAPVY57K88Z11

90M  01HVH2A5Z58SKT810EM6BYATS0

152M  01HV8ZDVQMX41MKCN84S32RRZ1
354M  01HV6Q2N26BK63G4RYTST71FBF
156M  01HV664H9J9Z1FTZD73RD1563E

216M 01HTHXB60A7F239HN7S2TENPNS
104M  01HTHMGRXGSOWXA3WATRXHR36B

2. HAE A LAMIBRPLEL LA R % D3, SREMIBRYE. LUTFRHIE% 5 M prometheus-k8s-0 pod Hfffl
=1 &IBH Prometheus TSDB Ht :

$ oc debug prometheus-k8s-0 -n openshift-monitoring \
-¢c prometheus --image=3$(oc get po -n openshift-monitoring prometheus-k8s-0 \
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-0 jsonpath="{.spec.containers[?(@.name=="prometheus")].image}') \
-- sh -c 'ls -latr /prometheus/ | egrep -o "[0-9]A-Z]{26}" | head -3 | \
while read BLOCK; do rm -r /prometheus/$BLOCK; done'

3BTRS, WIEEER PV RERHBRRERE BRI HZEE

$ oc debug <prometheus_k8s_pod_name> -n openshift-monitoring \ﬂ

--image=%(oc get po -n openshift-monitoring <prometheus_k8s_pod_name> \9
-0 jsonpath='{.spec.containers[?(@.name=="prometheus")].image}') -- df -h /prometheus/

‘—} <prometheus_k8s_pod_name> &5y KubePersistentVolumeFillingUp Z it/
TIEEU ) pod.
LUFRIZ R T B prometheus-k8s-0 pod FBEARIHEFE M PV, 1% pod R4 63% :

it Bl

Starting pod/prometheus-k8s-0-debug-j82w4 ...
Filesystem  Size Used Avail Use% Mounted on
/dev/invmeOnip4 40G 15G 40G 37% /prometheus

Removing debug pod ...

7.4. f#:# ALERTMANAGERRECEIVERSNOTCONFIGURED 7%

MENENEEMSBIAAL AlertmanagerReceiversNotConfigured £, EfRIXN AR, R0
B ERIEWER,

o WFRINTAWE, ERRBRIOELOFE AN IEEE BN heIP THRE,

o WFRAPIFNELE, FRRBREELKOFEHAHN KEERBN" PHTIRIEE.
HiBR

o NENFESRHEEEE B

o AP ITFNELEEREERBA
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5 8 & CLUSTER MONITORING OPERATOR M2 &M 518|

8.1. CLUSTER MONITORING OPERATOR fd ES#

OpenShift Container Platform 8 IE M — SR 2 2B EBR, 1% AP| Al@IT X B & FhEC B BRS A 7E LAY
SEUERIH,

o EFREBEINIEMAM, 4 openshift-monitoring f & %2 [HFEIE ) cluster-monitoring-config
B ConfigMap X R, XLEEEH ClusterMonitoringConfiguration & X,

o EFRERTRIEASE LM BEMIEIEAY, E%E openshift-user-workload-monitoring %
£ 725 R £y user-workload-monitoring-config B9 ConfigMap *f %, X LtefdEH
UserWorkloadConfiguration & X,

Bo & S 1A A TR B B B ST EERY config.yaml ## T E

BF

o FHImMANEHRNEESHAIRAT. RELSIARIHBSEMFRY &
TR E. BAXXFNEENESZRER, H5H

o NfURHEBILE IR
o FESRAINIEE AL,
o MREENFESINZE, NIEARINE,

o MMREEFLI YAML £#&, Cluster Monitoring Operator 27F Operator K54
friE Ik PhiE 5R 1k &5 Degraded=True,

8.2. ADDITIONALALERTMANAGERCONFIG

8.2.1. ¥k

AdditionalAlertmanagerConfig 7R E X AH 4 a0 5 HAth Alertmanager LB ERKE,

8.2.2. &
e apiVersion

SHIMTE © PrometheuskK8sConfig., PrometheusRestrictedConfig. ThanosRulerConfig

=43 el 50

apiVersion FRE 7 Y Alertmanager B9 API iR A,
ATRERI{EAR v s v2, BRIMEN
V2,

bearerToken *v1.SecretKeySelector E N 8E Alertmanager &9%5E
P {3 Y bearer S 2T secret
®EABI A,
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Bt x®
pathPrefix FHE
scheme FRE
staticConfigs [Jstring
timeout *string
tIsConfig TLSConfig

8.3. ALERTMANAGERMAINCONFIG

8.3.1. fuh

sk

TE X ETEHE R I B R BT E R IN8Y
BEERIS,

TE X 5 Alertmanager L@ SR
EZfEAM URL AR, TENESR
hitp =% https. BiLE % hitp.

LA <hosts>:<port> B S
fid BHY Alertmanager it m A%,

TE YA EE AR (56 R 80BN (.

TE X T Alertmanager £
TLS K&,

AlertmanagerMainConfig %R . openshift-monitoring 3% Z2[5] 1 #Y Alertmanager HEHINE,

HIMFE : ClusterMonitoringConfiguration

Bt x®

enabled *bool
enableUserAlertmanagerConfig bool

logLevel FRE

nodeSelector map[string]string

BIR *v1.ResourceRequirements

sk

WA /RERE, BTERRER
openshift-monitoring 4 22 [f]
FRBEYE Alertmanager 226, BRIA
B true,

— N/RERE, AFEASER
Z AT AlertmanagerConfig #
BRHAPE LA ZEE, REER
JE A Alertmanager B9 - TE
FRRSLBIRT, HXEBEFIER, B
ME N false,

TE X Alertmanager B9 B &R 51%
B, ATRERYME

% : error,warn infodebug. 2
IME N info,

T X Pod #IAE EIBIT R,

H Alertmanager 23 X HHRIE
KHNBRIE,
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=43 e il sk

secrets []string E X E#H#E Alertmanager F1#Y
secret 51K, secret ML TS5
Alertmanager % 8RB & 22
[/, ei1¥Eh4& ) secret-
<secret-name> B RN, Fi
#H %l Alertmanager pod #J
alertmanager 23+
/etc/alertmanager/secrets/<s
ecret-name>,

AR (tolerations) [Iv1.Toleration H pod E XL AR,

topologySpreadConstraints [Iv1.TopologySpreadConstraint E X pod MIFRIN TR,

volumeClaimTemplate *monvl.EmbeddedPersistentVolu 7y Alertmanager & X #AEE
meClaim i, BEAXMIERERAMEE

B, SfEEHER. BRNNAM.

8.4. ALERTMANAGERUSERWORKLOADCONFIG

8.4.1. ¥k

AlertmanagerUserWorkloadConfig FiRE Y FF - & LI B B Alertmanager SEBIHY% &,

HIMFE : UserWorkloadConfiguration

=43 e il 23U

enabled bool LA /REMRE, BT EASER
openshift-user-workload-
monitoring 4 22 [A] dh i 7 E
BYZRH Alertmanager % 5L
B, FIME false,

enableAlertmanagerConfig bool 7 AlertmanagerConfig #1%/5
A AP E & 2 E B
RIS, BRIME N false,

logLevel FRE TE X Alertmanager F3F* T #;
WM EENGXE, TENER
error. warn, info #1debug.
FIME D info,

%R *v1.ResourceRequirements 4 Alertmanager & %8 & L HRIE

RHAFR(E,
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secrets

nodeSelector

PR (tolerations)

topologySpreadConstraints

volumeClaimTemplate

&5 8 3 CLUSTER MONITORING OPERATOR HMEd &M S| F

map[string]string

[Jv1.Toleration

[Jv1.TopologySpreadConstraint

*monvl.EmbeddedPersistentVolu
meClaim

8.5. CLUSTERMONITORINGCONFIGURATION

8.5.1. ik

sk

E LB H#HE Alertmanager 8
secret 51K, secret ML TS5
Alertmanager % 8RB & 22
[/, ei1¥Eh4& ) secret-
<secret-name> B RN, Fi
#H %l Alertmanager pod #J
alertmanager 23+
/etc/alertmanager/secrets/<s
ecret-name>,

EXFEHE EHE pod BITT R,

N pod E LA,

7E X pod BRI I THLIIR,

4 Alertmanager & X FFAMEE
fifle EAXMIXBEBERAMSE
B, SEFMEE. BRNHE,

ClusterMonitoringConfiguration R i1 openshift-monitoring #p 4 22 [A] 8 cluster-
monitoring-config F2 B ST B £ LB\ F & I IEHRIZE,

Bt

alertmanagerMain

enableUserWorkload

k8sPrometheusAdapter

kubeStateMetrics

S

*AlertmanagerMainConfig

*bool

*K8sPrometheusAdapter

*KubeStateMetricsConfig

30

AlertmanagerMainConfig &
7 openshift-monitoring

Zo (8] h Y Alertmanager H{489
WE.

UserWorkloadEnabled E—1
HwIRMERE, AR E X HITE
B iRz,

K8sPrometheusAdapter

Prometheus Adapter 4443 X i%
B,

KubeStateMetricsConfig &
kube-state-metrics IR
=
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Bt

prometheusk8s

prometheusOperator

prometheusOperatorAdmissionW
ebhook

openshiftStateMetrics

telemeterClient

thanosQuerier

nodeExporter

monitoringPlugin

*PrometheusK8sConfig

*PrometheusOperatorConfig

*PrometheusOperatorAdmission
WebhookConfig

*OpenShiftStateMetricsConfig

*TelemeterClientConfig

*ThanosQuerierConfig

NodeExporterConfig

*MonitoringPluginConfig

8.6. DEDICATEDSERVICEMONITORS

8.6.1. itk

PrometheusK8sConfig &
Prometheus H&BEE.

PrometheusOperatorConfig
7 X Prometheus Operator ZH44
B E,

PrometheusOperatorAdmiss
ionWebhookConfig & 3
Prometheus Operator B4 A
webhook A% E,

OpenShiftMetricsConfig &
openshift-state-metrics {2
B E,

TelemeterClientConfig
Telemeter Client 44 E X E,

ThanosQuerierConfig & X
Thanos Querier ZHEHRE,

NodeExporterConfig & X
node-exporter X IEHIKE,

MonitoringPluginConfig & 3
T ¥ console-plugin 4H 48914
B,

& A LU{E A DedicatedServiceMonitors %R} Prometheus Adapter BZi& % A Service Monitors

LI - K8sPrometheusAdapter

Bt
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Bt el

enabled

8.7. KBSPROMETHEUSADAPTER

8.7.1. ik

K8sPrometheusAdapter TR X Prometheus Adapter ZH{4HIIXE,

HIITE : ClusterMonitoringConfiguration

Bt el

audit

nodeSelector map[string]string

*v1.ResourceRequirements

AR (tolerations) [Iv1.Toleration

topologySpreadConstraints [Jv1.TopologySpreadConstraint

dedicatedServiceMonitors *DedicatedServiceMonitors

8.8. KUBESTATEMETRICSCONFIG

sk

% enabled % &% true

i5f, Cluster Monitoring Operator
(CMO) 2FE—1E 1M Service
Monitor, BRAFF kubelet
/metrics/resource i, It
Service Monitor &% &
honorTimestamps: true, ¥
RIRE 5 Prometheus Adapter #J
pod FHREHHEXBIIEIR. 5

4., Prometheus Adapter #ZEZ &
MERX LR AR, SHAMmE,
tbThEERR™ T 0 oc adm top
pod #4358k Horizontal Pod
Autoscaler fEFRAHETF
Prometheus Adapter B CPU B &
89—,

30

7E X Prometheus Adapter SEI{#
FARHITEE, AENERESED
% : Metadata, Request,
RequestResponse, #1 NoneZk
ME ) Metadata.

EXFEH EHE pod BITT R,

5 PrometheusAdapter &3 &
Y BTIR I R FIPRIE,

7 pod E LA,

7E X pod BRI HLIIR,

R ARSI,
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8.8.1. ¥t

KubeStateMetricsConfig 7R . kube-state-metrics X IEHXE,

HIMFE : ClusterMonitoringConfiguration

=43 & i Uiy

nodeSelector map[string]string EXEE EIFE pod BT =

BIR *v1.ResourceRequirements iy KubeStateMetrics B23E
IR IE R HBRE,

AR (tolerations) [Iv1.Toleration 7 pod E XLER,

topologySpreadConstraints [Iv1.TopologySpreadConstraint E X pod MIFRIN LR,

8.9. PROMETHEUSOPERATORADMISSIONWEBHOOKCONFIG

8.9.1. itk

PrometheusOperatorAdmissionWebhookConfig 7R E Y. Prometheus Operator B4 A Webhook T
{E BRI E,

HIWFE : ClusterMonitoringConfiguration

=4 KRB b

resources *v1.ResourceRequirements 77 prometheus-operator-
admission-webhook ZE23E X
BRIE KA BRE,

topologySpreadConstraints [Iv1.TopologySpreadConstraint E X pod MIFRIM D LR,

8.10. MONITORINGPLUGINCONFIG

8.10.1. #ik
MonitoringPluginConfig 55JRE Y. openshift-monitoring #5 % 22 [7] R Y web 1£§| & A HERRE,

HIMFE : ClusterMonitoringConfiguration

=43 el sk

nodeSelector map[string]string ENTEH LFE pod B9 =,
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=43 el sk

HR *v1.ResourceRequirements 5y console-plugin 23 & YR

THRFANRE,

AR (tolerations) [Jv1.Toleration %y pod 7 AR,

topologySpreadConstraints [Iv1.TopologySpreadConstraint E X pod MIFRIM D LR,

8.1. NODEEXPORTERCOLLECTORBUDDYINFOCONFIG

8.11.1. ik

NodeExporterCollectorBuddylnfoConfig %R 7t 2% node-exporter {2 buddyinfo 185238 on/off
F*x. BINERT, buddyinfo WEEIHWER,

HIMFE : NodeExporterCollectorConfig

Bt el

enabled bool

2P0

A A=A buddyinfo Ig& 2389
B/RETR .

8.12. NODEEXPORTERCOLLECTORCONFIG

8.12.1. #uk

NodeExporterCollectorConfig iR E Y. node-exporter {{IEBIIA I INEE 2R HIIZ B

HINFE : NodeExporterConfig

=43 KRR Uiy
cpufreq NodeExporterCollectorCpufreqC & X cpufreq 2 ELE, A
onfig TUask CPU SRS T, RUAZEA
LT,
tcpstat NodeExporterCollectorTcpStatC E Y tepstat WEZNEE, BT
onfig IG4E TCP i ESIITER. BAE
FA 32T,
netdev NodeExporterCollectorNetDevCo T X netdev WM E, BT
nfig WEMKEESITHER. BINVEH

AT,
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=43 KRR ek
netclass NodeExporterCollectorNetClassC & ¥ netclass & 2HECE, A
onfig FHEBXMBEEHER. L
f& FA e
buddyinfo NodeExporterCollectorBuddylnfo % X buddyinfo 5233 ECE,
Config ©M node_buddyinfo_blocks

?aﬁﬂ&%ﬁ?&liﬂ%ﬁﬂ#ﬂ’] GiitE
2. LM /proc/buddyinfo

WEHE. BOAZR LT,

mountstats NodeExporterCollectorMountSta & . mountstats I£E 25898
tsConfig &, ATWEBEXNFSEI/OE
HNGITHER. BRIAZRF LRI,

ksmd NodeExporterCollectorKSMDCon % X_ksmd W& SRHEE, %K
fig £ B MAERI same-page merger
FIFHERPRESIHER. RIAR
FA 32T,
iz NodeExporterCollectorProcesses 7 Y. processes W& E,
Config © MR P IR ST

8. BARAILETL

systemd NodeExporterCollectorSystemdC 7 X systemd & RMEE, F
onfig FUEE systemd SFHRERARE
RSSHZITER. BN LE
T,

8.13. NODEEXPORTERCOLLECTORCPUFREQCONFIG

8.13.1. ik

{#F NodeExporterCollectorCpufreqConfig 7R /= Fisi 22 A node-exporter {XIEH cpufreq INEE 25,
FINBE R TEA cpufreq Iz, ERELBERT, B cpufreq INERRIEINTH B LN HNZMINER LB
CPU FRE. MNRESALBERHEFTTZAKMNE, EBRVREEHNRGLLT T2 CPU AL,

HIMFE : NodeExporterCollectorConfig

2352 ' s
enabled bool A =2 cpufreq ML 2HI7H
/J\TE*]—;ILAO

8.14. NODEEXPORTERCOLLECTORKSMDCONFIG

8.14.1. #uk
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{5/ NodeExporterCollectorKSMDConfig %R /5 FAZt 22 node-exporter fXIEH) ksmd Y5233, FiA
BN T2A ksmd 1525,

HIMFE : NodeExporterCollectorConfig

B FR Hah
enabled bool B s A ksmd E B R
fErE.

8.15. NODEEXPORTERCOLLECTORMOUNTSTATSCONFIG

8.15.1. it

f#F NodeExporterCollectorMountStatsConfig #iR/= =22 node-exporter fX3£H mountstats &
£, BABERTEMA mountstats 1828, MRSAKESR, NLATEIRATA :
node_mountstats_nfs_read_bytes_total hode_mountstats_nfs_write_bytes_total, #
node_mountstats_nfs_operations_requests_total i5;¥ =, XLIEI TS SERNR S ALKE
2%, 15BN prometheus-k8s Pod MY 7Z &80,

HIMFE : NodeExporterCollectorConfig

B FR Hah
enabled bool 2 AZZ A mountstats W& 2s
Bt RERS.

8.16. NODEEXPORTERCOLLECTORNETCLASSCONFIG

8.16.1. it

{& FH NodeExporterCollectorNetClassConfig 7R /5 FAsZ F node-exporter fXI£# netclass 5
2. BAER TS netclass 1585, RZEAIKERE, NI TEIRATAA : node_network_info,
node_network_address_assign_type, node_network_carrier,
node_network_carrier_changes_total, node_network_carrier_up_changes_total,
node_network_carrier_down_changes_total, hode_network_device_id, node_network_dormant,
node_network_flags, node_network_iface_id, node_network_iface_link,
node_network_iface_link_mode, node_network_mtu_bytes, hode_network_name_assign_type,
node_network_net_dev_group, node_network_speed_bytes,
node_network_transmit_queue_length, #1 node_network_protocol_type.

HIMFE : NodeExporterCollectorConfig

B it} Hah
enabled bool B2 A netclass &SN H
IREE.
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useNetlink bool BUE netclass W& 2389 netlink
SRR ERE. BRIMER
true, X&EUE netlink ==, It
SEHRE T netclass N 23014

A%
BEo

8.177. NODEEXPORTERCOLLECTORNETDEVCONFIG

8.17.1. #45k

&/ NodeExporterCollectorNetDevConfig 5iR/= FA =2 F node-exporter {CI2H) netdev I5E25. A
INER /A A netdev Ik 25, WIREMA, LATHERAAA : node_network_receive_bytes_total,
node_network_receive_compressed_total, node_network_receive_drop_total,
node_network_receive_errs_total, node_network_receive_fifo_total,
node_network_receive_frame_total, node_network_receive_multicast_total,
node_network_receive_nohandler_total, node_network_receive_packets_total,
node_network_transmit_bytes_total, node_network_transmit_carrier_total,
node_network_transmit_colls_total, node_network_transmit_compressed_total,
node_network_transmit_drop_total, node_network_transmit_errs_total,
node_network_transmit_fifo_total, #1 node_network_transmit_packets_total,

HIMFE - NodeExporterCollectorConfig

B i ik
enabled bool B RS2 A netdev INE B R
Ly

8.18. NODEEXPORTERCOLLECTORPROCESSESCONFIG

8.18.1. ik

{& F3 NodeExporterCollectorProcessesConfig 775 /5 FAsZ F node-exporter {LI2H) processes
£, MREATWESR, NWUATETATHR :
node_processes_max_processes,node_processes_pidsnode processes_statenode_processes
threads node_processes_threads_state.35%~ node_processes_state #[]
node_processes_threads_state X% A LIE AN R, EAFEURTFARMEEIRE, HARESEEM T
BERAS N : D (UNINTERRUPTABLE_SLEEP), R (RUNNING & RUNNABLE), S
(INTERRUPTABLE_SLEEP), T (STOPPED), or Z (ZOMBIE), BB TZH processes & 23,

HIMFE : NodeExporterCollectorConfig
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=4 KRR ek
enabled bool ¥ /5 A% processes 5
SR RER S,

8.19. NODEEXPORTERCOLLECTORSYSTEMDCONFIG

8.19.1. ¥t

{&F3 NodeExporterCollectorSystemdConfig %R /5 FA =2 node-exporter fXI£H systemd W5
3. RIBERTEA systemd W5E23. MREH, MLATERTHA :
node_systemd_system_running,node_systemd_unitsnode_systemd_version {1R Lo —1MNE
BF, elhEKRLUTE

#r : node_systemd_socket_accepted_connections_total node_systemd_socket_current_connecti
ons node_systemd_socket_refused_connections_total, &TLUEF units SH%HF systemd &
RPEEM systemd H T, FREHTTA T LMK node_systemd_unit_state $5i5, HbEREN
systemd TR E, BE, INMEMHNERATRERES (BN TRELAENRY) . MREFEARMLE
TTHRE AL ESS, HF AL prometheus-k8s SRELU T T ERNEFERE, HIE, RAEMEN units
SEBEEE N logrotate.timer i & £ ’~ node_systemd_timer_last_trigger_seconds 3577,

HIMFE : NodeExporterCollectorConfig

B KRR ek

enabled bool A=A systemd W& RHH
MBI

units []string 5 systemd &R EH

systemd H TR ENIFRIAR
(regex)FFETIR, FINBERT,
RN, HLBERTRIRFF
systemd H.ITHIFE T,

8.20. NODEEXPORTERCOLLECTORTCPSTATCONFIG

8.20.1. #5h

NodeExporterCollectorTcpStatConfig 7/E 7 2 node-exporter XIEH] tcpstat Y &E25# on/off FF
*. BUIAERT, tcpstat BRI HWER

HIMFE : NodeExporterCollectorConfig

=4 RE ik
enabled bool B =2 tepstat &R R
(A
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8.21. NODEEXPORTERCONFIG

8.21.1. #uk

NodeExporterConfig 7R E . node-exporter XIEHIZE,

HIMFE : ClusterMonitoringConfiguration

=4 3] ik

Iht=28 NodeExporterCollectorConfig TE X AR I ER 35 Kk B A4 BB
BSH,

maxProcs uint32 JZ24T node-exporter By CPU B

R E. BIMENO, XBKE
node-exporter ZEffG CPU Liz
7. MRAZENKIED, HEZHR
B5F M sysfs AU HERE RS, (&7
DUXAMEEN 1, X% node-
exporter BR&IHE— CPU L1z
7. X FEAE CPUKEMT
=, A LU LR E S —ME
BIEE, XALARG LSS Go BIFRiH
ERfrE CPU £Eiz1T, MMk
IREFRRENEN, B2, MR
maxProcs EXERFKE, FI
ERZIEIR, N 1/0 HRERMFE,

ignoredNetworkDevices *[]string IRE MK IR 2R BL & AR HERRAY
MR, flnetdev
netclass, MREEHEET!
3R, Cluster Monitoring Operator
FHERTIE LHIZ &I REKRIME
NIRERAEMNRIN, NRIKN
2, ARSBEREMIZE, RIE
WTHEE, FEE
prometheus-k8s & LL T f#id

ERFRE.
resources *v1.ResourceRequirements 77 NodeExporter &2 & LR
TH RFNFRIE.

8.22. OPENSHIFTSTATEMETRICSCONFIG

8.22.1. #uh

OpenShiftStateMetricsConfig %R E . openshift-state-metrics {LIBHIZE.

HIWFE : ClusterMonitoringConfiguration
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=43 RE b
nodeSelector map[string]string ENFEH EFE pod B9 =,
iR *v1.ResourceRequirements 77 OpenShiftStateMetrics &35

TE X HHRIA KR E

AR (tolerations) [Iv1.Toleration H pod E XL AR,
topologySpreadConstraints [Iv1.TopologySpreadConstraint 7E X pod BRI FR BRI,

8.23. PROMETHEUSK8SCONFIG

8.23.1. fEih

PrometheusK8sConfig 7R E Y. Prometheus AHHXE,

HIITE : ClusterMonitoringConfiguration

additionalAlertmanagerConfigs [JAdditionalAlertmanagerConfig ERE RIS HY Alertmanager SEf1,
M Prometheus H4 B ER, 2R
INERT, RBREHND
Alertmanager 5241,

enforcedBodySizeLimit FRE ) Prometheus $2EXBIFE 1R i il S5
FEIESTK/NRS, fNRIZERBIBE IR
IE TR K FRRE, THREREF K
W, ULMERBMH : —/N221H,
RAFEESERE. L
Prometheus A/M&Z (40
64MB) HIEFH, HNEFRS
automatic, XXRTIRBEES
EBIVITERS, BRIENZE, X
KEREBRT,

externalLabels map[string]string ENTESA SRS ERINE
AN (B B 5 S E R APR S, ANk
#R. EFIEEFMEF Alertmanager,
INER FTARRRIMERITE,

logLevel FRE T Y. Prometheus B9 B &A%
B, FTRERVIER :
error. warn, info #1debug.
FIME D info,

nodeSelector map[string]string ENFEH LIFE pod B9 =,
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querylLogFile FRE 5 E L% PromQL E IR,
B U X HE, EXMER
T, HAREERGT
/var/log/prometheus &9
emptyDir &, sEEHIEE
emptyDir BRI BRI TERRE,
HFRELH, X/HEA
/dev/stderr. /dev/stdout =%
/dev/null, BEFRZHE AEME
fib /dev/ B&1R, FZIFHEX R,
HKIAERT, PromQL TR
L3R

remoteWrite [JRemoteWriteSpec EEEARE, 21 URL. &
PRI EF IR IR E,

IR *v1.ResourceRequirements 5 Prometheus & E L FKiRiE
KRFPRIE.
RE5 FFER TE X Prometheus 1R & #iERIFLEE

BFE], X ANTE L/ fdE FR LA E
FIEXERIEE : [0-9]+
(ms|s|m[h|d|w]y) (ms =
milliseconds, s= seconds,m =
minutes, h = hours, d = days, w =
weeks, y = years), ERIAEN

15d.

retentionSize FrrE E BRI E AN R R E
BNk write-ahead log (WAL), 3
#mEa4E B, KB, KiB, MB, MiB,
GB,GiB, TB, TiB, PB, PiB, EB,
FEIB, BIMER TAE AR

o
AR (tolerations) [Iv1.Toleration H pod E XL AR,
topologySpreadConstraints [Iv1.TopologySpreadConstraint 7E X pod By FR BRI,
collectionProfile CollectionProfile 7E X Prometheus FAsRMIEEHH

IWEIBIRIEIT RS SR ES, X
B8 2 full & minimal, 7 full
BoiESE (BA1IN) &, Prometheus
KINETEHBE R FHIFETET.
£ minimal &%

f1, Prometheus RINEEINTES
Bk, 0N, FEFIESIE (X
FIRFT R RIE T,
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=43 & il ek
volumeClaimTemplate *monvl.EmbeddedPersistentVolu 47 Prometheus & X A M EHE,
meClaim FERX MR BEERAMESER,

ARFEFMHER. BARNHETR,

8.24. PROMETHEUSOPERATORCONFIG

8.24.1. it

PrometheusOperatorConfig FR7E Y. Prometheus Operator ZH4MIZE,

HIITE : ClusterMonitoringConfiguration,UserWorkloadConfiguration

logLevel FRE 7 Y. Prometheus Operator #9H
BIHKE, FTRERER
error. warn, info #1debug.
FINME N info,

nodeSelector map[string]string ENFEH LIFE pod B9 =,

YR

R *v1.ResourceRequirements 71 PrometheusOperator &2
TE X BEIRE R PRI,

AR (tolerations) [Iv1.Toleration 1 pod E XL AR,
topologySpreadConstraints [Iv1.TopologySpreadConstraint 7E X pod BN FR BRI,

8.25. PROMETHEUSRESTRICTEDCONFIG

8.25.1. ik

PrometheusRestrictedConfig %R E Y 1A F & LB E B Prometheus AL E,

HIMFE : UserWorkloadConfiguration
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additionalAlertmanagerConfigs [JAdditionalAlertmanagerConfig BCE A4+ HY Alertmanager SE431,
M Prometheus AN ER, B
INERT, BRAEREHND
Alertmanager 5241,

enforcedLabelLimit *Lint64 18 I AT 2 PR S 40H per-
scrape R, SNIRIZZEHEIEIRIR
BFhMC BT AR, EAD
RIS R, ERINEN O,
XRTERBLBERE,

enforcedLabelNameLengthLimit *uint64 NBIFEE IR AR E B per-
scrape fREl, MRIFERIIIKE
TEIBPRE IR IC S8y iX AN BRI,
MEEANRESF#A R W, BUME
N0, XRIEBHERS,

enforcedLabelValueLengthLimit *uint64 NRBIEEEEKER per-
scrape [R1E., SIRIREENKERE
ErREFICEBT XA RS, T
BRI R, BRIME S
0, XRTEBHERS

enforcedSampleLimit *uint64 BE— M HEIWRINRAIBENS
fEBRE, MREKRTF
enforcedTargetLimit, T/iti%
BESTMASE LW
ServiceMonitor =&
PodMonitor %I &A% &R
SampleLimit £, &2 7 UE
FA IR B SR AR RS T B S A2
B, RMENO, XRFEEEE
FRHl,

enforcedTargetLimit *uint64 EERN B MM ENLBRE, 0
REKXTF
enforcedSampleLimit, ithi%
BERBEHETMAIE LN
ServiceMonitor =X
PodMonitor % R HiXER
TargetLimit £, EE G AT LUMER
i BERFEEITHER S, 3
IMEH 0,

externallabels map[string]string E NSNS REGBENERME
AN (B B 5 S E R FIPR S, Nk
#. EFEEFEMEF Alertmanager,
INER FTARRRIMERITE,
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nodeSelector

queryLogFile

remoteWrite

retentionSize

PR (tolerations)

topologySpreadConstraints
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map[string]string

FRES

[IRemoteWriteSpec

*v1.ResourceRequirements

FRES

FRE

[Jv1.Toleration

[Jv1.TopologySpreadConstraint

sk

7E X Prometheus BB 7525 5A1%
B, FTREMER

error. warn, info #1debug.
EONEE D info,

EXFEHE EHE pod BITT R,

EEIC T PromQL EifR ST,
b BRI AR, EXFIER
T, BEBREIMT
/var/log/prometheus &9
emptyDir &, sEEHIEE
emptyDir BHIN B STTERRR,
HEREEHN, XFEA
/dev/stderr. /dev/stdout =X
/dev/null, BEFRXZHFEAEME
ftt /dev/ BB, FZREXEE,
B RT, PromQL EHAEH
L%,

iR B ABRE, 2 URL. &
PIEMEFR IR CILE.

4 Prometheus B2 E X HRIERK
FrRTE,

TE Y. Prometheus R BB EIBAIFFLE
IF[Al, SXANTE L FR LA TR IEN
FIAANERIEE : [0-9]+
(ms|s|m|h|d|w]y) (ms =
milliseconds, s= seconds,m =
minutes, h = hours, d = days, w =
weeks, y = years), ERIAEN

15d.

E BRI E AN R RS
BNk write-ahead log (WAL), 3
#mEa4E B, KB, KiB, MB, MiB,
GB,GiB, TB, TiB, PB, PiB, EB,
0 EIB., BXIMEN nil,

N pod E LA,

TE X pod BIFR 2 R R,
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Bt

volumeClaimTemplate

el

*monvl.EmbeddedPersistentVolu
meClaim

8.26. REMOTEWRITESPEC

8.26.1. it

RemoteWriteSpec %R E L2 B A FHERXE.

8.26.2. &

e url

SHIMTE © PrometheuskK8sConfig.

Bt
&

basicAuth

bearerTokenFile

Pk

metadataConfig

name

oauth2

proxyUrl

188

PrometheusRestrictedConfig

e il

*monvl.SafeAuthorization

*monvl.BasicAuth

FRE#

map[string]string

*monvl.MetadataConfig

FRE#

*monv1l.OAuth2

FRE#

sk

& Prometheus & XA MEEZLE,
FRIISEBRESNEMHEIKR

1N,

23U

E SRR E A FHBRIGLE.

EEfRE Almss URL FIEAR S
PRAIERE,

E N BELEE Ak mH bearer
SN, B2, RNETEE
pod A% secret, AFLATESLER
H, TREESI ARSI ISR,

EEEMEMNERENER—EA
EBBE N HTTP ik,
Prometheus X BERIIF L N EERZE

==
o

E X AR E AN AE—RIIT
BIRHIRE.

E iR E ARNSIBI &R, BT
AT ERMBERICFREDEAT,
IRIERE, MRRMITEME—H,

7 WA S AR K69 OAUth2 £13
K

E S AIERICER URL, SNSRI A,
TR RS H B R,
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queueConfig *monv].QueueConfig RFHIHTIRE A\ TS HH R
&,

remoteTimeout FRE TE MR B i s B 1 K BB A
{Ho

sigv4 *monv1.Sigv4 TESLAWS ZEBIRAE 4 FRHIEX
&,

tlsConfig *monv1.SafeTLSConfig EGEFRE Alm R TLS 51955
A&,

url FREB E L ERH L ERGIRIERE A
= URL,

writeRelabelConfigs [Jmonvi.RelabelConfig E B AEFHIMLE BRI
Ko

8.27. TLSCONFIG

8.27.1. ik

TLSConfig %RECE TLS HHEMXE,

8.27.2. IhE

® insecureSkipVerify
HINFE : AdditionalAlertmanagerConfig

ca *v1.SecretKeySelector E N SERTFTBENBIEPIA
HLKI (CA) B secret ZEH3| A,

cert *v1.SecretKeySelector EXSERTEREENMNLHIER
B secret A5 F,

key *v1.SecretKeySelector EX a2 AT ERENNFAHARN
secret 5| H,

serverName FREB AFEIERERIIEH ENSE.
insecureSkipVerify bool LiXiE N true i, HERTREE
HLEIIE 5 F1 & FRB9 %S IE
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8.28. TELEMETERCLIENTCONFIG

8.28.1. &

TelemeterClientConfig /7 Telemeter Client 2H447E % &,

8.28.2. &

e nodeSelector

e AR (tolerations)

HIWFE : ClusterMonitoringConfiguration

=43 RE Uiy

nodeSelector map[string]string EXEE EFE pod B9 =

BIR *v1.ResourceRequirements 1 TelemeterClient &35 & %
TRIE RFRIE,

AR (tolerations) [Iv1.Toleration H pod E XL AR,

topologySpreadConstraints [Iv1.TopologySpreadConstraint 7E X pod BN FR BRI,

8.29. THANOSQUERIERCONFIG

8.29.1. it

ThanosQuerierConfig 7R Y. Thanos Querier BN &,

HIWFE : ClusterMonitoringConfiguration

enableRequestlLogging bool JA AR KB E&KILKIMA/RE
Pris. BRIAED false,

logLevel FrF e 7 3 Thanos Querier 898 &4
wE, ARENEAR
error. warn, info #1debug.
EONED info,

enableCORS bool JA X E CORS FrkBfR /R E IR
Ho PRk AAFEMEMERIGRE, B
NME T false,

nodeSelector map[string]string ENTEH LFE pod B9 =,
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B KRB b

%R *v1.ResourceRequirements 4 Thanos Querier 23 € X HR
KPR,

AR (tolerations) [Iv1.Toleration H pod E XL AR,

topologySpreadConstraints [Iv1.TopologySpreadConstraint 7E X pod BRI FR BRI,

8.30. THANOSRULERCONFIG

8.30.1. f&uk
ThanosRulerConfig %R E X E M A F & B E # Thanos Ruler SXBIKEEE.

HIMFE : UserWorkloadConfiguration

=13 KRR ik

additionalAlertmanagerConfigs [JAdditionalAlertmanagerConfig i & Thanos Ruler H4 {5 H
ftt Alertmanager S£l@1E. EKIA
B nil,

logLevel FREB 7 Y. Thanos Ruler BB &% 7%

B, FRENEAR
error. warn, info #1debug.
FIME D info,

nodeSelector map[string]string 7E X Pod #HE BRI T R,

BIR *v1.ResourceRequirements H Alertmanager B2 X HRIE
KANBRIE,

RE FREB 7E X Prometheus {# B B #F4L

BFE], SXANTE L/ FR LA EN
FIFXERIEE : [0-9]+
(ms|s|m[h|d|w]y) (ms =
milliseconds, s= seconds,m =
minutes, h = hours, d = days, w =

weeks, y = years), ZRIAME N

15d,
AR (tolerations) [Iv1.Toleration H pod E XL AR,
topologySpreadConstraints [IV1.TopologySpreadConstraint 7E X pod BN FR BRI,
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=43 &S] ek
volumeClaimTemplate *monvl.EmbeddedPersistentVolu  } Thanos Ruler && X A E7F
meClaim fifo, AL ERBESHFEEN
Kb,

8.31. USERWORKLOADCONFIGURATION

8.31.1. ik

UserWorkloadConfiguration %R YT £ openshift-user-workload-monitoring 4% 22 [A] H B9 user-
workload-monitoring-config B2 EMR SRR T E XM ERIXE. RAE7TE openshift-monitoring 65 &
22| A#Y cluster-monitoring-config B2 &M 5 H) enableUserWorkload i E# 4 true /&, &FaILL
f2 B8 UserWorkloadConfiguration,

Bt &S] ek
alertmanager *AlertmanagerUserWorkloadConf — fER - THEHAEIEEHTE X
ig Alertmanager HIFHI% &,
prometheus *PrometheusRestrictedConfig AP TG ERERE X
Prometheus HHHIZE,
prometheusOperator *PrometheusOperatorConfig ERF TEfAEGERE L
Prometheus Operator £ {4 #)i%
&,
thanosRuler *ThanosRulerConfig TERPTEAE AT L

Thanos Ruler H{ERIE B,
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