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15 XTEAImES

BI1E XTEENESS

T REH NIRRT A TERMNGEE ) A/MLT IR AIE T REFER. BARN, EemRsEsF
B R R RARNARESNEMEMEREREE, FERZER. FEIRIN. ML TR
FLANARURMBRTHRENEREREREHMMERFLKRRS. EPRSBETRAHZ RN,
BRETTBS FIK A FFIREL,

Red Hat OpenShift Container Platform X#FR I FEREM, RINA AR IR IRAINIE T
o AR H 5T (GPU)
e Neural processing units (NPUs)
o RFETNAREFHIERKHEE(ASIC)
o HUELLIEHIT(DPU)

RedHat

Red Hat Software — OpenShift

Hardware

Accelerators B GPUs NPUs ASICs DPUs Others

Private /

Supported n .
| | Physical Virtual Red Hat OpenStack Public cloud

Platforms Edge

TREHMESRS A/ML LIRS T EFENMLS

— A FEEHTmADRE
ERFALAR, BIEIRIN. HI\RZERMN DevOps BITEINRE
{8/ Operator ¥ EIhEE
Operator o174 Al/ML ZhEE5| AZl OpenShift Container Platform
BRATXE
SRBEF L, RAAFIERBNERZ
Z# A/ML T %
REI, %R, &R BF, FENRSIRBLEEINEF
TNEIRME T — MUERIES, T7E Linux (kernel # userspace) #1 Kubernetes JZHJ Red Hat Enterprise

Linux (RHEL)#1 OpenShift Container Platform & ff5 FiX &% AEMGINESR. AL, RSN R
T Al B FAFEEHLEE T Red Hat OpenShift Al #1 Red Hat OpenShift Container Platform BIRFAINAE,

BE{4 Operator {8 Kubernetes B HIR/FIEZR RS FAFT R HIINRSS TR, LI LF oS BR A&
HESTAREE, WEGEEREM GPU,

R LT R IR BOT VRS RS IR LUIET I A& FIHR B9 FFE RO AR T AR,

1.1 FEHINESS
Red Hat OpenShift Container Platform j& UL FEEEINZEES -
e NVIDIA GPU

® AMD Instinct® GPU
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e Red Hat OpenShift Al f& 1t
o NVIDIA GPU Operator on Red Hat OpenShift Container Platform
® AMD Instinct & 2%

® |ntel Gaudi Al Accelerators



https://docs.redhat.com/en/documentation/red_hat_openshift_ai_self-managed/2-latest/html/introduction_to_red_hat_openshift_ai/index
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/index.html
https://www.amd.com/en/products/accelerators/instinct.html
https://www.intel.com/content/www/us/en/products/details/processors/ai-accelerators/gaudi-overview.html
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58 2 Z NVIDIA GPU Z2f4
NVIDIA Z#7E OpenShift Container Platform E{# B KA 5T (GPU) iR, OpenShift Container
Platform @ —MNUZ £ N0, 38{bB Kubernetes A, HZEFAFIRESIRH, BFXRXHEIEMN
&I Kubernetes (8%, OpenShift Container Platform &3EX Kubernetes BUi& s, LUE A/ o LU #A
FeE#N{EFA NVIDIA GPU BHREINR TIE 71 8o

NVIDIA GPU Operator #l|f OpenShift Container Platform F1#J Operator {242 EEIZ1T GPU IIETL
1R EFTRREY NVIDIA B HA TR E sr A,

IXLELH 4 EFE NVIDIA K52 (7B B CUDA) . GPU B Kubernetes 1% & 4. NVID Container
Toolkit, & GPU %44 I(GFD). & F DCGM MG EEM B BhTT mbric.

NVIDIA GPU Operator B ##{XH NVIDIA 124, XM NVIDIA KERZHHELZER,
HEH NVIDIA X,

2.1. NVIDIA GPU 5 R &4
o SIEEH— GPU worker 17RH, TIE# T{EH) OpenShift &5,
e Ll cluster-admin & 1{7i/jl7] OpenShift &%, LUHITRHENS T,
o B2 %% OpenShift CLI (0€),

o BRI RINEEAL I (NFD) Operator F0I# T nodefeaturediscovery L4,

2.2. NVIDIA GPU A
TE SR T #4a 5 OpenShift 2 GPU 2854 :

& 2.1. NVIDIA GPU £ H

OpenShift OpenShift OpenShift OpenShift OpenShift Red Hat
on bare metal Virtualization on VMware on Red Hat KVM on AWS, GCP, Device Edge
vSphere (RHOSP) Azure, OCI
Containers VMs Containers Containers Containers Containers
Physical GPU Passthrough Passthrough Passthrough Passthrough Physical GPU
or or or or or
MIG vGPU time slice vGPU vGPU time slice MIG

vGPU time slice

or MIG vGPU time slice

AWS, GCP, NVIDIA Orin
VMware vSphere RHOSP Azure, OCI IGX, AGX
Physical Private cloud Public cloud Edge



https://access.redhat.com/solutions/5174941
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M NVIDIA Ampere R&FIFFHR, £ GPU LX#F MIG, BXXHF MIG B GPU FI%K, 1ESH
NVIDIAMIG FF#88,

2.2.1. GPU FN&#,

&0 LATE NVIDIA IERIRNLAR 25 25 £ 5B F OpenShift Container Platform, {EH—LLRH :
e control plane TV A LAE CPU 7 8,
o Worker T mihZig GPU TR, RE A/ML TIEAEIEXL worker 17 m EHUET,
79, worker TTRALEE—1HED GPU, BE(IXIIZHERMER, Fa, — DT REIUE
P> NVIDIA A100 GPU, BERZRE—NT RAPHE—1 AI00 GPU #1—1 T4 GPU,
Kubernetes B9 NVIDIA i & B A ZFHFER—T R LREFFEM GPU &2,
o JEfHF OpenShift i, HEER, T®E—N =ANHEBZ MRS /. FZFHTEVPRS =HE
B, H—ARSSI[IEEM N B —T =R openShift (SNO), FRALEEM OpenShift MEREEST
ﬁ'rio
TR LUEFE AT /555 2 — 3R [f| B 881 GPU :
® GPU passthrough (GPU &f%)

o %35 GPU (MIG)

Hth

=5

i

® Red Hat OpenShift on Bare Metal Stack

2.2.2. GPU fE#HIE

BRTFZTFLE N AR ERIEH R R RN BRRF TR S 23 EMZ2 M, BBARERENEELN
(VM)J:J:FIEI’JTLFH?FEJ%ﬁ TF L M4 BIE R, Red Hat OpenShift Virtualization 124t b ThAE, A
BE R ENN S F IR hMA SR TR,
IR LUEFE AT A A2 — 5 worker 7 %32 GPU :
o AT RIFEAEMN(VM)BE GPU I GPU &%,

o U GPUITEMARERER NI EAFEMEHMES, =TLUHIT GPU (VGPU) FEI9 F.

Hth B

e 78 OpenShift Virtualization #9 NVIDIA GPU Operator

2.2.3. GPU # vSphere

SR UE AT E AR GPU A NVIDIA TAIER VMware vSphere AR5 25 £ 2828 OpenShift Container
Platform,

MBEIHNERT vGPU L6, @ATIFE hypervisor &% NVIDIA GPU IREhFEFE., % F VMware
vSphere, LtENIKEIFERFLL VIB STHERIT R IR,

AT ERZE worker 1 R EFIHLEIR K vGPU BEEUR T vSphere BIFRA :


https://docs.nvidia.com/datacenter/tesla/mig-user-guide/#supported-gpus
https://docs.nvidia.com/ai-enterprise/deployment-guide-openshift-on-bare-metal/0.1.0/on-bare-metal.html
https://docs.nvidia.com/datacenter/cloud-native/gpu-operator/latest/openshift/openshift-virtualization.html
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e VSphere 7.0 : BN EMNEZ 4 1> vGPU

e vSphere 8.0 : BN EMNZRAK 8 1 vGPU

ﬁ -
Y vSphere 8.0 BIA T X 5 —PEMH RN Z D TEH I REERHIZH.

TRA] LU LA 53R 2 — 4% worker 7 B3 I0E GPU :

o HTFUARFMERELN(YM)BE GPU BEH/ GPU &%

o UARFEEFA GPUR, "ILAERA GPU (VGPU) (Al A
SERNBERL, FE-DHNEMRS . TRTEN DRSS FER,

Hth BHR

e A NVIDIA vGPU By VMware vSphere _EBJ OpenShift Container Platform

2.2.4. GPU #1 Red Hat KVM
IR LAFEETF NVIDIA VGERIE UL (KVM) BR 5588 L OpenShift Container Platform,
EEBNEBRL, FE—IHENREER. TZEFTENNIRS 2EEE,
BRE, SENHBEARR, BaERSSZFERAREEDN GPU, XE2R NEE LUSHX L GPU 2B 17E
7 Kubernetes 11 m I AR EIA. HE—HIRREIZE, — Kubernetes THREBCAE LI EFHERN
GPU K8,
B LLEFELL T ik —Fkijn Résk GPU :

o FTFiRFAERELH(VM)FH GPU B4 GPU &%

o YURFERA GPUHK, RAILUER GPU (VvGPU) Bt AI9 B
EG A vGPU IhEE, WIIEENEH RESFRIX IR, XNIERFEN RPM G 1R#., X F GPU
BIEDE, TEEXNENIRDRERF,
2.2.5. GPU #1 CSP

&7 LLF OpenShift Container Platform EBEEIF EM EARFS HENEE (CSP) Z— : Amazon Web Services
(AWS). Google Cloud Platform 2% Microsoft Azure,

AFMRFRN 2 EENMENBREENRE,

o TERLBEMIER, —UIHHLIES CSP &ELIMB b, EaLL@it CSP Web #2&&1E K
OpenShift S2l, SKEBEFHZIEENUEFTLEE, BRRBOINERT REIRESEIR, 21185
LMY RN E BRI, T2EENIRSTE AWS,. Azure 1 Google Cloud _E324t, X
F AWS, OpenShift fR%54% N (Red Hat OpenShift Service on AWS), *fF Azure, RSN
Azure Red Hat OpenShift, *fF Google Cloud, %BR%51E Google Cloud £#5/ OpenShift
Dedicated,

o TEBEENHEDR, BEEZBITEAULHLEDT OpenShift £, ZLIEIRH T OpenShift-install
T B3R OpenShift FREMEE. BREENRS AL BIRMLERTE CSP,


https://docs.nvidia.com/datacenter/cloud-native/gpu-operator/latest/openshift/nvaie-with-ocp.html#openshift-container-platform-on-vmware-vsphere-with-nvidia-vgpus
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BEMNZE, WITESEFR— GPU MEMITESLH], FHH GPU RES NVIDIA Al Enterprise XY
GPU FIRPtEE, #I30, T4. VIOO 1 A100 2ibFRM—ERS,

BRI LLERE AT 532 — R U5 B8Rk GPU
o AT VIRFMEREU(VM)FE GPU I GPU Bi%,

o YURFEEA GPUKS, AILUAT GPU (VGPU) EfEI4 K,

Hth BHR

e =M Red Hat Openshift

2.2.6. GPU #1 Red Hat Device Edge

Red Hat Device Edge $2#t%F MicroShift B9[], MicroShift 324t 7 817 MERE M E MMM FRAIR (G4
%) T EFRENIEETARSS. Red Hat Device Edge B FRZRIMEHIMBIEN. B B8
Kubernetes TYEf & HIE K,

& A LAFE Red Hat Device Edge IMERHBIZA 2R /5 NVIDIA GPU,

BRI LAMER GPU B3k 7j 1AL GPU,

Hth BHR

e H{AI7E Red Hat Device Edge F{#F NVIDIA GPU hn3& T £ i #;

2.3.GPU =A%

ZIIEFI NVIDIA BFF A T GPU FHAMEZMNSI, LUE{EEILZ OpenShift Container Platform &8 £
GPU D&+ &,

NARFRERXETRNITEER, XHUEAREGPUEAERE, NEMTHENHRHERNITERIR
HEN TREIMERAHZRKIL GPU FREXEXEE,

ATFiRE GPU ERZRNH LIS, SEEMREZEL AP BIRSYHMEGSX, SEEME. UTIIR
LT GPU HAME

B — X &5 (CUDA) 7t

Time-slicing (Ff[E]% )

CUDA % i##2AR55 (MPS)

%55 GPU (MIG)

A vGPU BIEHIE
£ GPU F A& A FARH OpenShift Container Platform &, EZELT GPU £ZE L :

74,

vGPU AT, EEfEASZ R MIG B+,
B

vGPU Z &,


https://docs.nvidia.com/ai-enterprise/deployment-guide-cloud/0.1.0/aws-redhat-openshift.html
https://cloud.redhat.com/blog/how-to-accelerate-workloads-with-nvidia-gpus-on-red-hat-device-edge
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ZH IR NVIDIA £53%&E MIG
Z B time-slicing,
BHE%A GPURENH, ERESEEH vGPU
& B S B E AL,
{81/ OpenShift Virtualization 1% 4 GPU BI#E4l
SN FREMEN, ZEREERER, NEFRR, ERERNES A,

Hith TR

e RS GPUFIA=R

2.3.1. CUDA &

Compute Unified Device Architecture (CUDA) = H NVIDIA FFZBIF T EFEAMEmEEE, BTF GPU
ERENITE,

M GPU EFFHATHRERF], CUDA ermBEERVIRPIRINFINGT, EFERTERES TN
BF 2550,

BERARRNRS LEBRERTFHITHITES. BE—DRPABNESZEL. BRAHA—MMESELE S —
MREIZIT. XU GPU MEMMERIREFE R iZ1T% MESS, MMRSMEE.

Hith

=

P
o RIEFRIAT

2.3.2. Time-slicing (Ff[E19 F)

YIRIZITE D CUDA NETEFERT, 7E#8%H GPU LiFE GPU BRI E TV %,

IR LB GPU E X —HBIAR S A Kubernetes _£BY GPU BIET[A], EDBIAER AT LIRS A B pod
FiZTIENE. 5256 GPU (MIG) AE, FERIAZAAEFEERNESMIERE, BN FELET/ER
#H, XMFRARFHITHE, ERI, GPUKEDHFBAFME—EZ GPU MM TIEAEHIERARRM
EIJ$O

SFRES R, ESAUNA-PMREEHNRINRE, AU ARET T RNEE, fim, SRR
A2 FEEN AEIEA Tesla T4 GPU BT =, MABER T RV EAEM GPU &AL,

& L& N AR ESEH R ERAGINMITE, ABEMCT RURTXET RQEBEREET TR
RE.

2.3.3. CUDA L 2[R %S

CUDA %Zi#12ARS5 (MPS) fo 1A GPU %1 CUDA ##2, #HF21E GPU L#H1Ti217, EIRT GPU
ITEFRIEH, MPS IX#HH X PITHESHIKBEENMMAIEHRERERINRE, LUIgRFIARE,

Hith TR

e CUDA MPS

2.3.4. %55 GPU


https://developer.nvidia.com/blog/improving-gpu-utilization-in-kubernetes/
https://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html#asynchronous-concurrent-execution
https://docs.nvidia.com/deploy/mps/index.html
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EAZEH GPU (MIG), EHLLE GPU ITERTHRABFDME N MIG L6l BNEFELERT MRS
A RERBERMIL GPU I, FHAEEET R ESTNEANARE. SHRUEMN. ERE GPU BEH
FEA MIG SEHIHL D FIREY GPU,

LIEE—INTREE) GPU TL2THEEM N AR, MIGEREH. #H NVIDIA Ampere 22148 MIG Ih
BERVH RIS IR D A Z A GPU 261, BNSLHIER AT /E 7 IIH) CUDA GPU 1RIE1RERSL,

NVIDIA GPU Operator i # 1.7.0 REERA N A100 1 A30 Ampere 124 MIG #F, XL GPU L4
EEXRHRS 7 MK CUDA N AR, UEE]5% AN REERE,

Hth BHR

e NVIDIA %55 GPU B8/

2.3.5. i vGPU BEHL

REFLHL (VM) BT LUER NVIDIA vGPU BE#:5 A EMER GPU, EA IR ESL GPU, HELMESZ
HH=Z, FHEMZEIR,

LEZhEERF GPU MEES vGPU IRIMEEMR 2L HELI S, vGPU REME i S iEEMNIMERE
HEBMEE, BS VDI T ETENEMN TENETEURSDEUNZ AN ERLE,

Hib¥5R
o [EH GPU

2.4. OPENSHIFT CONTAINER PLATFORM HJ NVIDIA GPU Ifjgg

NVIDIA Container Toolkit

NVIDIA Container Toolkit AI1EEBIEFHIZ1T GPU INER L. TECSEIRZTHNENTE, BT
BB E R 2 LUFE A NVIDIA GPU,

NVIDIA Al Enterprise

NVIDIA Al Enterprise @im it = RE Al BRI HPEEM, B NVIDIA VIERZOHETILE. AR
IBES
NVIDIA Al Enterprise 83E% Red Hat OpenShift Container Platform B #f, ZRUTRESE :

e 78 GPU Passthrough BI#E#18k VMware vSphere _£#J OpenShift Container Platform,

e A NVIDIA vGPU By VMware vSphere LB OpenShift Container Platform,

GPU Th#e & Bl

NVIDIA GPU Feature Discovery for Kubernetes @ —/N A M, aiLE T R LA GPU B4
FPRSE. GPU ThRE R I 17 RIhBE & HL(NFD)RHAT LEFRIC,

Node Feature Discovery Operator (NFD)&:J § MR EE BIRC T KRB OpenShift Container
Platform &R IEHINREMECERI X I, NFD FERRFET T KRBBEMIMCEMN, 0 PCI&, AK., 8
ERGIRASE,

& A LR IS #3R "Node Feature Discovery” £ Operator Hub 3% E] NFD Operator,
# A OpenShift Virtualization B NVIDIA GPU Operator

EIEAI ML, GPU Operator RiEE® 7 worker W mKi21T GPU IR AR, HTE, GPU Operator t
Al LA R E % worker 11 3217 GPU MNERBIE U (VM)

10


https://docs.nvidia.com/datacenter/tesla/mig-user-guide/
https://www.nvidia.com/en-us/data-center/virtual-solutions/

%5 23 NVIDIA GPU Z245

EA LARIESR GPU TE B E NI X LT = L1217, ¥ GPU Operator BR & WS AR B4 HHER
Z 3| worker W&,

GPU i #{ERIR
IRET LS WG (URHR, £ OpenShift Container Platform Web 2| & #I% 2% Observe TIE A R

GPU BEfER. GPUEAXELSETH GPU L. #E (watts) . JBE (Celsius) « FIAX (B
o) UREMEA GPU BT,
HiBR

e NVIDIA IMIFRSE

NVIDIA Al Enterprise

® NVIDIA Container Toolkit

* JAH GPU Wi {UFRMR

® OpenShift Container Platform I MIG 2 #

e OpenShift F1B9 NVIDIA GPU B a9 K

o TEMFFFIEIEMISK airgapped FFEHERE GPU Operator

® Node Feature Discovery Operator

1


https://docs.nvidia.com/ngc/ngc-deploy-on-premises/nvidia-certified-systems/index.html
https://docs.nvidia.com/ai-enterprise/index.html#deployment-guides
https://docs.nvidia.com/datacenter/cloud-native/container-toolkit/overview.html#
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/enable-gpu-monitoring-dashboard.html
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/mig-ocp.html
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/time-slicing-gpus-in-openshift.html
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/mirror-gpu-ocp-disconnected.html
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/specialized_hardware_and_driver_enablement/#node-feature-discovery-operator
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2 3 2 AMD GPU OPERATOR

AMD Instinct GPU 1li#255 OpenShift Container Platform &E£F# AMD GPU Operator #8454, Ak
RTLER AT ETIREHITHERE ). £ Al F GPU INEMN AR,

AR E T EH. BEEMNE AMD GPU Operator FREMIE R, MERZELR, ESH AMD Instinct™
Ji/IpEE

3.1. < F AMD GPU OPERATOR

AMD GPU Operator IR INEINAE W EUIRRI 2 RA T A A IR B BEFI A AR, {FH Red Hat
OpenShift Al Bl A TEREMARZF I (AYML) N BERF, 1R GPU ThEERIRFE X5 o] L& /ME CPU &b
BHRNEAE, REBANARFERE. REHEENT R,

3.2. &% AMD GPU OPERATOR

ENEBEIEA, EAILMER OpenShift CLI 1 Web #2#& % % AMD GPU Operator, iX@—M% % %%
BT, FELRE Node Feature Discovery Operator, PRI EIE Operator, SAE =~ AMD GPU
Operator, AU THERE Operator B AMD #t XA A,

B R
1. &% Node Feature Discovery Operator,
2. RENELER Operator,

3. REMEE AMD GPU Operator,

3.3. 7t AMD GPU OPERATOR

FERELLT S M ROCmInfo ZE&ZHFHEE AMD MI210 GPU BB &,

pi% &2
1. QUM ROCmInfo B9 YAML T4 :

$ cat << EOF > rocminfo.yaml

apiVersion: v1

kind: Pod

metadata:

name: rocminfo

spec:

containers:

- image: docker.io/rocm/pytorch:latest
name: rocminfo
command: ["/bin/sh","-c"]
args: ["rocminfo”]
resources:
limits:

amd.com/gpu: 1
requests:

12


https://www.amd.com/en/products/accelerators/instinct.html
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/specialized_hardware_and_driver_enablement/#installing-the-node-feature-discovery-operator_node-feature-discovery-operator
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/specialized_hardware_and_driver_enablement/#kmm-install_kernel-module-management-operator
https://instinct.docs.amd.com/projects/gpu-operator/en/main/installation/openshift-olm.html#install-amd-gpu-operator

amd.com/gpu: 1
restartPolicy: Never
EOF

2. fI/E rocminfo pod:
I $ oc create -f rocminfo.yaml
it Bl

apiVersion: v1
pod/rocminfo created

3. {EHE— MI210 GPU ¥ % rocmnfo B :

I $ oc logs rocminfo | grep -A5 "Agent"

% 33 AMD GPU OPERATOR

i o Bl

HSA Agents

Agent 1
Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Uuid: CPU-XX
Marketing Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Vendor Name: CPU

Agent 2
Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Uuid: CPU-XX
Marketing Name: Intel(R) Xeon(R) Gold 6330 CPU @ 2.00GHz
Vendor Name: CPU

Agent 3
Name: gfx90a
Uuid: GPU-024b776f7682638b
Marketing Name: AMD Instinct MI210
Vendor Name: AMD

4. THBR Pod :

I $ oc delete -f rocminfo.yaml

i th o Bl

I pod "rocminfo" deleted

13
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5 4 Z INTEL GAUDI Al ACCELERATORS

& BT LI~ OpenShift Container Platform generative Al ##1285% >] (Al/ML) . FBFEF{EF Intel Gaudi Al
INE2R. Intel Gaudi Al IEZFAMALREZE > THEMEIRM T —PERERFNE,. REE T RIARR
ﬁ$°

T8 #r Intel Gaudi 2 # Intel Gaudi 3 %%, Intel Gaudi 3 F & EIE) | EEMERNMEAMEIZMH T EE
567N

4.1.INTEL GAUDI Al ACCELERATORS &R &1
o BBE—/IEE I EM OpenShift Container Platform %2%, EVH—4 GPU worker 17 5,
o (RATLUEA cluster-admin 1/j[7] OpenShift Container Platform 8%, LUHUITHREMSE,
o T %% OpenShift CLI (oc).

o BZ&% Node Feature Discovery (NFD) Operator, Ffl# T NodeFeatureDiscovery {5,

Hith BTIR
® OpenShift Z% (Intel Gaudi 3#3)

o Intel Gaudi Al INIEBRE K

14


https://docs.habana.ai/en/latest/Installation_Guide/Additional_Installation/OpenShift_Installation/index.html
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% 5 Z NVIDIA GPUDIRECT REMOTE DIRECT MEMORY
ACCESS (RDMA)

NVIDIA GPUDirect Remote Direct Memory Access (RDMA) F¥F— Nt EHL RN B F B A 55—

MIENMRNTE, MESETIEERR N, XIRET —NEARPST KT ININEE, BRETRFX
KA 7B BIERTER CPU FiH, XA RFESEEH DA GPU IR T/EME, KN RDMA JE

HEEAET RMEE RN BRRFE, RIXFEESNKEEMIESE SN BRRFIEELE,

BHI, NVIDIA GPUDirect RDMA B =& 5% :

HZ=L &

XN AHESIF NVIDIA GPUDIrect RDMA & 1E 2 FHXZ £ # OpenShift Container Platform worker 7
REMZ A pod HE,

FNixF
75 E BT TE pod LAREIARIENMLE, 7E worker TV R EIREEREAIBLIKM VA, M RVFRH
LB MEN M B ZERFBE pod LBIMLEEr R ZE(H],

SR-IOV 455k &

Single Root 10 EHME(SR-IOV) AERT AEZ A pod [A|HZ—PNENMLE X, MUK REE SR,
SR-IOV &85 % (FEENT | E#IHFI NIRINEE(PF)) D ERNZSNEMINEE(VF), VF fIEBRL%
WE—HEER,

F# 75 %ER T LAFE NVIDIA GPUDirect RDMA over Converged Ethernet (RoCE)=X Infiniband E&fitti 284 F
fHF, REEIT 6 MEERE.

5.1. NVIDIA GPUDIRECT RDMA M5 R & 14

NVIDIA GPUDirect RDMA BEEHIFT A 5 A& B L EFEN Operator, AL THEZRE Operator :
e 2% Node Feature Discovery Operator,
o L%k SR-I0V Operator,
o % NVIDIA Network Operator (NVIDIA X#%),

o L% NVIDIA GPU Operator (NVIDIA 3X#4),

5.2. 2 IRDMA Rk

E—LRGH, &FE DellR750xa, IRDMA ARAEIRIEENEFMNE; DOCA JXEhF2FEHT 77 NVIDIA Network
Operator &K A, EALUTESHERERIZER,

it =
ILTLA T e m R L TSR B B XX -

1=
I $ cat <<EOF > 99-machine-config-blacklist-irdma.yaml

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
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labels:
machineconfiguration.openshift.io/role: worker
name: 99-worker-blacklist-irdma
spec:
kernelArguments:
- "module_blacklist=irdma"

2. BITUTHS, EREPORNGREHERFT REHSIS -
I $ oc create -f 99-machine-config-blacklist-irdma.yaml
it Bl

machineconfig.machineconfiguration.openshift.io/99-worker-blacklist-irdma created

3. ETUTRS, EENT R ERIFESEARINEM debug pod:

$ oc debug node/nvd-srv-32.nvidia.eng.rdu2.dc.redhat.com
Starting pod/nvd-srv-32nvidiaengrdu2dcredhatcom-debug-btfj2 ...
To use host binaries, run “chroot /host

Pod IP: 10.6.135.11

If you don't see a command prompt, try pressing enter.

sh-5.1# chroot /host

sh-5.1# Ismod|grep irdma

sh-5.1#

5.3. QI F At an & M

EFRLEFERT, XAEMEESBETIRREE. FlI0, 1£ R760xa %4 L Mellanox K& ER G RERE M
£, BT LUE A MachineConfig % & 15 A 4 S8t 5 b 7] /i,

it =

1. 5§ worker T B MAC it ZFRRERISC R, FAFERBEMBORMBEIR, XNREIFEAE
4+ 70-persistent-net.rules EFi%1¥1E,

$ cat <<EOF > 70-persistent-net.rules
SUBSYSTEM=="net", ACTION=="add" ATTR{address}=="b8:3f:d2:3b:51:28" ATTR{type}=="1"
,NAME="ibs2f0"

SUBSYSTEM=="net", ACTION=="add" ATTR{address}=="b8:3f:d2:3b:51:29" ATTR{type}=="1"
,NAME="ens8f0np0"
SUBSYSTEM=="net",ACTION=="add",ATTR{address}=="b8:3f:d2:f0:36:d0", ATTR({type}=="1",
NAME="ibs2f0"
SUBSYSTEM=="net",ACTION=="add",ATTR{address}=="b8:3f:d2:f0:36:d1",ATTR{type}=="1",
NAME="ens8f0np0"

EOF

2. SIS R BTN base64 TS, FHFHHIXE N E PERSIST :

I $ PERSIST="cat 70-persistent-net.rules| base64 -w 0

I $ echo $PERSIST
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U1VCUI1ITVEVNPTOiIbmVO0IixBQ1RJT049PSJhZGQILEFUVFJ7YWRkemVzc309PSJiODozZjp
kMjozYjo1MToyOCIsQVRUUNt0eXBIfTO9IEILESBTUU9ImMliczdmMCIKU1VCU1ITVEVNPTOibm
VOIlixBQ1RJT049PSJIhZGQILEFUVFJ7YWRkemVzc309PSJiODozZjpkMjozYjo1MToyOSIsQV
RUUNt0eXBIfTO9IjEILESBTUU9IMVuczhmMGSwMCIKU1VCU1ITVEVNPTO0ibmVOIixBQ1RJTO
49PSJhZGQILEFUVFJ7YWRkemVzc309PSJiODozZjpkMjpmMDozNjpkMClsQVRUUNt0eXBIfT
09IJEILESBTUUSIMIiczdmMCIKU1VCU1ITVEVNPTOibmVOIixBQ1RJT049PSJhZGQILEFUVFJ
7YWRkemVzc309PSJiODozZjpkMjpmMDozNjpkMSIsQVRUUNt0eXBIfTO9IJEILESBTUU9IMVuc

zhmMG5wMCIK

3 BIUTHS, UBVNSEREHEBE LFHRXHHIFE base6s Jif :

I $ cat <<EOF > 99-machine-config-udev-network.yaml

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: 99-machine-config-udev-network
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:text/plain;pase64,$PERSIST
filesystem: root
mode: 420
path: /etc/udev/rules.d/70-persistent-net.rules

4. BITUTHSESEEPOURIGRE, 2706 E, ML LR

machineconfig.machineconfiguration.openshift.io/99-machine-config-udev-network
created,

I $ oc create -f 99-machine-config-udev-network.yaml

5. £ get mcp AT AEENREERT :

REEHBIT, FE update FEHREE false I, ERILURIT EE debug pod B & REGIET | £
E’J&%o

I $ oc get mep

it Bl

NAME CONFIG UPDATED UPDATING DEGRADED
MACHINECOUNT READYMACHINECOUNT UPDATEDMACHINECOUNT
DEGRADEDMACHINECOUNT AGE

master rendered-master-9adfe851c2c14d9598eeabec3df6c187 True False False

1 1 1 0 6h21m
worker rendered-worker-4568f1b174066b4b1a4de794cf538fee False True False
2 0 0 0 6h21m
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5.4. idi& NFD OPERATOR
Node Feature Discovery (NFD) Operatori@id 517 RbriC WIE AR EE RREHE OpenShift Container

Platform SEFFIEHTHRERE BRI, NFD ERAKET T SHBEMINCEN, W PCIF. Wik, &F
ROREE,

FRFM

e B% % NFD Operator,

it

1 SBITLATR &S, %E Operator @8 BREFHI21T openshift-nfd 634 Z2[A] R4 pod :

I $ oc get pods -n openshift-nfd

it Bl
NAME READY STATUS RESTARTS AGE
nfd-controller-manager-8698c88cdd-t8gbc 2/2  Running 0 2m

2. 7£ NFD #4I23:217H, 48X NodeFeatureDiscovery S5, FHERINEIEEEH,
NFD Operator B ClusterServiceVersion #I& IR BAINH, SIEES Operator B —F 5
B9 NFD $#/EX REifR. 2T T oREERE(E :

$ NFD_OPERAND_IMAGE="echo $(oc get csv -n openshift-nfd -o json | jq -r
".items[0].metadata.annotations["alm-examples"’) | jq -r ".[] | select(.kind ==
"NodeFeatureDiscovery") | .spec.operand.image”

3. \3% : 7EERIAHI deviceClassWhiteList FEXHRIMNK B R E L MLERR 2, 20 NVIDIA
BlueField DPUs,

apiVersion: nfd.openshift.io/v1
kind: NodeFeatureDiscovery
metadata:
name: nfd-instance
namespace: openshift-nfd
spec:
instance: "
operand:
image: '${NFD_OPERAND_IMAGE}'
servicePort: 12000
prunerOnDelete: false
topologyUpdater: false
workerConfig:
configData: |
core:
sleeplinterval: 60s
sources:
pci:
deviceClassWhitelist:
-"02"
-"03"
- "0200"

18
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- "0207"

-"12"
devicelLabelFields:

- "vendor"

4. Z{TLATF 43k 03 'NodeFeatureDiscovery' SEl
I $ oc create -f nfd-instance.yaml
=1
I nodefeaturediscovery.nfd.openshift.io/nfd-instance created

5. 5T T4, @it EE openshift-nfd 54 22 [ R pod REGIESEFIRE B/5 8 FIEEIETT ¢

I $ oc get pods -n openshift-nfd

it Bl

NAME READY STATUS RESTARTS AGE
nfd-controller-manager-7cb6d656-jcngb 2/2  Running 0 4m
nfd-gc-7576d64889-s28k9 1/1 Running 0 21s
nfd-master-b7bcf5cfd-qnrmz 1/1 Running 0 21s
nfd-worker-96pfh 1/1 Running 0 21s
nfd-worker-b2gkg 1/1 Running 0 21s
nfd-worker-bd9bk 1/1 Running 0 21s
nfd-worker-cswf4 1/1 Running 0 21s
nfd-worker-kp6gg 1/1 Running 0 21s

6. EREMYMESE, ABRIUENFD 2EERET mANiRZg, NFD IR
feature.node.kubernetes.io AIZ%, LUMEMRE LURHATTEEA T,

$ oc get node -0 json | jq ".items[0].metadata.labels | with_entries(select(.key |

startswith("feature.node.kubernetes.io")))'

{
"feature.node.kubernetes.io/cpu-cpuid.ADX": "true",
"feature.node.kubernetes.io/cpu-cpuid. AESNI": "true",
"feature.node.kubernetes.io/cpu-cpuid.AVX": "true",
"feature.node.kubernetes.io/cpu-cpuid. AVX2": "true",
"feature.node.kubernetes.io/cpu-cpuid. CETSS": "true",
"feature.node.kubernetes.io/cpu-cpuid.CLZERQ": "true",
"feature.node.kubernetes.io/cpu-cpuid. CMPXCHG8": "true",
"feature.node.kubernetes.io/cpu-cpuid. CPBOOST": "true",
"feature.node.kubernetes.io/cpu-cpuid. EFER_LMSLE_UNS": "true",
"feature.node.kubernetes.io/cpu-cpuid.FMA3": "true",
"feature.node.kubernetes.io/cpu-cpuid.FP256": "true",
"feature.node.kubernetes.io/cpu-cpuid.FSRM": "true",
"feature.node.kubernetes.io/cpu-cpuid.FXSR": "true",
"feature.node.kubernetes.io/cpu-cpuid. FXSROPT": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBPB": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBRS": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBRS_PREFERRED": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBRS_PROVIDES_SMP": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBS": "true",
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"feature.node.kubernetes.io/cpu-cpuid.IBSBRNTRGT": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSFETCHSAM": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSFFV": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSOPCNT": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSOPCNTEXT": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSOPSAM": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSRDWROPCNT": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBSRIPINVALIDCHK": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBS_FETCH_CTLX": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBS_OPFUSE": "true",
"feature.node.kubernetes.io/cpu-cpuid.IBS_PREVENTHOST": "true",
"feature.node.kubernetes.io/cpu-cpuid.INT_WBINVD": "true",
"feature.node.kubernetes.io/cpu-cpuid.INVLPGB": "true",
"feature.node.kubernetes.io/cpu-cpuid.LAHF": "true",
"feature.node.kubernetes.io/cpu-cpuid.LBRVIRT": "true",
"feature.node.kubernetes.io/cpu-cpuid. MCAOVERFLOW": "true",
"feature.node.kubernetes.io/cpu-cpuid.MCOMMIT": "true",
"feature.node.kubernetes.io/cpu-cpuid. MOVBE": "true",
"feature.node.kubernetes.io/cpu-cpuid.MOVU": "true",
"feature.node.kubernetes.io/cpu-cpuid. MSRIRC": "true",
"feature.node.kubernetes.io/cpu-cpuid.MSR_PAGEFLUSH": "true",
"feature.node.kubernetes.io/cpu-cpuid.NRIPS": "true",
"feature.node.kubernetes.io/cpu-cpuid. OSXSAVE": "true",
"feature.node.kubernetes.io/cpu-cpuid.PPIN": "true",
"feature.node.kubernetes.io/cpu-cpuid.PSFD": "true",
"feature.node.kubernetes.io/cpu-cpuid.RDPRU": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV_64BIT": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV_ALTERNATIVE": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV_DEBUGSWAP": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV_ES": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV_RESTRICTED": "true",
"feature.node.kubernetes.io/cpu-cpuid.SEV_SNP": "true",
"feature.node.kubernetes.io/cpu-cpuid.SHA": "true",
"feature.node.kubernetes.io/cpu-cpuid.SME": "true",
"feature.node.kubernetes.io/cpu-cpuid. SME_COHERENT": "true",
"feature.node.kubernetes.io/cpu-cpuid.SPEC_CTRL_SSBD": "true",
"feature.node.kubernetes.io/cpu-cpuid. SSE4A™: "true",
"feature.node.kubernetes.io/cpu-cpuid.STIBP": "true",
"feature.node.kubernetes.io/cpu-cpuid.STIBP_ALWAYSON": "true",
"feature.node.kubernetes.io/cpu-cpuid.SUCCOR": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVM": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVMDA": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVMFBASID": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVML": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVMNP": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVMPF": "true",
"feature.node.kubernetes.io/cpu-cpuid.SVMPFT": "true",
"feature.node.kubernetes.io/cpu-cpuid. SYSCALL": "true",
"feature.node.kubernetes.io/cpu-cpuid.SYSEE": "true",
"feature.node.kubernetes.io/cpu-cpuid. TLB_FLUSH_NESTED": "true",
"feature.node.kubernetes.io/cpu-cpuid. TOPEXT": "true",
"feature.node.kubernetes.io/cpu-cpuid. TSCRATEMSR": "true",
"feature.node.kubernetes.io/cpu-cpuid.VAES": "true",
"feature.node.kubernetes.io/cpu-cpuid. VMCBCLEAN": "true",
"feature.node.kubernetes.io/cpu-cpuid.VMPL": "true",
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"feature.node.kubernetes.io/cpu-cpuid. VMSA_REGPROT": "true",
"feature.node.kubernetes.io/cpu-cpuid. VPCLMULQDQ": "true",
"feature.node.kubernetes.io/cpu-cpuid.VTE": "true",
"feature.node.kubernetes.io/cpu-cpuid. WBNOINVD": "true",
"feature.node.kubernetes.io/cpu-cpuid.X87": "true",
"feature.node.kubernetes.io/cpu-cpuid. XGETBV1": "true",
"feature.node.kubernetes.io/cpu-cpuid. XSAVE": "true",
"feature.node.kubernetes.io/cpu-cpuid. XSAVEC": "true",
"feature.node.kubernetes.io/cpu-cpuid. XSAVEOPT": "true",
"feature.node.kubernetes.io/cpu-cpuid. XSAVES": "true",
"feature.node.kubernetes.io/cpu-hardware_multithreading": "false",
"feature.node.kubernetes.io/cpu-model.family": "25",
"feature.node.kubernetes.io/cpu-model.id": "1",
"feature.node.kubernetes.io/cpu-model.vendor_id": "AMD",
"feature.node.kubernetes.io/kernel-config.NO_HZ": "true",
"feature.node.kubernetes.io/kernel-config.NO_HZ_FULL": "true",
"feature.node.kubernetes.io/kernel-selinux.enabled": "true",
"feature.node.kubernetes.io/kernel-version.full": "5.14.0-427.35.1.el9_4.x86_64",
"feature.node.kubernetes.io/kernel-version.major": "5",
"feature.node.kubernetes.io/kernel-version.minor": "14",
"feature.node.kubernetes.io/kernel-version.revision™": "0",
"feature.node.kubernetes.io/memory-numa": "true",
"feature.node.kubernetes.io/network-sriov.capable": "true”,
"feature.node.kubernetes.io/pci-102b.present™: "true",
"feature.node.kubernetes.io/pci-10de.present™: "true",
"feature.node.kubernetes.io/pci-10de.sriov.capable": "true",
"feature.node.kubernetes.io/pci-15b3.present™: "true",
"feature.node.kubernetes.io/pci-15b3.sriov.capable": "true",
"feature.node.kubernetes.io/rdma.available": "true",
"feature.node.kubernetes.io/rdma.capable": "true",
"feature.node.kubernetes.io/storage-nonrotationaldisk™: "true",
"feature.node.kubernetes.io/system-os_release.ID": "rhcos",
"feature.node.kubernetes.io/system-os_release.OPENSHIFT_VERSION": "4.17",
"feature.node.kubernetes.io/system-os_release.OSTREE_VERSION":
"417.94.202409121747-0",
"feature.node.kubernetes.io/system-os_release.RHEL_VERSION": "9.4",
"feature.node.kubernetes.io/system-os_release.VERSION_ID": "4.17",
"feature.node.kubernetes.io/system-os_release.VERSION_ID.major": "4",
"feature.node.kubernetes.io/system-os_release.VERSION_ID.minor": "17"

7. AR T — P RRE

$ oc describe node | grep -E 'Roles|pci' | grep pci-15b3
feature.node.kubernetes.io/pci-15b3.present=true
feature.node.kubernetes.io/pci-15b3.sriov.capable=true
feature.node.kubernetes.io/pci-15b3.present=true
feature.node.kubernetes.io/pci-15b3.sriov.capable=true

5.5. fici& SR-IOV OPERATOR

HAR I/O EFME(SR-IOV)iBiT M —ZEIES A pod Z AR HZHRIEE NVIDIA GPUDirect RDMA HJ
MERE,
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FRFM

e B %%k SR-IOV Operator,

it

1. JZ{TLATR S, LUk Operator @& B R & FH21T openshift-sriov-network-operator 4 22 7]
R pod :

I $ oc get pods -n openshift-sriov-network-operator

it Bl
NAME READY STATUS RESTARTS AGE
sriov-network-operator-7cb6c49868-89486 1/1  Running 0 22s

2. X FEILHY SriovOperatorConfig CR LLFAF MLNX_OFED &8s, iHZTX MRS EREFUT
g :

apiVersion: sriovnetwork.openshift.io/v1
kind: SriovOperatorConfig
metadata:
name: default
namespace: openshift-sriov-network-operator
spec:
enablelnjector: true
enableOperatorWebhook: true
logLevel: 2

3 BITUTHREEEHPURTIR
I $ oc create -f sriov-operator-config.yaml
=1

sriovoperatorconfig.sriovnetwork.openshift.io/default created

4. ZITLL TS84 sriov-operator, LAME MOFED BREAILUERATE :
$ oc patch sriovoperatorconfig default --type=merge -n openshift-sriov-network-operator --
patch '{ "spec": { "configDaemonNodeSelector": { "network.nvidia.com/operator.mofed.wait":

"false", "node-role.kubernetes.io/worker": ", "feature.node.kubernetes.io/pci-
15b3.sriov.capable™: "true" } } }'

it Bl

I sriovoperatorconfig.sriovnetwork.openshift.io/default patched

5.6. Edi& NVIDIA NETWORK OPERATOR

NVIDIA network Operator B NVIDIA W% FHRAMM B XA 4, MIKSRFFI& &4 3R/E A NVIDIA
GPUDirect RDMA I {Ef %,
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FRFH

e %% NVIDIA network Operator,

it
.

1. BT TS, HIE network Operator @& BREZxFHZ21T, HAIALEHIZRE S 7E nvidia-network-
operator 4 Z2 [A| 21T :

I $ oc get pods -n nvidia-network-operator

i Bl
NAME READY STATUS RESTARTS AGE
nvidia-network-operator-controller-manager-6f7d6956cd-fwswg 1/1  Running 0
5m

2. 1f Operator iz{7Hf, I/ NicClusterPolicy B & X SR, L FEMILZEEURA T BN RS
B, EXNRAIA, Infiniband # 0 ibs2f0 2FE4mIDHI, FAEHZM NVIDIA GPUDirect RDMA
W

apiVersion: mellanox.com/vialphat
kind: NicClusterPolicy
metadata:
name: nic-cluster-policy
spec:
nicFeatureDiscovery:
image: nic-feature-discovery
repository: ghcr.io/mellanox
version: v0.0.1
docaTelemetryService:
image: doca_telemetry
repository: nvcr.io/nvidia/doca
version: 1.16.5-doca2.6.0-host
rdmaSharedDevicePlugin:
config: |
{
"configList": [
{
"resourceName": "rdma_shared_device ib",
"rdmaHcaMax": 63,
"selectors": {
"ifNames": ["ibs2f0"]
}
3
{

"resourceName": "rdma_shared_device eth",
"rdmaHcaMax": 63,
"selectors": {

"ifNames": ["ens8f0np0"]

}
}
]
}

image: k8s-rdma-shared-dev-plugin
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repository: ghcr.io/mellanox
version: v1.5.1
secondaryNetwork:
ipoib:
image: ipoib-cni
repository: ghcr.io/mellanox
version: v1.2.0
nvipam:
enableWebhook: false
image: nvidia-k8s-ipam
repository: ghcr.io/mellanox
version: v0.2.0
ofedDriver:
readinessProbe:
initialDelaySeconds: 10
periodSeconds: 30
forcePrecompiled: false
terminationGracePeriodSeconds: 300
livenessProbe:
initialDelaySeconds: 30
periodSeconds: 30
upgradePolicy:
autoUpgrade: true
drain:
deleteEmptyDir: true
enable: true
force: true
timeoutSeconds: 300
podSelector: "
maxParallelUpgrades: 1
safeLoad: false
waitForCompletion:
timeoutSeconds: 0
startupProbe:
initialDelaySeconds: 10
periodSeconds: 20
image: doca-driver
repository: nvcr.io/nvidia/mellanox
version: 24.10-0.7.0.0-0
env:
- name: UNLOAD_STORAGE_MODULES
value: "true"
- name: RESTORE_DRIVER_ON_POD_TERMINATION
value: "true"
- name: CREATE_IFNAMES_UDEV
value: "true"

3. BT TS EEEF U NicClusterPolicy B E ¥R :

I $ oc create -f network-sharedrdma-nic-cluster-policy.yami

i th o Bl

I nicclusterpolicy.mellanox.com/nic-cluster-policy created
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4. 7£ DOCA/MOFED &2sHiz{TLL N e3R8 1k NicClusterPolicy :

I $ oc get pods -n nvidia-network-operator

=1
NAME READY STATUS RESTARTS AGE
doca-telemetry-service-hwj65 1/1 Running 2 160m
kube-ipoib-cni-ds-fsn8g 1/1 Running 2 160m
mofed-rhcos4.16-9b5ddf4c6-ds-ct2h5 2/2 Running 4 160m
nic-feature-discovery-ds-dtksz 1/1  Running 2 160m
nv-ipam-controller-854585t594-c5jpp 1/1 Running 2 160m
nv-ipam-controller-854585f594-xrnp5 1/1 Running 2 160m
nv-ipam-node-xqttl 1/1 Running 2 160m
nvidia-network-operator-controller-manager-5798b564cd-5¢q99 1/1  Running 2
5d23h
rdma-shared-dp-ds-p9vvg 1/1 Running 0 85m

5. rsh ) mofed 23, BTUTHEERERE :

$ MOFED_POD=$(oc get pods -n nvidia-network-operator -o name | grep mofed)
$ oc rsh -n nvidia-network-operator -¢c mofed-container ${MOFED_POD}
sh-5.1# ofed_info -s

it Bl

I OFED-internal-24.07-0.6.1:

I sh-5.1# ibdev2netdev -v

i th o Bl

0000:0d:00.0 mIx5_0 (MT41692 - 900-9D3B4-00EN-EAOQ) BlueField-3 E-series SuperNIC
400GbE/NDR single port QSFP112, PCle Gen5.0 x16 FHHL, Crypto Enabled, 16GB DDR5,
BMC, Tall Bracket fw 32.42.1000 port 1 (ACTIVE) ==>
ibs2f0 (Up)

0000:20:00.0 mIx5_1 (MT41692 - 900-9D3B4-00EN-EAOQ) BlueField-3 E-series SuperNIC
400GbE/NDR single port QSFP112, PCle Gen5.0 x16 FHHL, Crypto Enabled, 16GB DDR5,
BMC, Tall Bracket fw 32.42.1000 port 1 (ACTIVE) ==>
ens8f0np0 (Up)

6. f]Z IPolBNetwork B & X %R :

apiVersion: mellanox.com/vialphat
kind: IPolBNetwork
metadata:
name: example-ipoibnetwork
spec:
ipam: |
{
"type": "whereabouts",
"range": "192.168.6.225/28",
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"exclude": |
"192.168.6.229/30",
"192.168.6.236/32"

]
}

master: ibs2f0
networkNamespace: default

7. BT TS EEEE T 02 IPolBNetwork 71R :

I $ oc create -f ipoib-network.yaml

it Bl

I ipoibnetwork.mellanox.com/example-ipoibnetwork created

8. JNHEMEOME—/ MacvlanNetwork B E Y FR S04 -

apiVersion: mellanox.com/vialphat
kind: MacvlanNetwork
metadata:
name: rdmashared-net
spec:
networkNamespace: default
master: ens8f0np0
mode: bridge
mtu: 1500
ipam: '{"type": "whereabouts", "range": "192.168.2.0/24", "gateway": "192.168.2.1"}'

L IBITU T REEREP R
I $ oc create -f macvlan-network.yaml
=1

I macvlannetwork.mellanox.com/rdmashared-net created

5.7. fici® GPU OPERATOR

GPU Operator BZEH NVIDIA K2R, GPU BIiZ &4, NVIDIA Container Toolkit #1 GPU B &t
FHIE A,

FRFH

o B%% GPU Operator,

ik
1. IZfTLAT S, K& Operator pod BB IEEZTUE R M A ZE R A pod :

I $ oc get pods -n nvidia-gpu-operator
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it Bl
NAME READY STATUS RESTARTS AGE
gpu-operator-b4cb7d74-zxpwg 1/1  Running 0 32s

2. Q32 GPU SRS B E DR M, WA= :

apiVersion: nvidia.com/v1
kind: ClusterPolicy
metadata:
name: gpu-cluster-policy
spec:
vgpuDeviceManager:
config:
default: default
enabled: true
migManager:
config:
default: all-disabled
name: default-mig-parted-config
enabled: true
operator:
defaultRuntime: crio
initContainer: {}
runtimeClass: nvidia
use_ocp_driver_toolkit: true
dcgm:
enabled: true
gfd:
enabled: true
dcgmExporter:
config:
name: "
serviceMonitor:
enabled: true
enabled: true
cdi:
default: false
enabled: false
driver:
licensingConfig:
nisEnabled: true
configMapName: "
certConfig:
name: "
rdma:
enabled: false
kernelModuleConfig:
name: "
upgradePolicy:
autoUpgrade: true
drain:
deleteEmptyDir: false
enable: false
force: false
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timeoutSeconds: 300
maxParallelUpgrades: 1
maxUnavailable: 25%
podDeletion:

deleteEmptyDir: false

force: false

timeoutSeconds: 300
waitForCompletion:

timeoutSeconds: 0

repoConfig:
configMapName: "
virtualTopology:
config: "
enabled: true
useNvidiaDriverCRD: false
useOpenKernelModules: true
devicePlugin:
config:
name: "
default: "
mps:
root: /run/nvidia/mps
enabled: true
gdrcopy:
enabled: true
kataManager:
config:
artifactsDir: /opt/nvidia-gpu-operator/artifacts/runtimeclasses
mig:
strategy: single
sandboxDevicePlugin:
enabled: true
validator:
plugin:
env:
- name: WITH_WORKLOAD
value: 'false’
nodeStatusExporter:
enabled: true
daemonsets:
rollingUpdate:
maxUnavailable: '1'
updateStrategy: RollingUpdate
sandboxWorkloads:
defaultWorkload: container
enabled: false
gds:
enabled: true
image: nvidia-fs
version: 2.20.5
repository: nvcr.io/nvidia/cloud-native
vgpuManager:
enabled: false
vfioManager:
enabled: true
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toolkit:
installDir: /usr/local/nvidia
enabled: true

3. HAER GPU ClusterPolicy B E X FIRI, ZTU T SEREHRIETIR
I $ oc create -f gpu-cluster-policy.yaml
=1
I clusterpolicy.nvidia.com/gpu-cluster-policy created

4. BT TS %IE Operator 2B B REFIEMEIZT :

I $ oc get pods -n nvidia-gpu-operator

i th o Bl
NAME READY STATUS RESTARTS AGE
gpu-feature-discovery-d5ngn 1/1 Running 0 3m20s
gpu-feature-discovery-z42rx 1/1 Running O 3m23s
gpu-operator-6bb4d4b4c5-njh78 1/1 Running O 4m35s
nvidia-container-toolkit-daemonset-bkh8l 11 Running 0 3m20s
nvidia-container-toolkit-daemonset-c4hzm 1/1 Running 0 3m23s
nvidia-cuda-validator-4blvg 0/1  Completed 0 106s
nvidia-cuda-validator-tw8sl 0/1  Completed 0 112s
nvidia-dcgm-exporter-rrwg 1/1 Running 0 3m20s
nvidia-dcgm-exporter-xc78t 1/1 Running 0 3m23s
nvidia-dcgm-nvxpf 1/1 Running 0 3m20s
nvidia-dcgm-snj4j 1/1 Running 0 3m23s
nvidia-device-plugin-daemonset-fk2xz 1/1 Running 0 3m23s
nvidia-device-plugin-daemonset-wq87j 1/1 Running O 3m20s

nvidia-driver-daemonset-416.94.202410211619-0-ngrjg 4/4 Running 0 3m58s
nvidia-driver-daemonset-416.94.202410211619-0-tm4x6 4/4 Running O 3m58s

nvidia-node-status-exporter-jlzxh 1/1 Running O 3m57s
nvidia-node-status-exporter-zjffs 1/1 Running O 3m57s
nvidia-operator-validator-149hx 1/1 Running 0 3m20s

nvidia-operator-validator-n44nn 1/1 Running O 3m23s

5. A% : $E pod IEFEIZ 1T, LF2 shell B NVIDIA I851#2 % daemonset pod, FHIAEEHA
NVIDIA #&5k, BfRui, 15#FREA nvidia_peermem,

$ oc rsh -n nvidia-gpu-operator $(oc -n nvidia-gpu-operator get pod -o name -
app.kubernetes.io/component=nvidia-driver)
sh-4.4# Ismod|grep nvidia

it Bl

nvidia_fs 327680 0
nvidia_peermem 24576 0
nvidia_modeset 1507328 0

video 73728 1 nvidia_modeset
nvidia_uvm 6889472 8
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nvidia 8810496 43 nvidia_uvm,nvidia_peermem,nvidia_fs,gdrdrv,nvidia_modeset
ib_uverbs 217088 3 nvidia_peermem,rdma_ucm,mlix5_ib
drm 741376 5 drm_kms_helper,drm_shmem_helper,nvidia,mgag200

6. A% : 3217 nvidia-smi TE X 5 RIKSHIEFFEERIEE ¢
I sh-4.44# nvidia-smi
+ it o5l

Wed Nov 6 22:03:53 2024

+ +

| NVIDIA-SMI 550.90.07 Driver Version: 550.90.07 CUDA Version: 12.4 |

| + + +

| GPU Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |

| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |
| | | MIG M. |
|=========================================4========================{===========
===

| O NVIDIA A40 On | 00000000:61:00.0 Off | 0|

| 0% 37C PO 88W / 300W | 1MiB/ 46068MiB| 0%  Default |

| | | N/A |

+ + + +

| 1 NVIDIA A40 On | 00000000:E1:00.0 Off | 0|

| 0% 28C P8 29W / 300W | 1MiB/ 46068MiB| 0%  Default |

| | | N/A |

+ + + +

+ +

| Processes: |

| GPU GI Cl PID Type Process name GPU Memory |

| ID ID Usage |

| No running processes found |
+ +

1. HIEADATEIEFRR pod HIf, {EHA nvidia-smi s 54 GPU I FIHXE N AE :

$ oc rsh -n nvidia-gpu-operator nvidia-driver-daemonset-416.94.202410172137-0-ndhzc
sh-4.4# nvidia-smi -i 0 -lgc $(nvidia-smi -i 0 --query-supported-clocks=graphics --
format=csv,noheader,nounits | sort -h | tail -n 1)

it Bl

I GPU clocks set to "(gpuClkMin 1740, gpuClkMax 1740)" for GPU 00000000:61:00.0
All done.

sh-4.4# nvidia-smi -i 1 -lgc $(nvidia-smi -i 1 --query-supported-clocks=graphics --
format=csv,noheader,nounits | sort -h | tail -n 1)

it Bl
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GPU clocks set to "(gpuClkMin 1740, gpuClkMax 1740)" for GPU 00000000:E1:00.0

I All done.

I $ oc describe node -I node-role.kubernetes.io/worker=| grep -E 'Capacity:|Allocatable:' -A9

it Bl

Capacity:
cpu:
ephemeral-storage:
hugepages-1Gi:
hugepages-2Mi:
memory:
nvidia.com/gpu:
pods:

25 5% NVIDIA GPUDIRECT REMOTE DIRECT MEMORY ACCESS (RDMA)

2. BAUTHS, MBS IARIIORR S

128
1561525616Ki
0
0
263596712Ki
2
250

rdma/rdma_shared_device eth: 63
rdma/rdma_shared_device ib: 63

Allocatable:
cpu:
ephemeral-storage:
hugepages-1Gi:
hugepages-2Mi:
memory:
nvidia.com/gpu:
pods:

127500m
1438028263499
0
0
262445736Ki
2
250

rdma/rdma_shared_device eth: 63
rdma/rdma_shared_device ib: 63

Capacity:
cpu:
ephemeral-storage:
hugepages-1Gi:
hugepages-2Mi:
memory:
nvidia.com/gpu:
pods:

128
1561525616Ki
0
0
263596672Ki
2
250

rdma/rdma_shared_device eth: 63
rdma/rdma_shared_device ib: 63

Allocatable:
cpu:
ephemeral-storage:
hugepages-1Gi:
hugepages-2Mi:
memory:
nvidia.com/gpu:
pods:

127500m
1438028263499
0
0
262445696Ki
2
250

rdma/rdma_shared_device eth: 63
rdma/rdma_shared_device ib: 63

5.8. Q|EH R E
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EQIE KR pod 28I, EEELIE machineconfig.yaml B E X ¥R (CR) R4t GPU MM FIRETI
[RIAXRR, TTCEE MR,

it =

1. & X Machineconfig CR :

apiVersion: machineconfiguration.openshift.io/v1
kind: MachineConfig
metadata:
labels:
machineconfiguration.openshift.io/role: worker
name: 02-worker-container-runtime
spec:
config:
ignition:
version: 3.2.0
storage:
files:
- contents:
source: data:text/plain;charset=utf-
8;base64,W2NyaW8ucnVudGItZVOKZGVmYXVsdF91bGltaXRzIDOgWwoibWVibG9jaz0tMTot
MSIKXQo=
mode: 420
overwrite: true
path: /etc/crio/crio.conf.d/10-custom

5.9. & T{Ef %, POD
FERAT RSN HZMENE O T/E7AE pod,

5.9.1. £ RoCE L AIEHZ% % RDMA

4 NVIDIA Network Operator 7 RDMA Lt A Zi%%& RDMA GBI T¥E % pod, FK pod ERE.
NVIDIA GPUDirect RDMA % % 7E A FFX & BY OpenShift Container Platform worker 7 52 EBJ pod £
Fo

SeRFH

o ff{R Operator IETEIZ 1T,

o k& NicClusterPolicy B E X ¥R (CR) (F1R7%EFTE) .

ik S
1 B E L pod FHIR :

$ cat <<EOF > rdma-eth-32-workload.yaml
apiVersion: vi
kind: Pod
metadata:
name: rdma-eth-32-workload
namespace: default
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annotations:
k8s.v1.cni.cncf.io/networks: rdmashared-net
spec:
nodeSelector:
kubernetes.io/hostname: nvd-srv-32.nvidia.eng.rdu2.dc.redhat.com
containers:
- image: quay.io/edge-infrastructure/nvidia-tools:0.1.5
name: rdma-eth-32-workload
resources:
limits:
nvidia.com/gpu: 1
rdma/rdma_shared device eth: 1
requests:
nvidia.com/gpu: 1
rdma/rdma_shared _device eth: 1

EOF

$ cat <<EOF > rdma-eth-33-workload.yaml
apiVersion: vi

kind: Pod

metadata:

name: rdma-eth-33-workload

namespace: default

annotations:
k8s.v1.cni.cncf.io/networks: rdmashared-net

spec:

nodeSelector:
kubernetes.io/hostname: nvd-srv-33.nvidia.eng.rdu2.dc.redhat.com

containers:

- image: quay.io/edge-infrastructure/nvidia-tools:0.1.5
name: rdma-eth-33-workload
securityContext:

capabilities:
add: ["IPC_LOCK"]

resources:

limits:
nvidia.com/gpu: 1
rdma/rdma_shared _device eth: 1

requests:
nvidia.com/gpu: 1
rdma/rdma_shared _device eth: 1

EOF

2. BRAUTHSESEFLE pod :

I $ oc create -f rdma-eth-32-workload.yaml

it Bl

I pod/rdma-eth-32-workload created

I $ oc create -f rdma-eth-33-workload.yaml
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i Bl
I pod/rdma-eth-33-workload created
3. FEAUTHSEIE pod BEIEEIZT :

I $ oc get pods -n default

it Bl

NAME READY STATUS RESTARTS AGE
rdma-eth-32-workload 1/1  Running 0 25s
rdma-eth-33-workload 1/1  Running 0 22s

5.9.2. £ RoCE Ll £#11% % RDMA

4 NVIDIA Network Operator EH11% % Remote Direct Memory Access (RDMA) 32 T{E 1% pod,
Filit pod BL &,

FRFH

o ff{R Operator IETEIZ 1T,

e lHE& NicClusterPolicy B X ¥R (CR) (MIR#FTE)

iz
1. ER— P EFHIENILZE NicClusterPolicy (CR), #1TFFI :

$ cat <<EOF > network-hostdev-nic-cluster-policy.yaml
apiVersion: mellanox.com/vialphat
kind: NicClusterPolicy
metadata:
name: nic-cluster-policy
spec:
ofedDriver:
image: doca-driver
repository: nvcr.io/nvidia/mellanox
version: 24.10-0.7.0.0-0
startupProbe:
initialDelaySeconds: 10
periodSeconds: 20
livenessProbe:
initialDelaySeconds: 30
periodSeconds: 30
readinessProbe:
initialDelaySeconds: 10
periodSeconds: 30

env:

- name: UNLOAD _STORAGE_MODULES
value: "true"

- name: RESTORE_DRIVER_ON_POD_TERMINATION
value: "true"
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- name: CREATE_IFNAMES_UDEV
value: "true"
sriovDevicePlugin:
image: sriov-network-device-plugin
repository: ghcr.io/k8snetworkplumbingwg
version: v3.7.0

config: |
{
"resourcelList": |
{
"resourcePrefix": "nvidia.com”,
"resourceName": "hostdev",
"selectors™: {
"vendors": ["15b3"],
"isRdma": true
}
}
]
}
EOF

2. AL THRSESREFAIE NicClusterPolicy CR :
I $ oc create -f network-hostdev-nic-cluster-policy.yaml
=1
I nicclusterpolicy.mellanox.com/nic-cluster-policy created
3. £ DOCA/MOFED &2 AL T 54 uEEN 1% % NicClusterPolicy CR:

I $ oc get pods -n nvidia-network-operator

=1
NAME READY STATUS RESTARTS AGE
mofed-rhcos4.16-696886fcb4-ds-9sgvd 2/2  Running 0 2m37s
mofed-rhcos4.16-696886fcb4-ds-lkjd4 2/2 Running 0 2m37s
nvidia-network-operator-controller-manager-68d547dbbd-gsdkf 1/1  Running 0
141m
sriov-device-plugin-6v2nz 1/1 Running 0 2mi4s
sriov-device-plugin-hc4t8 1/1 Running 0 2mi4s

4. FRUTHSHILAKREINESEEE oc describe node EH :

I $ oc describe node -I node-role.kubernetes.io/worker=| grep -E 'Capacity:|Allocatable:' -A7

i th o Bl

Capacity:
cpu: 128
ephemeral-storage: 1561525616Ki
hugepages-1Gi: 0
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hugepages-2Mi: 0

memory: 263596708Ki

nvidia.com/hostdev: 2

pods: 250
Allocatable:

cpu: 127500m

ephemeral-storage: 1438028263499
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 262445732Ki
nvidia.com/hostdev: 2
pods: 250
Capacity:
cpu: 128

ephemeral-storage: 1561525616Ki
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 263596704Ki

nvidia.com/hostdev: 2

pods: 250
Allocatable:

cpu: 127500m

ephemeral-storage: 1438028263499
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 262445728Ki
nvidia.com/hostdev: 2
pods: 250

5. /& HostDeviceNetwork CR 34 :

$ cat <<EOF > hostdev-network.yaml
apiVersion: mellanox.com/vialphat
kind: HostDeviceNetwork
metadata:
name: hostdev-net
spec:
networkNamespace: "default”
resourceName: "hostdev"
ipam: |
{
"type": "whereabouts",
"range": "192.168.3.225/28",
"exclude": |
"192.168.3.229/30",
"192.168.3.236/32"

]

}
EOF

6. FAUTHSEEEF O/ HostDeviceNetwork FR :

I $ oc create -f hostdev-network.yaml
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LN
I hostdevicenetwork.mellanox.com/hostdev-net created

7. ERUTHSHIATRBINIELERE oc describe node 2349 :

I $ oc describe node -I node-role.kubernetes.io/worker=| grep -E 'Capacity:|Allocatable:' -A8
it Bl

Capacity:

cpu: 128
ephemeral-storage: 1561525616Ki
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 263596708Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 2

pods: 250
Allocatable:
cpu: 127500m

ephemeral-storage: 1438028263499
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 262445732Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 2

pods: 250
Capacity:
cpu: 128

ephemeral-storage: 1561525616Ki
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 263596680Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 2

pods: 250
Allocatable:
cpu: 127500m

ephemeral-storage: 1438028263499
hugepages-1Gi: 0
hugepages-2Mi: 0

memory: 262445704Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 2

pods: 250

5.9.3. 7£ RoCE L #|# SR-IOV |H#E R, RDMA

£ RoCE LERE 4R 1/0 AL (SR-I0V) IR EH L4 RDMA,

it
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1 ER—NEHHIENILE NicClusterPolicy B E X %R (CR) :

$ cat <<EOF > network-sriovleg-nic-cluster-policy.yaml
apiVersion: mellanox.com/vialphat
kind: NicClusterPolicy
metadata:
name: nic-cluster-policy
spec:
ofedDriver:
image: doca-driver
repository: nvcr.io/nvidia/mellanox
version: 24.10-0.7.0.0-0
startupProbe:
initialDelaySeconds: 10
periodSeconds: 20
livenessProbe:
initialDelaySeconds: 30
periodSeconds: 30
readinessProbe:
initialDelaySeconds: 10
periodSeconds: 30
env:
- name: UNLOAD_STORAGE_MODULES
value: "true"
- name: RESTORE_DRIVER_ON_POD_TERMINATION
value: "true"
- name: CREATE_IFNAMES_UDEV
value: "true"
EOF

2. BRAUTHSESEPOIERRDE -
I $ oc create -f network-sriovleg-nic-cluster-policy.yaml
it Bl
I nicclusterpolicy.mellanox.com/nic-cluster-policy created

3. £ DOCA/MOFED B2z AL T SLKIE pod :

I $ oc get pods -n nvidia-network-operator

i Bl
NAME READY STATUS RESTARTS
mofed-rhcos4.16-696886fcb4-ds-4mb42 2/2  Running 0
mofed-rhcos4.16-696886fcb4-ds-8knwq 2/2  Running 0

nvidia-network-operator-controller-manager-68d547dbbd-gsdkf 1/1  Running 13 (4d ago)

4d21h

=z

4. h
H5 UL FRG) :

38
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$ cat <<EOF > sriov-network-node-policy.yaml
apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetworkNodePolicy
metadata:
name: sriov-legacy-policy
namespace: openshift-sriov-network-operator
spec:
deviceType: netdevice
mtu: 1500
nicSelector:
vendor: "15b3"
pfNames: ["ens8fOnp0#0-7"]
nodeSelector:
feature.node.kubernetes.io/pci-15b3.present: "true"
numVfs: 8
priority: 90
isRdma: true
resourceName: sriovlegacy
EOF

. ERUTHSESREPLRECR:

=

WREAT SR-IOV2RER. MFEESER, HSHATESA SR-I0V, HiE
Red Hat Enterprise Linux A IKCE R "not enough MMIO resources for SR-I0V

"
o

I $ oc create -f sriov-network-node-policy.yaml
=1
I sriovnetworknodepolicy.sriovnetwork.openshift.io/sriov-legacy-policy created

BT RBBRERNE. TREFSISUNARE. BUERUTHSERTR

I $ oc get nodes

=1
NAME STATUS ROLES AGE
VERSION
edge-19.edge.lab.eng.rdu2.redhat.com Ready control-
plane,master,worker 5d  v1.29.8+632b078
nvd-srv-32.nvidia.eng.rdu2.dc.redhat.com Ready worker

4d22h v1.29.8+632b078
nvd-srv-33.nvidia.eng.rdu2.dc.redhat.com NotReady,SchedulingDisabled worker
4d22h v1.29.8+632b078

REERE, BEEENT KRBT debug pod KEIIE VF #OREFE. B1TUTHS

I a$ oc debug node/nvd-srv-33.nvidia.eng.rdu2.dc.redhat.com
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it Bl

Starting pod/nvd-srv-33nvidiaengrdu2dcredhatcom-debug-cdfjz ...

To use host binaries, run “chroot /host

Pod IP: 10.6.135.12

If you don't see a command prompt, try pressing enter.

sh-5.1# chroot /host

sh-5.1# ip link show | grep ens8

26: ens8fOnp0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq state UP
mode DEFAULT group default glen 1000

42: ens8f0v0: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT group default glen 1000

43: ens8f0v1: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT group default glen 1000

44: ens8f0v2: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT group default glen 1000

45: ens8f0v3: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT group default glen 1000

46: ens8f0v4: <BROADCAST,MULTICAST> mtu 1500 qgdisc noop state DOWN mode
DEFAULT group default glen 1000

47: ens8f0v5: <BROADCAST,MULTICAST> mtu 1500 qgdisc noop state DOWN mode
DEFAULT group default glen 1000

48: ens8f0v6: <BROADCAST,MULTICAST> mtu 1500 qdisc noop state DOWN mode
DEFAULT group default glen 1000

49: ens8f0v7: <BROADCAST,MULTICAST> mtu 1500 gdisc noop state DOWN mode
DEFAULT group default glen 1000

8. MARE, EEANTALESIIENTSYE,
9. mi% : FARAUTHSHEINTTREINIESEEE oc describe node £+ :

I $ oc describe node -I node-role.kubernetes.io/worker=| grep -E 'Capacity:|Allocatable:' -A8

it Bl

Capacity:
cpu: 128
ephemeral-storage: 1561525616Ki
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 263596692Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 0
openshift.io/sriovlegacy: 8

Allocatable:
cpu: 127500m
ephemeral-storage: 1438028263499
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 262445716Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 0

openshift.io/sriovlegacy: 8
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Capacity:
cpu: 128
ephemeral-storage: 1561525616Ki
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 263596688Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 0

openshift.io/sriovlegacy: 8

Allocatable:
cpu: 127500m
ephemeral-storage: 1438028263499
hugepages-1Gi: 0
hugepages-2Mi: 0
memory: 262445712Ki
nvidia.com/gpu: 2
nvidia.com/hostdev: 0

openshift.io/sriovlegacy: 8

10. SR-IOV E5ER M VF #i&fm, 4K SriovNetwork CR X, 1ES WA T RA :

$ cat <<EOF > sriov-network.yaml
apiVersion: sriovnetwork.openshift.io/v1
kind: SriovNetwork
metadata:
name: sriov-network
namespace: openshift-sriov-network-operator
spec:
vlan: 0
networkNamespace: "default”
resourceName: "sriovlegacy"
ipam: |
{
"type": "whereabouts",
"range": "192.168.3.225/28",
"exclude": |
"192.168.3.229/30",
"192.168.3.236/32"

]

}
EOF

N ERUTHSERHFLREE LHIR

I $ oc create -f sriov-network.yaml

i th o Bl

I sriovnetwork.sriovnetwork.openshift.io/sriov-network created

5.9.4. 7f Infiniband £/ H=1%% RDMA

7 Infiniband L4& N HZ 1% 5 2AE ViR (RDMA) I8 TIE 7% pod,
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Pk
1. £ BEE L pod FHIR :

$ cat <<EOF > rdma-ib-32-workload.yaml
apiVersion: vi
kind: Pod
metadata:
name: rdma-ib-32-workload
namespace: default
annotations:
k8s.v1.cni.cncf.io/networks: example-ipoibnetwork
spec:
nodeSelector:
kubernetes.io/hostname: nvd-srv-32.nvidia.eng.rdu2.dc.redhat.com
containers:
- image: quay.io/edge-infrastructure/nvidia-tools:0.1.5
name: rdma-ib-32-workload
resources:
limits:
nvidia.com/gpu: 1
rdma/rdma_shared_device_ib: 1
requests:
nvidia.com/gpu: 1
rdma/rdma_shared_device_ib: 1
EOF

$ cat <<EOF > rdma-ib-32-workload.yaml
apiVersion: vi
kind: Pod
metadata:
name: rdma-ib-33-workload
namespace: default
annotations:
k8s.v1.cni.cncf.io/networks: example-ipoibnetwork
spec:
nodeSelector:
kubernetes.io/hostname: nvd-srv-33.nvidia.eng.rdu2.dc.redhat.com
containers:
- image: quay.io/edge-infrastructure/nvidia-tools:0.1.5
name: rdma-ib-33-workload
securityContext:
capabilities:
add: [ "IPC_LOCK"]
resources:
limits:
nvidia.com/gpu: 1
rdma/rdma_shared_device_ib: 1
requests:
nvidia.com/gpu: 1
rdma/rdma_shared_device_ib: 1
EOF

2. BRAUTHSESEFLE pod :

I $ oc create -f rdma-ib-32-workload.yaml
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=1
I pod/rdma-ib-32-workload created
I $ oc create -f rdma-ib-33-workload.yaml
=1
I pod/rdma-ib-33-workload created
3. FEAUTHSEIE pod BEIEEIZT :

I $ oc get pods

=1
NAME READY STATUS RESTARTS AGE
rdma-ib-32-workload 1/1  Running 0 10s

rdma-ib-33-workload 1/1  Running 0 3s

5.10. %1F RDMA %2

MINEIEBEEAEVIR (RDMA) EEERSIEER TV, [H2E5NER /0 EFME (SR-IOV) LK
T

e

. FERUTHSEREEIEA rdma-workload-client pod :

I $ oc rsh -n default rdma-sriov-32-workload

LT b ]l
I sh-5.1#

2. FRLUTHS, REQEBAFE—NIENE pod 8 IP ik, FEAFIA, BE—NDIEGE pod 2
RDMA il st Bk %5 25

I sh-5.1#ip a

i th o Bl

1:10: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group
default glen 1000
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_lft forever preferred_|ft forever
inet6 ::1/128 scope host
valid_lft forever preferred_|ft forever
2: eth0@if3970: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1400 qdisc noqueue
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state UP group default
link/ether 0a:58:0a:80:02:a7 brd ff:ff:ff:ff:ff:ff link-netnsid 0
inet 10.128.2.167/23 brd 10.128.3.255 scope global eth0
valid_lIft forever preferred_lft forever
inet6 fe80::858:aff:fe80:2a7/64 scope link
valid_lIft forever preferred_lft forever
3843: net1: <BROADCAST ,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq state UP
group default glen 1000
link/ether 26:34:fd:53:a6:ec brd ff:ff:ff.ff:ff:ff
altname enp55s0f0v5
inet 192.168.4.225/28 brd 192.168.4.239 scope global net1
valid_lIft forever preferred_lft forever
inet6 fe80::2434:fdff:fe53:a6ec/64 scope link
valid_lIft forever preferred_lft forever
sh-5.1#

DB pod B9 RDMA RS 2584 IP it 2 netl 0, 7EAHI4, P ity 192.168.4.225,

3. 1217 ibstatus T8 5 LUKEX S & RDMA & miIx5_x KELHY link_layer K8, LUK
Infiniband, it # L@t 107 state FEXR T/RFTE RDMA K& HIRE, ZFERE~ ACTIVE
= DOWN,

I sh-5.1# ibstatus

it Bl

Infiniband device 'mIx5_0' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 4: ACTIVE

phys state: 5: LinkUp

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_1' port 1 status:

default gid: fe80:0000:0000:0000:e8eb:d303:0072:1415
base lid: Oxc

sm lid: Ox1

state: 4: ACTIVE

phys state: 5: LinkUp

rate: 200 Gb/sec (4X HDR)

link_layer: InfiniBand

Infiniband device 'mIx5_2' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mix5_3' port 1 status:
default gid: 0000:0000:0000:0000:0000:0000:0000:0000
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base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled
rate: 200 Gb/sec (4X HDR)
link_layer: Ethernet

Infiniband device 'mix5_4' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_5' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_6' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_7' port 1 status:

default gid: fe80:0000:0000:0000:2434:fdff:fe53:a6ec
base lid: 0x0

sm lid: 0x0

state: 4: ACTIVE

phys state: 5: LinkUp

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mix5_8' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_9' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

smlid: 0x0
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state: 1: DOWN

phys state: 3: Disabled
rate: 200 Gb/sec (4X HDR)
link_layer: Ethernet

sh-5.1#

4. BIREX worker 77 s L8 RDMA mix5 % link_layer, 151217 ibstat &4 :

I sh-5.1# ibstat | egrep "Port|Base|Link"

it Bl

Port 1:
Physical state: LinkUp
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Physical state: LinkUp
Base lid: 12
Port GUID: Oxe8ebd30300721415
Link layer: InfiniBand
Port 1:
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Physical state: LinkUp
Base lid: 0
Port GUID: 0x2434fdfffe53a6ec
Link layer: Ethernet
Port 1:
Base lid: 0
Port GUID: 0x0000000000000000
Link layer: Ethernet
Port 1:
Base lid: 0
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Port GUID: 0x0000000000000000
Link layer: Ethernet
sh-5.1#

5. %F RDOMA EZ & &HEN X TEME pod, £ mIx5_x B RDOMA LZ&FBLEEM, BER
mix5_0 = mix5_1, %fF RDMA {£4; SR-IOV T{Efi# pod, BEBHEEWD RDMA % & S
LEEHIThEE (VF) FEEOMEXE, FRAUTHSIRELER

I sh-5.1# rdma link show

i th o Bl

link mIx5_0/1 state ACTIVE physical_state LINK_UP

link mIx5_1/1 subnet_prefix fe80:0000:0000:0000 lid 12 sm_lid 1 Imc 0 state ACTIVE
physical_state LINK_UP

link mIx5_2/1 state DOWN physical_state DISABLED

link mIx5_3/1 state DOWN physical_state DISABLED

link mIx5_4/1 state DOWN physical_state DISABLED

link mIx5_5/1 state DOWN physical_state DISABLED

link mIx5_6/1 state DOWN physical_state DISABLED

link mIx5_7/1 state ACTIVE physical_state LINK_UP netdev net1
link mIx5_8/1 state DOWN physical_state DISABLED

link mIx5_9/1 state DOWN physical_state DISABLED

EXNTAIF, RDMA ZEEZH mIx5_7 5 netl HEOMBXE, T—NaS ALk HEHIT
RDMA i FEiR, 1Z MR A &35 F worker 17 522 |5 B9 RDMA 153,

TLLUF ib_write_bw RDMA 7 5l i fp 45 -

i
sh-5.1# /root/perftest/ib_write_bw -R -T 41 -s 65536 -F -x 3 -m 4096 --report_gbits -q 16 -D
60 -d mIx5_7 -p 10000 --source_ip 192.168.4.225 --use_cuda=0 --use_cuda_dmabuf

H

ik
e mix5_7 RDMA & &7E -d 33HeH H Lk,
o EIP Hhilky 192.168.4.225 /55 RDMA BRS5 25,
e --use_cuda=0, --use_cuda_dmabuf XK ~fEH GPUDirect RDMA,
i Bl

WARNING: BW peak won't be measured in this run.
Perftest doesn't supports CUDA tests with inline messages: inline size set to 0

hhkkkkhkkkkkkhkkhhkkkkhhkhkhhhhkkhkhkhhhhkkhrkxk

* Waiting for client to connect... *

hhkkkkkkkkkkhkhhhkkkhhkhkhhhhkkkkkhhhhkkkrkxk

7. STHF—NEmED, FHE(EH ROMA MIHZE F i pod B D TYE 1%k pod £1247 oc rsh @

A .
T

I $ oc rsh -n default rdma-sriov-33-workload
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i Bl
I sh-5.1#

8. LTS, M netl #EOIKEX RDMA Mli{Z - im pod IP Hitlt :
I sh-5.1#ip a

i th 7 Bl

1:10: <LOOPBACK,UP,LOWER_UP> mtu 65536 qdisc noqueue state UNKNOWN group
default glen 1000
link/loopback 00:00:00:00:00:00 brd 00:00:00:00:00:00
inet 127.0.0.1/8 scope host lo
valid_lIft forever preferred_lft forever
inet6 ::1/128 scope host
valid_lIft forever preferred_lft forever
2: eth0@if4139: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1400 qdisc noqueue
state UP group default
link/ether 0a:58:0a:83:01:d5 brd ff:ff:ff:ff:ff:ff link-netnsid 0
inet 10.131.1.213/23 brd 10.131.1.255 scope global eth0
valid_lIft forever preferred_lft forever
inet6 fe80::858:aff:fe83:1d5/64 scope link
valid_lIft forever preferred_lft forever
4076: net1: <cBROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc mq state UP
group default glen 1000
link/ether 56:6¢:59:41:ae:4a brd ff:ff:ff.ff.ff.ff
altname enp55s0f0v0
inet 192.168.4.226/28 brd 192.168.4.239 scope global net1
valid_lIft forever preferred_lft forever
inet6 fe80::546¢:59ff:fe41:aed4a/64 scope link
valid_lIft forever preferred_lft forever
sh-5.1#

9. HRALTMHE, KEXS5E RDMA ¥ mix5_x <Y link_layer 258 :

I sh-5.1# ibstatus

it Bl

Infiniband device 'mIx5_0' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 4: ACTIVE

phys state: 5: LinkUp

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_1' port 1 status:

default gid: fe80:0000:0000:0000:e8eb:d303:0072:09f5
base lid: Oxd

sm lid: 0x1

state: 4: ACTIVE
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phys state: 5: LinkUp
rate: 200 Gb/sec (4X HDR)
link_layer: InfiniBand

Infiniband device 'mIx5_2' port 1 status:

default gid: fe80:0000:0000:0000:546¢:59ff:fe41:aeda
base lid: 0x0

sm lid: 0x0

state: 4: ACTIVE

phys state: 5: LinkUp

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mix5_3' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mix5_4' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_5' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_6' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_7' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)
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link_layer: Ethernet

Infiniband device 'mix5_8' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

Infiniband device 'mIx5_9' port 1 status:

default gid: 0000:0000:0000:0000:0000:0000:0000:0000
base lid: 0x0

sm lid: 0x0

state: 1: DOWN

phys state: 3: Disabled

rate: 200 Gb/sec (4X HDR)

link_layer: Ethernet

10. A% : {#F ibstat fpHIKEX Mellanox FHRIEHARA :

I sh-5.1# ibstat

fai tH 7 B

CA 'mix5_0'
CA type: MT4123
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0xe8ebd303007209f4
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Active
Physical state: LinkUp
Rate: 200
Base lid: 0
LMC: 0
SMlid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
CA 'mix5_1'
CA type: MT4123
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0xe8ebd303007209f5
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Active
Physical state: LinkUp
Rate: 200
Base lid: 13
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LMC: 0
SM lid: 1
Capability mask: 0xa651e848
Port GUID: 0xe8ebd303007209f5
Link layer: InfiniBand
CA 'mix5_2'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0x566c59fffe41aeda
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Active
Physical state: LinkUp
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x546c59fffe41aeda
Link layer: Ethernet
CA 'mix5_3'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: Oxb2ae4bfffe8f3d02
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
CA 'mix5_4'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0x2a9967fffe8bf272
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
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CA 'mix5_5'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: Ox5aff2ffffe2e17e8
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
CA 'mix5_6'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0x121bf1fffe074419
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
CA 'mix5_7'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0xb22b16fffed03dd7
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
CA 'mix5_8'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
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Node GUID: 0x523800fffe16d105
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SMlid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
CA 'mix5_9'
CA type: MT4124
Number of ports: 1
Firmware version: 20.43.1014
Hardware version: 0
Node GUID: 0xd2b4aifffebdc4a9
System image GUID: 0xe8ebd303007209f4
Port 1:
State: Down
Physical state: Disabled
Rate: 200
Base lid: 0
LMC: 0
SM lid: 0
Capability mask: 0x00010000
Port GUID: 0x0000000000000000
Link layer: Ethernet
sh-5.1#

. EREW RDMA && 5% s TIE M # pod AR Virtual Function FEEOMXEL, iHizTU
Tie. EAALIF, netl HEOEA RDMA %7 mix5_2,

I sh-5.1# rdma link show

it Bl

link mix5_0/1 state ACTIVE physical_state LINK_UP

link mIx5_1/1 subnet_prefix fe80:0000:0000:0000 lid 13 sm_lid 1 Imc 0 state ACTIVE
physical_state LINK_UP

link mIx5_2/1 state ACTIVE physical_state LINK_UP netdev net1
link mIx5_3/1 state DOWN physical_state DISABLED

link mIx5_4/1 state DOWN physical_state DISABLED

link mIx5_5/1 state DOWN physical_state DISABLED

link mIx5_6/1 state DOWN physical_state DISABLED

link mIx5_7/1 state DOWN physical_state DISABLED

link mIx5_8/1 state DOWN physical_state DISABLED

link mIx5_9/1 state DOWN physical_state DISABLED

sh-5.1#

12. 1217LLF ib_write_bw RDMA # 5l fp 4 -
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sh-5.1# /root/perftest/ib_write_bw -R -T 41 -s 65536 -F -x 3 -m 4096 --report_gbits -q 16 -D
60 -d mIx5_2 -p 10000 --source_ip 192.168.4.226 --use_cuda=0 --use_cuda_dmabuf
192.168.4.225

Her:

mix5_2 RDOMA X & 7E -d LML AL,
iR IP ik 192.168.4.226 LA &% RDMA fR552% 192.168.4.225 BB i1 IP Huiik,

--use_cuda=0, --use_cuda_dmabuf X &~ GPUDirect RDMA,
Lk bR ]

WARNING: BW peak won't be measured in this run.

Perftest doesn't supports CUDA tests with inline messages: inline size set to 0
Requested mtu is higher than active mtu

Changing to active mtu - 3

initializing CUDA

Listing all CUDA devices in system:

CUDA device 0: PCle address is 61:00

Picking device No. 0

[pid = 8909, dev = 0] device name = [NVIDIA A40]

creating CUDA Ctx

making it the current CUDA Ctx

CUDA device integrated: 0

using DMA-BUF for GPU buffer address at 0x7f8738600000 aligned at 0x7f8738600000
with aligned size 2097152

allocated GPU buffer of a 2097152 address at 0x23a7420 for type CUDA_MEM_DEVICE
Calling ibv_reg_dmabuf_mr(offset=0, size=2097152, addr=0x7f8738600000, fd=40) for
QP #0

RDMA_Write BW Test
Dual-port : OFF Device :mix5_2
Number of qps : 16 Transport type : IB
Connection type : RC Using SRQ  : OFF
PCle relax order: ON Lock-free  : OFF
ibv_wr* APl :ON Using DDP  :OFF
TX depth 1128
CQ Moderation : 1
CQE Poll Batch : 16

Mtu : 1024[B]
Link type : Ethernet
GID index :3

Max inline data : O[B]
rdma_cm QPs : ON
Data ex. method : rdma_cm TOS : 41

local address: LID 0000 QPN 0x012d PSN 0x3cb6d7

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x012e PSN 0x90e0ac

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x012f PSN 0x153f50

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0130 PSN 0x5e0128
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GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0131 PSN 0xd89752

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0132 PSN 0xe5fc16

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0133 PSN 0x236787

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0134 PSN 0xd9273e

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0135 PSN 0x37cfd4

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0136 PSN 0x3bff8f

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0137 PSN 0x81f2bd

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0138 PSN 0x575c43

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x0139 PSN 0x6cf53d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x013a PSN Oxcaaf6f

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x013b PSN 0x346437

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
local address: LID 0000 QPN 0x013c PSN 0xcc5865

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x026d PSN 0x359409

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x026e PSN 0xe387bf

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x026f PSN 0x5be79d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0270 PSN 0x1b4b28

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0271 PSN 0x76a61b

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0272 PSN 0x3d50e1

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0273 PSN 0x1b572c

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0274 PSN 0x4ae1b5

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0275 PSN 0x5591b5

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0276 PSN 0xfa2593

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0277 PSN 0xd9473b

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0278 PSN 0x2116b2

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x0279 PSN 0x9b83b6

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x027a PSN 0xa0822b

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x027b PSN 0x6d930d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x027c PSN 0xb1a4d
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GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225

#bytes  #iterations BW peak[Gb/sec] BW average[Gb/sec] MsgRate[Mpps]
65536 10329004 0.00 180.47 0.344228

deallocating GPU buffer 00007f8738600000
destroying current CUDA Ctx
sh-5.1#

— N IERNRARTE Mpps FEE—MHAR BW F39F] MsgRate,
1E5ERK ib_write_bw 5 fE, RS E R HIMIERSS 2 pod ., 1ES LT RA -
it =Bl

WARNING: BW peak won't be measured in this run.
Perftest doesn't supports CUDA tests with inline messages: inline size set to 0

hhkkkkkkkkkkhkhhhkkkhhkhkhhhhkkkhkhhhhkkkkrkxk

* Waiting for client to connect... *
Requested mtu is higher than active mtu
Changing to active mtu - 3

initializing CUDA

Listing all CUDA devices in system:
CUDA device 0: PCle address is 61:00

Picking device No. 0

[pid = 9226, dev = 0] device name = [NVIDIA A40]

creating CUDA Ctx

making it the current CUDA Ctx

CUDA device integrated: 0

using DMA-BUF for GPU buffer address at 0x7f447a600000 aligned at 0x7f447a600000
with aligned size 2097152

allocated GPU buffer of a 2097152 address at 0x2406400 for type CUDA_MEM_DEVICE
Calling ibv_reg_dmabuf_mr(offset=0, size=2097152, addr=0x7f447a600000, fd=40) for
QP #0

RDMA_Write BW Test
Dual-port : OFF Device :mix5_7
Number of qps : 16 Transport type : IB
Connection type : RC Using SRQ  : OFF
PCle relax order: ON Lock-free  : OFF
ibv_wr* APl :ON Using DDP  : OFF
CQ Moderation : 1
CQE Poll Batch : 16

Mtu : 1024[B]
Link type : Ethernet
GID index 3

Max inline data : O[B]
rdma_cm QPs : ON
Data ex. method : rdma_cm TOS : 41

Waiting for client rdma_cm QP to connect
Please run the same command with the IB/RoCE interface IP
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local address: LID 0000 QPN 0x026d PSN 0x359409

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x026e PSN 0xe387bf

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x026f PSN 0x5be79d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0270 PSN 0x1b4b28

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0271 PSN 0x76a61b

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0272 PSN 0x3d50e1

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0273 PSN 0x1b572c

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0274 PSN 0x4ae1b5

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0275 PSN 0x5591b5

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0276 PSN 0xfa2593

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0277 PSN 0xd9473b

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0278 PSN 0x2116b2

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x0279 PSN 0x9b83b6

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x027a PSN 0xa0822b

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x027b PSN 0x6d930d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
local address: LID 0000 QPN 0x027c PSN 0Oxb1a4d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:225
remote address: LID 0000 QPN 0x012d PSN 0x3cb6d7

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x012e PSN 0x90e0ac

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x012f PSN 0x153f50

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0130 PSN 0x5e0128

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0131 PSN 0xd89752

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0132 PSN 0xe5fc16

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0133 PSN 0x236787

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0134 PSN 0xd9273e

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0135 PSN 0x37cfd4

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0136 PSN 0x3bff8f

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0137 PSN 0x81f2bd

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x0138 PSN 0x575c43

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
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remote address: LID 0000 QPN 0x0139 PSN 0x6¢f53d

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x013a PSN Oxcaaf6f

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x013b PSN 0x346437

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226
remote address: LID 0000 QPN 0x013c PSN 0xcc5865

GID: 00:00:00:00:00:00:00:00:00:00:255:255:192:168:04:226

#bytes  #iterations BW peak[Gb/sec] BW average[Gb/sec] MsgRate[Mpps]
65536 10329004 0.00 180.47 0.344228

deallocating GPU buffer 00007f447a600000
destroying current CUDA Cix
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55 6 & DYNAMIC ACCELERATOR SLICER (DAS) OPERATOR

BE

Dynamic Accelerator Slicer Operator RE — MR INEE, FRATIINEER ZLL0E &
ARFSFRIL (SLA) XZF, BIhEETREHATE, AEFHEETETMEFRFEREN].
XEEROR T ThEE A LAME A P IR B A IEE, HENRIEFAMERRERGE L,

BRIBEATUTRESZFBEHENESER, HS0I LT HEE

o RURTIMIZhRESZ RSt

Dynamic Accelerator Slicer (DAS) Operator f7F&7E OpenShift Container Platform #7544 F GPU
NS, MAKBIET =8| FHE LSS H GPU, XAt ERIEEE TEMEERAEDF GPU,
WREMFEIRFAZE,

MRETMEERHF BN T RATENAEMRSESX, NE2FRER.

DAS Operator BEI®2 & NVIDIA Multi-Instance GPU (MIG) &£ 5, FHIEUESZFHEMMNE (10
NVIDIA MPS = GPU) BIEEHA,

BRI -
{8 A Dynamic Accelerator Slicer Operator 575 LL Rl :

o MEEVIIBEMNTERY, HARREITLUSEM GPU RIEFMRIERSTERSE IIE.
® Operator J5EAFHEH MIG FZA NVIDIA GPU FIIKX5152F, 0 H100 #1 A100,
® Operator T/ERFERAT =B GPU BT,

e NVIDIA & & &M% S Dynamic Accelerator Slicer Operator —#2{H A EIRERH GPU ¥
o

DAS Operator it h{EBE A MIG 8 GPU, B©42E MIG FERMAREN GPU, &ik
DAS Operator AIB5 1L NVIDIA % &34 (40 nvidia.com/gpu: "1" ) {FE TR A& BTRIE
KEDBELEA GPU,

6.1. 2% DYNAMIC ACCELERATOR SLICER OPERATOR

ENEREEIE A, EALMER OpenShift Container Platform Web 1#%& 8k OpenShift CLI %24
Dynamic Accelerator Slicer (DAS) Operator,

6.1.1. {8 Web 2 & %% Dynamic Accelerator Slicer Operator

ENEBEER, B LUFER OpenShift Container Platform Web #2241 & %2 4% Dynamic Accelerator
Slicer (DAS) Operator,

SeRFH
o TLUEAESR cluster-admin FFREIIK Fij7] OpenShift Container Platform &8%,
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o EREMBHTREM :
o cert-manager Operator for Red Hat OpenShift
o Node Feature Discovery (NFD) Operator
o NVIDIA GPU Operator

o NodeFeatureDiscovery CR

i =
1. i MIG Z#ECE NVIDIA GPU Operator :

a. £ OpenShift Container Platform web & R S fiiZ Operators — Installed Operators,
b. MZ%H) Operator 52k A5 NVIDIA GPU Operator,
c. )= ClusterPolicy 7+, #AfE = Create ClusterPolicy.

d. £ YAML JrfEessh, NEBRIRNBEH WU TERREEE, UZBEBIAM NVIDIA Z&HHE
HERMIG X# :

apiVersion: nvidia.com/v1
kind: ClusterPolicy
metadata:
name: gpu-cluster-policy
spec:
daemonsets:
rollingUpdate:
maxUnavailable: "1"
updateStrategy: RollingUpdate
dcgm:
enabled: true
dcgmExporter:
config:
name: ""
enabled: true
serviceMonitor:
enabled: true
devicePlugin:
config:
default: ™
name: ""
enabled: false
mps:
root: /run/nvidia/mps
driver:
certConfig:
name: ""
enabled: true
kernelModuleConfig:
name: ""
licensingConfig:
configMapName: "
nisEnabled: true
repoConfig:
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configMapName: "
upgradePolicy:
autoUpgrade: true
drain:
deleteEmptyDir: false
enable: false
force: false
timeoutSeconds: 300
maxParallelUpgrades: 1
maxUnavailable: 25%
podDeletion:
deleteEmptyDir: false
force: false
timeoutSeconds: 300
waitForCompletion:
timeoutSeconds: 0
useNvidiaDriverCRD: false
useOpenKernelModules: false
virtualTopology:
config: ™"
gdrcopy:
enabled: false
gds:
enabled: false
gfd:
enabled: true
mig:
strategy: mixed
migManager:
config:
default: ™
name: default-mig-parted-config
enabled: true
env:
- name: WITH_REBOOT
value: 'true’
- name: MIG_PARTED _MODE_CHANGE_ONLY
value: 'true’
nodeStatusExporter:
enabled: true
operator:
defaultRuntime: crio
initContainer: {}
runtimeClass: nvidia
use_ocp_driver_toolkit: true
sandboxDevicePlugin:
enabled: true
sandboxWorkloads:
defaultWorkload: container
enabled: false
toolkit:
enabled: true
installDir: /usr/local/nvidia
validator:
plugin:
env:
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- name: WITH_WORKLOAD
value: "false"
cuda:
env:
- name: WITH_WORKLOAD
value: "false"
vfioManager:
enabled: true
vgpuDeviceManager:
enabled: true
vgpuManager:
enabled: false

e. /= Create I FASEERRE,
f. 7 A% Workloads —» Pods, Hi%# nvidia-gpu-operator 5% 22 [5] S |15 R BE SRBEER E
g. %#F NVIDIA GPU Operator 5£E¥5B8A 2l Ready K&, ERILLBTUTAEREE :
17 A% Operators — Installed Operators - NVIDIA GPU Operator,
ii. | ClusterPolicy £+, RERERE LT ready,

h. 7% nvidia-gpu-operator #5422 7] 3% A E| Workloads — Pods 34 1iE NVIDIA GPU
Operator 63 & Z2[A|RBIFRA pod BE ETEIZIT.

i. FA%E MIG B GPU RETT mUEE MIG & :

i. 17 A Compute -» Nodes,
i. HHFEEAE MIG ThEE GPU BT =,
ii. = Actions — Edit Labels,
iv. I0FR% nvidia.com/mig.config=all-enabled.
v. Ml Save,

vi. X BH MIG IhEE GPU BT REE IR,

B

R MIG PTG, PRHCET R EHBIFLUEA MIG BR, FRHT Rk

j. @i nvidia.com/mig.config=all-enabled 7% HII1E Labels #8437, %5iF GPU 7 s
EWMICEXRETENMEA, BHREITRE, #AZ Compute - Nodes, ##% GPU 77
=, A5 = Details %L1k,

2. 1£ OpenShift Container Platform Web &/, mifi Operators - OperatorHub,
3. 7 JE2IME 2 5R Dynamic Accelerator Slicer 3 DAS, LLZ$k DAS Operator,

4. %% Dynamic Accelerator Slicer, H = Install,

5. 7£ Install Operator T/ :
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a. NWREHEXIEREE All namespaces on the cluster (default)

b. % Installed Namespace —» Operator recommended Namespace: Project das-
operator,

c. MMROIEFBHZE, FhA das-operator {F 7 6p 5 2 A &,

d. EFE—NEHIE.,

e. MHLAESRBEEE Automatic 3 Manual,
6. == Install,
7. 1£ OpenShift Container Platform web $#£#]& A, i Operators — Installed Operators,
8. M7FIFRHELFE DAS Operator,

9. 1f Provided APIs &k%lIf1, s DASOperator, iX&i# A Operator F{ET1#) DAS Operator 1%t
i+,

10. = Create DASOperator, iX%i# A Create DASOperator YAML &,
1. 7£ YAML Jifgseh, #EMELLTRA) |

DASOperator CR <

apiVersion: inference.redhat.com/vialphat
kind: DASOperator
metadata:

name: clusterﬂ

namespace: das-operator
spec:

logLevel: Normal

operatorLoglLevel: Normal

managementState: Managed

Q DASOperator CR B2 cluster.

12. = Create,
SNy
J5iE DAS Operator @& BRRIN L -
1. 5finZE Operators - Installed Operators T H.
2. 1R das-operator f3 & %2 [E A FIH T Dynamic Accelerator Slicer, Status & Succeeded,
381k DASOperator CR 2@ EE IR :

e {iI|# DASOperator CR [, Web iZH|&A <3 A DASOperator FIRME, LUFTEHGEEZIT
if, CR B Status FEHZ2H Available,

o Tk, MREILLAITTE OpenShift CLI HiZ{TLA T an 43k 451k DASOperator CR 285 BRI RE :
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I $ oc get dasoperator -n das-operator

i tH 7 Bl

NAME STATUS AGE
cluster Available 3m

ELE IS, Operator JEER 7R Failed KA., MRZEFRERINFET
Succeeded 58, ErILIRRE Failed E 8.

IR LLB & pod RIIFREE
i# AE| Workloads - Pods 71, Hi%f¥ das-operator #p22[d],

2. JSUEFFA DAS Operator H4 pod BB IETEIZIT ¢

e DAS-operatorpod (ZF operator $£l23)
e dAS-operator-webhook pod (webhook iR %5%%)
e dAS-scheduler pod (scheduler ff4)
e DAS-daemonset pod ({XfEE%F MIG #& GPU MR L)
pa -3
das-daemonset pod REHIMEEE MIG A GPU BHH T R LE, MREBEEIEM

daemonset pod, TERIFRBFERE R T A RN GPU BHM T =, F#H NVIDIAGPU
Operator 2 G B IEMREE.

iR HEBR
INSREARE Operator, EFAUTHE :

1. 5%l Operators — Installed Operators 1, % Operator Subscriptions # Install Plans
VLI A Y Status Ui 2 BB EEE 1R,

2. # A% Workloads - Pods 71, 7t das-operator iy Z2[f]FFA 7 pod BIHE.

Hith BHR

® cert-manager Operator for Red Hat OpenShift

Node Feature Discovery (NFD) Operator

NVIDIA GPU Operator

NodeFeatureDiscovery CR

6.1.2. A CLI &85 MNiE 25 Slicer Operator
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ERERERA, BALUER OpenShift CLI Z4& Dynamic Accelerator Slicer (DAS) Operator,

SeRFMH
o TLUEAESR cluster-admin FFREIIK Fij57] OpenShift Container Platform &8%,
e B% %k OpenShift CLI(oc).
o EREMBHFREM :
o cert-manager Operator for Red Hat OpenShift
o Node Feature Discovery (NFD) Operator
o NVIDIA GPU Operator

o NodeFeatureDiscovery CR

i =
1. 7 MIG Z#ECE NVIDIA GPU Operator :

a. MAMUTEERIBERZRMRIAB NVIDIA XEEGFHER MIG XiK, ERUTREMESN
gpu-cluster-policy.yaml B3 {4 :

apiVersion: nvidia.com/v1
kind: ClusterPolicy
metadata:
name: gpu-cluster-policy
spec:
daemonsets:
rollingUpdate:
maxUnavailable: "1"
updateStrategy: RollingUpdate
dcgm:
enabled: true
dcgmExporter:
config:
name: "
enabled: true
serviceMonitor:
enabled: true
devicePlugin:
config:
default: ™
name: "
enabled: false
mps:
root: /run/nvidia/mps
driver:
certConfig:
name: "
enabled: true
kernelModuleConfig:
name: "
licensingConfig:
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configMapName: "
nisEnabled: true
repoConfig:
configMapName: "
upgradePolicy:
autoUpgrade: true
drain:
deleteEmptyDir: false
enable: false
force: false
timeoutSeconds: 300
maxParallelUpgrades: 1
maxUnavailable: 25%
podDeletion:
deleteEmptyDir: false
force: false
timeoutSeconds: 300
waitForCompletion:
timeoutSeconds: 0
useNvidiaDriverCRD: false
useOpenKernelModules: false
virtualTopology:
config: ™"
gdrcopy:
enabled: false
gds:
enabled: false
gfd:
enabled: true
mig:
strategy: mixed
migManager:
config:
default: ™
name: default-mig-parted-config
enabled: true
env:
- name: WITH_REBOOT
value: 'true’
- name: MIG_PARTED_MODE_CHANGE_ONLY
value: 'true’
nodeStatusExporter:
enabled: true
operator:
defaultRuntime: crio
initContainer: {}
runtimeClass: nvidia
use_ocp_driver_toolkit: true
sandboxDevicePlugin:
enabled: true
sandboxWorkloads:
defaultWorkload: container
enabled: false
toolkit:
enabled: true
installDir: /usr/local/nvidia
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validator:
plugin:
env:
- name: WITH_WORKLOAD
value: "false"
cuda:
env:
- name: WITH_WORKLOAD
value: "false"
vfioManager:
enabled: true
vgpuDeviceManager:
enabled: true
vgpuManager:
enabled: false

b. iZfTLA T 53RN FASEEFIRES ¢
I $ oc apply -f gpu-cluster-policy.yaml

c. IBITLLTF %, %UE NVIDIA GPU Operator 528 25RB& 2 515 2l Ready A :
I $ oc get clusterpolicies.nvidia.com gpu-cluster-policy -w

Z£#F STATUS %I 7~ ready.

i Bl
NAME STATUS AGE
gpu-cluster-policy ready 2025-08-14T08:56:45Z

d. IZfTLL a4, %I NVIDIA GPU Operator & 2 [A|RBIFRA pod BB EEIZTT ¢
I $ oc get pods -n nvidia-gpu-operator
FrA pod 8K 1% 4 .7~ Running X Completed A7,

e. IZITUAT &S, A MIG Ih8E GPU FRE T mLUS A MIG &3

I $ oc label node $SNODE_NAME nvidia.com/mig.config=all-enabled --overwrite

{5 $NODE_NAME &5 824 MIG T4k GPU BN T RB&HR.

BF

N MIG 1% g, WCHTTREHRSISFLUEA MIGER, F/FTRIRETE
u, SRIEYREE,

DUTFHSEiETREad e mEA MIG &R :

f. 21T

I $ oc get nodes -I nvidia.com/mig.config=all-enabled

2. 5 DAS Operator | E2&y & 22 :
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a. B8 X das-operator #3422 [A]FJLL T Namespace B E L HR(CR), FI¥ YAML {RFE!
das-namespace.yaml XA :

apiVersion: vi
kind: Namespace
metadata:
name: das-operator
labels:
name: das-operator
openshift.io/cluster-monitoring: "true"

b. BITUT GO ZEMN :

1=
I $ oc create -f das-namespace.yaml

3. BT AR TN R, EEE—P PO amRZERFRE DAS Operator :
a. I/ LLUF OperatorGroup CR, F1E das-operatorgroup.yaml SZ{EH{R7E YAML :

apiVersion: operators.coreos.com/v1
kind: OperatorGroup
metadata:
generateName: das-operator-
name: das-operator
namespace: das-operator

b. iIZ{TLAFen4 3k 6% OperatorGroup CR:

I $ oc create -f das-operatorgroup.yaml

c. fLLF Subscription CR, #4{F YAML £ %] das-sub.yaml SZ{# :
ANER

apiVersion: operators.coreos.com/vialphai
kind: Subscription
metadata:
name: das-operator
namespace: das-operator
spec:
channel: "stable"
installPlanApproval: Automatic
name: das-operator
source: redhat-operators
sourceNamespace: openshift-marketplace

d. BITUAT e R R AR X & -
I $ oc create -f das-sub.yaml

e. # A das-operator I g :

I $ oc project das-operator
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f. B8 LLT DASOperator CR, F1E das-dasoperator.yaml SZ{EH{R7E YAML :

DASOperator CR <

apiVersion: inference.redhat.com/vialphaft
kind: DASOperator
metadata:
name: clusterﬂ
namespace: das-operator
spec:
managementState: Managed
logLevel: Normal
operatorLoglLevel: Normal

Q DASOperator CR B2 cluster.

g. iIB1TLA T en 3k 0% dasoperator CR :

ié/
I oc create -f das-dasoperator.yaml

o ZTLATFESINIE Operator EREE B M :

I $ oc get pods

=1
NAME READY STATUS RESTARTS AGE
das-daemonset-6rsfd 1/1 Running 0 5m16s
das-daemonset-8qzgf 1/1 Running 0 5m16s
das-operator-5946478b47-cjfcp 1/1 Running 0 5m18s
das-operator-5946478b47-npwmn 1/1 Running 0 5m18s

das-operator-webhook-59949d4f85-5n9gt 1/1  Running 0 68s
das-operator-webhook-59949d4f85-nbtdl 1/1  Running 0 68s
das-scheduler-6¢c59dbf96-4r85f 1/1 Running 0 68s
das-scheduler-6¢cc59dbf96-bféml 1/1 Running 0 68s

BINERE & B RIS Running BIFFA Pod, ZRESIE :

das-operator
¥ Operator £l 25 pod
das-operator-webhook
AT 2% pod i KM Webhook BRS5 25 pod
das-scheduler
BF MIG 5 k2 BRI ERRFH#EE pod
das-daemonset
NIEEE MIG 3# A GPU M7 R 12478 DaemonSet pod
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p= =1
2 das-daemonset pod REHIIEER MIG #EBM GPU EHMT =L, IR
& B BEET daemonset pod, TERIFEBREE T A XIFHN GPU FE4MTY
4 =, FH NVIDIA GPU Operator 2% B IEMELE.

Hith BHR

cert-manager Operator for Red Hat OpenShift
Node Feature Discovery (NFD) Operator
NVIDIA GPU Operator

NodeFeatureDiscovery CR

6.2. E#E 55 0%E 2% SLICER OPERATOR

IBYE Operator W& F R, FERLLTREZ —EIZE Dynamic Accelerator Slicer (DAS) Operator,

6.2.1. {8/ Web 4 4& E1%; Dynamic Accelerator Slicer Operator

&7 LAfE A OpenShift Container Platform Web #2245 1% Dynamic Accelerator Slicer (DAS)
Operator,

FTRFH

it

A LMEAEA cluster-admin FREIIK 7 /7] OpenShift Container Platform &&%,

DAS Operator B R4 EEEEH,

1£ OpenShift Container Platform web #%& A S fiiE Operators — Installed Operators,

. TER%M Operator 511 Z] Dynamic Accelerator Slicer,

= DAS Operator #J Options 3 & Fi%#E Uninstall Operator,

. TERAVTIERER, & Uninstall #BIAMIER,

X% Z Home - Project.

EERIEHIEIR das-operator LA DAS Operator T H,

= das-operator Wi H 351718 Options 3 H , SRE1%F¥ Delete Project,

ERIASEER, 7EXVEHESEE A das-operator, PAJ5 = Delete HIAMIFR,


https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/security_and_compliance/#cert-manager-operator-install
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html-single/specialized_hardware_and_driver_enablement/#psap-node-feature-discovery-operator
https://docs.nvidia.com/datacenter/cloud-native/openshift/latest/index.html
https://docs.redhat.com/en/documentation/openshift_container_platform/4.19/html/specialized_hardware_and_driver_enablement/psap-node-feature-discovery-operator#creating-nfd-cr-cli_psap-node-feature-discovery-operator

25 6 = DYNAMIC ACCELERATOR SLICER (DAS) OPERATOR

1. 5finZE Operators - Installed Operators T,

2. 3%1E Dynamic Accelerator Slicer (DAS) Operator @& A EB#5IH.

3. A%k, IZfTAT @S, ik das-operator S R R RE RS BB
I $ oc get namespace das-operator

AR

ZERIREIHE TR E 6 B 22 H B ER,

&2

Digk

==
[=]

EN#E; DAS Operator &ftIFRFFHE GPU 9 K o2, FHARESFBUTHINTF GPU 40 F Y
TYEMERIN, E4RELENERT, EBHREE X TIENEER GPU FEX.

6.2.2. i CLI #1508 00& 25 Slicer Operator

&\ LUE A OpenShift CLI E1%; Dynamic Accelerator Slicer (DAS) Operator,

SeRFH
o TLUEAESR cluster-admin FFREIIK F /7] OpenShift Container Platform &8%,
e B% %k OpenShift CLI(0c).

® DAS Operator BR&EEEEEH,

it =

1 IBTUT RS, JIHBEZRER Operator LA DAS Operator 11 :

$ oc get subscriptions -n das-operator

i Bl
NAME PACKAGE SOURCE CHANNEL
das-operator das-operator redhat-operators stable

2. IBITA T e MIBRIT Y -

I $ oc delete subscription das-operator -n das-operator

3. BITUTERS, JIHHAMBRERFRSSRA (CSV) :

I $ oc get csv -n das-operator

I $ oc delete csv <csv-name> -n das-operator
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. IBITLAT e S 3K MIFR operator 4 :
E

oc delete operatorgroup das-operator -n das-operator

BUF 8% E MR EMTIKE AllocationClaim R :

21T
I $ oc delete allocationclaims --all -n das-operator

LUF n 45 EBR DAS Operator fn & 22 /A :

B1T
I $ oc delete namespace das-operator

1. 1T TS 58IE DAS Operator FHRR G BB :

I $ oc get namespace das-operator
RSN IZRIR AR RA T E My & 22 (A BV EE 5.
SEIESARIAKM AllocationClaim B E X FKRE X :

ey
I $ oc get crd | grep allocationclaim

e RNIZRIR O TR B HE B E LHIRE LB IR,

Digk

=
SMMERFRE GPU 2 F 2Ee, HAERES

EN#E; DAS Operator BESFBUZITIRINTF GPU o Y

TRMERI, EREENERT, HREZEXREIENEER GPU FE.

6.3. £ DYNAMIC ACCELERATOR SLICER OPERATOR #8Z& GPU T{F
11§39

IRE LLEREIE K GPU F E&H Dynamic Accelerator Slicer (DAS) Operator BB TE 1%, Operator %/
B9 X GPU RS, FHIEAZAERTAN GPU DA,

FRFH
o TEEETRE MIG XHH GPU g,

2% NVIDIA GPU Operator, ClusterPolicy & i 7~ Ready K&

o %% DAS Operator,
AR
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2. BIEFER NVIDIAMIG HIRIER GPU HIRHIERE

apiVersion: apps/v1
kind: Deployment
metadata:
name: cuda-vectoradd
spec:
replicas: 2
selector:
matchLabels:
app: cuda-vectoradd
template:
metadata:
labels:
app: cuda-vectoradd
spec:
restartPolicy: Always
containers:
- hame: cuda-vectoradd

image: nvcr.io/nvidia/k8s/cuda-sample:vectoradd-cuda12.5.0-ubi8

resources:
limits:

nvidia.com/mig-1g.5gb: "1"

command:
-sh
--C

env && /cuda-samples/vectorAdd && sleep 3600

3. BITUTRSRNARERE

I $ oc apply -f cuda-vectoradd-deployment.yami

4. BITUTHSRIERER TS OB I HE pod :

I $ oc get deployment cuda-vectoradd

LN
NAME READY UP-TO-DATE AVAILABLE AGE
cuda-vectoradd 2/2 2 2 2m

fﬁ[l

TUT&S, BE pod FIKE :

I $ oc get pods -I app=cuda-vectoradd

it Bl

NAME READY STATUS RESTARTS AGE
cuda-vectoradd-6b8c7d4f9b-abc12 1/1  Running 0 2m
cuda-vectoradd-6b8c7d4f9b-def34 1/1  Running 0 2m

73



OpenShift Container Platform 4.19 i £HI0E 2%
Uk
1. BTUTRS, RERES NEZE pod fll# AllocationClaim %R :

$ oc get allocationclaims -n das-operator

LN
NAME AGE
13950288-57df-4ab5-82bc-6138f646633e-harpatil000034jma-gh5fm-worker-f-57md9-cuda-
vectoradd-0 2m

ce997b60-a0b8-4ea4-9107-cf59b425d049-harpatil000034jma-gh5fm-worker-f-fl4dwg-cuda-
vectoradd-0 2m

2. BITUTHS, 9k GPU FERZEEEMSDE pod BIBIRIES -

I $ oc describe pod -l app=cuda-vectoradd

3. ZTUTHS, KEBEERLEIUE CUDA RN BREFER EKNIEIT !

I $ oc logs -l app=cuda-vectoradd

i th o Bl

[Vector addition of 50000 elements]

Copy input data from the host memory to the CUDA device
CUDA kernel launch with 196 blocks of 256 threads

Copy output data from the CUDA device to the host memory
Test PASSED

4. BITUTHRS, BREMETELUNIF GPU XS EE 2 EBAFL RS :

1217
$ oc exec deployment/cuda-vectoradd -- env | grep -E "
(NVIDIA_VISIBLE_DEVICES|CUDA_VISIBLE_DEVICES)"

it Bl

NVIDIA_VISIBLE_DEVICES=MIG-d8ac9850-d92d-5474-b238-0afeabac1652
CUDA_VISIBLE_DEVICES=MIG-d8ac9850-d92d-5474-b238-0afeabac1652

XEIMEZERET GPUMIG FERERIEHDE, FHIERLIANB CUDA IZITH,

6.4. S EhA 0% 25 SLICER OPERATOR #H{TERfEHER

INRIETE Dynamic Accelerator Slicer (DAS) Operator i@ E| (|3, 15{# A LA T HEEHERR S BRI2 B F AR R
IEJ Jﬁo

FRFMH

e B%%E DAS Operator,

o EWELMERESR cluster-admin BB 7 1i[7] OpenShift Container Platform &%,
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6.4.1. iix DAS Operator 4

it

1. BT T &%, KERTA DAS Operator ZHAFHRTE -
I $ oc get pods -n das-operator
i Bl
NAME READY STATUS RESTARTS AGE
das-daemonset-6rsfd 1/1 Running 0 5m16s
das-daemonset-8qzgf 1/1 Running 0 5m16s
das-operator-5946478b47-cjfcp 1/1 Running 0 5m18s
das-operator-5946478b47-npwmn 1/1 Running 0 5m18s
das-operator-webhook-59949d4f85-5n9gt 1/1  Running 0 68s
das-operator-webhook-59949d4f85-nbtdl 1/1  Running 0 68s
das-scheduler-6¢c59dbf96-4r85f 1/1 Running 0 68s
das-scheduler-6¢c59dbf96-bfeml 1/1 Running 0 68s
2. IZ1TLLTF M4, 7 DAS Operator #EHI28M A -

I $ oc logs -n das-operator deployment/das-operator
3. BT ®4S, A webhook RS EMBRE -
I $ oc logs -n das-operator deployment/das-operator-webhook

4. ié,i'J’J\ F'F'T-h *A%iﬁf;&rﬁiﬁﬁ’]ﬁu

I $ oc logs -n das-operator deployment/das-scheduler

TUTaS, REX&SES daemonset WHE :

o
™

I $ oc logs -n das-operator daemonset/das-daemonset

6.4.2. Monitoring AllocationClaims

it

1. BITUTHSKREEER AllocationClaim ¥R :

I $ oc get allocationclaims -n das-operator

it Bl

NAME AGE
13950288-57df-4ab5-82bc-6138f646633e-harpatil000034jma-gh5fm-worker-f-57md9-cuda-
vectoradd-0 5m
ce997b60-a0b8-4ea4-9107-cf59b425d049-harpatil000034jma-gh5fm-worker-f-fl4dwg-cuda-
vectoradd-0 5m
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2. BT TS, BEABAXETE AllocationClaim BIF4H{E R :

I $ oc get allocationclaims -n das-operator -o yaml

FtirGl (i)

apiVersion: inference.redhat.com/vialphaft
kind: AllocationClaim
metadata:
name: 13950288-57df-4ab5-82bc-6138f646633e-harpatil000034jma-gh5fm-worker-f-
57md9-cuda-vectoradd-0
namespace: das-operator
spec:
gpuUUID: GPU-9003fd9c-1ad1-¢935-d8cd-d1ae69ef17¢c0
migPlacement:
size: 1
start: 0
nodename: harpatil000034jma-gh5fm-worker-f-57md9
podRef:
kind: Pod
name: cuda-vectoradd-f4b84b678-12m69
namespace: default
uid: 13950288-57df-4ab5-82bc-6138f646633e
profile: 1g.5gb
status:
conditions:
- lastTransitionTime: "2025-08-06T19:28:48Z"
message: Allocation is inUse
reason: inUse
status: "True"
type: State
state: inUse

3 BITUTHS, REFRREHER :

ey
$ oc get allocationclaims -n das-operator -o jsonpath="'{range .items[*]}{.metadata.name}{"\t"}
{.status.state}{"\n"}{end}'

13950288-57df-4ab5-82bc-6138f646633e-harpatil000034jma-gh5fm-worker-f-57md9-cuda-
vectoradd-0 inUse
ce997b60-a0b8-4ea4-9107-cf59b425d049-harpatil000034jma-gh5fm-worker-f-fl4dwg-cuda-
vectoradd-0 inUse

ZITUU T4, B&S AllocationClaim ¥%RMEXMIEH -
I $ oc get events -n das-operator --field-selector involvedObject.kind=AllocationClaim
5. 217U T84, 7 NodeAccelerator ¥HREALIE GPU BEME -

ey
I $ oc get nodeaccelerator -n das-operator
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it Bl

NAME AGE
harpatil000034jma-gh5fm-worker-f-57md9 96m
harpatil000034jma-gh5fm-worker-f-fldwg 96m

NodeAccelerator ¥R Z DAS Operator f&UEI#) GPU ThEER T s,

HMER
AllocationClaim B E L HRIRERUTER

GPU UUID
GPU & & BIME—FRiR R,
ahRbAE
GPU EHMIMIG HERHIIE,
Pod &%
H3K GPU F E&#I pod.,
LRI AR (staged, created, 5% released),

FEALL staged SR SFFIE, ABUFMEIEKREHRBEREL 7 created, HER pod 5, SBEINEEXREEH
=R,

6.4.3. 351F GPU % & T Bt

ff

nie
. 7EEH GPUBHEM T AL, BTUTHESREIE CDIXERREUE :

S

I $ oc debug node/<node-name>

sh-4.44# chroot /host
sh-4.44# |s -| /var/run/cdi/

. BT TSRS HE NVIDIA GPU Operator X -

I $ oc get clusterpolicies.nvidia.com -o jsonpath="{.items[0].status.state}'
HH R TN ready,

6.4.4. 1 INA FIEHRE

i
IREVE FEABAIKER -

1. BT T4 4 DASOperator FRFERE B HIFARE :

I $ oc edit dasoperator -n das-operator
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2. 1% operatorLogLevel 1% i& ) Debug = Trace :

spec:
operatorLoglLevel: Debug
3. REFEE®, FIIE Operator pod EE FHIGMIEFRE,
6.4.5. % W [n AR FRIR 7 5

POD #F UNEXPECTEDADMISSIONERROR K&

BF kubernetes/kubernetes vmcore8043, NIREAKRI, pod AlEERIFEA
UnexpectedAdmissionError i &, HEEJIMZHIZBEEN Pod K BEIEH U,
{BRZ, naked pod w7i{#FH oc delete pod F3;5 8, BiIFERAIEHIZE, BRI LifFN A2

RN IE,
KRR FeRF M

402R DAS Operator TTEEENHIER T, ERIEREEREMBLRRY
® cert-manager
® Node Feature Discovery (NFD) Operator

® NVIDIA GPU Operator

Lth B

o Kubernetes issue #128043

\

® Node Feature Discovery Operator

e NVIDIA GPU Operator tEHERR
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https://docs.nvidia.com/datacenter/cloud-native/gpu-operator/latest/troubleshooting.html
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