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B1E RS RELE

T ESMRRATEBE 15 Red Hat Enterprise Linux ENBIMARL, BXEHMIRR, 1HSH Red Hat
Enterprise Linux Virtualization Tuning and Optimization Guide

1£ enforcing #\, Fiz1T SELinux, {#FH setenforce @4, ¥ SELinux % & N7E enforcing &=
1T,

I # setenforce 1

MR ZBERANHEMRSS, 0 AutoFS. NFS. FTP. HTTP. NIS. teld. sendmail &,
URINRS S L EEEEBENR VA HE, FHERFBENR K,
BREREFNLLZTERNERNNBRERFR, EEN 2TV RAEFRAIRESEMEANIERE, Frrse
KFMARSSRIEEM, MRS BARSS 28BN BRI S BRSSP IFTE BN
*J-LO

FrhRAIER T EMNRENG R, EUNBIES FMEE /var/lib/libvirt/images/ T, 0REE

RN GERPEREME R, HHREE S RS SELinux RIgH, HEFHBREREFRIT
LB, sEANEWNIERRAEMA A HZIMSEFE,

13



Red Hat Enterprise Linux 6 EEI{L E {5

5 2 = SVIRT

sVirt 2 @& 1E Red Hat Enterprise Linux 6 &R SELinux FIEMERIFR AR, sVirt N A Mandatory
Access Control(MAC) SR ERZE FALEMNN R 2%, WERRARS TREMHmtbTRE, &
ZEMNIGIREFRIRRE, X0 EN NSRS E AT P HLELN TR SR B A,

AZ PR T sVirt 2145 Red Hat Enterprise Linux 6 BREIEIMER AR ERK,

FEREIEEIAEE

FFHREMEIES, ETNYENFRLESTF, BPENYEDNENSZE-—ITBSEIE, BH web RS
Z23X DNS RSB FRF5HM. XLRFEZESBOHNAAZEFRE, TEVENBHNRZMYIEEL,
M EERMNSRERS, THARNBERARIEEILIAR

User Space User Space

Web App DNS Server

Host Kernel Host Kernel

000

????7?7?

AAZEE - A R AR N BRFEH— LR RFIITHRERE,

??7?

Web App (RITIN FERRSS 28) - FRAEAIEIE N BT 25 17 (7B Web AR,

????7?7?

Host Kernel - 18R 8 A T2 T TN MEN SRR, AT BMASBXEWNERF,

??7?

DNS fR%5%s - 771 DNS 103k, B ERZEEFmAR P #ik iR F i,

LR
FEEMIMER, SPEMRERSGTUELEE T ENDENSFHENAZRPIZT, TRRREIMMEIE
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& 2E SVIRT

User Space Uszer Space

Web App DMNS Server

Guest Kernel Guest Kernel

Host Kernel

2.1. ZE2MEHE

IMREBEICIRS, TNBFSBENES R TMREAEEHRISEZHINNEFR, BFEEMLRE
HBAEBIM . HERSDHEBEPMCIMEFRER, REPEILT HARE. MREVVEEEFEREEYTH
BFNEDANF BANRERE, XFEANEDA TR ARG ENYEITEN, mEZENNE
BEABEZ L2 TEINMEMRE FLEIN. XEXRETUT BREIZFSHEMNZNA, BalAFEM
guest EFUNLLARH

sVirt ZfREE P ILEUNFREIEERA AN EE—SRENEN, EUTERFRRINMER &
R TTIEMT I guest RETUNAIE A2 P ALEE LA -

User Space Uszer Space

Web Server DMS Server

Guest Kernel Guest Kernel

Host Kernel
SELinux

SELinux FESE I 607 PRI (MAC) BT B2 HBIA T EIMEEAIR AT IR £AESR, sVirt IEZR AV guest
RN R EFRAITHE—INC. ickE, SIRLINA, DHRATRRE A HUEUALZ E8951H,

2.2. SVIRT il

5 SELinux fRIFEOEMBRSS—F, sVirt ERETIHRINFMRE, HEFVEVNIRMTN RS
B, HRENART, BEEFNIRD Vit EEERBIE. XD T sVirt BTREINEE,
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AR AR, EEA sVirt B, SN ELE P LE NGRS RS FE A s S ERBYIZ
7. BMAEBSEMEETRIGHEDHRE

# ps -eZ | grep gemu
system_u:system_r:svirt_t:s0:¢87,c520 27950 ? 00:00:17 gemu-kvm
LA R R B PR AT EC#HAE, 0LA T4 PR
# Is -1Z /var/lib/libvirt/images/*
system_u:object_r:svirt_image_t:s0:c87,c520 image1

TR T A sVirt B Al U2 BEER AR £ XX -

& 2.1.sVirt ETFXHRE

SELinux £ X B A / Description

system_u:system_r:svirt_t:MCSI B FHLENIEFRMCS! 2—BENL MCS FE., X
K% 500,000 MR,
system_u:object_r:svirt_image_t:MCSI BFHENER. REEEHER MCS FEM svirt_t

PHIEF BB B X EH R,

system_u:object_r:svirt_image_t:sO HE B/ BEREM guest EIUNL.FIA svirt_t HT2EH
BB A svirt_image_t:sO X1,

R svirt i, WRIBPITHSING, BSHEATER AR ERNINE, 218 guest EHUME
MCS/MLS FE&, iiTESIMCEILE FHLEMN B EE AN IR ARG 4P IRBEEBRINIRE, B/
MUE DAV ERZIRER D), sVirt REUKZAREREFFSIMCH BN BB, XAV sVirt 4
H1E MLS IMERRIZTT, LT URBEENER, ERALZTEETRBREIF NS NEHEL
Mo
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5 3 & sefEEUMN
IR HLBIARN, BTFE PR
o BEREVEINNTA, BETHFLBAREINNRS, BTN LB E w0,

o BIREZEWHAIER, FiHRERERIER, ETUMRIROZES N, FHAENseEitT
RN, XN FEEXLERN RENZEEER.

SERRFIRARER BN EA, e RBRAETFmAERE ],

EFEUENREREETF, AxEindEe fRERENEVNNERNEE, REEAREAN, &
ZMEREE RBRFIRE.

EMEREE RFEE TR TUTERIY :

o FEKFIERMEESHEEILBRAARSBAEINNEMRE, =AISEMLEDF(NIC)
HEE R H MAC thilt,

o EFHBIERGASERBMEESEEMNPRENETMAR. Hlal, SSH B,

o WARFRFERMEESEEENN LRENNARFAEENEARR. ~FSEBENH
FEME R

Gk

¥
£§§§ AEROELFHGNAEFAINES, BhiESNsEsEFe NEER.

Rk, g —LEEMEBEMEYL MR, mEMESMEELIFEREIMEIIE (WMELNHEESS
g VMware) MEEHLAN AR,

3.1 NEFAEZEINL
EREENLAE], DIEEEBE SR 21T virt-sysprep LR, SHERUTSEREST !

W2 3.0 S EUHLL TR
1. REEH
a. MEERAT R ENRREE,
o iR EREEMAAENEG,
o NEFRSEREMLMIEKR—IRE.
o FEEMIEM—HNARE.
2. MHBRMZSACE
a. AT e HHHBREMFF AR udev MU :

I # rm -f /etc/udev/rules.d/70-persistent-net.rules

17
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% o
| WNEREE MR udev FLI, ME—D NIC WEFREILLE ethl TIAE ethO,

b. I Xl /etc/sysconfig/network-scripts/ifcfg-eth[x] 1T LA T gwfE, M ifcfg BAS s BRME
—BIRLEENE -

i. MR HWADDR #0 Static 17

, N HWADDR 5#7 guest B9 MAC Htitit RICHEE, NI 2BE ifcfg, HI,
F5 B MR BR HWADDR,

DEVICE=eth[x]

BOOTPROTO=none

ONBOOQOT=yes

#NETWORK=10.0.1.0 <- REMOVE

#NETMASK=255.255.255.0 <- REMOVE

#IPADDR=10.0.1.20 <- REMOVE

#HWADDR=xx:xx:xx:xx:xx <- REMOVE

#USERCTL=no <- REMOVE

# Remove any other *unique* or non-desired settings, such as UUID.

i. #{R DHCP B2E{NAEE HWADDR s{E{AME—E &,

DEVICE=eth[x]
BOOTPROTO=dhcp
ONBOQOT=yes

ii. WRIZXESIEUATT

DEVICE=eth[x]
ONBOOQOT=yes

c. MREAUTXH, FHHRERCTSEHERMREA :
e /etc/sysconfig/networking/devices/ifcfg-eth[x]
e /etc/sysconfig/networking/profiles/default/ifcfg-eth[x]

INREWAHER T NetworkManager SHYEM4EIKIXE, HHBRM ifcfg A H
BRI E M —1E R,

3. MHERFEMFE
a. EALUTz—MHIFREMIES

® %fF Red Hat Network(RHN)EMEIE A HLEUN, HSTUTRS

I # rm /etc/sysconfig/rhn/systemid

18



% 3 & eRREH

e ¥IF Red Hat Subscription Manager(RHSM);EMEIZ  HLEE LA

o MFRRAFEARKBEMN, HZTUTHS :

# subscription-manager unsubscribe --all
# subscription-manager unregister
# subscription-manager clean

o MRFEARBEMN, MRZITUTHS

I # subscription-manager clean

;g%; i
. [R%A RHSM ERB SRR BE T ML,

4. MBRH MM —iF1E
a. AT SMHBREM sshd 22%H/FEARS -

I # rm -rf /etc/ssh/ssh_host_*

% o
, JHIRR ssh BEARTBALE ssh 2 7 i NS X L2 AL B IR m]

b. MFREMEENARFFEIARTNEE, MRES MG LIZTH RS SBURZR,
5. BEEMH, EHETRSISHZTRERS
a. EEEEMN, EEAETREISHBEINITUTRIFZ —RZTHEXEERS

® ¥fF Red Hat Enterprise Linux 6 XL, HERALT&HSESN .unconfigured B root X
RGP AR — N ZESHF -

I # touch /.unconfigured
e XF Red Hat Enterprise Linux 7, i2fTLA T @S EAE—1EI5H initial-setup M5 :

# sed -ie 's/RUN_FIRSTBOOT=NO/RUN_FIRSTBOOT=YES/'
/etc/sysconfig/firstboot

# systemctl enable firstboot-graphical

# systemctl enable initial-setup-graphical

ETREISFEHETHEFEUA T MELNERRNEE, ZH, EREE—R
B 5E, BIUEERENSA,
3.2. mREETIH
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TEREETERT, BRI EMN. T LUER virt-clone =X virt-manager 52 E##1.

3.2.1. {8 virt-clone BEX F#]
& eI LUEF virt-clone M Ep 51T 7B RE ML,

iHEE, virt-clone £ root R F BERKIH K

virt-clone S8 GRS N A EMTITHEBENET, SIISEEMET, FERELTL MSKESE LT
Heklul, XNHFE --original. BEEETEMLTIIR, HRMAUTHS

I # virt-clone --help
virt-clone man page M0k 7T BN Rk, EEZEFRO,
LUFRBIER 7 A ERIAEE LR L N demo" M guest EEFINL, F+ B Sh4E R AR SRR R 1R,

fll 3.1. [ virt-clone & #Hl

I # virt-clone --original demo --auto-clone

LA R BE TR 7 a0frl s F % D e & 4 0" demo "B QEMU & HLEE ML,

fll 3.2. {8 virt-clone S=REZ F#l,

# virt-clone --connect gemu:///system --original demo --name newdemo --file
/var/lib/xen/images/newdemo.img --file /var/lib/xen/images/newdata.img

3.2.2. f§ A virt-manager 72f£ Guest
XS R T virt-manager F2FE 5 RS P HLEIL,

i #2 3.2. [ virt-manager REEIHL

1. ¥TFF virt-manager
A3 virt-manager, M MARFEH 1 RETE FEREASEUNEERSNARR, =&, ML
root AP &{3i21T virt-manager 54,
M BN EERS T8 guest EPINLIIFRAPILFEZE TR guest UL,

A AT EBMREN quest BN, AF%EEE Clone, LEAFAFTFF Clone Virtual Machine B0,

20
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K 3.1 EEEAWNEO

Clone Virtual Machine

| Clone virtual machine

Create a clone based on: RHEL7.3 VM

Name: |RHEL7.3_VM-clone |

Networking: AT (52:54:00:04:c1:e7) | Details.... |

Storage: [ RHEL7.3 VM.img
| Clone this disk (8.0 GB)

L

(©) - (Removable, Read Only)
| Share disk with RHEL7.3_VM & |

Mothing to clone.

Cloning creates a new, independent copy of the original disk. Sharing
uses the existing disk image for both the original and the new machine.

Cancel || Clone

2. ECEsekE
o ZEWRMENELM, HH=REA—TIFAM,
o EHEWMLLEEE, FH T Details,
ek AR MAC Hadit,
mili #ARE,
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3.2. Bt MAC Address B0

b Change MAC address

-_J Type: NAT
__= MAC: 52:54:00:04:cl:e7

—"

New MAC: [52:54:{1{1:45:&?::4 ]

‘ Cancel H OK ‘

o XN FRMEHNEFIEUNRNENHE, HEFEUTETZ—
o TEBEILHEEAL - N TERRME S HLEE UM SRR R AL
o 5 EZrilEMHEHRERE - HARERREN guest EHNRE H=iE
o Details - $TFF Change storage path B0, MEEAIEFEHERE

33. EHFHEBEEO

m Change storage path x
Existing disk
Path: .../libflibvirtfimages/RHEL7.3 VM.img
Target: vda
Size: 8.0 GB

MNew Path: |imagE~5,|'HHEL?.3_‘~fM-clnne.img| |Emwse...|

Cancel | | OK |

3. ZEERELIN
1 Clone,
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B 4 = KVM SER5TR

A2 T HF—aENDENSZFZTHRE L IEUNERE A —DEN. ERDEGH, ENMETE
21T KVM B,

TR T HEFVELUNMN— D ENDENEZE S — D ENBE R, IRENE A HEMIEEEL
EIMERIZ1T, MARBREERMG L1217, IHEMT :

o ETE - BN AT I ENIEN SRS BHDER B ENMENL, HEH—aENDENSL
FRERTRER,

o TERMIRIIM - HEAIFEAY. WIS RENERN LS LB HER, B =2
guest RN EFHEA B EMENMIENER. XTWE, quest EIUNFREH LTSN,

o VHE - ILUNENNER DX B EMENYIENES, F LA LUK ET IR FH R A E R RME
BXA,

o MIBEH - EHN A LB ENEIE RS B R TR S — (1B,
IR I : BEPELNAEERELNE RS L 2 E B RN ENS, BIEERLE, BH
FEREHETIBME PAELNEG, B4, TRIUETBELNNS ibvirt SEMNEEBETR=SE
fi#,

SER A LUITEAER, RERHIT.

ELAERS, BANENAERINAENS EHEET, RN ERETESEBE BT ENYE
52 EERITARER, KVM &SI B S T @ DA R AR, FHERTE JI5a TT AR FFA (65X
L, KVM MEHER TR A EEE, Y EEHNRAREESTtREEnRBER (Bl
10 Z8) , KVM SEEEME guest BN, HHRIRNEIE, H7EEHINMENS LREERNE S
WA,

RHUTELNTR, CHERANELN, RAEEESNEDNAENEEBHTETINMENR, RS,
B BEINATEETINMENR EIRE, FHERRINENRAERN guest EIM. Z=RILET
AT B A BUR F A S MIER, MEMASER T SREH T, THISERE LI,

INREHA guest BEINISTM TR KVM BT LUSEL 23 BT EN AR S0 R, A F R Es L
T8, ENEAFRBIERAEM,

4.1, LT EXR

EBREFNEMNEEUTRE :

FBER
o FERUTHNZ—EXRZEFM LRRIE S HPEIM :
o ETFLT@ER LUN
o iSCSI
o FcoE
o NFS

o GFS2

23
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o SCSIRDMA % (SCSI RCP) : Infiniband #1 10GbE iWARP &z 23 Fh { F B 5 0

o IRFEEMIRANIRIER F 41 LI THFRAM" KA, 7HIEER, RedHatEnterprise Linux 6
THRERZEME EFEA raw # gcow2 FEHE P HLEFIHL L TR,

o WANRGEMIITFIEFB TCP/IP kO, WRFEABAALE, 5%  Red Hat Enterprise Linux
BEHEZLIER) , https;//access.redhat.com/site/documentation/ 1% 155 Al @i LU R HIE 3R
4IRS O{E B,

o SHHAZTHEMNTMMIIRG, FEHANATATFERMHANENDEITEN L,

o HEEMWIEHIIREMBERRS LHWE—ME, HEHME LR IER, RATLUERRE
BRRRBEK, BFRBRUGXHEM, HEER, MREITEMER virt-manager #UTiE%, NIEBREH
AR, B2, MREBEMEM virsh HITER, NGRS EEFER B <A FEE) -
xml sk AT EBE TS, BMEREHRZEFM, TRMAILLEY --copy-storage-all 1711 (2
FH) B, B prehook WEZER, 155 libvirtorg, IREX XML ETHNEZER, &
BIH 88 20 & BIEH XML,

o LIE/NH bridge+tap ML HRIIIIAE B imE A L2 0GTERES, SR B EV BN SZ UL T
B—M%h, S, BFAVELNMSEIRERRIZT.

® 7f Red Hat Enterprise Linux 5 1 6 1, KVM & HLEMHN BN EEFERBKILE N none, X
DARF IE SR SR —B, [SEFETLE ) none (BIHN{EF virsh attach-disk 25 none ) ,
SHATA quest EIIHLBOXHERER O_DIRECT Fric (£ open syscall) B$TH, MmsiT
EHYIENGENEE, FRESMHENN LREEE. BEEERNXEN none T ILEEHN
A—B 0, FEFRBHLELNEITER B, BXEEEFENEN none IFlE, 1E5%
133 1 "EEIHLRRINEMLE,

IR E S A libvirtd AR S5 (# chkconfig libvirtd on)Fi217# service libvirtd start), £S5V EFE, &
MEEFBHIRE DEUR T /etce/libvirt/libvirtd.conf EC & X4 HHISEILE.

11 #2 4.1. Configuring libvirtd.conf

1. $TFF libvirtd.conf EELL root AP B321T76% :
I # vim /etc/libvirt/libvirtd.conf

2. RBEEFNSHARETXHE.
3. EJF libvirtd IR :

I # service libvirtd restart

4.2. SERFERH RED HAT ENTERPRISE LINUX fRAZEA M
SERPTF R RFINER R 4.0 "L TRESM IR
* 4.1 LASTBEAN

PP E

B FLIThRA 5x -6y TZH

24
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F 43 KVM SEHS5T8

SRR R
EEn) RAEATHRA 5.x = 5.y (y>X, TETHE N AR & 4 0] 3
x>=4)
EEn) RAEATHRA 6.x = 6.y (y>X, TETHE N AR & 4] 0] 2
x>=0)
mE FRITHRA 6.x -5y ¥
AE REAThRAS 5x -5y T BXREHAE, 1F
(x>y,y>=4) S TR FEE
B&
AE REATHRAS 6.x = 6.y (X>y, X BxXREHmEE, 1F
y>=0) B3 TR EE
B&
TR EE R

e SPICE BIAJfE - Ff 14 ¥, M Red Hat Enterprise Linux 6.0 » 6.1 {73 # 0} SPICE B AN
B, EXMIERT, B imrlReRMTFHEITERE, MM SBUGE ZREFMAIM, XR20N
N, FIBRRSEIRE.

e USB Mn]i8 - Red Hat Enterprise Linux 6.2 x0T USB TheE, HAaEdB s, EBAFEE
BEE USB & &HSBELS LiZTHNEANBREFF L, XA FEEE Red Hat Enterprise
Linux 6.4 HRRR, REIRARRIZA EIXANRE, FBALEXARETE 6.4 ZRIBRRAFR L &, £
8/ USB 1% & abstain #3¥#%.

o SEBHINMIFE - IMRAERERNETR RO IR, HEEIBILIRA LRI,
NERRERINN IR, BN, HRERE,

Be & 2B 1k
EEAZFMAERERE LRERZ T HEIL,

&, [FHANFSRHE 437 "HEFFERA : 7 HETHBH NFS”
4.3. £EZEFMERA) - FH TR NFS

BF

XADROIER NFS S H A KVM ENDENSZHZ=Z P NEUNG R, RRARBEREHTR
Kfr, BREFERTIBRKRG, FEERZINRORIZRIZITENEUN. A%, L
REEA sync ¥, XZEMSH NFS FHEMUEN. H4, mRERIERN NFS HHE
RENMENG L, FEFEETRENIENRN NFS HE B X ELR quest EIAE
. HIFEE, NFSXHHIE FE H®ER, EHKVM FAZHE,

iISCS| i B RBEE BB IF LR, BXEEIFIFESE 5125 77 "&ET iSCS| BiFhE
LR

25
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FIEER, ATHREMVBEHRIEKRE Red Hat Linux Storage Administration Guide HiRBI1HBE, &
KBSE NFS. #TFF IP RN ERHAIERFEE, HFEELRER,

1 S SHROE R

LEHZEFFEEE guest BN, Hik, RI1E5 /varlib/libvirt/images R E O]
E—1Ex.

I # mkdir /var/lib/libvirt-img/images

2. 7 NFS EeEXXHARIEFT E KRR

NFS BLE X2 ALTF /etc/exports FRBYSIASMH, FTTFZXXM, FHHREIESE 15 ORI XX
HIEE 1R,

I # echo "/var/lib/libvirt-img/images" >> /etc/exports/[NFS-Config-FILENAME.txi]
3. JaB NFS

a. MBIRITF T iptables I NFS #mA (g0, 2049) , FHIF NFS ZNEl /etc/hosts.allow X
e,

b. 251 NFS IR :
I # service nfs start
4. BHEEHESIIRFERL

EIRF BIRRY LiEE /var/lib/libvirt/images Bk, iZTA TS HR, TRERSL, BXREHE
FRRGE EHIT,

I # mount source_host:/var/lib/libvirt-img/images /var/lib/libvirt/images

Digk

==
=
HREGMRXNREZUZNBX/AE 8 4177 "EAEBRER" ARt E

Ko HH, AEEREMAERD SELinux iEMLIZER. BAXIFEBESE

Red Hat Enterprise Linux Storage Administration Guide AHJ NFS Z77,

4.4. {8 VIRSH #1750 KVM E#%
AILAEA virsh e & A HLEUNER R S — B EVIENEE. migrate S REZUTRANSE
I # virsh migrate --live GuestName DestinationURL

HAR, MRAEELN TR, TR —-live 151, HEEETIE 8 4.4.2 77 "virsh migrate (s SHIE ©
PRI HR B,

GuestName SH R RIEEIBIE P HLEUNEI R,
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https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Storage_Administration_Guide/ch-nfs.html
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DestinationURL %12 B R ENMIBNZRHIEE URL, BRI IZ1TS Red Hat Enterprise Linux
MHRENMRA, SEAERNEVNEEREF, B libvirt EEZ1T,

= -
AFEEIRINZETEM DestinationURL 538 RRIRIE Y. :

o EHE® : DestinationURL 2B R ENMIBHEH URL, IRE P HLEALH
3.

® peer-to-peer migration : DestinationURL 2 B R ENYEENLZ2H9 URL, #0iEE
HADIEAERPT o

e e, RRTEHABIRRER root B,

BF

1ERR S5 25 LB /etc/hosts X, FEABIRENMENGNEZBFeEMIhER, it
X A B ENENERH P Mt ENE, TFHIRR, BMREMEIRENEN
2309 IP Hut FNEH L :

I 10.0.0.20 host2.example.com

=B - [ virsh FHTERSTR

A M hostl.example.com 5T F| host2.example.com, FXERIMEMENMIEN LM, KHIE
#—/% guest1-rhel6-64 HIEIHL,

ENREBREE R REAZFHHPRMELRZMSE (LRI : EIRER)

1 RUEE P HLEHLIEEEST
MIR%%5E host1.example.com, %iiFE guest1-rhel6-64 & IE1EiZ1T :

[root@host1 ~]J# virsh list
Id Name State

10 guesti1-rhel6-64  running

2. IBEFHEMH
BUTLLT &4, & guest EFIHLEEHT T B AU host2.example.com, 7E£B#5 URL BIKREM
o0 /system, LUESH libvirt BB LV,

I # virsh migrate --live guest1-rhel6-64 gemu+ssh://host2.example.com/system
WATZEDE, REFRREHABIRREHN root B,
3. Wait

RIFENEAE A NEDNBKRD, IBRTRFE—LHF, virsh (UREERETEIHE, &
FHUESAR R EER EN D ENSFZHIZT.
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pa -3

IR, TRAEDERREATRIEARTHRETED Z R, IR NEH
ITEEMIEENRN, AAFEBREWIREERNERE L@, Fit, tTH
RN, HARTREIRHBEMRRE,

4. BIERFAHELNHEBABREN
MEBT%5E host2.example.com, %k guesti-rhel6-64 @& IE1EIZ1T :

[root@host2 ~]J# virsh list
Id Name State

10 guest1-rhel6-64  running

pa -3

libvirt ZTHEHEFMMLE AL, &3 TLS/SSL. UNIX EEF, SSH MEXINE TCP, BXEH
He R ENER, 1588 £5 = F/ I EEE,

p= =1
. FiLE A virsh migrate 43I IE21T guest BHINL. BEFBIEZITHE S HLEM,

INRENY N iilP:

virsh dumpxml Guest1 > Guest1.xml
virsh -c gemu+ssh://<target-system-FQDN> define Guesti.xml
virsh undefine Guest1

4.4.1. {E /A virsh HTEBHIFN R R

BRIBE RGP D shell FZTH, AILUHITEDNHLEMN TR, B2, XBIIEE, FENIEE
T E, RAENERLHEBER— MAX_CLIENT GREFBIR) . AFERINEZEN 20, EAE
PR BHIER 51T 10 MM, MMREFERRXE, HSH 112 4.1, "Configuring libvirtd.conf” 13

2o
1. $TFF libvirtd.conf 34, 20 172 4.1, “Configuring libvirtd.conf” Ffrik,

2. BHOCEEESIESD,

W
#

# Processing controls

#

# The maximum number of concurrent client connections to allow

# over all sockets combined.
#max_clients = 20

# The minimum limit sets the number of workers to start up
# initially. If the number of active clients exceeds this,
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# then more threads are spawned, upto max_workers limit.

# Typically you'd want max_workers to equal maximum number
# of clients allowed

#min_workers =5

#max_workers = 20

# The number of priority workers. If all workers from above
# pool will stuck, some calls marked as high priority

# (notably domainDestroy) can be executed in this pool.
#prio_workers =5

# Total global limit on concurrent RPC calls. Should be

# at least as large as max_workers. Beyond this, RPC requests
# will be read into memory and queued. This directly impact

# memory usage, currently each request requires 256 KB of

# memory. So by default upto 5 MB of memory is used

#

# XXX this isn't actually enforced yet, only the per-client

# limit is used so far

#max_requests = 20

# Limit on concurrent requests from a single client

# connection. To avoid one client monopolizing the server
# this should be a small fraction of the global max_requests
# and max_workers parameter

#max_client_requests = 5

HAHH AR R R R B R R R

3. BX max_clients 1 max_workers % E, BWHNSEHPHNHFEAZEE
8., max_clients S&8:3% (B0—MN) FEHE2 AR (80— , EERHITNE, FHE
SERITERA O 4 worker FR{EEFR 14 worker, max_workers

BF

max_clients 1 max_workers S#0%E&EH FTATAM libvirtd IRSHE RN
HEMN, XBEKSE, FRE—FFIEUNMBEABRF, FRNHITIREERE
Z max_clients 1 max_workers % EFR X ENRIE, XFE N T LEHIT
F AL EIRAIREFAZERKE,

4. REXHHERZRS.

.-""

=

BLEBERT, IR EERER, EAHEBEINERKRIIITEMEIESN ssh RIEKS,
BIAERT, sshd RIFEMEHEERIF 10 DPRIELT Tk HEIFAIRE" It
WIEH sshd BLE X MaxStartups SISl (FELALE -

letc/ssh/sshd_config) , XFIRERBEF T —LHE, NIZEHEINSH, BHh
PR ) = #1% 5K e LABK LE DoSIQiE (—RERATR) . J‘T}Jttﬁm%jjmﬂt MHER
A&, BERHRLSH, i5%WiEXH letc/sshisshd_config, M MaxStartups 1T
FrLMIER #, #4510 (BOME) XN —PMEESNETF. LEREXHHEHED
sshd fR55. MMFEEZER, 1ESH sshd_config man page,
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4.4.2. virsh migrate fp SR H B L0

FBRT --live 24}, virsh migrate accept accept the options:

-direct - B FE#EIH

--p2p - AFXERER

--tunnelled - A FB&ETH

--persistent - FHHRE ) B IR TN ENNBFFAEKRTS
--undefinesource - HFRIR EHAPEN 85 EBIE A HLEHL
--suspend - £ B i EH BN AF LFES G TFEHERES

--change-protection - 5t il SE BT BT RAANH AT ARBTNRER N ; TEVN EEEFXHF
BTN E A, BNMREERFRE BOURT R, WRTLABAHA FiE%HT%,

--unsafe - sifIER L%, BBAMBERESH,

--verbose - LRI BHIHE,

--abort-on-error - FEEFB IR L LR (40 1/0 (51%) WEUHEER.

--migrateuri - BB #H A KBIEFE URI,

--domain [string]- 4. id =% uuid

--desturi [string]- B ENIEEN25897%H URI (Fi8B3EF) =X source(p2p migration)
--migrateuri - 3% URI, BE o LLABE

--tlmeout [seconds]- 5 il 2 F im R FUAFESE TR 1T HERET N T EE, B REEAFEnTE
. BTN e, IREMLEEENE VRN LKL,

--dname [string] - FEE% I RP/E A HEVNB BRSO B (AIRZH)
-~ XML - REABI X & AT A THRUE BB EERBIEAM XML XX, vl XML ERRETE

MR E B SRR ER, MyREZFEHEINRERMENZ NG EERNRE. BE A
XA,

BXRFMER, 15EM virsh man page,

5. {88 VIRT-MANAGER %

AT

N virt-manager £ KVM & P HLEIHLM—D ENDEEHERE S — D EN.

1. ¥TFF virt-manager

30
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& 4.1. virt-Manager 3 #
File Edit View Help

E_-J Open R

Name ~ CPU usage

= localhost (QEMU)

- RHEL-3.9

— Shutoff

- RHEL-4.8

— Shutoff

- RHEL-6&

— Shutoff

|“ guestl-rhelt-64

Running

2. FERBRENDENSS
B File 38, SR Add Connection, LUEIEEIBIRENMIENES,

i 4.2. $TFF Add Connection B0

Edit View Help

T L)

Close Ctril+wW
Quit Ctrl+Q
[ocalfost (JEMU]

- RHEL-3.9

— Shutoff

- RHEL-4.8

— Shutoff

- RHEL-6

- Shutoff

|“ guestl-rhelé-64

Running

v  CPU usage

3. AhnEEE
i & H I Add Connection B,
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K 4.3. &5 B =N DENR0EE

L

Hypervisor: QEMU/KVM

Connect to remote host

L

Method: SSH

Username: |root

Hostname: |virtlab22 w

Autoconnect: ]
Generated URI: gemu+ssh://root@virtlab22/system

Cancel || Connect

FIALLUREE -
EAUNEZEER - £ QEMU/KVM,

method : EFERES L.

RBP4  BIAZRRENYENSFNAF .

hostname : #i A Lf2 EHADIENZHEN S,

= Connect &2, ABIFRERT SSH iEEE, RILT—F ik AEE R BEH,

K 4.4. B AT

root@virtlab22's password:

I

Passphrase length hidden intentinnallﬂ

Cancel | | oK |

4. IBEFHLELH
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TR ENMENSGHHE SR (REENREMNNN=/A) , REEBATETIEHN

guest (&M guestl-rhel6- 64) FHE" T

K 4.5. I FEBEIBIE i
File Edit View Help

Mo ®mopen | W @ v

Name

~ (CPU usage

= localhost (QEMLUY

RHEL-3.9
= shutoff

J| RHEL-4.8
S shutoff

Il RHEL-6
S Shutoff

guestl-rhelé-64
== Running Bun

- wirtlab22 (QEML) Pause

>

RHELG Shut Down
L!_' Shutoff

Clone...

Delete

Open

7£ New Host FE&Hh, A THRIFIRIEFERR quest EUNLEB RN MEN S, REHE

Migrate,
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K 4.6. kB IR EHMENSBHEEIBTE

[ Migrate 'guestl-rhel6-64'

Name: guestl-rhel6-64
Original host: virtlabl8

MNew host: | virtlab22 (QEMU)

L

Migrate offline: [

= Advanced options

Tunnel migration through libvirt's daemon: ||

Max downtime: [J | =0 - ms

Connectivity

Address: [

Port: (] |49152 ||

Bandwidth: [ _| Mbps

| Cancel | | Migrate

RO EREEEO,

K 4.7 #EEO

Migrating VM 'guestl-rhel6-64' from virtlabl8

to virtlab2 2. This may take awhile.

Migrating domain

T giwonnme -

Cancel

virt-manager I &R B IR EN LIZTHFTEBHE P ILENN. ERENMENSZPIZTHE

Fm RTINS Shutoff K.
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K 4.8. IBNE A ILENHE BIir =N SR PZT
File Edit View Help

K SWopen > 1 0 o~

Name v CPU usage

= localhost (QEMLUY)

RHEL-3.9
|2_| Shutoff

RHEL-4.8
LE' Shutoff

RHEL-6
|2_| Shutoff

D guestl-rhel6-64
Shutoff

= virtlab22 (QEMU)

RHELG
L!_l Shutoff

guestl-rhelé-64
Running

. Ak - EE TR ENEMETE

1£ Edit 328 R, i Connection Details, &7~ Connection Details B,

== Storage 17+, TRBIRENYEHEEN ISCSI BInFR. HER, IBNEFHLEUNEK
S R
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K 4.9. fFiEi¥E

File

Overview I Virtual Networks| Storage ‘ Network Interfaces l

17o, default iscsirhel6guest: 0.00 MB Free /30.00 GB In Use
Filesystem Directory Pool Type: iSCSI Target
iscsirhel6guest Location: [{dewdisk{by-path
ISCS| Target
State: |8 Active
Autostart: [] Never
Volumes @
- | Volumes v Size Format Used By
- | unit:0:0:0 30.00 GB dos guestl-rhel6-64

Delete Volume | | Apply

‘:|@‘Z‘ lﬂew Volume]

b EMBUT XML BEE X :
A 4.10. BFREHEHLZSEH XML BB&E

<pool type='iscsi'>
<name>iscsirheléguest</name>
<source>
<host name='virtlab22.example.com.'/>
<device path='ign.2001-05.com.iscsivendor:0-8a0906-fbab74a06-a700000017a4cc89-
rhevh'/>
</source>
<target>
<path>/dev/disk/by-path</path>
<ftarget>
</pool>
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B5E ZANNLEEE

ATNAMMEIER ssh =X TLS # SSLIZRRERE M. BXSSHMESER, HSM  Red Hat
Enterprise Linux ZBE#E/) .
5.1. [ SSH H# 1T 2B
ssh SR T MBMLEIIL, TRLmTREIRS SR A XEEIEE, LA EERET SSH 2R e
HEEELRY libvirt EIREEREIRnTENZR. AAEIEEEAAM SSH AIRINER SSH AHME
MHEDRRIETK. A, B guest B VNC 55 hiE T SSH i#1Th%:E1k,
HER, B SSHIZRREREUNN HIFE, SE :

o MFEE root BMGELEEN IR REIEEIIM,

o WmERERENEATRRIE,

o TTIENFRA ENSE S HLEEH A BRI AE S E R,

e SSH TARIFHY R’ E KHLIEN 2R,

Red Hat Virtualization R FZREE XKEEMN. 1F1BEEE Red Hat Virtualization XX
/=R

ssh iFIREUATERHS
® openssh
® openssh-askpass
® openssh-clients

® openssh-server

9 virt-managerfic & EHE S E M SSH il

AR UHBR R B ML FFREE), FEMKRIXE SSH B, MREF SSH BYHIXEHERTHERSH,
RACIED Y SUBPEIS UL =

BE
SSH &I T A/, REEMEMAERA. BYNMEEREREHMA. BTMEH
=

virt-manager %/ A BEiF BT EVNMWEANR 21T, XEKRSE, RTERS
FJE root A/ virt-manager B2, MAAIUIEFIHERZIT, IRTERRGTHAT root
FAFER, N SSH ZHWAH root AT FOIE,

IRREEfE R virt-manager SAIESSAE M BB AR E,

1. Bk - Ee A
BIBEZEERNAS, ARAEAARM root B ELREREMENMA TN,
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I $su-

2. 4R SSH BEX
fEANL2R virt-manager LBIRAX, KREIER ~/.ssh/ B xRN EHME,

I # ssh-keygen -t rsa

3. NBHENELEEEN
T BERENREATERER, TEAZEENRSD L SSH B, £ ssh-copy-id @
%, TERHEMNRGHIE CREIFN root@host2.example.com) FEEAEHIZE root A7,

# ssh-copy-id -i ~/.ssh/id_rsa.pub root@host2.example.com
root@host2.example.com's password:

E, Zi{FEH ssh root@host2.example.com M5 E L EIH23, F7E .ssh/authorized_keys
SRR LA R M AR RN E A B,

RIFEE, NHMRFAES LRF,

4. ®[%k : #£ ssh-agent RRMFBIDEIE
THEMBRHR T A 7EIIA ssh-agent FRIMNEL5ETE, MR ssh-agent REZ1T, ©FLE
51T, AT RABEIRSOHZR, HRHRERKET SSHSH,. NMEEZER, 1ESH Red Hat
Enterprise Linux Z8&#5 .,

MRFE, 19 SSH BHNBIERME ssh-agent, EARMEN L, FRAUTHSRMBEET
(INRE) KERRBEMEEF,

I # ssh-add ~/.ssh/id_rsa

SSH BB EEIZ R T,

libvirt <P 22 (libvirtd)

libvirt PR RERATEEREVNNED, SBUIETEEENESMNERENPREIIZT libvirtd 57
FitiE,

$ ssh root@somehost
# chkconfig libvirtd on
# service libvirtd start

BCE libvirtd A1 SSH [5, R EENS L2 VT RIFIBEREN. HRHEN Heef @A VNC 7[R fER guest,

{81/ virt-manager ViR EH

A2 EMN AT LUFE R virt-manager GUI TE#H{TEEE, SSH AN IIUE FHAT virt-manager W, LUE
REMERTEELTE,

1. JAB) virt-manager,

2. FTFF File->Add Connection 3,
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B 5E BN EER

K 5.0, AR

Hypervisor | QEMU/KVM |
| Connect to remote host
Method: | SSH |

Usermname: |root |

Hostname: |myhypervisor

Autoconnect: [
Generated URI: gemu+ssh://root@myhyper...

Cancel || Connect

3. R THXAREFEEEREFRREY, AERT" EEIEREIN "SEELITH EEAE" (XM
-8 Remote tunnel over SSH) , REHIAFFER User name #1 Hostname, AFH L
Connect,

5.2. {fH TLS # SSL F# T2 B
IEATLMEA TLS #1 SSL EEEA. TLS #1 SSL IREERMAT B, Bibssh &7 (FSH E£51 7
"fFFH SSH HTILIEEIE") , TLS #1SSL 2 Web iz TR EEEMNIEREITIA, libvirt EEEEEITIF
£ NEEMN TCP RO, 1ZimOMRIE x509 i 2thMBMEIE, UWTFNET N TLS # SSL EE0E
ERE G (U5 IFIE B AR,
T12 5.1. I ATF TLS EMEAIEBHUAL MM (CA)EEH

1. FFHAZEL, 5B\ E %R certtool SRR, MREH :

I # yum install gnutls-utils
2. ERUTHSERIM :

I # certtool --generate-privkey > cakey.pem

3 EmBEHE, T—PRIUBR—IEEXMH, UEZBHATUBRES. EMEIX—R, 0/E—
HAZLRIEBENXGHEEBEN cainfo, LEXHNBEUTHEA :

I # vim ca.info

cn = Name of your organization
ca
cert_signing_key
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4. BRAUTHSERBERIED :

# certtool --generate-self-signed --load-privkey cakey.pem --template ca.info --outfile
cacert.pem

SRR, FTLMERA rm SR cainfo Xk, HRTEMIZERE N cacert.pem, LEXHE
NEA(certificate), MMEMISIH cakey.pem 27, WXHEARNFREELZEHE A, REBLLHHA
FAHH,

5. 1Z /etc/pki/CA/ cacert.pem Bk AE FimflikS5 88 L RE cacert.pem ik H A WL IES
X, LMEETHERN CA ZMBIERaIEER. EEBLXGNRE, 5217 :

I # certtool -i --infile cacert.pem

XBXERN CAFRHNELERE., £ CANRIARERZSE, ANEFENEFIRMRSSHELS
HEH,

72 5.2. X HHARSSERUED

LSRR R T AN N AR SS B ENL L A H X.509 CommonName(CN)FERMIIET, CN %ISR inHEE
EEIIRSSFNENZBLTEE, EAGF, B mEHEA URE: gemu:/mycommonname/system £ 2 ik
%28, ALt CN FE&RNZMERE, ie mycommoname,

1. HBRSS 2RO,
I # certtool --generate-privkey > serverkey.pem

2. B0 N server.info BIEIRSIHE, 7 CA IFAHEMR &, R CNIXE NSRS BHIE
M&ER :

organization = Name of your organization
cn = mycommonname

tls._ www_server

encryption_key

signing_key

3. EAUTHSORRIES :

# certtool --generate-certificate --load-privkey serverkey.pem --load-ca-certificate cacert.pem
--load-ca-privkey cakey.pem \ --template server.info --outfile servercert.pem

4. ZRFEERBINAN X -
e ServerKey.pem - R5523B0FLEH
e servercert.pem - fR552REI N
BRRE I secret WAIE, BEEEXMHHAE, HHITUTHS :
I # certtool -i --inifile servercert.pem

TEITFREL ST, CN= S8V IZFZ AL ER CN 48R, 141, mycommonname,
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5. U AIBREZGXM XK -

e ServerKey.pem - fR 5533 B9FATH, SFLEESXHBAELL TALE -
/etc/pki/libvirt/private/serverkey.pem

e servercert.pem - [R5 ERMGIE T, ERSBUTHLEREE :
letc/pki/libvirt/servercert.pem

42 5.3. A HE ik

1. XFENESIE (B0 virt-manager) 553 E libvirt EMRRR, BEERAAENLFR(DN)AZE
H#78 X.509 Distinguished Name(DN)BJIE S, XEEBRBATLFRE,

pin, FEAUTER :
I C=USA,ST=North Carolina,L=Raleigh,O=Red Hat,CN=name_of client
XMNTRRE R 5.2, "R HARSSERIER KL, BEIFEFEUTHNER.

2. RAUTaHTEMRA :

I # certtool --generate-privkey > clientkey.pem

3. BEAER D clientinfo BURMRIH, Ty CAMFHAERES, EZXHNEEEUTRE (ME
TN FE R RIRIERIM X /AL IE)

country = USA

state = North Carolina
locality = Raleigh
organization = Red Hat
cn = client1

tls._ www_client
encryption_key
signing_key

4. FRAUTHSEZBILES :

# certtool --generate-certificate --load-privkey clientkey.pem --load-ca-certificate cacert.pem \
--load-ca-privkey cakey.pem --template client.info --outfile clientcert.pem

5. AR m AR EREIES ¢

# cp clientkey.pem /etc/pki/libvirt/private/clientkey.pem
# cp clientcert.pem /etc/pki/libvirt/clientcert.pem

5.3. LR
N FIREIE, libvirt TELUUTEHE

ERIEREM(TLS)

RHZEREM TLS1.0(SSL 3NZRIEFH INE TCP/IP EiEF, BEMAAHKIFOS, EFEAXMNKE,
BEBELERE S IRMNRSSIEP. PrgEimO N 16514,
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UNIX EfEF

UNIX BEZERNAIERITEN LA, EEEEXEMNR, FEHR UNIX AR SELinux #1T815%
iF. WREEEF LT /var/run/libvirt/libvirt-sock 1 /var/run/libvirt/libvirt-sock-ro (BT RiE
) .

SSH

BT RE Shell L (SSH)EE L H, BTELE Netcat (nc BHEE) . libvirt SEF 2 (libvirtd ) A E5E
BXRGLi21T, WO 22 I FIT RS F 81T SSH Al ERIZEREM SSH BAEE (4l
0, ssh-agent SLAERF) , BNIFHRRE M ABL,

ext

ext ZH AT EM & libvirt SEEAEERLRENGNAERF, IDSEFEH,

TCP

RINEE TCP/IP BT, ARUWELEFIMERER, XBERFEAN, BEENTLUEREHITNHK
FERMEMZ LA, BiAmEY 16509,

ROINfCH (NRZRBI|/EHM) I TLS,

2 URI

virsh 1 libvirt A S — FURMAR (URDEZZZFEEN. URIBEIS virsh 85 H --connect S —it2
FA, WOERENLEHITEN G SHER, B ERZEARN URI FRMENGSHEMET, B2
URl, #ENHEIKIESR, fEM'remote’ B URI AX, HEHITIE libvirtd RS SR/ IRN B REBTEREF DT
FF. iXFERTFHAMZEREEE NULL URI

libvirt URI RAEMEX (BAESH (], R EDRE
I driver[+transport]://[username@][hostname][:port])/path[ ?extraparameters]
AR, MREVNIGIERER(driver)@ QEMU, MR RBHIH, tNRE XEN, NIZERHEH,
LT 2B M2 URI B9
® gemu://hostname/
® xen://hostname/

® xen+ssh://hostname/

WA BEREE A ENENG. BXFHEETSH
http://libvirt.org/guide/html/Application_Development_Guide-Architecture-Remote_URIs.html,

EREERSERH

o (FfH SSH &L 4i#0 SSH B /7 & virtuser 723 E|— 1% 7 host2 B2 KVM £, BN EEMG
SR [< name>] [--readonly], HA < name& gt; BB URI, Ltb4bARR, B* virsh
connect T SHIIEBIESE 6 14.1.5 77 “connect”

I gemu+ssh://virtuser@hot2/

o fHMA TLS FE#E%E 7y host2 BTN LRUILIE KVM BEEREF,
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I gemu://host2/

Wik
o [ERIIENIE UNIX B BRI A D KVM BIR2RE. ABIFBRBIREE T B UNIX BT e
7,

I gemu-+unix:///system?socket=/opt/libvirt/run/libvirt/libvirt-sock

o ERARMEM TCP/IP EEE libvirt ST #58, fEF IP #itk 101110 £3% 0 5000 LiEFZFIRSS
2R XN test BhIRFSRINL BB FE M.

I test+tcp://10.1.1.10:5000/default

BN URI 3

ATLAEIZERZ URI R INEIAN S8, TR 3R 5.1 M0 URI 80" & T RGNS, HESRISHR2ZE,
HER, SRELIZ URl-escaped (B, FESHAIMM—DHS(?), HERFRFRILHN URI1E
X)) .

2= 5.1. B n URI 23

B ek fed iib el

name FIEER (EgE:Epnn = name=qemu:///system

virConnectOpen LI#ERY

B, BIMNEERTME

2 URI AR L. EM

&, mAS. AP &I

NS, BIEELRE

SR RTLARE i iR it

o

=g
&

SSH #1 ext external 8843, X F ext command=/opt/openss
&, XRHHEM, XF  h/bin/ssh
ssh, BRIy sshe 9%
mHER PATH,

socket UNIX #1 ssh UNIX IS EEFHRE, socket=/opt/libvirt/run/I
BTFEEHINEE, 5T ibvirt/libvirt-sock
ssh &4, XFEIBLAIT
2 netcat v ((FBNL
netcat) o
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e fefE Tk LBl
netcat ssh netcat v SR A Fi%# netcat=/opt/netcat/bin
Euiﬁﬁg%éﬁo %ki}\ /nc

netcat Z#fFH nc &
%, XIF SSH 1%
Hi, libvirt fEFLLF R

FgiE SSH s

command -p port[-|
username] hostname

netcat-U socket

port. username
hostname Z#(AI{E K
7Li2 URI 9—ER 048
E, command. netc
at 7l socket k8 Hh
HEAN S,

no_verify tls MRXBEHNISE, NE  no_verify=1
AR SS 2R IE P IR i
OE, HAER, BEAN
EFIRAIIE P 1P ik
RSS2 E, IMLAIE
W libvirtd AL &,

no_tty ssh MREENIESZME, WE  no_tty=
Ti= B ERE eV
B, XFHELE ssh i)
i (NRITEBSHERE
RENLER) o HIETED
[in] £ PS4 PR Ao
T,
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56 ZE [ KVM i# 1T 2§ A

KvM EERF B EFA CPUMNE, IBEKREARES EIME CPUMIREDES BN, @R
i EYNETIR, XERTH, EAKSEHRRETED N H 2 E TR 100%,

Hit, FAERETHEIMLRSSEIRATEELIHNENLIZTT, ITTEARERSNHR, BERSSHE
gAY, RENFIIR B

6.1 TEFARNE

KVM BERFHRIZITHENE IS E HESRYIE RAM T AL, K, BNEFHENNIEN
Linux 732, EHENEH Linux RZNEFRN2BAE. b4, ENNREFEEERLATEECHY
HERFMHZE A 2 A% shE P HLEUNE R,

W EHERERETNYENSZ EOLBWHIIHZER, UBRIAA guest B, FHENIEN R0
BHEEBHRE. ENEXIN, ENMENFNRERATERS 4GBNE, &VE 4GB IRz
A, BRI swap 2 RIBESHKNNEIUER, ESH LLIERHEER,

8%

NFEAREFRE, TEEAHFAZ—PMEENARAR, BIUERRFRRCETE,
NENEFPNDERVHRE, AENRINESYERT, SEMA swap ZA.,

MNREUNBIIEZ L, MEUNEEE, 75, TEERATRERSBRIRERR
(OOM), XHRERFH Linux AR ERRGIRE, MRERELEFRRE, HHE
PATRBHINI, ERRK, EHRIIESFFHIALUIRGHE B,

HEHERAATERTHREE A NEUN, Beil, IEKHEIMERERERENEE, HZTHER
MEETEAFHKSMBLEE 7 EUL.

BAXKSM T EFEANELZER, 1ESH % 7 = KSM,

BF

LA HEOE B, AAEVNAFERIESTIELE, TREAEESRIXENEER
FViR(DMA), AL, k&P RAFRFLERM,

6.2. Y=FEHAEM CPU

KVM EERFZ I 8FAEIME CPU, AR A HLELALRT R MRS, "TLUT EEAEIE
CPU, HiZ3 VCPU #3E 100% i, 1H/NOMRFRIRERSBIERERITTA.

LH—aENYEITENHEFHZEREN vCPU MIZF P HLENE, EE CPUNVCPU)SHIT E A E.
KVM MR 23 KL 100% MERNE P HLENN, BEHEFEHNAANVCPU (5 BEMN) B—aEHNMEITE
M EB—EE CPU, KVM RTERTANER LI, AR MELTFEERE.

FEIEFRBTCEARNYERENELN. fl, EFOA vCPU MZE P HLEIN A NERR N
WESHZWENFIZT, MEEEKENL. 74, BUASENESMELESARDEBEL 10 1 vCPU,

BF

ERHITRENXWERT, AEEEIMEHRTE6H CPU, fH 100% 48 5FREI N
RARREFRESE T EFRANIMNER D ERIEE, EEBEFTHTIN,
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AXRMAMELHNRINGEMRENESER, 1ES M Red Hat Enterprise Linux 6 EfMEVAZERI (L1015
o
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B 7FEKSM

7= KSM

HERAEHNBSEINRRERADEE L. 0, YBFEXREIH, ERERXEBFAZEMERNE, 4
FREFRZHESLRER, IREIE—MFHNRERE, SHREBATHATFREFEUUINTXE, X
AN write (BE) B copy.

KSM 2 —#H Linux 2heg, LUMERIMERLEEIS, KSM ERZEHEENNHE N EBTRFFHHLK
ElNRE. MREMAEREHTEER, 1 KSM 2FSMMERREFEIEEANTE, RE, XN
R1E write EFRCHEIAR, MR guest EUNUER T THEMAR, NENZ guest EUHLOBE—DH T
EO

XU FEA KM i TEIMEFEE R, SRS HEUEEE, BEREMR gemu-kvm /2 4k &R
7o BRFEMNZTE, JUEZEFNSTHERBERAINARFN, BFVEUTERERTEERN
WA UHE,

al

NMEESHEMERRA (B KSM LERER) TRIEIAMEGEE, XE@EERTERATM
WENEINFHNGES, MRENIMER, TUETFEIEVNNER KSM,

KSM 1R8I R FIF A, @it KSM, BRERBEFHELZFREREF. XHED KVM
BEFNMZEFEER, MMTRSELENARFMRERSNMRE, HR, HERFTEHIEZFINERE
RE, MmALUSINEEFHIgmsiRFAE,

e

M Red Hat Enterprise Linux 6.5 FF§4, KSM & NUMA BEAIThEE, iXFE, ©ESF ImEeS
AILAE B NUMA Attatd, MimE e S5 T EB s T2 S P T EME XA ERE TR, 21
TEEE AR A KSM @R % T RNEFEEFH. MREM KSM, fF
/sys/kernel/mm/ksm/merge_across_nodes Rl HTIEA N 0, LLERIE NUMA i RAI&F
NE. AMRERESITTRAREREE T REFEMREHZE, Hik, numad 7£ KSM 5F
FHAREHARENEETRKEFEIL. MREHWRAERETHAE, FTLUETXHM
ZH KSM SHPH RIS ER MR, BXNUMAMESZER, 1ESHH Red Hat
Enterprise Linux 185771115,

Red Hat Enterprise Linux {5 F3 i fh S SR B 75 7A SR 4261 KSM -
o ksm fR%/A5NFHZ1E KSM AR ATE,
o ksmtuned RS HIFH I ksm, FISEEF—TIHEEFH. ksmtuned R%5/55) ksm, HEFRF
EREHRZF{ZIE ksm RS5. ksmtuned RS TIER retune SEUE MEQI B S HE

X AN AR S5 BB P M AR 55 B IR T R /HT 4.

KSM BR55

ksm RSB ETE gemu-kvm BB, £ Red Hat Enterprise Linux 6 AEKIAZEA KSM, BE, HER
Red Hat Enterprise Linux 6 ¥E25 KVM ENIEN AN, BrEIBERH ksm/ksmtuned AR 5537 7.

MR EB ST ksm BRSS, I KSM {XH= 2000 N IiHE, XMBIMERIE, HRHEEROAFEREFMLSE.

550 ksm RS5/E, KSM B&ZHZEHMENBFRAETAFH—¥, H5) ksm RS, £ KSMEEBHE
EZRTE
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# service ksm start
Starting ksm: [ OK ]

ksm AR S5 AT LURINEIBIA S S5, A chkeonfig S5 {8 ksm ARF5FFA.

I # chkconfig ksm on

KSM JHZEIRSS

ksmtuned BR55% B E %L, ksmtuned FRSSTEINFIHEE ksm, HUZE - HLE N O 2 305 %
i, libvirt &31@%0 ksmtuned AR%5.

# service ksmtuned start
Starting ksmtuned: [ OK ]

A LUER retune A% ksmtuned iR55, retune S35~ ksmtuned F5i21T A TNEE.
EREHRXHFHSEE, FEUWBRILDAE

o thres - BURHIE, HAINFT., HIE thres [ERMEIFFE gemu-kvm i#52 RSZ BT SR FAE
Bf, SfifAk KSM BEE, XNSEE KSM_THRES COEF #E X BB 2 LERY kbytes B E,

/etc/ksmtuned.conf X142 ksmtuned RSB E X, LU SUEEHIH 22 AR ksmtuned.conf 3244,

# Configuration file for ksmtuned.

# How long ksmtuned should sleep between tuning adjustments
# KSM_MONITOR_INTERVAL=60

# Millisecond sleep between ksm scans for 16Gb server.
# Smaller servers sleep more, bigger sleep less.
# KSM_SLEEP_MSEC=10

# KSM_NPAGES_BOOST is added to the npages value, when free memory is less than thres.
# KSM_NPAGES_BOOST=300

# KSM_NPAGES_DECAY Value given is subtracted to the npages value, when free memory is
greater than thres.
# KSM_NPAGES_DECAY=-50

# KSM_NPAGES_MIN is the lower limit for the npages value.
# KSM_NPAGES_MIN=64

# KSM_NAGES_MAX is the upper limit for the npages value.
# KSM_NPAGES_MAX=1250

# KSM_TRES_COEF - is the RAM percentage to be calculated in parameter thres.
# KSM_THRES_COEF=20

# KSM_THRES_CONST - If this is a low memory system, and the thres value is less than

KSM_THRES CONST, then reset thres value to KSM_THRES CONST value.
# KSM_THRES CONST=2048

48



B 7FEKSM

# uncomment the following to enable ksmtuned debug information
# LOGFILE=/var/log/ksmtuned
# DEBUG=1

KSM 25 BRI

KSM 55 I =803 F 14 1E /sys/kernel/mm/ksm/ B XA, XN BRAMSEHAKRER, = KSM FERS
ITHURR AL R,

LTFAIRPMZEHE /etc/ksmtuned.conf XM AIEEEZS 2, 0 AT,

Isys/kernel/mm/ksm/ X
full_scans

FTEIAHEIZIT.

pages_shared
HERE TTHS,

pages_sharing
e HZ/mTT@E.

pages_to_scan

T E AR,

pages_unshared
ETE/\;O

pages_volatile

ZRMETENEE,

run
KSM # B B 1EI51T.

sleep_millisecs

sleep ZF.

405k DEBUG=1 177 hN%! /etc/ksmtuned.conf X, I KSM HEEEDFHETE /var/log/ksmtuned
AEXHH, BEXHAERFER LOGFILE S8EN, TENERBAEXHAUIE, JREERIKEE
SELinux X &,

BUHBUE KSM
KSM EBMREFHE, X FRELEIMESR EVMIENZRAEFE LT RER K,
‘it {E1E ksmtuned 1 ksm BRSS B2 KSM, 21IEIRSESEH KSM, BEEEASFRE,

# service ksmtuned stop
Stopping ksmtuned: [ OK ]
# service ksm stop
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I Stopping ksm: [ OK ]
{5/ chkconfig a5k ABUHBE KSM. ZXHBRSS, 1HZITUTRS :

# chkconfig ksm off
# chkconfig ksmtuned off

B

BRI A/NB LA TR RAM, BMER KSM, KSM ® AR =2 EFIALE) RAM
ERE, JRIEXERY swap ZRNERTER KSMZEFAE A, EBFEINUE
A, BENEFNEVNAREERTRERSBIEZEIHE,
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# 8 E aENHNER

3 8 E BN EMNERE

FELRTBNEETER, BTFANEAVEUNEITHIAMZEGRITR,

8.1. #%l2H(CGROUPS)

Red Hat Enterprise Linux 6 12t 7 — MNTIRKINGE : A, L4 BEFN cgroups. Cgroups F
R ERG LZTHRA A E LHESHEZ A FIR, 0 CPU KA, RENTF. WL 5 X L IR
HE, BRI LURIRIEEER cgroups, 1B4h cgroups X HLEETHRINITR], EEREZTHMRALEE
#ECE cgroups.

libvirt 2% cgroup That., BRIAERT, libvirt JHEA quest A ZFILHEIZZ (JOWNTE. cpu.
blkio. device) HIIRITIZHIZH A,

% guest J[HENI, BELE cgroup ., HE—FIREREMECER cgroups BIiXE. BX cgroups WEZ(F
B, 1S Red Hat Enterprise Linux ZiHE21E/ .

8.2. BT XX#
XEOIREERXE TN ZFENEER,
f5B1)

x86 CPU @ E I 7E 4kB T EH R RNTF, BElaMEREXMWITE, N XA 0EH, KVM BFAHLEILUE
AETTREZEHITEE, MMm@TIRYE transaction Lookaside Buffer(TLB) 10 CPU ki miti kS
e, ENARRIEREMRE, FRAERNENRNEEERTEM ., Red Hat Enterprise Linux 6 i
HEAETUEMITEAD, TUEAMHERXRENT,

BT ATEAT KYM B AL, ED T IR TLB RephpMIR T, RILEEREMEE, FI2RTRE
BmERER,

BIAKXAEFI

ZEEAAZI (THP)B— M ARRKINEE, "EADNARFMEN TLB KB, B AR TFHETRARERE
%tE, MRS,

EFRABARKAED, FEE gemu.conf XEFREERKEE, NRN
/sys/kernel/mm/redhat_transparent_hugepage/enabled % &/ always, NIEKIAERETI,

BB A RMEIEFEA hugetlbfs ZhEE, BE, MRZHBEM hugetlbfs, KVM FEAZMANET, MA
EEMB 4kB TTE KN,

i

==
BAXRFERABET HENEFMEENS IR, 1HS M Red Hat Enterprise Linux 7 EFMEHEFE
fEm.

8.3. £ HYPER-V HYPERVISOR #% RED HAT ENTERPRISE LINUX £’y
R AHLZ1T

A LATEIZ4T Microsoft Windows Hyper-V hypervisor B Microsoft Windows EA#I2H125 L1217 Red Hat
Enterprise Linux B P HLEINL. 5012, BT 7T UTSH, UEFERREIBZEFNEE Red Hat
Enterprise Linux & HLEIML :
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FE ) VMBUS 18 - VMBUS i B F2EI Windows 8 25, #EiX—ITE—ER%, IR
DR P is IR A R R EL CPU EAME VMBUS B, H4+, Red Hat Enterprise Linux 2 J~
HLEFIHFN Windows ENLIEENLER Z AIMES L E WML,

BEZE M2k IR ENF2F - 7 Red Hat Enterprise Linux S 124185 AR I sE R H B fRR A
%Q

SERF R UM &0 S 4% - 95ERT Red Hat Enterprise Linux 25 P HLEEFUAAR B AS A] i &40 S 4%,

Bl K/ Linux VHD BIZhEY & - SRVFT RSEIN HEEMIE E K/ Red Hat Enterprise Linux VHD.

MEFLER, HSHLLTIXH : £ Windows Server 2012 R2 Hyper-V EJFF Linux %5 ,

MRFZRRE—N2XEETAZREE, Hyper-V hypervisor Z#1E Red Hat Enterprise Linux &
PR/ GPT D XEEEL, AERARTRAFA EZFHMANRESS. B2, HIREGHE
THBRRE AL EB 2% GPT #52k, HBEFAHKRESXKRNATREEREIZES (flwn, ER
parted{TENH X XKRA) , X2 Hyper-V IBERSI, #ENIGE#RASE, TLUER gdisk
e s DBV R RFIELIEY ) GPT A FFNIRE = GPT frik. 74, fER Hyper-V
Manager FH"expand" TR GPT RENKBAEMERELABAIE, BaLAER
parted %3/, AR XLERTHELER, 155 gdisk 1 parted man page,

8.4. B HLEIN A F 2 EC

UTFRBER T M E A NEMNSRAE, IMDEMDERESSN B31E, MMERREENE
AERBARE T REENER, BIEFANTUSENSZRKREN 4TB, RHENFIEFRSTE
M ERA 25 BUR AT LUR AERY,

BMHAFHRTERE

v oy e
EAR,

b bytes AT =i

KBt FF= 1 (103 5Hk 1000 F 1)

k= KiB BT kibibytes (20 stk 1024 F77)

MB Jx=7 (10 46 51,000,000 F77)

M=E MiBRTI=ET (220 5tk 1,048,576 FT7)

GB T Ik=T (10° =3 1,000,000,000 FT7)

G GIBBAFTFh=ET (2307 K 1,073,741,824 1)
TB A=FT (10" 5#1,000,000,000 F77)

T=& TiB BT tebibytes (240 1k 1,099,51,627,776 F77)

FRAER libvirt EARRECENEMF T, HAA—FSANEERRFFFINE, FLEN

MBS A ZE D on %I S2HE, 40 4000KiB (3% 4000 x 2'° % 4,096,000 7). XAMEREAG BT LR
# memory unit R7E, TEILN kibibytes(KiB)ENIELER A, HepAHMERE 2'0 51024 =75

B9,
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# 8 E aENHNER

INRE A HLEINLERIEAEE M dumpCore, TIE] FAEIEHIR A HLENAER TN ZBEEERDN
coredump(dumpCore=‘on")h, HEARSE (dumpCore='"off"), EEE, BRINXEN on, FLLINRSE
RBXREN off, NBEFHEMHREF[ESETE coredump XA,
currentMemory B R EE P HLENB LA ESE, XMERE/NTFRADESE, RIFEIRES
MEMHAEHTEK, IMERERLT, TERIANES memory STTHREBMIE, unit BEMNITHESRENIT
LI

HEATHAMABRT, FERERE XML, MTFFE :

<domain>

<memory unit="KiB' dumpCore="off'>524288</memory>

<!l-- changes the memory unit to KiB and does not allow the guest virtual machine's memory to be
included in the generated coredump file -->

<currentMemory unit="KiB'>524288</currentMemory>

<!-- makes the current memory unit 524288 KiB -->

</domain>

8.5. Baldsh & F HLE I
AN BINAITE EN BN REHIB | S ER B 20550 quest L.
XA REIEF virsh B P HLELAN TestServer, 1EEXNIEN SIS BEIEB,

# virsh autostart TestServer
Domain TestServer marked as autostarted

MFE, guest UMM ENMIEN B ENED.
ZEERFHELA, ERA --disable 5%

# virsh autostart --disable TestServer
Domain TestServer unmarked as autostarted

P HLENAEMNENDENSRB S,

8.6. 7y GUEST REfUNZ2FH SMART Hg%t s 22
SMART R s nl R £t B2 B N EREL, YMBEEXSNAENYEITENESHE,

# service smartd stop
# chkconfig --del smartd

8.7. Fti& VNC fR& %

EfgE VNC fr552%, 7E System > Preferences H{#f] Remote Desktop N TEF. =&, EALUETT
vino-preferences %,

FERAUTHSRELT B VNC RS B[IIE -
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MREE, HUE, RE%E ~/.vnc/xstartup X, LUFEER vneserver BB EE) GNOME &1, 58
—RiZ1T vneserver HIAR, ©RAREERT VNC RIEMBIE, X vnc REBXHEMELZESR, &
2% Red Hat Enterprise Linux L2 .

8.8. £ A FME— MAC il

EREERT, EBEEN guest BUNAER—NTHIFIME—B MAC Hthit, BARERAETRAMSGSITIE
S RETEY MAC thilt, WU TFIRBERIBIA T N IEEY quest ML E R —DNEFTH MAC ik, SFBIA £ guest
N E{RE N macgen.py. FITE, ERILUER /macgen.py i21THIZA, ©REMEFH MAC Hhilt, i
HRFIEAINT -

$ ./macgen.py
00:16:3e:20:b0:11

#!/usr/bin/python

# macgen.py script to generate a MAC address for guest virtual machines

#

import random

#

def randomMAC():

mac = [ 0x00, 0x16, 0x3e,
random.randint(0x00, 0x7f),
random.randint(0x00, 0xff),
random.randint(0x00, 0xff) ]

return "'.join(map(lambda x: "%02x" % x, mac))

#

print randomMAC()

8.8.1. 7y guest UM AE B HT MAC 97— DA%

A B LA A python-virtinst BRI E R & B — D ETHY MAC #itit#0 UUID, MUMEER P HLELINEE X
AR -

# echo 'import virtinst.util ; print\
virtinst.util.uuidToString(virtinst.util.randomUUID())' | python
# echo 'import virtinst.util ; print virtinst.uti.randomMAC()" | python

LAE At T LA 9 B A ST S5, 40 TR

#!/usr/bin/env python

# -*- mode: python; -*-

print ""

print "New UUID:"

import virtinst.util ; print virtinst.util.uuidToString(virtinst.util.randomUUID())
print "New MAC:"

import virtinst.util ; print virtinst.util.r-andomMAC()

print ""

8.9. TH B L RE FUATLA K7 S [A]

BFNELVEN TERIEE, LU RELETEAERMERERN, TS RRIEKTNNNE P HLELIL
YR ABl :

54


https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/6/html/Installation_Guide/index.html

# 8 E aENHNER

o TEIEARENARE.

o HHABRLEZAEIEXARE

o Hftt (M3F qemu-kvm /i12) EEHMIEN S LICHEF LR,
KVM & FHLESDHAED Linux ##8121T. Linux HBFARKAGREEEIREFE (PERAM) &, HEFK
BARZHZER (EUREF) 5, CHETEREl]. MREAVEUN KN EARER, EVENERX
P quest RIS ThEIZTH AR, R swap LEMIERNEFE, EFUREKREREFAMN, HESHNE
NERNEFER, ITER, HEE, BEFNEVVNMZEITAENIRTREE/LDE, S oS
FHLEALE RAM TR E/LDE, BEARBURT AT FME R R MR ERE,
TR FERIELEALRSARNERE, KYM BANEUNHETERMWB SRR,

FRUERTZENTEFERYS], IETMNIERTXAZHEUN RN E b XEIRE, T8
RARER, BEBRENYENSE RPN,

BXRER KM ST EFERAERE, E5E % 6 & @FKYM AT E@F.

Digk

==

B ARERVF Linux REERMRFET RATYE RAM A%, ERERNIRE
RHHERS, RVPENHRERNE, MRS TREANRE, ZRAMAEDRE
FAX, RNMAHZEEFEEDE RAM H,

IRKAR A, FAESERAEAVEMN, TEERZRERENE P HLEUNL A
RER SR E I LE NS ENDEN IR RTTRR,

8.10. {# [ LIBVIRT BIEE NN ITH 25

RIEENLE BB A 2 EPUEES R EDGL., TRAE L T2 i B LR Fh 5 = A0 ER A 8] 7]
W, libvirt WS ERESEREFMIIMWEEXE, FRE XML FB <clock> # <timer> o3k, AT LAE
F virsh edit (852 XML, FBIEEE 5 14.6 11 "GREE O HIELNBE B STH",

<clock> TTHEATHES M imENA a5 ENDENSRM RS, cock THREBUTEM :

o ®WH% AETEFHNEUNNPEENYENHNFEE AN, offset BEERLITAIRENIE :

x 8.1 W EME
1 ftk
utc RIS, & P LRI HE E 5 B UTC,
localtime & m R UL B R B | TN B 45 B =R
FRENNX (EB) .
timezone BFHUEIAL SRS EIEEN X, B

timezone EItiEE,
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{E fed
LE B HLELAN S UTC RERRBEY .

BEMENTF UTC MER adjustment EHELAFY
NEMIEE. BFVEA T LLE B Z Real
Time Clock(RTC), HAZ B FREFMIFER,
X5 utcEXFE, BREFBNREXREMRTC
KINERT, utc (HEHXENEMN AN SRR, B2, NREIREASEH

£ localtime 1Eiz17, NFEFNREBZ W NRENE, LUEEE S iREDHLL
S ENYENSFL RS,

e timezone B RE guest EFINLETERE AT X,
e adjustment BHIZHEE A VEMAN FIELSH delta, AR ARG, #EXF UTC,

fll 8.1. th#A 5 UTC A%

I <clock offset="utc" />

Bl 8.2. I A S EHMEH BN KRS

I <clock offset="localtime" />

fl 8.3. A BESH X

I <clock offset="timezone" timezone="Europe/Paris" />

Bl 8.4. FF¥ B UTC + EE Mm%

I <clock offset="variable" adjustment="123456" />

8.10.1. I EhEYITH 88 F T3

clock TRAUBZNIHE NN BTRIENFUL timer TTRIEE AT E - imE UM BPEE 890 FLR,
timer TREBUTEMY : RE name BFH, FiAHMEMEZ AL,

name EiiEEEEMABIN FIRAKE, AURUTZ— :
* 8.2. AHEME
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i} ek

pit Programmable Interval Timer - 77 75 & HA Fh A9 15
R

rtc SEITI B - RS AT A E A BT 28,

tsc BRI Ees - T EEBREZEH, &E .

kvmclock KVM I - KVM & P HLEE IUALBY U B1R, KVM
pvclock 8% kvm-clock Ail guest EFIALIZER ENHE
M85 BYHEI BT[],

8.10.2. track

trace BIEIEEITH SR RIEEMNAR, (OTEAMME ric B,

% 8.3. RiREME

= s

boot W BT IBH Z A B T, RS R MR
BRI,

quest RTC $4%4BRER quest BEHULHLAT A,

Wall RTC A2 BRERE ML I,

8.10.3. tickpolicy
tickpolicy /B2 e A FIF ticks %1545 quest EIUNAIRES, ATHESLITE :
5 8.4. tickpolicy B4

= s
delay PREELAE B3R (so ticks IR
catchup UESHEERITE,

merge AEEHFN—DHT.

discard AT B B R AR R = 57

8.10.4. Mz, BEAMEFEE

frequency BMHRFXEBEBEE/ME, L Hz HEAL, RE name JTHRHEN tsc I, LLEMFHEX. A
Hiit s LB EMZE (pit. rtc) iZ17,
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B RE T EE S EUN AT R, LEMNSE tsc B9 name [EHEX, FIAHEMITH SREB2IAK
BB, 5T ¢ &t timer name="tsc’ frequency="NN' mode="auto|native|emulate|smpsafe'/>,
BERE LT RPIEE.

3 8.5. R BHAH
i1 ik
auto IR TSC AIERE, MIRESVFAM TSC Vi,
R4E PR S VFIR A TSC 1],
EEDN YRZEAENL TSC,
smpsafe PRZZHESL TSC #0 Interlock SMP

present T EZN & HLELINL AT A9 BRI T 25,

% 8.6. present BH{E

fed
= XAV 2350 B BN guest EFIALAT ILEY,
& s 6 L T 2R 0 B P LR FUAL A AT W

8.10.5. {S AN A & 5l
fl 8.5. 85 RTC 1 PIT it g3 @%
EXANRBI, KBS RTC #1 PIT i1 25 @5 B A A} [A]

<clock offset="localtime">
<timer name="rtc" tickpolicy="catchup" track="guest virtual machine" />
<timer name="pit" tickpolicy="delay" />

</clock>
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PIT BRI LS IE 64 AL XN (FTRFEA PIT) izTM 32 B W —i2EA, Hike
PUR &4 -

o EFHLENMNREEF—1 CPU
o APIC I 2R IIHEEEA (£ "noapictimer” fp 4 1TL70)
e 1f guest FHIERF NoHZ X (£ "nohz=off" g8 4317128 01)

o AEERFNMAINERSSWEITHEFRN (A "highres=off" pH1T1ET0)

o PITHHRS O MWEITH BFRAHK NoHz EBRRFRE,

8.11. £/ PMU it % FLEE AL BE

FELMER Linux 6.4 /1, vPMU (E#L PMU) ERERTIEIRE. vPMU ETF Intel B9 PMU  (PEBE I 2
#t) , BRAETE Intel HlE LEA. PMU RIFRIRIER quest EHINLZITIERMSITER.

BT AR IRE, FLASTUEERMETEHATHRESWIMER CPU B PMU 114885, BEiIIMERE
R STIhRELE RPN P o LRSI B P HLE I A el A IR MBS R R SRR, M SRS KVM & #l
EHM AT IERE D HTRIEE A,

ZEALLIhEE, WIUXE -cpu host Th&,

XN IHEER ZHHZ1T Red Hat Enterprise Linux 6 FIZ FALEAL, BEBINZER. LhIhee REEM A Linux
perf TR, FALTHSHERET perf HS :

I # yum install perf.
BXperf e THEZER, 1HSH perf B man page.

8.12. RN A IREE
i) B R Libvirt B9 Domain XML LA S8, AILLEGIS A=A EI% FinE U8 BIOS A% -
"<pm>
<suspend-to-disk enabled='no'/>

<suspend-to-mem enabled='yes'/>
</pm>

7R pmERA (R'yes) HEMA(no' )i S3 (E=E) M S4 (FERNE) B BIOS X, MRKIE
EREERE, NEERFRRENRINME
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£ I9E ZANEMNKEEE
Red Hat Enterprise Linux 6 XF5EAFEANEMNM =K1 -

o B M ETIIXE, FIARIISEPREY, RIFREZERMENIRERSEREIRENRS)
B FxEEE]. RedHat Enterprise Linux 6 S 216 virtio %%,

o VirtlO KA iR EIX &, WITHEEVNMAREIE. VirtlO &S EILERE, B3
Linux EHASEEIIBRANEENIRERF, EIUNEESI(virt-manager)# Red Hat
Virtualization Hypervisor(RHV-H)& ML EIRE 4 B 5 h ZHFBIFE Linux B HIRERSIRE
IXLEIRENFR . Red Hat Enterprise Linux 6 x3§% ik 700 1 scsi fig#i,

o DAY BRATFHABNBIYIRIL A, WA EBIF N passthrough”s & & DB IFEMN N —
RIUESFT PCLEETHR &I, FRIF PCIEEHE, MKCITERINEIE M IHRIERS
—#¥, Red Hat Enterprise Linux 6 XFEMNEMN RS 32 MO EHIILE,

WEDEE PCle i L2 RIXHF, SFEAMLEKIF L%, IFE, RedHat Enterprise Linux 6 % &2 EE

¥ #F Nvidia K-series Quadro. GRID #1 Tesla K2 GPU ZheE, F1T PCl X & AT eE/E N D BRI &
¥, BERTRENRGEE R, XEZEE™EMRE,

Y INEELAB X EBERAR TS IRAR. —PMEFRZE QEMU BT AR HE (1E

letc/security/limits.conf FECE, %X ALK /etc/libvirt/gemu.confED) . HAbPRE
RRSEEI DL LT ARIEER, LUK sysctl IXEBRFT T XA REE H R,

BXREKEEMRHIERE, E5%E &£ 2016 77 "Devices’,

Red Hat Enterprise Linux 6 XFHE R B B —ThRERIEIR N PCI G % &, ATLUS R —ThEREEMN
FRMETHAEE NG SEE NS ALLIeE, BIUEREIIERR N ARF L& AT % IhEE PCl i,
p= =1

FEFALFPMERMRE, FRNESANSENIBINLSRERIT R, MREEXTH
B, INTRESESZILEEEMNMEART, B NEEENIMED, S5 A4
KEFEE A allow_unsafe_interrupts 15510 vfio_iommu_type1 &5 A

allow_unsafe_interrupts i3/ 1T PCl X & 2 Bt. iXAILLEI7E /etc/modprobe.d 35
in.conf X4 (#local.conf) RKAZEMK, BEFLUTHE :

I options vfio_iommu_type1 allow_unsafe_interrupts=1

HENEEMA sysfs REHITHERBIEE

I # echo 1 > /sys/module/vfio_iommu_type1/parameters/allow_unsafe_interrupts

9.1. PCl % &

PCl % &S EIGERFXH#E Intel VT-d 3t AMD IOMMU RIS, 1E BIOS F /i s FiX LE Intel VT-d
= AMD IOMMU #4& F BEfF PCl 1% & D ECIE & T,

IF2 9.1. 5 PClLiE D ECAE R Intel REE
1. J3H Intel VT-d #i4&
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Intel VT-d #A& N BN RN DB IR ISR TIEGXR, XEMRFEMEMA Red Hat
Enterprise Linux #J PCl % % 9 Bt

£ BIOS HJifE A Intel VT-d Mk, BLREHEMBMIAZRXLENE, BTFSEXLEMBEN
FKREHEREZ FIBMAR ; ESEEBRRLET BXXHERIREGE B R,

2. EARHECE Intel VT-d
1E /etc/sysconfig/grub X/, 1€ GRUB_CMDLINX_LINUX 1THIREZRMN intel_iommu=on
SERHE Intel VT-do
LUFRI 2 E3UE Intel VT-d BIIEEX GRUB U4,
GRUB_CMDLINE_LINUX="rd.lvm.lv=vg_VolGroup00/LogVol01
vconsole.font=latarcyrheb-sun16 rd.lvm.lv=vg_VolGroup_1/root

vconsole.keymap=us $([ -x /usr/sbin/rhcrashkernel-param ] && /usr/sbin/
rhcrashkernel-param || :) rhgb quiet intel_iommu=on"

3. EHFERECEXH

BT T e B EH 4B /etc/grub2.cfg :
I grub2-mkconfig -o /etc/grub2.cfg

AR, MREGHAET UEFI BN, WBRXER /ete/grub2-efi.cfg.

4. MR ER

ERRRUEGAER, EREUMAER LT PCLX&ESHES,

T2 9.2. 5 PCl iZ&HDBECAES AMD R5;
1. I3 AMD IOMMU #4&

1£ Red Hat Enterprise Linux #{#fl PCI X &2 BECRE AMD IOMMU #lA8, iXLERAR AT
£ BIOS H/5 . ALREHIEREIASAX LA,

2. A IOMMU 832

¥ amd_iommu=on KiiNE] GRUB_CMDLINX_LINUX fT89KEE, E3ISHkm, UEER
shist A AMD IOMMU #4&.

3. EFERECEXH

BT T e B EH 4K /etc/grub2.cfg :

I grub2-mkconfig -o /etc/grub2.cfg
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HAR, MREFHAET UEFI BN, WBRXERN /ete/grub2-efi.cfg.

4. MR ER

ERRRUEGAER. EREUMAER LT PCLX&E S ES,

9.1.1. [ virsh & PCI %%

XESTREN PClix&sikes KVM ERERF _ EREML,

XA TGIER PCI RZiERIZS, H PCIFRRFHLIE N pci_0000_01_00 0, LE—41 %N guesti-
rhel6-64 HIeE EW{LE HLiTEN.

1372 9.3. {8 virsh £ PCI X &9 BA T P ikEH
1. RSN

B, RANENN SRR EIEER PCl %%, M Ispci te5FIHIAK PCI %%, #&al
LUEF grep EFE X Ispci K,

A B A LU it F 22 HH B R LUK PRI 25

# Ispci | grep Ethernet

00:19.0 Ethernet controller: Intel Corporation 82567LM-2 Gigabit Network Connection
01:00.0 Ethernet controller: Intel Corporation 82576 Gigabit Network Connection (rev 01)
01:00.1 Ethernet controller: Intel Corporation 82576 Gigabit Network Connection (rev 01)

BB LUK PRI 2R B IEbRARF 00:19.0, FATREM virsh SERAKNSEEINAR, LUER
PCl & 4 Ec% UL,

Jit, E{#EM virsh nodedev-list #5571 B INEI ENAL SRR E R B (pci) WA B X F. R
EEEMRHBEEFERNEENEEN RN EEm N,

AR BRI BI LUK HI SR 89F AR, H ID 79 00:19.0, EAHIH, : M. FHERE
PRARFPE B T,

# virsh nodedev-list --cap pci
pci_0000_00_00_0
pci_0000_00_01_0

62



BB B HLENNERE

pci_0000_00_03_!
pci_0000_00_07_!
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_ 19_
pci_0000_00_1
pm_0000_00_1a_1
pci_0000_00_1a_2
pci_0000_00_1a_7
pci_0000_00_1b_0
pci_0000_00_1c_0
pci_0000_00_1c_1
pci_0000_00_1c_4
pci_0000_00_1d_0
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_01_0
pci_0000_01_0
pci_0000_02_0
pci_0000_02_0
pci_0000_06_0
pci_0000_07_0

0

1
2
7
0
0
2
3
0
1
0
1
0
0
pci_0000_07_03_0

d_
d_:
d_
e
f
f
f
0
0_
0
0_
0
2
3

LKA RIEEE RN EN PClLXEMNS ; AHMSRD, IRLHEN,

2. BRER&EER
Ak, BLMIhAENS R I1E virsh nodedev-dumpxml #55iaf H h3REX -

virsh nodedev-dumpxml pci_0000_00_19 0
<device>
<name>pci_0000_00_19_0</name>
<parent>computer</parent>
<driver>
<name>e1000e</name>
</driver>
<capability type="pci'>
<domain>0</domain>
<bus>0</bus>
<slot>25<«/slot>
<function>0</function>
<product id='"0x1502">82579LM Gigabit Network Connection</product>
<vendor id='"0x8086">Intel Corporation</vendor>
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<iommuGroup number="7">
<address domain="0x0000" bus="'0x00" slot='"0x19" function="0x0"/>
</iommuGroup>
</capability>

</device>

IOMMU 4H4R#E IOMMU M IOMMU B EE B e I HfEERAE. 819
IOMMU Hall8&— M HhE Mk H. UEES MG, B IOMMU 4R
WM D ES — 1B i, X el mE A9 B i ==k A virsh
nodedev-detach MENRIEFS BRI, FAMHPIENEZEFEESNE
Nz SRS B EETNANE Pz E, Fimsixs (W PCle IRimO., 3ZHiHl
WOMMY) ANSENESEFSE, BFARTiEaKN9E.

Bl LA{g A virsh nodedev-dumpxml i tH#) iommuGroup B4 ke
IOMMU AHrhitik &, M AERT S "address” FEIR L. XLEFER
thelLAfE sysfs H{df :

I $ Is /sys/bus/pci/devices/0000:01:00.0liommu_group/devices/

HBRGIINT -

I 0000:01:00.0 0000:01:00.1

ERQMNEFHHES 0000.01.00.0, ARG SN HIEBHE S HETMEN
oE :

I $ virsh nodedev-detach pci 0000 _01_00 1

3. ERNERETFE

NBEEXHMENE, ES0 virsh nodedev-dumpxml pci_0000 00 19 0 &4 B9%i

H:llo

RPEEBEBLLTE - bus =0, slot = 25 #l function = 0, +HHIRREFHALLT=14 :

bus='0'
slot="25'

function="'0'

4. WhNECEFE
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J&4T7 virsh edit, {5EENH G, FHTE < sources A HFM—N&kEEEB, LT PClik
#HOEREIE FimER.

# virsh edit guest1-rhel6-64
<hostdev mode="subsystem' type='pci' managed='yes'>
<source>
<address domain='0' bus='0" slot="25" function='0"/>
</source>
</hostdev>

=3, J&f7 virsh attach-device, IEEEHHAFRHZEH XML X4 :

I virsh attach-device guest1-rhel6-64 file.xml

5. [BBIEIAL

I # virsh start guest1-rhel6-64
PCI X & IEN HETh DB A, FHrRILMBE P imiR e RSV,

9.1.2. {#1[ virt-manager £ PCI &%

Al LLEA KR virt-manager TEF PClHiZ&ERMBIENEZ A, DT RS T IRALAKMIZHIZRH
InEIEFHLEAL.

1% 9.4. A virt-manager ¥ PCl % &2 Be4A & i Ul
1 TAEHEE

T guest EERIHL, RBEHTRMEL @, REDHRNEHTXE.
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66

K 9.1. EHBEAERED

p guestl-rhel6-64 Virtual Machine
File Virtual Machine View Send Key

=@ > o -
< oo
= Basic Details

performance

: -rhelé-

{J Processor Name: guest1-rhel6-64

5 Memory uuID: b8d7388a-bbf2-db3a-e962-b97ca6e514bd
2% oot Options Status: = Shutoff

= Description:

2 Vvirtio Disk 1 2

EE NIC :79:35:e9

[#] Tablet

() Mouse

[ Display VNC Hypervisor Details

. a Y. Hypervisor: kvm

i,ﬁ i Architecture: x86_64

@ Sarfal’1 Emulator: Jusrflibexec/gemu-kvm
[ video

Operating System
Hostname: unknown
Product name: unknown

[ Applications
[» Machine Settings

[» Security

l Add Hardware h——l . |

2. %P PCli%&

MZAUl# Hardware 5ZRAiEE: PCI EHi% .

BEF—PREMAN PCI &, MREEFT M — I E mEAN PClLikE, AR
SRR, EXARBIPERAS 82576 M4 % &. R Finish EHIXE.
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%] 9.2. Add new virtual hardware 5

E ffagek PCI Device
etwor

=

() Input Please indicate what physical device

@ Graphics to connect to the virtual machine.

Bl sound Host Device:

~4 serial 00:1D:2 82801J1 (ICH10 Family) USB UHCI Controller #3 &
=4 Parallel 00:1D:7 82801JI (ICH10 Family) USB2 EHCI Controller #1

=4 Channel 00:1E:0 82801 PCI Bridge

% USB Host Device 00:1F:0 82801JIR (ICH10R) LPC Interface Controller

00:1F:2 828011 (ICH10 Family) SATA AHCI Controller
& video 00:1F:3 82801JI (ICH10 Family) SMBus Controller
m Watchdog 11:00:C 76 Giaahit Meh m—

Metw ol

wrFier

'01:00:0 B2°

Filesysten 01:00:1 Interface eth3 (82576 Gigabit Network Connection)
,E;, Smartcard 02:00:0 R580 [Radeon X1900 XT] (Primary)
02:00:1 R580 [Radeon X1900 XT] (Secondary)
06:00:0 885E6121 SATA Il Controller
(< | 1)
[ Cancel I l Finish
3. AhnFiE

WEBTH, B mEUNIATLERE R PCl k.

67



Red Hat Enterprise Linux 6 EEf{L &5

K 9.3. ENBEAERED

File Virtual Machine View Send Key
= 0 m @ v
coen
Basic Details
performance
Q Beomeiis Name: guestl-rhel6-64
== Memory uuID: b8d7388a-bbf2-db3a-e962-b97cabe514bd
% Boot Options Status: = Running
= Description: | '
2 virtlo pisk 1 an:|
B NIC :79:35:9
[#] Tablet
3 Mouse
. Hypervisor Details
[ pisplay viC :
= ) Hypervisor: kvm
B Sound: iché Architecture: x86_64
@& Serial 1 Emulator: fusr/libexec/gemu-kvm
B PCi0000:01:00.0
B video Operating System
- Hostname: unknown
Product name: unknown
[ Applications
[ Machine Settings
[» security
| Add Hardware
S
7 IE

MPEEDEEY, WADBKMEIENME— IOMMU AdrlgEFEHbins. TEFA

virt-manager t#2%&4F S, 18 virsh e 5 LLARS T IOMMU A9 E, URHER
sequester %%,

A% IOMMU AL R W {Ef virshD Binm i FHNEZE R, ESH 5 K
% 9.1.1 17 “ff virsh £ PCIli%& 7

9.1.3. {#/ virt-install B9 PCI % 59 H

E(EH virt-install 22 PCl %%, M --host-device Z#,

72 9.5. {8/ virt-install NERIHHE PCI % &
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AVilIE30 &
RN E iR 2 B AR ER PClRE,

# Ispci | grep Ethernet

00:19.0 Ethernet controller: Intel Corporation 82567LM-2 Gigabit Network Connection
01:00.0 Ethernet controller: Intel Corporation 82576 Gigabit Network Connection (rev 01)
01:00.1 Ethernet controller: Intel Corporation 82576 Gigabit Network Connection (rev 01)

virsh nodedev-list fe R 7 RS R MM E % &, FHEAFZFRIRMNEN PClixH, E
QISHIHERBI N PCLX%E, E2TUTHS :

# virsh nodedev-list --cap pci
pci_0000_00_00_0
pci_0000_00_01_0
pci_0000_00_03 0
pci_0000_00_07_0
pci_0000_00_10_0
pci_0000_00_10_1
pci_0000_00_14 0
pci_0000_00_14_1
pci_0000_00_14 2
pci_0000_00_14_3
pci_0000_00_19 0
pci_0000_00_1a_0
pci_0000_00_1a_1
pci_0000_00_1a_2
pci_0000_00_1a_7
pci_0000_00_1b_0
pci_0000_00_1c_0
pci_0000_00_1c_1
pci_0000_00_1c_4
pci_0000_00_1d 0
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_00_1
pci_0000_01_0
pci_0000_01_0
pci_0000_02_0
pci_0000_02_0
pci_0000_06_0
pci_0000_07_0
0

1
2
7
0
0
2
3
0
1
0
1
0
0
pci_0000_07_03_0

d_
d_:
d_
e
f
f
f
0
0_
0
0_
0
2
3

Lk PCI &S ; HtbSRPRELEF,

69



Red Hat Enterprise Linux 6 EEI{L E {5

70

AxE, BLMIhaEr{E B AL virsh nodedev-dumpxml @45 B9% H h3KEY

# virsh nodedev-dumpxml pci_0000_01_00_0
<device>
<name>pci_0000_01_00_0</name>
<parent>pci_0000_00_01_0</parent>
<driver>
<names>igb</name>
</driver>
<capability type="pci'>
<domain>0</domain>
<bus>1</bus>
<slot>0</slot>
<function>0</function>
<product id='"0x10c9'>82576 Gigabit Network Connection</product>
<vendor id='"0x8086">Intel Corporation</vendor>
<iommuGroup number="7">
<address domain='0x0000" bus='0x00" slot='"0x19' function="0x0"/>
</iommuGroup>
</capability>
</device>

al}

R IOMMU A B ZNmm, MARSELAES ., WREREHE W
HIFIMEN D F 5 EHithim = :

I $ virsh nodedev-detach pci 0000 00 19 1

AX IOMMU HMESZER, ESH 35 i 5% 9.1.1 T “fEH virsh 78S
PCli%&",

2. W&

f£f8 virsh nodedev s # PCl tRiRFF N --host-device ZHMIH.,

virt-install \

--name=guest1-rhel6-64 \

--disk path=/var/lib/libvirt/images/guest1-rhel6-64.img,size=8 \

--nonsparse --graphics spice \

--vepus=2 --ram=2048 \
--location=http://example1.com/installation_tree/RHEL6.0-Server-x86_64/0s \
--nonetworks \



BB B HLENNERE

--0s-type=linux \
--os-variant=rhel6
--host-device=pci_0000_01_00_0

3. ERRE
TREFHZRE., PCl &R HFEESIE ik,

9.1.4. P E O EH PCl X

LABFNSRSE T EN PCLEERN, FNSABEER LS, AEBo0HR T afEhRE virsh 5
virt-manager ME LR O E %k, LMEENMER,

12 9.6. A virsh MZFHLH 9 E PCli%k&
. DBI%EE

EALTaS, B MEFIE XML X4k PCLZERMNE AR SEE -

I # virsh detach-device name_of guest file.xml

2. MXEEHRREBEN (F5E)
MRELT managed B, HBhIX—F, BEfEHREIRIEH.,

MR L& EHBMFER managed B, FALLTHESN PClLiXEEHRMMBIENNES :
I # virsh nodedev-reattach device

HItn, =4F pci_0000_01_00_0 &% EFERERIEM :
I virsh nodedev-reattach pci_0000_01_00_0

W, ZxEaTATFENER,

12 9.7. ([ virt-manager ME WA E PCIiE&
. IFENEF RS

£ virt-manager 1, WL XFHIELAHL., %£5 Show virtual hardware details 1%
H, ERENEHNTIE,
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9.4. ENIMEHEAME Bk
File Virtual b

=)

2. EFFHMBR %S A
BEFEMANER P ELRENFRLSER PCliXH.

9.5. EFEEH BN PCl i%#&

File Virtual Machine View Send Key

C PRl

L]
= Overview Physical PCI Device

Performance Device: 00:1D:0 6 Series, /C200 Series Chipset Family USB Enhanced Host Controller #1

ES Memory

% Boot Options
(2 VirtlO Disk 1
B N|Cf4:a8:82
|.#] Tablet

i Mouse

L!_—l Display Spice
mF Sound: ich6
faj Serial 1

fa:) Channel

B

B video

MF Controller USB
MF Controller Virtio Serial

Add Hardware

B MBRIREL LUAIA. BifE, ZiXs AT ENER,

9.1.5. & PCI B}

N FEAGEEPCHPMT AT EERIEE, MME. BERANESE £, ENMEDENT—F, EH
A A LISl PCI BT, 3%, REER 31 4 PClLiX&RMBIEME M wmEMH. WE, UHFmT
31st PCI i #F, PCI M AL 31st {HfEdh, FHNM PClix&EHE PCI M. 84 PClI MR
£ 31 NEiE, BT 31 Mk, efl#Sabifig. X, guest EHHL AT LAEAET 900 MN% 6.
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Y guest EEWLIEMGEATH, TEIUTIZRE, BRFEEXRHANE P HLEDNL G
hn PCI %5,

9.1.6. PCI Passthrough

PCI M%%%& (M <B> soRigE) BEESESERBALS &5 8 guest, EE—MEFRLXEN
MAC itttk E NEEE, HEAENTEE <EMmO> TRFEZES5 802.1Qbh X (FSH Lkl
type="direct’' FI%4i% & virtualport ") . HFHEHERDO PCI LAKM-FIREIEF 5 ITRIBRS - R
SR-IOV (Single Root /0 EEiillt) EEHIThEE(VF)iE4A, LUkARAEFE RSO PCI =% PCle AR
£, BEEAEGH <hostdevs %&E Lo

E{HH VFIO X F 2 EMAREEM KVM %528 (VFIO)R—FMEMik & o8 hik, 5 UEFI Z24£5|
537, <type='hostdev's #FEO LA — PN sIEFETFItk, 7 name BiEiXEN "viio", &
HEAIBM KVM %508, ErILUF name iXEH "kvm" (KREIE <BiERFE> uik, BN
<driver='kvm'> Hai2EAfH) .

P IS REE L 5 <hostdevs XA MIZhEEIEEL, XFAZE @S & &EIEE
MAC ihht <FIEMIERO>, MEFAFTEXLEIHEE, HNEEFEAMNZZHF SR-I0V MiRER
%0 PCl. PCle =k USB M+ (HiIt, E4EITFimidE, SN EHEEKXEEN
MAC #tifit) , SHEMREFEMAL 0.9.11 1B libvirt kA, ERZERATE <hostdevs
KR DELA guest, AR <O type=host/dev's,

9.6. PCl % &2 EeH XML =fl

<devices>
<interface type="hostdev'>
<driver name='vfio'/>
<source>
<address type="pci' domain='"0x0000' bus="0x00" slot="0x07" function="0x0"/>
</source>
<mac address='52:54:00:6d:90:02'>
<virtualport type='802.1Qbh">
<parameters profileid="finance'/>
<Nirtualport>
<finterface>
</devices>

9.1.7. {1/ SR-I0V % #HEci& PCI 4 Ed(Passthrough)

AT{XAF SR-IOV %%, SR-IOV WFRHSA EMIVEE (VF), A HIEER PCli& S ECRAMS
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BRERFIUENN. f2EkvE, BTREREFIRENYERS LS. IRTFSIEAIEMIRGERE
PCl & A ECHIMEREIE S, RN (UEZHMIEYZE LM A —ih,

X% VF sl {§E Atk <hostdev> NEHNE Yo E, {HE) SR-IOV VF R & &G K ARE—K
MAC Hbit, MISBE imELDHNRS S BEFRERSIS ENDEISH MO EFEERE, B
HEX—=, EREEN VF 2ESA TV DENSINLE MAC i, SXEFFmENE SN EREX
BB, EoEXA MAC ihht DU Bk, FS6 of 2 9.8, “EciE MAC #Hehk, vLAN fIEMERO, LL
{81 SR-IOV th4 e PCI %% ik S %,

1112 9.8. idiE MAC bk, vLAN HMIEEHERO, LMEFH SR-I0V 4 ES PCl k&

FWEER, <hostdev> FTLHRAEATRETIIAENTH, W MAC Hiht4 8. vLAN #7555 ID £ fcsk
EfiwO2 %, Bl <mac>. <vlan> fll <virtualport> JTTHRAFE <hostdevs BIBAERFI, HEfilxf <
O> A3, @0 7 x5O RN (<interface type="hostdev's), XM FEO AR HEOM
<hostdev> BB RIE1T. <>EHIt, EHAZEFHLEMH S E PCliX&HI, libvirt EELHL XML BEE S
MIRLE E T RSB/, (FIANi%E MAC Hhitt, i%& vLAN #3% =5 802.1Qbh 3HiHl*

HX) . AXXE vLAN PRERHNE, 5% & 18.14 17 “iXi& VLAN Tags”,
1. XHEFHLERIL

{8/ virsh shutdown &4 (&S £ 14.9.1 T “KHZHELH) , XHEHN
guestVM HZ FHLEHL.

I # virsh shutdown guestVM

2. WEER

E{EA <¥&0O type="hostdev's, EHB—1ZFF SR-IOV THEEMMF, FHYERHEEH
X% ¥ Intel VT-d 2 AMD IOMMU §"[&, ESIRLEEZESECH VF B9 PCI i,

3. #TF XML X744
J&1T # virsh save-image-edit 855 LUTHF XML XFtiT4at GEEES B 56 14.8.10 17
“Uifis XML BB ) » ATEER guest EHHIRE DILFIMGZTRE, EXHERT, -

- running fSFAEA, FHIPMEEXHRNATRE guestVM.xml, BR7EFiGEVHKETIRE
guestVM,

I # virsh save-image-edit guestVM.xml --running

ERINGHEIRDITIF guestVM.xml,

4. G XML X

BHACE X (guestVM. xmlEHEFREMTH <i%&> &8 :
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9.7. hostdev ORI XML =HI

<devices>

<interface type='hostdev' managed='yes'>
<source>
<address type="pci' domain='"0x0" bus='0x00" slot='"0x07" function='0x0"/> <!--these
values can be decimal as well-->

</source>

<mac address='52:54:00:6d:90:02'/> <!--sets the mac address--
>

<virtualport type='802.1Qbh"> <!--sets the virtual port for the

802.1Qbh switch-->
<parameters profileid="finance'/>
<Nirtualport>
<vlan> <!--sets the vian tag-->
<tag id='42"/>
</Nlan>
<f/interface>

</devices>

AR, MRERRE MAC Hbht, REFENEK, BREHMBEBROEO RS, 5
4, REEEZEEET 802.11Qgh FE4FF%(802.11Qbg)(a.k.a)ff, F &M <virtualport> It
. "VEPA") Ml HmIAZRR,

5. EFEHESHLELA

J&{T virsh start 8%, LLEFHEIEESE —FHRHIN guest EHIHL (Han, A
guestVM fEAEZFHLERNMIESR) . MFEZER, ESHE £ 14.8.1 17 “BohE LKk,

I # virsh start guestVM

HEPIEMNEDIN, efERHYEINMNERS (FARERN MAC ihil) REtE9MH
Hiem, It MAC it R P HLENNZ FRERZE, EHHENSERSIS.

9.1.8. M SR-I0V EHZhaEEhiXi& PCl &4

R EREITHEE(VF)E PCI it i %S BIZ P A ECE R AW A ERH -

FETEHG VF BH AR N E S HUER BT AT, XERE S A FHF T VF KX B85
BB il (KEEXFT guest ERHBIIEX A, LUIFEEHFIABEAR VF 89 PCI #
‘tt) o
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HIR guest EHHLRB)E 77— 5 ZHEEEH, TZEHPETEHSHE PCl L E
A—fir & FEERIBGEH (3, /F5)ZFisTEsE  LEREE) .

Bt /B —1EZ SR-IOV X#AATA VF B libvirt %%, aTLGBSEXHNEE, T, FEEF
guest EHYIBCIE W5 XN, XG5 guest i, FFMEBLIE—1 VF, HHBH5EFHLEN
B, LEFWEMPIEEIER, VF fRREIZH, HARMENZEHIEE,

L 9.9. IR K&t

. KHEFYLERI
&/F virsh shutdown % (EFZZE 5 14.9 T “XKHE - HLEHHAIXH]. BFE5IFIE
") , XKHIEH guestVM BIZE P BLEH Bl

I # virsh shutdown guestVM

2. BIBEEXH

E ARG A 1E /tmp B R GJE XML XX (6140 : throughthrough .xml ) . R
¥¥ pf dev="eth3' EHi /1 HCHI SR-IOV X469 PF B netdev & #h

LUFZ—THEE TR, ERETH WEHEG LEARYELEE(PF) % SR-I0V 2kt
HarE VF it -

K 9.8. B9%%ZE X 18 XML <6

<network>

<name>passthrough</name> <!--This is the name of the
file you created-->

<forward mode="'hostdev' managed='yes’>

<pf dev="myNetDevName'/> <!--Use the netdev name of

your SR-IOV devices PF here-->

</forward>
</hetwork>

3. J0EHHI XML X

BT T 5, ¥ /tmp/passthrough.xml B y# £ L —# 1 0)ZH9 XML AR E BhfTfi
B

I # virsh net-define /tmp/passthrough.xml
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4. BFE G

B{TEL F i 55 passthrough.xml EH /£ E £ — 2 dhoIEEH XML X1HB9EF -

I # virsh net-autostart passthrough # virsh net-start passthrough

5. EFEINE S HERI
11T virsh start 5%, LIEFEIEHER—LHPXHHI guest EMHL (G140, &FH
guestVM fEEF HLEMAIIRE) » WFEEZEL, EFE6 5 14.8.1 T “J550E XA,

I # virsh start guestVM

6. Hikas/e5) passthrough

AR B ENKE, {8 libvirt REEE B XML EFEOE X (4 FAT) £ PF BXE5)
wf, Ezi5f35 PF fHXBHIAFE VF SIZ :

K 9.9. L1445 E X B9t XML 761

<interface type="network’'>
<source network=passthrough’>
</interface>

7. ZuF

I RSB E— B HlE, HEALUELT virsh net-dumpxml passthrough & 5477
BAF ; B LUFAZ R LA FH i
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K 9.10. XML £ 15X H B1F AE

<network connections='1">
<name>passthrough</name>
<uuid>a6b49429-d353-d7ad-3185-4451cc786437</uuid>
<forward mode="'hostdev' managed='yes’>
<pf dev="eth3'/>
<address type="pci' domain='"0x0000' bus='0x02" slot='0x10' function="0x1"/>
<address type="pci' domain='"0x0000' bus='0x02" slot='0x10' function="0x3"/>
<address type="pci' domain='"0x0000' bus='0x02" slot="0x10' function="0x5"/>
<address type="pci' domain='"0x0000' bus='0x02" slot='0x10' function="0x7"/>
<address type="pci' domain='"0x0000' bus='0x02" slot="0x11" function="0x1"/>
<address type="pci' domain='"0x0000' bus='0x02" slot="0x11" function="0x3"/>
<address type="pci' domain='"0x0000' bus='0x02" slot='0x11" function="0x5"/>
</forward>
</hetwork>

9.2. USB K45

XEBAEHE T4 EE USB 1% &5 Al BI50 1

9.2.1. X3 EF HLEM A USB K4

Web #8#1. F*itas. #zlst mice FAZH i a#BEEMA USB lwIfI B4 #E 1 EHl. TLIELA
PGPS B R (655 & Ik AL -

&/ USB &% - XEK Kt I E & P WEN I EN YN, EXFERE T
ZFZ SPICE, F#l_LBJ USB i£#5 el LU % 178E virt-manager (5252 P, A% virt &2
& f5, HELY E 15.3.1 T “f¥ USB i ar i EIE "

b33

virt-manager T % FRIGH LK K A5, HWREL I/ FAHK USB 1%
7, HEH I 14.1, “$iF USB K& A& FinE i HL &,

& USB EE[E] - USB £ W EEHL #3515 (TH RAF(EF, FH/ MAHHL 352k 2 5 il
EHR/ BEREEN I, TEZXMiEH L, A& SPICE &/ s, M/ alLUfF{Fd USB %4
KB ZEZ ' #Hl, i SPICE &/ iR ik EEmBIHIEH O ENYENES, LUFRTHERE
B /i EiA Y& P HLE &R, BXH virt-manager 717 USB EEIATHEE, E5Z
2 15.3.1 77 “§F USB &K asiimE@Emiel”, MiZ2E, @& TCP HiX (#7ZE BZ#1085318) &
BT USB EEA,
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B oFEEINENNZEREE
9.2.2. £ USB X5 B Ea E i iERH

BMUEFERITIERL 5, 5T IEHB IS4 -device usb-redir, filter /& 17T IEANA %
BIFFFE, HNB9ELE -

I <class>:<vendor>:<product>:<version>:<allow>

-1 (HIEE CEEZHEFRIEME, ELUF | AER I, TER—m 51T EEHEZ 1N,

gz

IR s SN 152, A REE[E !

B 9.1. &5 windows 7 #l iz # HL BRHIE E [ B 41

1.
A5 Windows 7 ZFHLEHHL,

FFLUFCIE R 7 ME guest EEHHLAI domain xml X :

<redirdev bus='usb’ type='spicevmc'>
<alias name="redir0’/>
<address type="usb' bus="'0' port="37>
</redirdev>
<redirfilter>
<usbdev class='0x08' vendor='0x1234' product="0xBEEF’ version="2.0" allow="yes/>
<usbdev class="-1"vendor="-1' product="-1' version="-1" allow="no’/>
</redirfilter>

JE B i g B FH A K BB -
I #os -ef | grep $guest_name
filter=0x08:0x1234:0xBEEF:0x0200:1/-1:-1:-1:-1:0,bus=usb.0,port=3

I -device usb-redir,chardev=charredir0,id=redir0,/

7 USB £ 515 ZHYEEHZS, FH & virt-manager :FHEEIZE F i g .

fEFHdh, 57 Redirect USB Service, XTFEKLITHE - "Some USB %4 % 4
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FBERAIE", LRI HHEE,

L IEERE R,

IR iE A IEG#EIX T USB i as AV Rl =i, ZIetE guest M HLAGIE XML Hf
TLL FEXLIATF USB EEA,

<redirfilter>

<usbdev class='0x08' vendor='0x0951' product="0x1625" version="2.0" allow="yes/>
<usbdev allow="no’/>
</redirfilter>

B 5) guest M, IS virt-viewer (F#F) guest E##l. USB R&EHHER
F B B EEEE i .

9.3. BiE 1% a7 124135

RIGEFHENHIICH, —Litds SenfgEHIBI%.R, HHA—HEMK & FEREN g, 8
2, libvirt aTLLE SHERTIE K1 E 25T = R XML £ri, {BERLEERET, SIFEREEHIES
BIT .

A 9.11. Bs/i{EZEH 25891 XML 41

<devices>
<controller type='ide' index="07/>
<controller type='virtio-serial' index='0' ports='16" vectors="4/>
<controller type='virtio-serial' index='1">
<address type="pci' domain='"0x0000' bus='0x00' slot="0x0a’ function="0x0"/>
</controller>

</devices>

TP RIE Y <R RES>, BB TZ—

ide
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fdc

scsi

SATA

usb

ccid

virtio-serial

pci

<FEHEE> THEB G HEIE I <IEHHEFE >, CEA1HHEH, S EwETrNF (FFE
58 <Hlf> TTFE) . Y <IEHEEH = virtio-serial's I, BRI EEBN (£0 O/ FAE) , &
R T LU e e E 2 DNk A5, 1EEE, Red Hat Enterprise Linux 6 T (&1 X #5881
R2[EE, (FHFEZHEEFFHTIBELELRILEN,

2 <fEFZFHRT = 'scsi’> B, B—TelxlBEH EE, ead25LTH -

auto

buslogic

ibmvscsi

Isilogic
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82

Isisas1068

Isisas1078

virtio-scsi

vmpvscsi

2 <fEFZFHRT = 'usb'> I, B— 1 aTAKBEY EE, Ea8FLUTHE -

piix3-uhci

piix4-uhci

ehci

ich9-ehcit

ich9-uhci1

ich9-uhci2

ich9-uhci3

vi82c686b-uhci

pci-ohci



BB B HLENNERE

nec-xhci

%{;

WIBFEY) guest LB USB &%, oILlf#fH <model="none’s, .

X FE PCI 26 USB 5126 L2 5% a7 HB9#EFIZS, aIUtAgFordk <ftlts> el LIS ERE a5 5 R T S E890
KR, LIRIEXN, W E 9.4 T ke ik EHHE” .

B R sub-element <X 5IEEfF> BT LUIEEWHNEFHFELT, HEIeH BN S, XI5E 71
B FIBE, MR REMRE, BIIEE—5 vCPU HEILEHIHE,

USB companion #2 #1858 H — 1 [ £ F L <masters, FHTFIEE S FI2HBEEILELIHRF,
companion #E#1z5 5 R master i Flal— N2 L, BN F5] (HMN LS,

BT LUEHR XML O/ -

& 9.12. USB #Z#25891% XML 41

<devices>
<controller type="usb' index='0" model='ich9-ehci1’>
<address type=pci' domain='0" bus='0'" slot="4' function="7"/>
</controller>
<controller type="usb' index='0" model='ich9-uhci1’>
<master startport="07/>
<address type=pci' domain='0' bus="'0" slot="4" function='0" multifunction="'on/>
</controller>

</devices>

PCI #7117 R B Al thy B2 B, RELIFAEERNE -

pci-root
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pcie-root

pci-bridge

dmi-to-pci-bridge

root ##8 (pci-root fi] pcie-root) & —1 a[i£H] pcihole64 ok, MHTFI5E pcihole64 #t &
MIEERH A Z peihole, HLZEFHlLEMEL (41 Windows Server 2003) HIEER S, BRIFZH
Hfiy (ZiEH 0 #5='0") ,

X FLEHtSE 0 PCI 5260981552, pci-root %1z 540 index="0, H#FZ# PCl i£#, pci-
root REHU, HWIRBIEH model="pci-root’ LEEHH— 146 LiZ & —1H model='pci-root’ st—1 A
FFH PCl 545, WRE5)7M PCl Btr, PCl BFFtBel UFsiigE, HR M (X5IHBEEE PCI
PERIZLE G PCI 5128, PCI £ #8535|h09/HkE Al BE=-F LM BIAiE, LT XML 7~ al 75
<devices> %" :

A 9.13. PCI 76915 XML <51

<devices>
<controller type='pci' index="0' model='pci-root’/>
<controller type='pci' index="1" model='pci-bridge’>
<address type=pci' domain='0"' bus="'0" slot="5" function='0" multifunction="off/>
</controller>
</devices>

X Fiedtks =t PCI Express(PCle)x% (A4, HF Q35 HSHAKNEZERE) , #F index="0 #
pcie-root £E#IFER Eliﬁ%)]ﬂﬂ/ﬁﬂlﬁlﬁo pcie-root 8% FHHt, {ALEHE 31 Mg (HF 1-31) , AR
EEFHFMIM PCle ik d5, ZEZR A pcie-root FEHIFZFRIFR I E#E i PCl ka7, RESIFEMGEH
model="dmi-to-pci-bridge’ B9 pci ##175, dmi-to-pci-bridge ##/Z57F5A Z PCle ##Z (H pcie-root
1eft) , G124t 31 1Nk PCl #gE (GEREH) . BHEEFHRZHHEHRIEK PCl iG1E, ArEH
Ilbwrt H 5221 pei-bridge #4858 2 B 5 I HE 2 5 5 621 dmi-to-pci-bridge PRI

—. ATEEA PCI il HH libvirt B 51281 B9E - #l ik & 2B fF B E UL pci-bridge 1574,
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/& 9.14. PCle 915 XML 7#I(PCI express)

<devices>
<controller type='pci' index="0' model='pcie-root’/>
<controller type='pci' index="1" model='dmi-to-pci-bridge'>
<address type=pci' domain='0"' bus="0" slot="0Oxe" function="07/>
</controller>
<controller type='pci' index="2" model='pci-bridge’>
<address type="pci' domain="'0"' bus='1" slot="1" function='"07>
</controller>
</devices>

9.4. wikar K iEHH

HERaRE— T ey <thtl> Fosk, FTFHBREGRETRELENEHBIENSZ%E, HR
FIARS &85 74 (bt PEGERI AT LB E) 1, libvirt fFEK—TE 58900 ; T, MRZEFES
RS, W E— 1 BEat, W% EiE <ils THEEABE XML &40, 5505 5 9.6
“PCl % &2 BoH9 XML 61",

TN UEEE — 1 mtlE I B, FHFHZ% e e e, TR b f15 HLE B B BRAITE
LETE R BHEFRIHIL BIEFE, BVA : <t X 55> &/ type='"drive’, i <IE#IE> X #7F i686 3t x86_64
B HLEN I RBER type="pci’, TN LI EEEZ I SEN, STHEHZ L ETENZ LA
B, HWZxPara :

7% 9.1. XHFBYIR ATl KA

Hotik R R ik
type='pci' PCI it BB LTS B -
o H FTH7 HtHEL, UFIFE gemu fE
F)

o % (0O B Oxff Z[HM+7i#tHIE,

=)
o 1EIE (OxO # OxXIf Z A+t HIE, &)
o IheE (O E7 ZI[AEy{E)
o RINBERT, ZIaeiEsll PClRFITESR
BV E RIS/ TIRE TS T ZTheEfL, FOAIE

R, BIREN"off", (BENIZKEN"on"H
THEREMITHEE O, BNEBZ IR,
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ib il fed

type="drive’ 9138 bk B LU T 4O B -
o BHIZ (2fEHIBS)
o HZ (2RIHES)
o BIF (2fHLES)

o i (BZEM 28T

type='virtio-serial’ B virtio-serial #uit#E LU TFHINE M ¢
o THIZE (2 (IILHIRS)
o ik (2fIE%%)

o IHIE (L 2 (IEE)

type='ccid' AT EREFM CCID it EFLURHNE MK -
o ik Q2MIE%S)

o IHIEEM (SZLHH 2 (IiEHE)

type='usb' USB stk 5 LURE N M -

o HZk (O E O B Oxfff 2 [Al89+7 g,
=)

o IO (&% 4NNGIFT, 123 213.1)

type='isa' ISA Hbiit 7 LU M nE M -

® iobase

® irq

9.5. HEEM Y E B IFFERIET

M Red Hat Enterprise Linux 6.4 7F43, 3¢#5f¥ SCSI fi] virtio-SCSI £ &5 7= 1T Red Hat
Enterprise Linux 6.4 2t B S5/REKHIE - HLEHILHF, 5 virtio #AI T/, SCSI iKérm L2/ HlEM
VLB TE1ERES, VirtlO-SCSI #2447 iE# 45 SCSI LUN F#B89205E, 5 virtio-blk #HlL ZELEE T B
#., virtio-SCSI BIlLsi2, % virtio-blk #tt, LU EEHE KT, ENTREELEE 28 1Nk ar HFER
PCI 15#5, ZPTE, virtio-SCSI BEBHFR B PR ik i BIZhEEE, HaTLl :

1L virtio-scsi EH 5l IE R E T A 5458t CD,
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#17 QEMU scsi-block &M EHLIEEYEE SCSI i,

# RN E AR E T K4 ; M 28 a5 BRE virtio-blk H B AT

KA T O/ SCSI FEFIZ (tFh " EHLLLE 7 "3 HBA) LI F¥F SCSI F1ZasMEIE
Val i L e A

I 9.10. BJBEH SCSI #Ef#

1.
BB YLERYIBIAE (Guestl), HEHIEFIER SCSI £l

I # virsh dumpxml Guest1 | grep controller.*scsi
IR R AT 1EREE, woRmtE LA FE— N Z T -

I <controller type="'scsi' model="virtio-scsi' index="0"7/>

2.
WRE—HRE BT R EE, AL TEE RIS OB —Nam H R E =
Bl -
a.
BIHEFXHHBA < controller& gt; o, HEH XML 7 RIR X KO K 712
##%, virtio-scsi-controller.xml, #I4] :
I <controller type="'scsi' model='"virtio-scsi’/>
b.
FHEWIREE virtio-scsi-controller.xml HiGYEEHG % 7 FEfll 25 S B9 Z F HLE L (B
41, Guestl) FKEk:
I # virsh attach-device --config Guest1 ~/virtio-scsi-controller.xml
TEZEBIH, --config EITHIIT ) Skl BIEFEREIRL, Aim EBZIEE, 1HE6 17 13.2,
BT I EES % A
3.

FSIFTHY SCSI fit 7zt CD-ROM, EEFEESH 5 13.3.1 T/ “ff B/ WL asMEF XA
157 Fl 3 13.3.2 77 “H &/ B H R IEA AR MG A7 PRI Lz, EL/& SCSI i
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2, HIEEL sd FFLHIBFRiX G & o
I # virsh attach-disk Guest1 /var/lib/libvirt/images/FileName.img sdb --cache none

WRIEEF HLEHNP IS FEFBIMR A, IETEZ1THI guest BeH B pTRET R I EDES T Hrikt
#, #8 Red Hat Enterprise Linux Storage Administration Guide 894 B {TLEE,

9.6. WL (RNG) X5

virtio-rng 2 —1TEM RNG (REHIEER:) iKhr, ZikarREHLERYIETIRIF RS2t RNG #
1, MILEiFRI 79 & - YL LB AL HTBIAH,

& RNG B9 65 (IR E) I, EBFFIRMEATELIES F HLE B -LE R EFHI, virtio-rng
4 o FHF Red Hat Enterprise Linux 7] Windows Z /' #LEHM M. BHXZE Windows BZRIGELE, 17
Bl FE, BRIFFEUE, WL T /HTF Red Hat Enterprise Linux #] Windows 2/ §l&#

Mo

27 Linux ZFHLEMY LIS T virtio-rng i, REEinEHHLHLIE chardev, RfiiiE%
/dev/ihwrng/, /G T LFTHX 1 chardev, FHiEEM EHYEEHZHKIAG, T T REZF PN FHEEFEEY
ZBFHE virtio-rng K45 BIBELLIE, /devihwrng/ FEIEIA B AF XL BIZE Bl B9, W
RittrER9E S5 rgnd FHHESH (fiF rng-tools #1) , Tl a] LIS — .,

DA A EB s T guest EHHIHY /dev/irandom X #E, X1 T B2 Red Hat Enterprise
Linux 6 Z&F L@ HF 515K,

Red Hat Enterprise Linux 6 &/ #lEH G517 Fin 1455 -
I # rngd -b -r /dev/hwrng/ -o /dev/random/

WFEZHEE), 15517 man rngd & G LUFUL A AT 8968 BRI, FXEZTP, 555
7 9.11, “f 51T T ES Sk virtio-rng” FAZE virtio-rng 145,

X

Windows ZF $lE N EE LN viorng, ZEE, B RNG %415 &
Microsoft 24889 CNG (T—ft) API ITE, ZRTHIFEFE, virtrng K& =HIE
RNG i sz,
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BB B HLENNERE

B 9.11. w517 TESCH virtio-rng

1.

KHIE LB .
2.

LGB LI, & virsh edit domain-name &5 T HATE guest EHH1H XML X,
3.

%4i#8 <devices> THE R EBSLITHE :

<devices>
<rng model="virtio’>
<rate period="2000" bytes="1234"/>
<backend model="random’>/dev/random</backend>
<source mode='bind’ service='1234">
<source mode='connect’ host='192.0.2.1' service='1234">
</backend>
</fng>
</devices>
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% 10 Z QEMU-IMG #] QEMU ZF#LCE

ZXEHSHF qemu-img i E5E P HLEM B AR E HLET Hlter. WREZEHEX QEMU
REFBHAMSHENES, 55ZUI4E9 README XX : /usr/share/doc/qemu-
*’README.systemtap,

10.1. &/F QEMU-IMG

gemu-img BT TEHRFHERE. EXFME I KVM @FFEFX AR, FTAHEFIH T QEMU-img
I,

K&

X R XA AT — R,

I # qemu-img check -f qcow2 --output=qcow2 -r all filename-img.qcow2

%{;

HE qcow2 il vdi A STH—HHERE,

& -r DA EE AR ES BPLX BT AT — T, BIEL -r leaks EFEHE, SEEHLEE -
rall ZFETRIBIER, FEE, XFHELFERIER Sl o B O A RN .

Commit (183F)

&/ qemu-img commit B HFHEEX A (XHE) PilRIGEMERIEL X HBIR R, (3
) FEXMEALEE () .

I # gemu-img commit [-f format] [-t cache] filename

convert

convert I F1F—1 AT EARIE A FH Ty 77— T Bt o
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% 10 3 QEMU-IMG fl QEMU £ HIILE

# gemu-img convert [-c] [-p] [-f format] [-t cache] [-O output_format] [-o options] [-S sparse_size]
filename output_filename

-p SHETpBHIHE (AEMTEENw7) Hl -S ATA O B Xtt, ZAXHES bt
B, ArE BB G X HEBRLEX Y, BERNEEF (F) . SIRIERAEIIMXHN, &
SR, FH L2, BRI R T2 RBEMIIES, X EF HLEN YOI
HTEHIEHE, By X RE K AT G R ZEI I e 2152, HIH, HWIREGEHA R LAY -S K&
7 50Gb, J#H] 10Gb ##ZE/HH] 10Gb BIANFFiE7 7 60Gb, RIESLLERE T 10Gb,

G filename Frat#l 621k output_filename ¥5HE 541 & output_format, 4l GE#k el LI
& -c HTES, EET KIE -0 FEH -0 encryption HTME, FEE, -0 S aTHEETISATE
BT,

HE qcow2 B STHME/E%, qcow2 MIEEFH AES &, LIRZE 128 i &4, qcow2 /45
Rz, HILAIREFHIBEEM qecow2 EXFHE, EIFE K KL BIEIIHE .

TE(EfF el 18 iag#E =0 (41 qcow 26 cow ) i, HERFHMIRERE, FIWEZEEKHMEBERPE
lto

B
BIBETHGR A A size H#EAE format,

I # gemu-img create [-f format] [-o options] filename [size][preallocation]

HIR{EF -0 backing_file=filename 15EZEMEER, WGk R il R HSHIBMEG RS IHBIX G, BRI
A& commit 56, BNFREHEHEXMH, LEXFER FFEZEEEXN,

PR B2 —TNREER F LI qecow2 FRAGET, FHEZHIEEHE -0
preallocation=off|metalfull(falloc, Fi% BcHIEHIGZHRKX FHEHR, EFEMHE, HEHEHERXDIEINIEL
T, BEFEZIIEK, MEERIES.

FEE, B TE DT ER K ARARGR, WREEELY LA AN, EHF
falloc ¥ 725 1 & 1H],

info

info Z2HE A XM IEER XL BIES, info ETHIERMT
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I # gemu-img info [-f format] filename

Ui 518 5 F LI 4 R EFBI A, BAMNGTUS BREIANTE, HWIRHIE w2 f R,
thRETEN], Pl FwEBrthikés_E qoow2 HRRAKZEINE, X151 gemu-img 52
B, ZRILU#ER qemu-img check %Rk & GBRES 45 gemu-img info @ FHIEILE T, EEH
#£10.1 77 “f&/H gqemu-img’,

# gemu-img info /dev/vg-90.100-sluo/Iv-90-100-sluo
image: /dev/vg-90.100-sluo/Iv-90-100-sluo

file format: gcow2

virtual size: 20G (21474836480 bytes)

disk size: 0

cluster_size: 65536

map

# qemu-img map [-f format] [--output=output_format] filename ¥ E R X E R B 57 XA
R, BHFH, W BRFEEIEEXHIIETEEPERE, UREE &G XHHPLDEErR
TiE3 A, B, HWIREH—14E, # c.qcow2 — b.gcow2 — a.qcow2, Jl a.qcow EEHEX
£, b.qgcow2 Zxf a.qcow2 f] c.qcow2 HJEHZEFKEH b.qcow2 B delta X 1¥., BIEEULEEN], FiRX 1
RIFIE BB RS, LURKXTHLXHHLUR ENTEX AT ERIE S, S SR TH
&, fformat LTS EFERXHI9ER, BTLUERH raw, qcow2. vhdx ] vimdk E#&, TTaEEH T
FHoETT : human #] json,

A BN RE, ©ETEENGEOIALE, EUXFET I YT, 79 T MRl
¥, B N BANEHEXHBIEHHT X, XHBBSHFIBD R TEEE, WRFEHETT
EZN A BRIEE S . ST B, qemu-img it FiRFIM B i REHERIX A, LIk X
e, it Er ) BEP15IE9Z : Bi=1& 1 \HHHF,

# gemu-img map -f qcow2 --output=human /tmp/test.qcow2
Offset Length Mapped to File

0 0x20000 0x50000 /tmp/test.qcow2
0x100000 0x80000 0x70000 /tmp/test.qcow2
0x200000 0x1f0000 0xf0000 /tmp/test.qcow2
0x3c00000 0x20000 0x2e0000 /tmp/test.qcow2
0x3fd0000 0x10000 0x300000 /tmp/test.qcow2

JSON 3t JSON (JavaScript ¥/ §Z&72%) THALER, BEFHEES, EShELERE
. OIH0, BN AENT "qemu-img map” B9%iH, WM& --output=json T,

# gemu-img map -f gqcow2 --output=json /tmp/test.qgcow?2
[{ "start": 0, "length": 131072, "depth": 0, "zero": false, "data": true, "offset": 327680},
{ "start": 131072, "length": 917504, "depth": 0, "zero": true, "data": falsej,
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WMFEFEX JSON XB9EZ15/8, HZ4 qemu-img(1)FM I,

rebase

EL 61 I =) e
I # gemu-img rebase [-f format] [-t cache] [-p] [-u] -b backing_file [-F backing_format] filename

E&XHEHH backing_file, # (WIR XHE BAZHFZIIEE) , WG &EXHELEN T
backing format,

HE qecow2 #5315 B M a7 X ff(rebase),

B E ] LU FEBRIH F T [EB9EE R - Safe #] Unsafe,

B 2B, FHHITEIRB rebase R1E, G & X ABESZIAX A E, qemu-img
rebase BRI, R guest BT Al BIX1HE RERIFF T, FEH AR, 75X EiX
1 FIXHEHIIAE G X T EIREFEBREHE XHE B, REXEEXHEHTEMEX,

FEE, ZEBAE— T FrIEF A5 TRAGR, FEIHEGXHEFEERIITHK.

HIRIF -u ZETfE5825 gqemu-img rebase, WREAFZELERX, X TMERH, REH XHE HiE
X LRGN, AN XHABTHTERE, FRIEFEIEENE XA, SEERTLAERT
17\-0

B PMEAXE BB E & XHREAH. EAUERFIAEZXHIER TEEE, I, EaLl
BT EEBBsIHERE Tt XHHER.

VA

BEHHL R XS, BREOEE XN, TibikEAT, REFRBEEEIEGRT T LIEHE X
A, Red Hat Enterprise Linux 6.1 &2Z/GHIM&ZZM 7L qcow2 #E=U1€M (18F%50) E&E9H)

=
BEo
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LU F B fit vl R XS BIKXINZIED size FT17 :
I # gemu-img resize filename size

T T LUREX T 5 R B9 2 BT A N2, BEFEEXNEA TFLEIAN, FHME + BYF 778 M ET
28, 8 - B G F TR A REIA N, RN TTEZATFELUTFET(K), KET(M), FEETT
(G)sk TB(T) 7 i ik iE R A,

I # gemu-img resize filename [+[-]size[KIM|G|T]

g

£
=]

TEREFFUL o8 B Mt Bo R BT, B AIEE MG X AR R D X T
BXBPAEIIXERGHD XX, ENE-FEREHEFEL,

TEREFHIL o8 T I8 I e iR e, AT P Bl P BI X AR TR X TR
FHGREFE %1% s B FTZE ]

Snapshot

S, M. CIREStIHERREAIHARE (RE) (XHE) .
I # gemu-img snapshot [ -1 [ -a snapshot | -¢ snapshot | -d snapshot | filename

- L S S5 E 1 R X XHIAT B R AR, apply A7 -a FHd# bzl (XHHE) %EFZFitRi7 BYRIE
HBIRE, -c ATLICIBRETIRIR (BIR) o -d WERIEERTRIE,

A%
QEMU-img ETEfFX LU FERZ — -

raw

B GG (BiA) . XTLUERTFXHIIREIER, WREHIHRZSF holes (B
4, 7F Linux _EA9 ext2 5t ext3 #1, Windows _£BJ NTFS) , R EEE X fFH#IREZH, &H
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gemu-img info ZXER#E& 3t Is -Is on Unix/Linux _EEFRGLERA N, B Raw GHRIEHE T REM
BE, (BR7% Raw R EBHEEAXBIDEE (HIH, RERIETHE) .

qcow?2

QEMU #5#E, A5 RENEENRELER, FHATCKELTER AES 1%, HTF zlib £
[, FHFZNEYIRBRIZNBIGER, X0 FF3ZH holes BIXE%% ( Windows HHEIFENTFS
XUHRT) BB, FEE B ZHIEEELIERE R,

RBAREG_Labts = ol i FEEFHLER L EVEE EH 51T, qemu-img 1 iHFIFHZHFLUTFH
=, LUEFFRFHT raw Bt qcow2 B, BERE5IRNEIGERIER, BT X L7 HY raw
8¢ qcow2, tholfFRM raw 3t qcow2 FHi R 515 =,

Bochs

Bochs 7 R IE=.,

cloop

Linux /=458 Loop £fR, (EATFEL 4589 CD-ROM £5%, #4141 Knoppix CD-ROM,
cow
user Mode Linux Copy On Write image format, cow #=(XHFE5 2 FilkEFE., ELEEH

Windows,

dmg

MAC fit 7t 15 =

nbd

PIZE B A

Parallels

FHTREW Lt 7l AR5 2.

Qcow
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IHB9 QEMU Efgkts=l, RS HFSIAKEFE.

vdi

Oracle VM VirtualBox #7115 =t

vmdk

VMware #Z5GIE (WIREK 1 /1 2 B9EESHF) , Xhkd& 3 BAERET IR,

vpc

Windows &7 PC 7 it&&=. th# 7 vhd Bt Microsoft EH i 7 IR IE .

vvfat

B VFAT fitizd R 5 =,

10.2. QEMU &/ #LCEE

QEMU ZEF IV E T, HATFEHITENEA libvirt BEFHRIERGL Hiw 5, #
&, BFEFREZLNN X Eep R, KEiLak T HTFEFHACER libvirt i85 R,

ZZ

FER, WEHHZREENE ST, EFERLEMEHE . TREEE
ARER BB RBER I HE AR, REFHEANERT HELIB RS, 18
TINFEE P FF B 1T,

HAR, QEMU &/ HACEE el i FHE & HlisiTh s ERIZAEM CPU(VvCPU), LULHZE vCPU #
B, MEFREFHIKDE, WEESZEL, FSH # 14.13.6 T “BCEEM CPU #,

10.2.1. ZEH IS HEFHFCE

&/H yum install gemu-guest-agent %, 1f guest ¥ LZF# gqemu-guest-agent, FHEHRTE
X5 G 2B 7RSS (qemu-guest-agent.service) E 511517,
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10.2.2. #BE P HUCERIZHZ IS

ZHE L ZHHIE i EHLZ BT VirtlO F T ES &SRS, VirtlO E{TEEE T F
Fria iiEf (BFEE Unix EEF) FEEITH, HAZFHVNTIHETEE, L TarERr 74
KB RE T Y RIERHBLES.

%{;

AXUMTE Windows & F i L %8 QEMU &/ HLICEERGUiEE, 155 a9
Bf, http://msdn.microsoft.com/en-
us/library/windows/desktop/bb968832%28v=vs.85%29.aspx

TR 10.1. BEBEPHCERIZHZ B
1. #TIFEFH XML

& QEMU ZF MBI EHTAEHl XML, ZfFFE guest ZERFEHHX . FEHEN
BLEE_LBY # virsh list 5 3H & T LURRIE ' Bl. ZEZEBIF, guest B)EFE rhel6 :

I # virsh edit rhel6

2. GHEFH XML XX
15 AT EFRIME XML X FHARZE X,

A 10.1. 458 Z 79 XML LIBZiE QEMU Z - Hl{CFE

<channel type="unix’>
<source mode='bind' path="/var/lib/libvirt/gemu/rhel6.agent/>
<target type="virtio' name='org.qemu.gquest_agent.0/>
</channel>

3. BEEFEFintEs) QEMU & HLCEE

WL REXTFEM, &5 H yum install gemu-guest-agent ZZ&F HEM Y FEHLREE
FHCEE, Z&E, U TATEIZRS -

I # service start gemu-guest-agent

HfE, ETLLES BB FHRE N IEF LX) libvirt 6555/ HlE1E,

10.2.3. /5 QEMU &/ §LCE
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Red Hat Enterprise Linux 6.5 R E#HRE T L35 QEMU ZFF#LACE LI (QEMU GA)S#HE
gemu-guest-agent, A2, XI isa-serial/virtio-serial {55 LL FIR# :

qgemu-guest-agent &£ W E & F i e & 1 FE EYHiE.,

B iR WE gemu-guest-agent 22 B FFiE 8 E HriE i i,

A12E virtio-serial %7 EEM gemu-guest-agent REFHEFiE (HESSBIFEHS
) , WEF GG TR %7,

A1E gemu-guest-agent #1817 virtio-serial %4 E B EFEEZE, WE G P EIEIE T
A (WRTHZEIXEHZEFR) , TEESIHIEL{T3:F# T gqemu-guest-agent,

10.2.4. ¥ QEMU ZEF$LCEES libvirt EEC R

ZE QEMU EFHCERIFEFIEM libvirt 55T FEMEKX, F YRR T LUF virsh 85 -

virsh shutdown --mode=agent - St X5 % virsh shutdown --mode=acpi &7 5] 3£,
B45 QEMU &/ L CEE—E[E A virsh shutdown (RiF el {RUFILFIF R B XA EZE - Hl,
WRREIEE, libvirt = EHKEA ACPl XHIFEH, BEFLEFHIRBIELEN, HHEFRX
Hio

Bl F virsh reboot BIE/EIEE,

virsh snapshot-create --quiesce - 721F guest 7FLERIEZ FifFH 1/0 BIFTBIEELE,
XA TFEERLT fsck 3t X K20 BIE/FEXK BHIER FREFIRE, &/ HLCEEE 1 HE
HE, LTS KR 4 P 2 Es ETE.

virsh setvepus --guest - X/ & Pl {TE4iKiE, # CPU B4,

virsh dompmsuspend - (Ef5 2/ HLEE (R G009 B IR E IR L £ EfSIE 151789 guest,

10.2.5. QIBEE F HLE R Bl 1 &7 17
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libvirt ef L5 qemu-ga #f5, LR guest BEHHI AR IIBIRIBIEANEE—K, H oW1z ZE/H.,
Red Hat Enterprise Linux 6 B HIE B EHEX RN BFEEF @2 (F%) EE5EHK. &/ HIEE
1ER 2 & i Al UG BRI L ZEHE F v fHEEFHY freeze/thaw hook BiIZ., TEFEIX RS2 i, qemu-
ga E hook fIZ& (1£ qemu-ga HHEEHEH) . freezing HBERIGHTBUE R EZATE guest EHHL
M.

RELEX AR SZTE, FRELU TR -

XERTN IR | B/ R B E W BT X, FH R R E it

W AEFFRBEXHE T —HRE

F hook BIZ&[o]

qgemu- gazes X1t RIHIE W RRIEE

BRI

XHRTEEUE

Thawing £ LIE R BINTFH 1T,

f#/H snapshot-create-as i % B/ E ML HIRIE, BXX Mo BGHIFEEFEE F 14.152.2 7
“ Ty 24 Firtet 0 BE1RIE,

%{;

HEF I HEEFHI hook B algEF Z 4 SELinux R F BEIEWS1T, BN HIZE
B EFEDEREFN, BaUSHEEFEA TEE. BE, HTFEEN, WFXHZEREX
1th SELinux &, Uil XHRT T mia, TEFRICH /etc/qemu-ga/fsfreeze-hook.d/ HyZc
fTH % Hi restorecon -FvvR /5, WIZRITE, Z 10.1 “QEMU Z /7 HlCEEE &R

o

ZF
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gemu-guest-agent —# RPM 815 LU FX 1 :

# 10.1. QEMU EF NCEHHEANET

x4

/etc/rc.d/init.d/gemu-ga

/etc/sysconfig/gemu-ga

/usr/bin/gemu-ga

/usr/libexec/qemu-ga/

/usr/libexec/qemu-ga/fsfreeze-hook

/usr/libexec/qemu-ga/fsfreeze-hook.d/

/usr/share/gemu-kvm/gemu-ga/

sk

QEMU EF HKEMRFSZEFEEA (Fa/feh) .

QEMU ZEFHRENEE X, R NEH
/etc/rc.d/init.d/gemu-ga Z=HIIAILEL, & EILF
£ X, HEE shell HAER,

QEMU & HLACER Z 3l 245
hook BIABIAR B %,
* hook HIA X ERFEEN,

B, HETN AR hook MIAMBE R, BFHLR
LB GINF hook IAFEIEHIBILLE %, AEREI]
FIERXHENA, ARELLBERLIZT
restorecon -FvvR.

TATRBEANBES (fim, XAT) . tiEasH
BIARIAT,

F hook BIZ /usr/libexec/qemu-ga/fsfreeze-hook RiC-REEGHIHE, LURNAEFREHAR
GRS, LU TFAEXHES - var/log/qemu-ga/fsfreeze-hook.log, BXEZEHE, S
] wiki.qemu.org B¢ libvirt.org B9 gemu-guest-agent wiki 1 .

10.3. 7£ WINDOWS EHZE ¥l H:51T QEMU &/ $LCEE

Red Hat Enterprise Linux Z#I#1&5 o LUBI TEE B2 1T QEMU &/ #LCEE R Windows & /4l
X B, ©E3%#F51T Red Hat Enterprise Linux 6.5 R Bk A#IEH, HAELLTF Windows &/ 411

ERTPZESESF -

Windows XP Service Pack 3 (73%#3VSS)

Windows Server 2003 R2 - x86 7] AMD64 (F3%#fVSS)
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Windows Server 2008

Windows Server 2008 R2

Windows 7 - x86 1 AMD64

Windows Server 2012

Windows Server 2012 R2

Windows 8 - x86 #1 AMD64

Windows 8.1 - x86 71 AMD64

%{;

Windows & ¥l HlmZE QEMU &/ HICEEL A BT Windows, gemu-guest-
agent-win, X/F#f Red Hat Enterprise Linux _Eiz7789 Windows &/ §lEW
#l, VSS(Volume Shadow Copy Service)ZFEUCHE, HXEZELE, L
http://msdn.microsoft.com/en-
us/library/windows/desktop/bb968832%28v=vs.85%29.aspx.

I 10.2. Z£ Windows & iz ACiE QEMU & HlCEE

£ X%/7£ Red Hat Enterprise Linux E#l#lz4:27789 Windows &/ '#l, 151ZIRELU T2 BEE,

1. J##5 Red Hat Enterprise Linux E##H15

#HLRTE Red Hat Enterprise Linux ZHIWEEY &5 FLETUTFHHE -

virtio-win, {z3F /usr/share/virtio-win/

Z7F Windows & FinH E#I X s1EEfF, EEAL Finw 7 qxl WeifEFER *iso X1 :
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I # mkisofs -o /var/lib/libvirt/images/virtiowin.iso /ust/share/virtio-win/drivers

2. A Windows Z /4l
¥ *.iso H#E Windows guest LIEFTIN)FESF, TEE/HHZE virtio-serial
driver, /55 guest, ZEFFIIFESF .iso XHEEEER guest (% hdbBIwAL) :

I # virsh attach-disk guest /var/lib/libvirt/images/virtiowin.iso hdb

Z(&/H Windows Control Panel Kk ZZW)EESF, 15TMEILl FFRHA :

EZ % virtio-win X 5)F2/F - Select Hardware and Sound > Device manager >
virtio-serial driver,

3. &E# Windows & /4l XML Ei&E ¥

Windows & /#1892 /8l XML X #{ii F Red Hat Enterprise Linux Z#%F, EHIX X
B9 R, #%5ZE Windows EHEFHLE#. TEEHHLEELEEE # virsh list a7 5, JIHE
BRI E . TEZBIH, guest HIE#ZE win7x86,

&/H # virsh edit win7x86 @57 XML X R FoEHRFFX, 515, BEEF
BTV B EMHE—HY, ZAIy win7x86.agent :

& 10.2. 4% Windows Z /'8 XML LIFCiE QEMU & F §L{CHE

<channel type="unix’>
<source mode='bind' path="/var/lib/libvirt/gemu/win7x86.agent’/>
<target type="virtio' name='org.qemu.quest_agent.0/>
<address type='virtio-serial' controller='0' bus='0"' port="17/>
</channel>
<channel type='spicevmc’>
<target type="virtio' name='com.redhat.spice.0/>
<address type='virtio-serial' controller='0' bus='0"' port="2"7/>
</channel>

4. #/F Windows &4l

/5 Windows EF LU HEH :

I # virsh reboot win7x86
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5. # Windows & Fim €4 QEMU &/ HlfCEE
£ Windows &/ im a2 HICEE -

a. LERHHY virtio-win FHEE
1£ Red Hat Enterprise Linux ZH Y &Lt 51T T s, LUBEHZEZLRH
Xtt, HER, THEHEZTH) XHATESREHIIBIX e £/H0E, BN RFTHE TR,
# rom -qalgrep virtio-win
virtio-win-1.6.8-5.el6.noarch
# rpm -iv virtio-win-1.6.8-5.el6.noarch
b. Bl ZEETH
7£ virtio-win FH Bk LG, K& /usr/share/virtio-win/guest-agent/ X%,
HFEF gemu-ga-x64.msi BIX 26 gemu-ga-x86.msi, I FATZ :
# Is -1 /usr/share/virtio-win/guest-agent/
total 1544
-rw-r--r--. 1 root root 856064 Oct 23 04:58 qgemu-ga-x64.msi

-rw-r--r--. 1 root root 724992 QOct 23 04:58 qemu-ga-x86.msi

c. L& .msi XH#

M Windows &F#l (414, win7x86) it Xiti X1HFZ# qemu-ga-x64.msi 2t
gemu-ga-x86.msi, L5, EfF{E System Manager #189 Windows guest #1277
qgemu-ga fR%, M EFEZS ol FiF IR F5B9KES

10.3.1. 7£ Windows Guests _L{&/H7#H QEMU &/ HLCEER] libvirt 65

QEMU ZF HCEE AT Windows &/ HlHEHELLTF virsh g8% -

virsh shutdown --mode=agent - it X754 virsh shutdown --mode=acpi & 77 ] 3,
B5 QEMU & F #lCEE—E&HHY virsh shutdown {RiF BT fRUFLITFI# KA XHE EE Sl
WRRENLE, libvirt FEMPITA ACPI X[FFEH, HELEFNLBELZEN, BUETEX
‘w:;

Bl f[HF virsh reboot BIfE[EZE,
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virsh snapshot-create --quiesce - 721F guest 7FLERIEZ FifFH 1/0 BIFTBIEELE,
XA TFEERLT fsck 3t X250 BIE/FEXK BHIER FREFIRE, &/ HLCEEE 1 HE
HE, SEHE KR 4 P2 Fs ETE.

virsh dompmsuspend - EfH %/ HLEE (R Gi 0B IR ER R L £ EfSIE 151789 guest,

10.4. fE1 5 B E L i iE R

BMUEFERITIERL RS, 5T IE5B IS4 -device usb-redir, filter /& 17T IEAIA %
BIZFE, HNEgHESH -

I <class>:<vendor>:<product>:<version>.:<allow>

EfH -1 [HIEECHEZHFEFRIGEME, EaTLIY | FAfER MR, HERI—ma{THEERZ 1N, &
FE, WRKAEREVEEIL EGAN, TR TFEER,

21 10.1. & Windows Z /" §lE U HLIR#IE E5

1.
A Windows 7 &/ Bl 1.

7£ guest EHLET XML AT ISR -

<redirdev bus='usb’ type='spicevmc'>
<alias name="redir0’/>
<address type="usb' bus="'0' port="37>
</redirdev>

<redirfilter>
<usbdev class='0x08' vendor='0x1234' product="0xBEEF' version="2.0' allow="yes/>

<usbdev class="-1'vendor="-1' product="-1' version="-1" allow="no’/>
</redirfilter>

JENE il H N KB E K -
I # ps -ef | grep $guest_name

-device usb-redir,chardev=charredir0,id=redir0,/
filter=0x08:0x1234:0xBEEF:0x0200:1/-1:-1:-1:-1:0,bus=usb.0,port=3
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1% USB K 1A ZHEE B, FHEMA virt-viewer FHHEEIE F HlEH Hlo

R R E A USB a7, XFFEMLUTFE/AE - "Some USB 137 2L WL
1E", BETEELIAHIL HHLE,

L IER R,

IR iE A IE#EIX T USB i ar ARl i, Ale P a5091% XML 7T
LIT&EH, LA USB EiEM,

<redirfilter>
<usbdev class='0x08' vendor='0x0951' product="0x1625" version="2.0" allow="yes/>
<usbdev allow="no’/>
</redirfilter>

B 5 quest M, IS virt-viewer (F#F) quest E##l. USB X &EHHEASF
REBERIEE i o

10.5. BRI MEE NIC BIEHYEEHL 25 Sk /97T

KRBT HHTIFE HLEMBLET vNIC M— T BGHFBE 77— 1TPbF, il guest MBI T i/ Bl
RHBIIER FiE1T

(AT T BIPCIE A5 55 I ke TR -

<interface type='bridge’>
<mac address="'52:54:00:4a:c9:5e"/>
<source bridge="virbr07/>
<model type='virtio/>

</interface>

HIECIFEF A XML X -

# cat br1.xml

<interface type='bridge’>
<mac address="'52:54:00:4a:¢9:5e/>
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<source bridge="virbr17/>
<model type='virtio/>
</interface>

JEi5) guest EH B, #iA guest EHBLEIPIZSTNEE, HIKE guest BEHHLET vnetX &

BT I

# brctl show

bridge name  bridge id STP enabled interfaces
virbrO 8000.5254007da9f2  yes virbr0-nic
vnet0

virbr1 8000.525400682996  yes virbr1-nic

FHELUFew, AFEOSHEHN guest BEMHLIFY -

# virsh update-device test1 br1.xml

Device updated successfully

7£ guest EHHI L, 51T service network restart, &/ HLEH BT virbr1 BIFT IP 1

4, & guest EHHIH vnet0 Z ZELEBIFTIILF(virbri)

# brctl show

bridge name  bridge id STP enabled  interfaces

virbrO 8000.5254007da9f2  yes virbr0-nic

virbr1 8000.525400682996  yes virbri-nic  vnet0



B NE Ffl

#1112 R

EENY TR FHBHIEEF A IR, FIEBRIESRIE SN T E 2,

11.1. &t

FhEH B libvirt EEERICH. BRI A, FFRIEFLEVIESRF, it LUEXH
B, tBaTLUET AR E, FiGEEEE A RENFENE (BEETHFFEERR) HEFIENIE
., I FEEEE QR &R AR D BIFES, B a2 BRI HLE . TErAR9iF
BB, FENLEFEEEH T, BREEEE—NEN TR, HAEHNTNEERE : gemu-kvm
RIFHIR AL, LIRFEVYEEYZ LRI AN, FhE T EE T VY #5 LG K, RAKXN
aF -

virtio-blk = 2763 F 772t 8 Exabytes ({&f5/E15X #atmt#T)

Ext4 = ~ 16 TB ({&/H 4 KB HtA)h)

XFS = ~8 Exabytes

A IFEAXBIEEA I, qecow2 RIEHXHRTLRRE HCH T EERTT BY, &4
BRI B & ARy M iR AKX N i/Z#

libvirt A2 F E-REGE 1558 /var/lib/libvirtimages/ B-RIE/ B U #7178, ATLUHFECUFF 12800 55
— PNt

K - K B N Z Y iR 5. KB HEBENT - KIBER, E#
Kz, WELS XA LVM B4, SLEFBFEELEREER, i iEmEE
FHLER . HFEBFEGEE MBI ENPERS %, CSITERFL. WD EFEE
B, TEEIBHAAXEENERI. KRBT EATIFZL7HEE, HAXBEFEETX
FFELR TR,

P%s (RE) it - BB BIEE AR PGB B R Z R Ao &/ virt-
manager ZEEVEEHLZ [FT BRI FZRA fhE, (BIEE virsh ST E e, %
B IZE ] libvirt B2, PISIFIE I B85 :
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B FHFE889 LUN

iSCSI

NFS

GFS2

SCSI RDMA 1iX(SCSI RCP), InfiniBand #1 10GbE iWARP ;& f0#5 d{# fH B 55 Hi b

X

T OIS MEFTZ BEE Y, B ETIRERTEXTF.

11.2. &

B R S N IEE, FIEBEWESK. LVM ZHE, BEFXAIMAEGHRLUE libvirt 2 E8
BT F R HR, TCE/=E (T4, BRI IE R & RER & HLEH.

5IH#

BL5IBREE, FdLUEB=MG% :

BRIGHBRIE
BELLE L ERFIER, LUK EFTBIIFIZEIIrH, # virsh 85179, #= 7 --pool

storage_pool volume_name,

44, £ guest_images ;£ firstimage H9#,

# virsh vol-info --pool guest _images firstimage
Name: firstimage

Type: block

Capacity: 20.00 GB
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Allocation: 20.00 GB

virsh #

LYY R G 189 5T S F
B AEAX ARG PH T EEERSIFE, EELLEN, TEEIS B,

A, &7 secondimage.img B9, XfEHHEEHZRZEY /images/secondimage.img Al
W, ZEHRELFEY images/secondimage.img.

# virsh vol-info /images/secondimage.img
Name: secondimage.img

Type: file

Capacity: 20.00 GB

Allocation:  136.00 kB

ME—EZ ]

BB RIEEWIERTH OB, FFLERME—FNRAHIRAEE, W—InRRE B#, ILE
B 70915 20 B AT 8 FE B9 77 11T 570

SRFLAGERE (1 LVM) —RIEEER], #BEFIaaERRBU TH -
I Cc3pKz4-qPVc-Xf7M-7WNM-WJc8-qSiz-mtvpGn

SR FXMHHI G, #EBP BT B ENEIA,
I /images/secondimage.img

o4, #4&7% Wivnf7-ad4a3-Tlje-lJDa-9eak-PZBv-LoZuUr:

# virsh vol-info Wivnf7-a4a3-Tlje-lJDa-9eak-PZBv-LoZuUr
Name: firstimage

Type: block

Capacity: 20.00 GB

Allocation:  20.00 GB

virsh fEREBEER. BEEXE BTN TEENE S -
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vol-name

LIEHBEEERBEGIN, REIEE,

# virsh vol-name /dev/guest _images/firstimage
firstimage
# virsh vol-name Wivnf7-a4a3-Tlje-lJDa-9eak-PZBv-LoZuUr

vol-path

LIERBE IR B F T RIB AR, EOBEE,

# virsh vol-path Wivnf7-a4a3-Tlje-lJDa-9eak-PZBv-LoZuUr
/dev/guest_images/firstimage

# virsh vol-path --pool guest _images firstimage
/dev/guest_images/firstimage

vol-key @5

IR BB E R IEBIR T RIB LR, &OEET,

# virsh vol-key /dev/guest_images/firstimage
Wivnf7-a4a3-Tlje-lJDa-9eak-PZBv-LoZuUr

# virsh vol-key --pool guest_images firstimage
Wivnf7-a4a3-Tlje-lJDa-9eak-PZBv-LoZuUr
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# 12 F 75t

AELS BN RLEBNFEBITIEE, Fiite EERARENFEFNE (BEESHFFEER) H#
B, FIEtEEAFFEER R EERANDFIGFHE, BIIEYRE a4 2B & HLEM

MO

#l 12.1. NFS zhé:t

B2 17 55 NFS fRZ #7097 1 EFE I3 OV T R Z K7 155 WL B B98I, R EEE R IHEENY
BB Bl _EE X B A HEFEME BBt (nfs.example.com:/path/to/share should mounted on
/vm_data), 25t/ 500], libvirt fFREZHEFEEE RSB, AERRAEEGERHAT
nfs.example.com:/path/to/share /vmdata —f#, R LEE 555, libvirt TR NFS #=
HEF libvirt /551§ ERE R,

BJE5NE, NFS REBIXHRBREHE, Al libvirt APl ZiF iFB9E5E, 2EaiFE6
BEEHEEFHLENY XML EXXHIEES, ZX A T & HLER IR Rt R
NFS if, {&HH libvirt APl BIAFREES aT LUTE B 1 I B RIWER S (NFS HErEgXHE) FA ) BIRE

(REFIRAFIHEE) . HHFEBEEBZFOIBANGE, EXFIERT, FPILEFEE5E
fF, Hi NFS RZ, HEZRFFREXHAZTHIHE, RELHUEMIL., #1575 ZE man virsh,

.

%{;

IEMBIRIEE P HLEM YT 5 BB RIS, BHIED) libvirt 848 7T —f A=, FHERIF
EBIEFE T MY EESE, BHFLEE R EENELEE CHIFERIEFLEN, THE
XA B A] iE 51T, ETERBETRTLE, RIEERGAMER guest 1L
FFIFHI AT A B CEXBIERI TR (G140, #F NFS HE5mMEIZHHEE T EHHT
fstab #1) , LUEH/EZINHEHRE,

g

A=
=]

EEFHI_L OB, 5B ET M FEFET, Red Hat Enterprise
Linux EHIEZE£I5F R ENMFHBENIES, B :
https://access.redhat.com/site/documentation/

12.1. B FmA 95 158

m
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KT R E YL YL O BER Tt 2 77 i 7o

R

A=
=]

I

PR Z R 5 IR X M 7 b ik a7 I S AR (A14 : /dev/sdb) , &
S (P /dev/sdb1) Bt LVM &,

HREFFRN R L A (L E W, EF Y ARERN AR X AEOI#EECH LVM

H, XATREFRENYENZZRMEX LR X2 LVM HH-FRETE,

12.1.1. & F virsh QIR Fii 719715t

XL EEFEAT virsh i 54 1% 77 QBT 7 1t

g

A=
=]

FFtt 7l % F F I i FF B TS AL HE IR Tt i 1% 7 L AP B9 T BB, A
W LILL T 2 5R TG i 5 (0 7 1% 7o

| fEdbial LOJE GPT i trss

WA SAER GUID X% (GPT)i i tr s E#TEAIC, GPT iz A TFEE BT ik a5 018
ABHK (R% 128 THKX) . GPT ZEXZKETLIFFI#E MS-DOS £ X Z & £ 894 X H#,

# parted /dev/sdb

GNU Parted 2.1

Using /dev/sdb

Welcome to GNU Parted! Type 'help’ to view a list of commands.
(parted) mklabel

New disk label type? gpt

(parted) quit

Information: You may need to update /etc/fstab.

#

12
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2. BIBFIHBEEX M
LI B S HTIX i AT B 115 B BgIGH, XML X K3,

ZX B AER U FRTBIE, HESLUTFR :

<namesguest_images_disk</name>

name S AEFEBHIE . ZKOIETGIHEEEF guest_images_disk.,

<device path="/dev/sdb'/>

A device EHH path SHIGEFIE K ETHTK w5, XTI /dev/sdb %
%0

<target> <path>/dev</path></target>

#H target FEHBIX RS path SHRETZ YN ZXAERIHHE, LM
FE UL O A5,

414 : sdb1, sdb2. sdb3, &/ /dev/, WL FrOIFTT, MXNELETLIERE T
LUEYy /dev /sdb1. /dev/sdb2. /dev/sdb3 Z#1Tii/H],

<format type="gpt’/>

format ZHIGER XZKE, X TOIEAL TR gpt 5 L£—#4H10/#89 GPT
bk 2 P KPR,

(X G i a o Fr bt ik dr G XML X,

<source>
<device path=/dev/sdb />
<format type="gpt/>

</source>

<target>
<path>/dev</path>

</target>

</pool>

‘ 81 12.2. BF RO AR ST

<pool type="disk’>
<name>guest_images_disk</name>

13
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14

3. Mm%k as

& virsh pool-define 5% #IL—4 188 XML BEX A FMEF1EHE X,

# virsh pool-define ~/qguest_images_disk.xml

Pool guest_images_disk defined from /root/guest_images_disk.xml
# virsh pool-list --all

Name State  Autostart

default active  yes
guest_images disk inactive no

4. JHENEEE

& fH virsh pool-start &5/ 5/ 7. % uF &/ virsh pool-list --all & 5/= 5,

# virsh pool-start guest_images_disk
Pool guest _images_disk started

# virsh pool-list --all

Name State  Autostart

default active  yes
guest _images disk active no

5. HABE)

LT H autostart, autostart §¥ libvirtd JRZEBCIE HTEMRS IS 500 IS S 5T,

# virsh pool-autostart guest _images_disk

Pool guest _images_disk marked as autostarted
# virsh pool-list --all

Name State  Autostart

default active  yes
guest _images disk active yes

6. WUFFHBACIE

B E & BIEHLIEE, REFKXNEEIEMR, HURKERE EHEETT,

# virsh pool-info guest_images_disk

Name: guest_images_disk
UUID: 551a67c8-5f2a-012¢c-3844-df29b167431¢c
State: running

Capacity: 465.76 GB
Allocation:  0.00
Available:  465.76 GB
#Is -la /dev/sdb
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brw-rw----. 1 root disk 8, 16 May 30 14.:08 /dev/sdb
# virsh vol-list guest_images_disk
Name Path

7. Bl : AERIGE BDE XA
HRTFE, FEWERIGH 71 XML BDEX A,

I # rm ~/guest_images_disk.xm/
B F it i B9t BPTE 2T fB o
12.1.2. {&f virsh R FIE

LT 55 7 7 HMHa @& virsh R 5t -

79 T BRI — IR E PG RO PS8, RAFFE LIt HFE R T A B fe]

I # virsh pool-destroy guest _images disk
MHERFF 12559 E X
I # virsh pool-undefine guest images_disk
12.2. EF 5 K9 1EH

KL ARG BRI A (BX) (7.

TELUFBIsr, EHEEEHLF 500GB 4 5)75(/dev/sdc) 3 X E—1 500GB. extd EX1ED X
(/dev/sdc1), ENEFLITFZNERZE— N5,

12.2.1. f&fF virt-manager BIZE T 5 XK 15t

XL BRI A B0 X CIEH 17
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172 12.1. f#fF virt-manager BIZE T 5 X915t
. HHFIEERE

a.

£ virt-manager FE5RE, MEBEOHEFEENYEEEH.,

HFF Edit F#, 2A5££F Connection Details

A 12.1. F#EEE

File | 2.+ | View Help
.. Connection Details

E] 2 . . R
Virtual Machine Details
Nami [Delete ~ CPU usage
¥ log Preferences

VM_RHEL
— Running

#5f; Connection Details Z7[]%49 Storage 51 F,

B 12.2. 15

File

Overview l Virtual Networks| Storage ‘ Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use
Filesystem Directory Pool Type: Filesystem Directory

Location: [NirtuaIM achines

State: 3 Active

Autostart: On Boot

Volumes @

- |Volumes v Size Format Used By
|lost+found  0.00MB dir
" |WM_2.img 8.00GB raw

VM2.img 8.00GB raw

VM _RHELimg B8.00GB raw VM_RHEL

D@ lﬂew Volume] lgelete Volumel [gpply]

2. CIgH g
a. At (% 1585)
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#% + IBH CRILBIZH) . W24 Add a New Storage Pool 6],

T IE—T & X T OIEHEF guest_images _fs, §¥ Type EH W fs:
PreFormatted Block Device,

K 12.3. B EHRIER

| Add Storage Pool Step 1 of 2
Specify a storage location to be later split into virtual machine storage.
Name: [guest_images_f5| ] Name: Name for the
. storage object.
Type: |f5: Pre-Formatted Block Device - |
| Cancel | | Forward |

b. FWFE (5 2 884

i Target Path, Format #] Source Path £z,

17



Red Hat Enterprise Linux 6 EEI{L E {5

K 12.4. L5 HBEERIER

| Add Storage Pool Step 2 of 2
Specify a storage location to be later split into virtual machine storage.
Target Path: [fguest_images | B[DWSE] Source path: The

— ' - existing device to

Format: | extd > | mount for the pool.
Source Path: [jdewsdc1| |.BI'Dﬂ5E'.|
Cancel | | Back | | Finish
BtresE

7£ Target Path FEd1, it A BRI 55090018, WIR AN E T
#£, virt-manager f¥2/ZHR.

%=

M Format SZHiitE—MER, Kar e A L,

XPTOIER extd X1FRTE, EE2AH Red Hat Enterprise Linux X%,
P77 424

#F Source Path FERRABFIA 555,

X BIER /dev/sdel %4,

B FAER, ZIEiE T " G,

3. BUEFTIFIEH

18



/LB fE, FFEt T B9 EFIZT, LX) BHFRHRE, KHIFy

458.20 GB ZE/#, #2il State FERIFH#F1Z10IR & 7 Active,

ERIFRE T, 7E Autostart FEH, #idi On Boot B4, XfFHEERLIE libvirtd RS /550

I EBREJ It i o

B 12.5. Ze 1552t iA

Eile

overview ‘ Virtual Networks| Storage |

default guest_images_fs: 458.20 GB Free/197.91 MB In Use
Filesystem Directory Pool Type: Pre-Formatted Block Device
ocation: fouestimages
State: |3 Active
Autostart: On Boot
Volumes

Volumes v | Size Format

/e

HEERIEE T #7158, *H] Connection Details 2.,

12.2.2. f#ifH virt-manager MR 1%t

MR T T AR 77 15t

Ty T 58 [ — B R o & HLE FU B DA fe] [,  ERAFAE LE 77 12510 H FE I R F HR B A o]
iR, EMPX—m, SFEEEEIFRIFFIEH, i Storage BiLIELBAIZL & X K7,

512 E =it

19
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A 12.6. =i FER

File

Qverview \ Virtual Networks ‘ Storage | Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use
Flesystern Directory Pool Type: Filesystem Directory
Location: [NirtualMachines

State: 2 Active
Autostart: On Boot

Volumes @

| Volumes v Size Format  Used By
lost+found 0.00 MB dir
VM _2.img 8.00GB raw

VM2.img 8.00GB raw

VM_RHEL.img B8.00GB raw VM_RHEL

Delete Volume

| |:|@|:| lﬂew Vc-lumel

/= Trash can Bt T 15, REEETLEIEFIEEN F 25 BILE .

12.2.3. (/7 virsh 0/BETF 5 XI5

XEBA e T virsh 65 IR F 5 XBIEFEH,

8

A=
=]

li

TE UL FFEN A DB — TMetgt (B4 - /dev/sdb) . TFR/ZxEE
M R EFHTEA VTR, (REFFULTTEFFA X (G140 /dev/sdb1) HE%

FHE,

IEE 12.2. #fF virsh QI FE AAEBIR L 5 f7 18
. BIBTFHHEX

& /H virsh pool-define-as % I — T EFTHIFHEHE L, BHHE =T ETFE X it =
1E BG4 FEHy Bttt -
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DEER

name B AR EFIZBHIEFh. KOIEHLFrHIFHE) guest_images_fs & #h.

device

HA device B path SHIEE 1K 678K a7 il R, X T aBIEH DX
/dev/sdc1,

mountpoint

BEEAE 58X AR89 mountpoint, HIFRHE#E = HRAF#4E, W virsh
BB A LIOIEEZ H R,

ZPIhEE T /guest_images HR.,

# virsh pool-define-as guest _images_fs fs - - /dev/sdc1 - "/guest_images”
Pool guest _images_fs defined

FrE I E I B2,

2. BurFt

JlH! present =1 th,

# virsh pool-list --all
Name State  Autostart

default active  yes
guest images fs  inactive no

3. OIBEES
& virsh pool-build &% S AL BIX 1R T it OB HEE .

# virsh pool-build guest _images_fs

Pool guest _images_fs built

# Is -la /guest_images

fotal 8

drwx------ . 2 root root 4096 May 31 19:38.
dr-xr-xr-x. 25 root root 4096 May 31 19:38 ..
# virsh pool-list --all

Name State  Autostart
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default active  yes
guest images fs  inactive no

4. JEBIEEREHE

& virsh pool-start X HRAHEFIHEE =, Hil B,

# virsh pool-start guest_images_fs
Pool guest _images_fs started

# virsh pool-list --all

Name State  Autostart

default active  yes
guest images fs  active no

5. HHEE5)

BUBHTF, & virsh EXBIFEET 2K EHERX libvirtd /5500 50550, /&
X—m, 1A virsh pool-autostart & /5 E 50550, HHE, #EX libvirtd j550 82 E5)
JE NI .

# virsh pool-autostart guest images_fs
Pool guest _images_fs marked as autostarted

# virsh pool-list --all
Name State  Autostart

default active  yes
guest images fs  active yes

6. LUFFFIEH

Bl et 2 & CIEHRIEE, REXNSHHIERE, HARE iafr K8, BiFXHRT
B i 27 lost+found" B R, FriEEiGikE,

# virsh pool-info guest _images_fs

Name: guest_images_fs
UUID: €7466869-e82a-a66¢-2187-dc9d6f0877d0
State: running

Persistent:  yes

Autostart:  yes

Capacity: 458.39 GB

Allocation:  197.91 MB

Available:  458.20 GB

# mount | grep /guest_images

/dev/sdc1 on /guest_images type ext4 (rw)
# Is -la /guest_images

total 24
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drwxr-xr-x. 3 root root 4096 May 31 19:47 .
ar-xr-xr-x. 25 root root 4096 May 31 19:38 ..
arwx------ . 2 root root 16384 May 31 14:18 lost+found

12.2.4. (& virsh W15t

1.
79 Tt Ia— IR M5 HLE R T, SRAFFEIE f7 it HFE IR R F P B fe]

I # virsh pool-destroy guest _images_disk

K, HREWGRFZEATERIER, AU TFRS -
I # virsh pool-delete guest_images disk

MHERFF 17559 E X
I # virsh pool-undefine guest _images_disk

12.3. EFHRIGEH5H

KN LIE S PLEN I T T Y89 H R,

BILL##rT virt-manager 3t virsh @ 51T TR OEE F HREGFEH,

12.3.1. f&i/F virt-manager B E T H-REF 15t

. BIELXMEF
a. At : IR0 H R

TEEHE T EH 0 R, X rBlfEfEY /guest virtual_images HJ
g%"
I # mkdir /guest_images

b. KEHRAAN

B BREGFEFRAAER, HRESHH root FF ArA.
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I # chown root:root /guest_images

c. WEHRIER
B HREX PR,

I # chmod 700 /guest_images
d #iFEXH
FUFREHEN, Ft B EBIE TZEEHR,
# Is -la /guest_images
fotal 8

arwx------ . 2 root root 4096 May 28 13:57 .
dr-xr-xr-x. 26 root root 4096 May 28 13:57 ..

2. BiE SELinux XL TFX
HFTERECE IE#HH SELinux L FX, F1E, HBHEHH HRFAEFZ/ILE, HE, 454
KB Fin @ AN, libvirt BAHELE TR E A H, BRELE FXRE T XA E, E

FEAtrIC R virt_image_t, Bit, H&FHLEMHXHN, GiRKFRICH virt_image_t",
Bt 5 1£ EH D EEHL 25 L1 (THIR M Rl 5 K

# semanage fcontext -a -t virt_image_t /guest _images(/.*)?'
# restorecon -R /guest_images

3. HAFFHGIZE

a.

7£ virt-manager SR E, MEBEOHREFEENDEEE.

HFF Edit F#, 2G££ Connection Details
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File [ = | view Help

Virtual Machine Details
Delete

Preferences
VM-RHEL
Running

< localhost (QEMU)

VM-RHEL
Running

= myhypervisor (QEMU)

VM-RHEL
Running

#:1; Connection Details B7[]%149 Storage AT ¥,

K 12.8. FrlEbn s

File

Overview l Virtual Networks| Storage ‘ Network Interfaces

512 E =it

~ CPU usage

default

Filesystem Directory

default: 21.36 GB Free/8.17 GB In Use

Pool Type: Filesystem Directory

Location: [NirtualMachines

State: 3 Active
Autostart: On Boot

Volumes @

- |Volumes v Size Format Used By
lost+found 0.00 MB dir
" |WM_2.img 8.00GB raw

VM2.img 8.00GB raw

WM_RHEL.img 8.00GB raw VM_RHEL

[+ @]&

iﬂew Volume] |;e.ete '\."O.I.II'|‘|E'| ‘gpp.y“

4. CIBFTEFIEH
a. FmFt (% 185)

# + BEH R . MH2HP Add a New Storage Pool 615,

NIFIEOEFE— T . X T OIS guest_images, % Type By dir:

Filesystem Directory.
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K 12.9. fFfrtEta £y

1 Add Storage Pool Step 1 of 2
Specify a storage location to be later split into virtual machine storage.
Name: [guest_images_did ] Name: Name for the
. storage object.
Type: ‘ dir: Filesystem Directory - |
| Cancel | | Forward |

b. FWFE (5 2 884

B4 Target Path FE., Il : /guest_images,

BUFAER, ZIEiE T " H G,

5. BUEFTIFIEH

EILBAE, R IIEZ B FEEAZ R, BuF X BUIriHimes, KEIHY
36.41 GB 3t/H, %l State FERRIFHT 150/ 77 Active,

RS, 7 Autostart T, #ilEd On Boot EiEHE, X BRI E libvirtd RS
Y=L/ 0k =t b
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File

Overview I Virtual Netwurks‘ Storage |

5, default
Filesystem Directory

e al

) w8 - ]
Filesystem Directory

512 E =it

guest_images_dir: 36.41 GB Free/ 12.80 GB In Use

Pool Type: Filesystem Directory
Location: /guest_images
State: |ia Active
Autostart: On Boot
Volumes

Format

Volumes v | Size

EEOE

New Volumel |;e ete Volu

ime ‘

APpIY

BRI REE T #765:th, * /] Connection Details B[,

12.3.2. f#ifH virt-manager MR 1%t

MR T T AR 7 15t

Ty T 58 [ — B R b 5 HLE T B DA fe] [,  ERAFFE LE 77 17t H FE I R F HR B A o]
iR, EMPX—m, SFEEEEIFRIFIEH, FH i Storage BiLELBAIZL & X K,
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K 12.11. fZ1E A ER

File

Qverview ‘ Virtual Networks ‘ Storage | Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use
Filesystemn Directory Pool Type: Filesystem Directory

Location: [NirtualMachines

State: 2 Active
Autostart: On Boot

Volumes @

Volumes v Size Format  Used By
lost+found 0.00 MB dir

VM _2.img 8.00GB raw

VM2.img 8.00GB raw

VM_RHEL.img 8.00 GB raw VM_RHEL

@ New Volume | | Delete Volume | | Apply

/= Trash can Bt T 15, REEETLEIEFIEEN F 25 BILE .

12.3.3. {#fF virsh QIR F H-REIFET
. BIBFIEHEX
& /fH virsh pool-define-as 5 E X FTHIFIEH, CIEE T H REGFIEEZH NE -

FIEHHE o

X P OIEREF guest_images, ZKBIFREEFHIATEH —# virsh i oI E .

T EEE R A BIX 75 HRIGEEE, WRZERTFIE, virsh fFOIZZ
E %0

PP /guest_images HR.,

# virsh pool-define-as guest_images dir - - - - "/guest_images”
Pool guest_images defined
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2. BUFZBEZIYH T frhét

WU B REE CIEMHLIEE, KESWIRED) TE5.

# virsh pool-list --all
Name State  Autostart

default active  yes
guest_images inactive no

3. BIELXMAEF

& virsh pool-build @5 % % guest_images (814, #TFArT) R T HRIGER:
Jt :

# virsh pool-build guest_images

Pool guest_images built

# Is -la /guest_images

total 8

arwx------ . 2 root root 4096 May 30 02:44 .
dr-xr-xr-x. 26 root root 4096 May 30 02:44 ..
# virsh pool-list --all

Name State  Autostart

default active  yes
guest_images  inactive no

4. JEENfEIEH
&5 virsh 4 pool-start j5 I E-REF 54, MilRTFEBEIEAFE Bl 5.

# virsh pool-start guest_images
Pool guest_images started

# virsh pool-list --all

Name State  Autostart

default active  yes
guest_images active no

5. HTHFEZNE5)
T EEREHFTFF autostart, autostart ¥ libvirtd fRZ5BCE TR SS /5 5T IS s EE it
# virsh pool-autostart guest_images

Pool guest_images marked as autostarted
# virsh pool-list --all

Name State  Autostart
default active  yes
guest_images active  yes
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6. WUFFHBACIE
BB E CIEHLE, AXNDABIEHKE, HAMRENET K WRFELHALL

#ipinl, AHEEFPENILREETT, BHRIF KX RED yes., WRE#HZLZBIERS/E5I E
BEs), EHERFF Autostart 1R& 7 yes,

# virsh pool-info guest_images

Name: guest_images
UUID: 779081bf-7a82-107b-2874-a19a9c51d24c
State: running

Persistent:  yes
Autostart:  yes
Capacity: 49.22 GB
Allocation: 12.80 GB
Available:  36.41 GB

# Is -la /guest_images

fotal 8

arwx------ . 2 root root 4096 May 30 02:44 .
dr-xr-xr-x. 26 root root 4096 May 30 02:44 ..
#

HfE e LU T2 T H R 5

12.3.4. {&H virsh R 15t

LT 55 7 7 M@ virsh R Et -

79 T Ia— IR M5 HLE R T,  SRAFFEIE f7 (it HFE IR e FH P B fe]

I # virsh pool-destroy guest _images_disk

N, WREWGREFEBAERE R, HEAUTRS :
I # virsh pool-delete guest_images disk

MR 125189 E X

I # virsh pool-undefine guest images_disk
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12.4. EF LVM 8915t

EKEL# T LVM BLFEFIZE.

HF LVM B9 5 T LVM BIe B R F 1,

Eﬂh

Hii, ZF LVM B LA (Tia i E,

g AX LVM Byi£18, 1528% Red Hat Enterprise Linux Storage Administration

Eﬂh

Guide,

mma;

HTF LVM B E T — 1 w2 7 X, WRE XL TR EH 7 X/ 77,
fJ‘Z frBEIEH ﬂs‘?ﬁfﬁﬁﬁo WREHENBIBIEBL(VG), AW ERI
7, BEWNETE TG LU T B A A7 FEh 1K o

12.4.1. {&fF virt-manager BIZEF LVM 8915t

HF LVM 8955 aT LUEFFFI ARG LVM £4, & 72 H S X B0 LVM 4,

. &k : g LVM BRI X
XL PRtk T A T #TiE 7d H BIB#T X F] LVM B4,
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A=
=]

g

XL M AT A 11 5 PR Al 20

a. BIBFTHEX
&5 fdisk 5 B M T1TOIBEH X, LUTFTOILIE—NMERAFIFK A /dev/sdb

LB 7 BIFT R X

# fdisk /dev/sdb
Command (m for help):

A N,

b.
HEER X p,

Command action
e extended
p primary partition (1-4)

EFETHREKS, X TTOIH, BILHA 1 FEFEE— 1K,

I Partition number (1-4): 1

d.
#% Enter Fi A 2L i 2.

I First cylinder (1-400, default 1):
EERXBIK N, TEXTTOIF, BEiL#E Enter K5 BN ikl

I Last cylinder or +size or +sizeM or +sizeK (2-400, default 400):

f.
7t KBS K,
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I Command (m for help): t

BRI S R QIR X, X T TP, FESE 1,
I Partition number (1-4): 1

2 Linux LVM ZX#iA 8e,
I Hex code (type L to list codes): 8e

FFER G A # HBH,

Command (m for help): q

I Command (m for help): w

i, BB LVM B4

{&fH vgcreate ip 5 O/ — 1 FTHI LVM B4, X r0I0/E %% guest_images_Ivm
BB,

# vgcreate guest images_Ivm /dev/sdb1
Physical volume "/dev/vdb1" successfully created
Volume group "guest _images_Ivm" successfully created

FTH9 LVM #4 guest_images_Ivm B{E T LU FEF LVM B9

2. HIFFIFGIZE

a.

{£ virt-manager FZ5REH, MEEOHLEFEEH,

HTFF Edit F#, Z5££F Connection Details
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B 12.12. (FEEEfE

File | 2.+ | View Help
Connection Details

e : -
Virtual Machine Details
Nami [Delete ~ CPU usage
¥ log Preferences
VM _RHEL
— Running

£% Storage ZTIF.

B 12.13. FhEF

File

Overview l Virtual Networks| Storage ‘ Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use
[z iz LTSy Pool Type: Filesystem Directory

Location: [NirtuaIM achines

State: 3 Active

Autostart: On Boot

Volumes @

- |Volumes v Size Format Used By
|lost+found  0.00MB dir
" |WM_2.img 8.00GB raw

VM2.img 8.00GB raw

VM _RHEL.img 8.00GB raw VM_RHEL

D@ lﬂew Volume] lgelete Volumel [gpply]

3. CIgH g
a. [H5)EF

# + BE CRILEIE) . W24 5 Add a New Storage Pool 617,

MR —1 £/, TEXHIH, ENEH guest_images_Ivm, Z/GIFEEEN
Ty BH  LVM B84, 2RE
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A 12.14. Z50 LVM Z#655th

| Add Storage Pool Step 1 of 2
Specify a storage location to be later split into virtual machine storage.
Name: [guest_images_lum ] Name: Name for the
storage object.
Type: | logical: LWVM Volume Group = |
- Cancel | . Forward .

b. Zm#FTt (8 2 584)

BE{ Target Path B, X1 7PIfEMH /guest_images,

BP{f18F Target Path f] Source Path ££, /Gt Build Pool E41E,

&/ Target Path ZEREFIIA LVM BT BHBIE T BHil#ELH
/dev/storage_pool_name.,

ZPIEHE 7 /dev/iguest_images_Ivm BIET £,

WRLE BHEEEBPEE 7 HE LVM 24, I Source Path FE2Z al 1],

XIFHH] LVM £, 7£ Source Path FERHFA & X arHiiiE, X OIEH
F¥H4 X /dev/sdc,

Build Pool £ virt-manager BYZFTHI LVM £, WREEHIEHIE
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#, WFRHELE Build Pool E4E,

ETOIEFTERD XK BHEL, HULLSHEFF Build Pool ZH#H4E,

B 12.15. =B HHRTER

| Add Storage Pool Step 2 of 2
Specify a storage location to be later split into virtual machine storage.
Target Path: [fdewguest_images_lum v | [Bl_'owsel Build: Create a logical
valume group from
Source Path: [;‘dewsdc Browse | the source device.
Build Pool: | ] |
Cancel l [ Back l [ Einish

BUFFAE B ST "G L LVM B4 7 B 77 .
c. HUAEBHIERTAE

R & — 1 EE G,

K 12.16. ZEE£E£ 48

Building a pool of this type will format the
source device. Are you sure you want to 'build’

this pool?

78" 2 "HIB SRR K A EBIFT B B O ot

4. BUEFTEEEH
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8 I L B AN e A B9 5 2 dh B, B ul R BRFEAE S, Wahld 465.76 GB &
. 7%, Bil State FRAMREFHIEFE T Active,

BERIFEHA T Autostart EUEHE, LUFRFZIZB1E libvirtd B50)5 57,

B 12.17. #i LVM Z 655 tiE e
File
_ Overview | Virtual Networks_ Storage _

26w, default guest_images_Ilvm: 465.76 GB Free/0.00 MB In Use
Filesystem Directory Pool Type: LVM Volume Group
Location: [!dewguest_images_lvm
State: |2 Active
Autostart: &1 On Boot
Volumes

Volumes v  Size Format

2 W New Volume

K/ Host Details X/ i5#&, BAEEIE5EHK,

12.4.2. {&/F virt-manager MR 712t

MR T T AR 77 15t

Ty Tt 5 — B R 2 B B B &, SRAFFELE Fridth H FE IR A i R B A ]
iR, EMPX—m, SFEEEEIFRIFIEH, FH i Storage BiLIEEBAIZL & X K7,
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Kl 12.18. fZ1E A Er

File

Qverview ‘ Virtual Networks ‘ Storage | Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use
Flesystern Directory Pool Type: Filesystem Directory
Location: [NirtualMachines

State: 2 Active
Autostart: On Boot

Volumes @

Volumes v Size Format  Used By
lost+found 0.00 MB dir

VM _2.img 8.00GB raw

VM2.img 8.00GB raw

VM_RHEL.img 8.00 GB raw VM_RHEL

@ New Volume | | Delete Volume | | Apply

/= Trash can IR T 15, RELEETLEIEFIEHBN F 25 BILE .

12.4.3. {&/H virsh G/BETF LVM 8915t

AT T virsh 5 0/ZETF LVM B9 15 ATl %, EfE/H—1 %7 guest_images_Ivm
BB, ZtFkE AP sEE(/devisde). ERE— T, FHZENRIERZET.

W 12.3. (& virsh B/ERTF LVM B4t

1.
X thEFF guest_images_Ivm,

# virsh pool-define-as guest_images_Ivm logical - - /dev/sdc libvirt_Ivm \ /dev/libvirt_Ivm
Pool guest _images_Ivm defined

RIEIEE LI, WRECERHEFENEH, EokdX—#,

# virsh pool-build guest_images_Ivm

Pool guest _images_Ivm built
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# virsh pool-start guest_images_Ilvm

Pool guest _images_Ivm started

/i vgs i mE T BHE S,

# vgs
VG #PV #LV #SN Attr VSize VFree
libvirt Ivm 1 0 0 wz--n- 465.769 465.769

&S B50)E s

# virsh pool-autostart guest _images_Ilvm
Pool guest _images_Ivm marked as autostarted

& virsh @5 FIH el FHETH,

# virsh pool-list --all
Name State  Autostart

default active  yes
guest images Ilvm  active yes

LU p 55 x TR =12 (volumel, volume2 #] volume3) ,

# virsh vol-create-as guest_images_Ivm volume1 8G
Vol volume1 created

# virsh vol-create-as guest_images_Ivm volume2 8G
Vol volumeZ2 created

# virsh vol-create-as guest_images_Ivm volume3 8G
Vol volume3 created

& virsh ip 6, FIHX TR el FE,

# virsh vol-list guest_images Ivm
Name Path

512 & ikt
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volume1 /dev/libvirt_Ivm/volume1
volume2 /dev/libvirt_Ivm/volume2
volume3 /dev/libvirt_Ivm/volume3

LUFFH s (lvscan fl] Ivs) BB XEFTOIEHIEHIEZ 5.8,

# lvscan

ACTIVE 7dev/libvirt_lvm/volume1' [8.00 GiB] inherit

ACTIVE /dev/libvirt_Ivm/volume2' [8.00 GiB] inherit

ACTIVE /dev/libvirt_Ivm/volume3' [8.00 GiB] inherit

# lvs

LV VG Attr  LSize Pool Origin Data% Move Log Copy% Convert

volume1 libvirt_Ivm -wi-a- 8.009
volume2 libvirt_Ivm -wi-a- 8.009
volume3 libvirt_Ivm -wi-a- 8.009

12.4.4. (& virsh R 15t

LT a5 7 7 3@ virsh R Et -

It [ — e B R A B L PUEAT 8, iR AF A2 I P 1t F FE I R T B AT
ﬁ 4

I # virsh pool-destroy guest _images_disk

K, HREWGRFIZEATERIER, AU TFRS -
I # virsh pool-delete guest_images disk

MHERFF 155G E X
I # virsh pool-undefine guest _images_disk

12.5. HF ISCSI B9 1E:th

K TNBEERT iSCSI 8% &5 F L7 55 - Bl o

iSCSI (HBMNZifEHRGHEO) BHTFHEGF#EREGHI%N, ISCSI #T IP ZEH SCSI 15
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BHEBEN (RS 4) -

12.5.1. BB iSCSI Btr

scsi-target-utils #1414t 7 F OB 32189 iISCSI BT E,

178 12.4. BY# iSCSI B#i
. ZRAFLHE

Z# scsi-target-utils HE & A5 4iigi

I # yum install scsi-target-utils

2. j55) tgtd BRSS

tgtd RS IEEWEEHLZS SCSI Btrn, H1&/H iSCSI thiXIEES WM, 55 tgtd AR,
F & chkconfig 55 EH /S5 IE RS X0

# service tgtd start
# chkconfig tgtd on

3. °JiE: QI LVM £
LVM #X1F iSCSI j5# R IREH. X F guest A, LVM BIEBFHIANANRIRE A,
X TFOIE RAIDS FE5Yda gy — 14 7y virtimage1 B9 LVM #i1®, HTFIEE iSCSI B9Z FHliE
ﬂ(m"
a. Y& RAID fE51

Red Hat Enterprise Linux Z8Z 158 14 7 A /B E 1+ RAID5 K5,

b. B/Z LVM #4]

& vgcreate 5= BI#E 7 virtstore B9EZH,

I # vgcreate virtstore /dev/md1

c. DIE LVM ZH#E

f&fH Ivcreate 5, 7E virtstore B HILIEEE Ty virtimage1 BIZHEL, AWKy
20GB,

I # lvcreate --size 20G -n virtimage1 virtstore
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FriZH# virtimage1 B4 % F iSCSI,
4. wlt : QBB FXHHIEER
HFXHBIFFIEE LA TR, (AT NATFE HEREMEER 1O i55), HaELEE
77 iSCSI B¥rBI&# 7 virtimage2.img B4,

a. MO E R
BIBHTHRF GGG, BHROABHIEMHHI SELinux £ FX,

I # mkdir -p /var/lib/tgtd/virtualization

b. LIBE G

BIEE#E 7y virtimage2.img., A7 10GB BIFHER,

I # dd if=/dev/zero of=/var/lib/tgtd/virtualization/virtimage2.img bs=1M seek=10000 count=0

c. AZi& SELinux XL FX

Ty FTEE R A H RECIE IEfH9 SELinux £ FX,
I # restorecon -R /var/lib/tgtd

HTFXHBGFTE virtimage2.img B4 ¥ F iSCSI,
5. B/

L /etc/tgt/targets.conf XHERZM XML XH, Rt Efr, target BHEZE iSCSI
BRIELF(IQN), IQN FEAELU TR -

I iqn.yyyy-mm.reversed domain name:optional identifier text

B :
YYYY-mm ik E B/EsIBERA (A4 : 2010-05) ;

reversed 1% ERFAIEHNYEN L (G141 IQN # £ serverl.example.com ) &
com.example.serveri ; LI&
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AR X K BEEIX K FRE, REZEN, STHEIEEE R R b e,

ZPIHE serverl.example.com _E a4 BE0IEERG B K Gk O EE iISCSI Btr (Al EtnifF
test ) . fFLUFAZFNE /etc/tgt/targets.conf X{EH,

<target iqn.2010-05.com.example.server1 :iscsirhel6guest>
backing-store /dev/virtstore/virtimage1 #LUN 1
backing-store /var/lib/tgtd/virtualization/virtimage2.img #LUN 2
write-cache off

</target>

H1R /etc/tgt/targets.conf X &S default-driver iscsi 17, LUIFFHsIERFEIZE N
iSCSI, W2 il & iSCSI,

gz

X rBINE T — LB B AR, HEvim R, BXLHZE
vilEBIE R, 15E L scsi-target-utils,

6. BT tgtd IR

F/F tgtd RS LUEBFTHAELEF XK,

I # service tgtd restart

7. iptables ACi&
1Y iptables #T /im0 3260, LI#{T iSCSI 17/,
# iptables -1 INPUT -p tcp -m tcp --dport 3260 - ACCEPT

# service iptables save
# service iptables restart

8. FUEFHTEIR

BEFEN, LR EKL), #f tgt-admin --show %,

# tgt-admin --show
Target 1:ign.2010-05.com.example.server1:iscsirhel6guest
System information:
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Driver: iscsi
State: ready
|_T nexus information:
LUN information:
LUN: 0
Type: controller
SCSIID: IET 00010000
SCSI SN: beaf10
Size: 0 MB
Online: Yes
Removable media: No
Backing store type: rdwr
Backing store path: None
LUN: 1
Type: disk
SCSIID: IET 00010001
SCSI SN: beaft1
Size: 20000 MB
Online: Yes
Removable media: No
Backing store type: rdwr
Backing store path: /dev/virtstore/virtimage 1
LUN: 2
Type: disk
SCSIID: IET 00010002
SCSI SN: beaf12
Size: 10000 MB
Online: Yes
Removable media: No
Backing store type: rdwr
Backing store path: /var/lib/tgtd/virtualization/virtimageZ2.img
Account information:
ACL information:
ALL

g

£
=]

ACL ZlZFi%iE Yy all, XA FERMPIE ERIAT A R X TN ik e, B
WA= H ik iE Y FEH 8515 ACL,

9. B¢k - WL B

WFT iISCS| 1% &5 2 & AT LUL T,

# iscsiadm --mode discovery --type sendtargets --portal serveri.example.com
127.0.0.1:3260,1 iqn.2010-05.com.example.server1:iscsirhel6guest



12 F itk
10. ATk - W % A
K nEr it 45 (iqgn.2010-05.com.example.server1:iscsirhel6guest), LUFEEZ ol LIKIITZ
K#o
# iscsiadm -d2 -m node --login
scsiadm: Max file limits 1024 1024

Logging in to [iface: default, target: ign.2010-05.com.example.serveri:iscsirhel6guest, portal:
10.0.0.1,3260]

Login to [iface: default, target: ign.2010-05.com.example.serveri:iscsirhel6éguest, portal:
10.0.0.1,3260] successful.

PE LKA

# iscsiadm -d2 -m node --logout
scsiadm: Max file limits 1024 1024

Logging out of session [sid: 2, target: ign.2010-05.com.example.serveri:iscsirhel6guest,
portal: 10.0.0.1,3260

Logout of [sid: 2, target: ign.2010-05.com.example.serveri:iscsirhel6éguest, portal:
10.0.0.1,3260] successful.

iSCSI & & Tt A LU FEAE,
12.5.2. 7£ virt-manager #71 iISCSI H#i
WLk T 7F virt-manager F10&75 4 iSCSI BBy,

1 # 12.5. 7 virt-manager #7501 iSCSI %4
. HHEBYEEN B bR

££ Connection Details Bi[J#, #T7F Storage ZtJi+F,

#T7F virt-manager,

MZE virt-manager EOHFZFFEENEE 5. Hidi Edit FH, RKGEEF

Connection Details.,
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K 12.19. [E#iFEE

File | 2.+ | View Help
.. Connection Details
e M= . .
Virtual Machine Details
Nam( pelete v | CPU usage

Preferences
VM_RHEL
- Running . —

£% Storage £TIF.

B 12.20. fHEFRH

File

Qoverview l Virtual Networks| Storage ‘ Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use

[z iz LTSy Pool Type: Filesystem Directory
Location: [NirtuaIM achines ]
State: Active

Autostart: On Boot

Volumes @

‘| Volumes ~|Size | Format | Used By
- | lost+found 0.00 MB dir
" |WM_2.img 8.00GB raw

VM2.img 8.00GB raw

VM_RHELimg 8.00 GB raw VM_RHEL

@ lﬂew Volume] lgelete Volumel [ﬁpply]

2. FmEt (31 85)

# + EH CRItiE) . rf&H8 Add a New Storage Pool [E15,
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K 12.21. 75 iscsi FF6EH EFHEA

| Add Storage Pool Step 1 of 2
Specify a storage location to be later split into virtual machine storage.
Name: [iscsirhelﬁguest ] Type: Storage device
type the pool will
Type: | iscsi: iSCSI Target - | represent.
|. Cancel | | Forward .

IEFEEETE— T ER, fF'RE"BHD) iscsi, KEHK"F—E" LIBE,

3. BmNFY (% 2 584)

BB EAE B 12.5 77 “BF iSCSI B9 Et” f] (I #2 12.4, “6J# iSCSI Btr” HEHIE
BT FEH I FER,

#A iISCSI FHIHFr, Format I EMEXILIESE, HIEFVLELHLE, T
%558 BErdbE, Bl Bk (E /dev/disk/by-path/ A fa1i% HRFMI a5, ArAEH
WEEY 5 LIRS E N Z A, LLTE.

WA iISCSI BtrfgEHE 3L IP #tt, X1 7 BIEAH hostl.example.com,

££ Source Path==EH1, %A iSCSI Btr IQN, HIRELE /# 12.4, “0I& iSCSI B
th EE F 12.5 77 “BF iISCSI s i#t", XEHE /etc/tgt/targets.conf XM
BISE., X B[ ign.2010-05.com.example.server1:iscsirhel6guest,

R IQN EHHE, LUEIA initiator B9 IQN, X 7H1EEHE iqn.2010-
05.com.example.host1:iscsirhel6,
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H77 Finish LB 7151,

B 12.22. B# iscsi #F 1t

. Add Storage Pool

Step 2 of 2
Specify a storage location to be later split into virtual machine storage.

Target Path: [fdewdiskfb}f—path | B_mwsel Host: Name of the

host sharing the
Host Name: [hnstl.example.cnm| ] storage.
Source Path: [iqn.EDID-DS.CDm.example.se
IQN: [iqn.ZDID—DS.EUm.example.hnstl:iscsirh]
Cancel | | Back | | Finish

12.5.3. f#ifH virt-manager W12t

MR T T AR 7 15t

79 T Ia— IR M5 HLE R T, SRAFFEIE f7 it HFE IR R P B9 AT
i, BRI —m, AFEEFIERIFEY, Hmidi Storage ELIEABHIZLE X Fth.
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K 12.23. fZ1E A ErR

File

Qverview ‘ Virtual Networks ‘ Storage | Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use
Flesystern Directory Pool Type: Filesystem Directory
Location: [NirtualMachines

State: 2 Active
Autostart: On Boot

Volumes @

Volumes v Size Format  Used By
lost+found 0.00 MB dir

VM _2.img 8.00GB raw

VM2.img 8.00GB raw

VM_RHEL.img 8.00 GB raw VM_RHEL

@ New Volume | | Delete Volume | | Apply

/= Trash can Bt T 15, REEETLEIEFIEEN F 25 BILE .

12.5.4. {&/H virsh BIEHEF iSCSI K7 1#th
1. & pool-define-as M5 1TE Xt

LU virsh @ 51T TREIBIHEE N, [ virsh BIBTF xR EEE 7 FEZE
LI Z M E IR B .

virsh pool-define-as 5 EHZ 1 EH, EITULITHAES -
I virsh pool-define-as name type source-host source-path source-dev source-name target
XLES LU T 5 EFE -

type

FHILE X 5 E R R iscsi, A1

name
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BAEME—HY, FHiZEFIEHIE

source-host ffl source-path

22 EHER iISCSI IQN

source-dev ff] source-name

BT iSCSI B T FEXLESH, @/ - FHAHFFRE,

Bt

EXTEEHYEEY &5 LEEE ISCSI % d Bl iE

FHEBITOIGIR T5 E—25FHERII9E T iISCSI BIfF 1,

# virsh pool-define-as --name scsirhel6guest --type iscsi |
--source-host serveri.example.com \
--source-dev ign.2010-05.com.example.serveri:iscsirhel6guest
--target /dev/disk/by-path

Pool iscsirhel6guest defined

2. BUFEEEZIYH T 17t

WU BRI REE CIEMHLIEE, HERKSRE F55,

# virsh pool-list --all
Name State  Autostart

default active  yes
iscsirhel6guest  inactive no

3. JEIFEH

XTULEET virsh @55 pool-start, pool-start j5fHRF 5, AFEHFERMEHLEH
MO

# virsh pool-start guest_images_disk
Pool guest _images_disk started

# virsh pool-list --all

Name State  Autostart
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default active  yes
iscsirheléguest  active  no

4. HHENE5)
LT H autostart, autostart §¥ libvirtd JREBCIE HTEMRS IS 500 IS S 5T,

# virsh pool-autostart iscsirhel6guest
Pool iscsirhel6guest marked as autostarted

420F iscsirhel6guest jti 2 & iXi& 7 autostart:

# virsh pool-list --all
Name State  Autostart

default active  yes
iscsirheléguest  active  yes

5. Bl FIEBEE

B IE & BIEHLIEE, REFIKXNEEIEMR, HURKERE EHEETT,

# virsh pool-info iscsirhel6guest

Name: iscsirhel6guest
UUID: afcc5367-6770-e151-bcb3-847bc36c5e28
State: running

Persistent:  unknown
Autostart:  yes
Capacity: 100.31 GB
Allocation:  0.00
Available:  100.31 GB

TELEHE 7 E T ISCSI Bt 170,

12.5.5. (& virsh R 15t

LT3 7 T HMHa @& virsh R 5t -

79 T [a— IR M5 HLER L T, RAFFEIE 7 it HFE IR e P B9 fe]

I # virsh pool-destroy guest _images disk
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W7 B9 X

I # virsh pool-undefine guest images_disk
12.6. ZF NFS B9#F1EH

W REEiC#h T 7E virt-manager H10I& A NFS HE mB9FiE .

12.6.1. {&/F virt-manager BIEEF NFS B9#71Eth
. HHEBYEEN A bR

{£ Host Details Z[]#, #T7F Storage ZtHiF,

#T7F virt-manager.

MZE virt-manager B0 FFENEEITEH, Hifi Edit 9, RIGHLEF

Connection Details.,

K 12.24. iFEElE

File [l

E

View Help
- Connection Details

X 3 " " R
Virtual Machine Details
Nami [elete ~ | CPU usage
¥ leg Preferences

VM_RHEL
— Running e e e e

#2 Storage £+,
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K 12.25. FehEFRE

File

Qoverview l Virtual Networks| Storage ‘ Network Interfaces

default default: 21.36 GB Free/8.17 GB In Use

Filesystem Directory Pool Type: Filesystem Directory

Location: [NirtuaIM achines ]
State: 3 Active

Autostart: ) On Boot

Volumes

~|Volumes v Size | Format  Used By
|lost+found  0.00MB dir
" |WM_2.img 8.00GB raw

VM2.img 8.00GB raw

VM_RHEL.img 8.00GB raw VM_RHEL

@ lﬂew Volume] lgelete Volumel [ﬂpply]

2. LIgHt (% 1585)

&+ IZH CRNt#ZH) . IR RHBE Add a New Storage Pool 55,

K 12.26. 701 NFS & BhfIE 2

| Add Storage Pool Step 1 of 2

Specify a storage location to be later split into virtual machine storage.

Name: [nfstn'al

l
Type: [netfs: Network Exported Directory | < ]

Cancel l [ Back l [ Forward

NEFEUETE—TER, RKai " T—%" LR,
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3. IEHE (8 2 35%)

BAZ KA HIEEEEE. EHEM NFS EZEEEE, fF Format Uik & NFS 3¢ auto (KL
KWER) , i ZHYEN LRI EAiEE, FEEH TR,

#IA NFS IR%5#09EME3E IP #ott, X1 a0l serveri.example.com,

A NFS B, XTI H /nfstrial,

K 12.27. B& NFS 4t

| Add Storage Pool Step 2 of 2
Specify a storage location to be later split into virtual machine storage.
Target Path: lhrarflib}Iibviruimagesmfstﬁa | B[Dwse] Source path: Path on
e — '  the host that is being
Format: | nfs z shared.

Host Name: [sewerl.example.mm l

Source Path: [fnfstn’al

Cancel | | Back | | Einish

# Finish LGB H 15T,

12.6.2. f#i/H virt-manager MR 715t

MR T T AR 7 15t

IR R — BT R & B T8,  SREFFEIE fr At H FE IR R F B fa] 7F
B, BHEIX—m, AFEEFILRFIEY, =i Storage ELTEABAIZLE X Kth.
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K 12.28. Z1EAFR
File
Overview | Virtual Networks | Storage | Network Interfaces
defaul default: 21.36 GB Free/8.17 GB In Use
Pool Type: Filesystem Directory
Location: [NirtualMachines

State: 2 Active
Autostart: On Boot

~
Volumes | 4| |

Volumes v Size Format  Used By
lost+found 0.00 MB dir
VM _2.img 8.00GB raw
VM2.img 8.00GB raw
VM_RHEL.img B8.00GB raw VM_RHEL
‘ ok ‘ ‘Q‘ |ﬂew Vc-lume|

/= Trash can R FFIZH, REEE AL F 25 B R,

12.7. GLUSTERFS #1#tt

GlusterFS 2 — &/ FUSE BIFE " X R T, SHHEE EMRIFEAE, KYM EZHHEZ
FLUM—T1 2t Z 1 GlusterFS 5 &5 FE/HEN YR, HEM GlusterFS fFIFE FRIGRIEY &
FHLE BB St 7

5Z

Red Hat Enterprise Linux 6 F35#5#F GlusterFS S # tt#2 & /H, 152, Red Hat
Enterprise Linux 6.5 &2 EHIWEZEIEX{EH GlusterFS {#/F libgfapi /&I EHHLET
FEZH,

12.8. {&fHi#H SCSI £ #HI NPIV E#:ZE#5(VHBA)

NPIV(N_Port ID Virtualization)@— T HHAK, RiFHZH— YA 88 Y5 26204
(HBA),

BRIFZTEMYMZ NYELH ZEHRBGEE, Ml T EBERIH T FT BB E, Eilt, R
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FIGEEBIIFIEREE, T B BRI,

EERER, B ENS2:E/8 (3t vHBA ) #HEHHEI LUN, &1 vHBA ZBHIE H 86
WWNN(World Wide Node Name)#] WWPN(World Wide Port Name)#5riX, ##h5H985EEH WWNN F]
WWPN (E2E,

DXEB L T BB LACE vHBA B91i8H, 1528, Red Hat Enterprise Linux 6 T2 F7rEHE
JEIETFA 1 VHBA B0 ; Boul FHE/ /S F 5 vHBA fXHI KIS,

12.8.1. BY# vHBA

117 12.6. 1) vHBA
. ZEEHFRZHHE HBA

BEHETHRITHEN HBA, 15k EEWRIHEI SCSI iXd5, LUEHFH vport ZHEERT
scsi_host,

BT TS L83 scsi_host 5l :

# virsh nodedev-list --cap scsi_host
scsi_host0
scsi_host1
scsi_host2
scsi_host3
scsi_host4

X FE1 scsi_host, Z{TLU T 5K 2 <capability type='vport_ops'> T8I # XML,
EZ 7 scsi_host £7 vport ZJEE,

I # virsh nodedev-dumpxml scsi_hostN

2. f2& HBA BIElE

& /H virsh nodedev-dumpxml HBA_device &% & & HBA 8915,

virsh nodedev-dumpxml &5 89 XML %5751 fH F /2 vHBA B9FER
<name>, <wwnn> F] <wwpn>, <max_vports> {52755 #H] vHBA BIR A E,
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# virsh nodedev-dumpxml scsi_host3
<device>
<name>scsi_host3</name>
<path>/sys/devices/pci0000:00/0000:00:04.0/0000:10:00.0/host3</path>
<parent>pci_0000_10_00_0</parent>
<capability type='scsi_host’>
<host>3</host>
<capability type="fc_host'>
<wwnn>20000000c9848140</wwnn>
<wwpn>10000000c9848140</wwpn>
<fabric_wwn>2002000573de9a81</fabric_wwn>
</capability >
<capability type="vport_ops'>
<max_vports>127</max_vports>
<vports>0</vports>
</capability >
</capability >
</device>

FEX B, <max_vports> (H.Z77F HBA BiE o] LU i1 127 TNl
O, <vports> {52724 it fARE A im 5K, XLE(EH7FLE vHBA /& & #.,

3. Y& vHBA EHIiXAE

& VHBA ZH B —1E 7 vhba_host3.xml#g XML X1,

# cat vhba_host3.xml
<device>
<parent>scsi_host3</parent>
<capability type='scsi_host’>
<capability type="fc_host'>
</capability>
</capability>
</device>

<parent> FERIEEESX P vHBA 4 X HBA 14, <device> FriBiFlafE F—#
& EHLCIEE#T vHBA 45, A3 http:/libvirt.org/formatnode.html nodedev XML #&=
HEZEE, 556,

4. {£ vHBA FE4LiZ a5 0IE— 1 %789 vHBA
Z7F vhba_host3 _E1J# vHBA, 15 /H virsh nodedev-create w4 :
I # virsh nodedev-create vhba_host3.xml

Node device scsi_host5 created from vhba_host3.xml

5. 42uF vHBA
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& fH virsh nodedev-dumpxml 54 uF#7H9 vHBA HJi¥18(scsi_host5) :

# virsh nodedev-dumpxml scsi_host5
<device>
<name>scsi_host5</name>
<path>/sys/devices/pci0000:00/0000:00:04.0/0000:10:00.0/host3/vport-3:0-
0/hostb</path>
<parent>scsi_host3</parent>
<capability type='scsi_host’>
<host>5</host>
<capability type='fc_host'>
<wwnn>5001a4a93526d0a1</wwnn>
<wwpn>5001a4ace3ee047d</wwpn>
<fabric_wwn>2002000573de9a81</fabric_wwn>
</capability >
</capability >
</device>

12.8.2. {#fH vHBA B =15t

BERTF vHBA E X libvirt F1E R vHBA A&,

HAEFIEE AR EELR :

libvirt fCI5 5T LUEH virsh o5t E# LUN BIEEEE, #

EHYLTBEREZFANEZLEEXAEE AR vHBA E/B9E 5, EMEIX—m,
HREHIHEY XML BRiE 24 41#5E vHBA LUN. libvirt LUN. libvirt 2656 HIEE#. HAET
B, 1585 & 12.8.3 77 “fFEHHAE & vHBA LUN’,

1. D& SCSI =%t
ZRE vHBA B0E, EisEiE0IZ—1 libvirt 'scsi’ #7658 XML X, %X #EF vHBA &
LT,

b33

HEMEBIE 172 12.6, “10E vHBA” 1619 vHBA E i EHE, X
VHBA £# scsi_ hostN i AE, 1£46IH#, vHBA £ 7 scsi_host5, &

f£ Red Hat Enterprise Linux 6 libvirt ZZ4Z;thH#5E % &It ;adapter
name="host5' />,
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BTy <paths [HEAEENE, W75 489 /dev/disk/by-{pathlid/uuid|label} /&, &
X <path> fll <target> FHITLEHIEZ(S/E, 155/H http:/libvirt.org/formatstorage.html,

EX T BI, 'scsi' FhEit£ 7 vhbapool_host3.xml :

<pool type="'scsi’>
<name>vhbapool_host3</name>
<uuid>e9392370-2917-565e-692b-d057f46512d6 </uuid>
<capacity unit="bytes'>0</capacity>
<allocation unit="bytes’>0</allocation>
<available unit="bytes'>0</available>
<source>
<adapter name='host57>
</source>
<target>
<path>/dev/disk/by-path</path>
<permissions>
<mode>0700</mode>
<owner>0</owner>
<group>0</group>
</permissions>
<farget>
</pool>

2. Bt

FEEXFIEH (TEX P THIH£ 7 vhbapool_host3) , iE#/H virsh pool-define &% :

# virsh pool-define vhbapool_host3.xml
Pool vhbapool_host3 defined from vhbapool_host3.xml
3. H5hit
FHLUF i /5505108 -

# virsh pool-start vhbapool _host3
Pool vhbapool host3 started

4. JFRBEZES)

w=E, EfEREEFIEFIFESIEEMYLHAEFR vHBA, KEfFi5t 555126
(T£&4dh, X/F£ 7 vhbapool host38th) :

I # virsh pool-autostart vhbapool host3
12.8.3. {7 EWHIACIE &/ vHBA LUN
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% VHBA B EtE, ¥ vHBA LUN FZEHEE R,

. Z#ATAE9 LUN

Bk, (& virsh vol-list ip5 7 vHBA _E48C5TH LUN #9312, 414] :

# virsh vol-list vhbapool_host3

Name Path
unit:0:4:0 /dev/disk/by-path/pci-0000:10:00.0-fc-0x5006016844602198-lun-0
unit:0:5:0 /dev/disk/by-path/pci-0000:10:00.0-fc-0x5006016044602198-lun-0

B89 LUN & R5YZ TR B ECE H B9 7 5,

2. TEEHHHFN vHBA LUN

B EEE YA XML F#5E, ¥ vHBA LUN FEELH -
7 lun Z2HBEH disk 3¢ <disk> K EEH, LI

<source> BRI IK AT, 1EEE, XBfEJ /dev/sdaN B, BEZEYy/
dev/disk/by-path|by-id|by-uuid|by-uuid|by-label i % E£EBIFFS#EEE, ZXHE BT 51T
virsh vol-list jtt &% #EZ,

o :

<disk type="block’ device="lun’>
<driver name='qemu’ type="raw’/>
<source dev="/dev/disk/by-path/pci-0000\:04\:00.1-fc-0x203400a0b85ad1d7-lun-07/>
<target dev="sda’ bus='scsi’/>

</disk>

12.8.4. % VHBA =15t

virsh pool-destroy % ] L% VHBA #1451 -

I # virsh pool-destroy vhbapoo! host3
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LU F e w kR vHBA

I # virsh nodedev-destroy scsi_host5

FERUFHEH vHBA B##H %, 15517 -

I # virsh nodedev-list --cap scsi_host

scsi_host5 fF R E 5 RIIZH,
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F13EF &

13.1. EE

A TEm T AT ERZ FRAG 5 oM 45, 7ELLF B4, virsh vol-create-as o #1E
guest_images_disk Fi# it 0IE— NEBAHEAXNFEES, BN TS RIEEEER, FAt=0
B=1E, WrBlprT.

# virsh vol-create-as guest_images_disk volume1 8G
Vol volume1 created

# virsh vol-create-as guest_images_disk volume2 8G
Vol volumeZ2 created

# virsh vol-create-as guest_images_disk volume3 8G
Vol volume3 created

# virsh vol-list guest_images disk

Name Path

volume1 /dev/sdb1
volume2 /dev/sdb2
volume3 /dev/sdb3

# parted -s /dev/sdb print

Model: ATA ST3500418AS (scsi)

Disk /dev/sdb: 500GB

Sector size (logical/physical): 512B/512B
Partition Table: gpt

Number Start End Size File system Name  Flags

2 17.4kB 8590MB 8590MB primary

3 8590MB 17.2GB 8590MB primary

1 21.5GB 30.1GB 8590MB primary
13.2. THE#

FEIFM G E LR BRI 5t 28D,  virsh vol-clone 242 % --pool ZH, ZEHIEHE®
BaZB80F e E#H. molRRED w4 ZELERE (volume3) B sEEAHT 195
(clone1), virsh vol-list a5 3t 715 A7 TEB9# (guest_images._disk).

# virsh vol-clone --pool guest_images_disk volume3 clone1
Vol clone1 cloned from volume3

# virsh vol-list guest_images disk
Name Path

volume1 /dev/sdb1
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volume2 /dev/sdb2
volume3 /dev/sdb3
clonel /dev/sdb4

# parted -s /dev/sdb print

Model: ATA ST3500418AS (scsi)

Disk /dev/sdb: 500GB

Sector size (logical/physical): 512B/512B
Partition Table: msdos

Number Start End Size File system Name
1 4211MB 12.8GB 8595MB primary
2 12.8GB 21.4GB 8595MB primary
3 21.4GB 30.0GB 8595MB primary
4 30.0GB 38.6GB 8595MB primary

13.3. L& U RIfF I AT

KN AEE PRI A, AT LRI B B9 1

13.3.1. 7£ B H A FX AR

B F X BIEIE R L T X R BIX A E
BB FXABIEE, FATLL TR

LR 13.1. IR FX MBI

1.

Flags

BBEE

B BIERIL I 5 ar. B

LI X AR EFHEXAE (W IMG XHE) . HEE, LUFH 1 e o#Bo/E#—1 4GB X

ft, EXHETEEE BRI -

BB TFXABIFE R E AT B, BERLLT dd @65 BIB P EX A -

I # dd if=/dev/zero of=/var/lib/libvirt/images/FileName.img bs=1M count=4096

%, CIBBGRXH, MTEADENXH. HaXoIEEEER, HaEFWi,

188 FEIE TR MR EEIE, TERIEL ™ HEEHP R,

I # dd if=/dev/zero of=/var/lib/libvirt/images/FileName.img bs=1M seek=4096 count=0

BHAEHXHFEA < disk&gt; TTHEFKCIBHNBIF 1. TEXOIH, ZXAFFHAT
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NewStorage.xml,

< disk > TTFEHA THAR, KURBHIEZ &I ET. KA ZEEF HPAaE IR
Bl —, FHEEE S WIFER L EHEHR e 5%, LUFRAIEX T virtio Heikds, BB
B— PN EFXHH e, &7 FileName.img :

<disk type="file' device="disk’>
<driver name="'qemu’ type="raw' cache="none’/>
<source file="/var/lib/libvirt/images/FileName.img/>
<target dev="vdb’/>

</disk>

R e EHBL"hd" "2 sd" " FFL, 25FriH IDE ] SCSI w2, BEXHBaLAS <
address& gt; Fir#k, HFIEETRENELL LHE, WEE virtio ks, WM iZ2Z PCl i
i, &85 & It;address > FioEal il libvirt ZEHH L2 E T —1 B PCI #51Z,

#4075 =0 CD-ROM :

<disk type="file' device="cdrom’>
<driver name='qemu’ type="raw' cache='none’/>
<source file="/var/lib/libvirt/images/FileName.img/>
<readonly/>
<target dev="hdc’/>

</disk >

G EEH) guest(Guest1).75ll NewStorage.xml H1E X B & :

I # virsh attach-device --config Guest1 ~/NewStorage.xml

-

b33

DX PEXRBUE S NEHRHEGEF SN, 7, KAMREREER
MEIFFA L, XEEAF virsh define %R EHIEC BN,

WREFHIETELTT, FHHEED BRI LE, BEIHZE ik, & --config ot
i -

I # virsh attach-device Guest1 ~/NewStorage.xml
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> -1

virsh % 1 attach-disk & 5 /5 & i HH G L F L EHREENSH,
MEZLEE XML 3Xf#, attach-disk o5 & /H5 FiELEZIH) attach-device i 7
LB, WA -

# virsh attach-disk Guest1 /var/lib/libvirt/images/FileName.img vdb --cache
none --driver gemu --subdriver raw

A, virsh attach-disk 5 th#£% --config T,

JE5) guest #l&5 (R 5EiHAE{T) -

I # virsh start Guest1
A=

LUFERFET Linux EF 8. BURIERGUUT IR 5 U BB 7117
o AXRMALT, FEZEUBRIFRIHIXH,

6. M W) IHT X

HtE, BEFHREEY /devivdb BIEL X6, WREBE, MX TP 5I#30HTHXH R
EA X, HRREEZFMEGLE, XEa BT it RS 1 i 7l 7 da 1,

HFTR AT S fdisk

# fdisk /dev/vdb
Command (m for help):

b.
HFFDEFA n,
C.
WL FAE :
Command action
e extended

p primary partition (1-4)
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HEDEHIA po

EFETFRXE, X THF, BIA 1 FEFE—THEX,
I Partition number (1-4): 1
# Enter HiA ZCA L HL
I First cylinder (1-400, default 1):
EERXBIA N, TEERBIH, #Eid#% Enter K5 PR 7
I Last cylinder or +size or +sizeM or +sizeK (2-400, default 400):
FIA t REED XEH,
I Command (m for help): t

R EIB L R P COIBBIN X, TEX T T, HESE1, ANRE—THEXE
#Z, fdisk 2EZIEFESK 1,

I Partition number (1-4): 1
7 Linux KA 83,

I Hex code (type L to list codes): 83
A w BEAEHFHBH,

I Command (m for help): w
T2 X AE AL Ty ext3 X ARG

I # mke2fs -j /dev/vdb1
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CIBEEER, HEE ln RS, £XAIF, BRI TF myfiles,

# mkdir /myfiles
# mount /dev/vdb1 /myfiles

B IR — NI B FXHBIER I fFiFiE. (28, FRIFIE guest HY
letc/fstab XHFFEX, ENMFFEFRERTERIGIHFABREE :

I /dev/vdb1 /myfiles ext3 defaults 00

13.3.2. &/ W HRINER AR 5L 7

RIEEE 7 o] LUSEFF B I R ORE 2 0 525 K I8 I & HLBI 52 1], B FR BG5S - B ES
F o

IR 13.2. LLEFHLHR I EEL % &

1.
XL it T AT PP &5 P . EiEfHTFArEER 4, 815 CD-

ROM. DVD FI¥#i% 5.

FFEE 7L i A IR I E L 8.  HIRECA T L1538, 1ECE L HHEEYLES.
AATEU TR (FZ — -

B BAME TEF BN, RO, ZXAIFHH
NewStorage.xml, LI FrOIEEEX LS, HPESENDENEFS KX /dev/sr0 BIZIH

B F i ar B tE 5w

<disk type="block’ device="disk'>
<driver name='qgemu’ type="raw' cache="none’/>
<source dev=/dev/sr0/>
<target dev="'vdc' bus='"virtio/>

</disk>

HIRE—THH 185, FFiReERET guest B, F74, ZEILUEHT virsh attach-
disk &85, A TAT :

I # virsh attach-disk Guest1 /dev/sr0 vdc
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AR, LUFZHe :
virsh attach-disk &% t2#%5% --config. --type f] --mode ZtHi, I TFA :

I # virsh attach-disk Guest1 /dev/sr0 vdc --config --type cdrom --mode readonly

[ ]
FH, --type {EiX 5 et il I #ESE --type disk.
BTE, BFHLEMHE Linux LBH—1E /devivde BIEFTfEL %5 (SKZEELE, BHEE

3.
FENRIERIAFIINE) 2t D: Hzhgs (B0 Windows) , FifE, ZalLEIRE FimEl
BLEGEIHE L M E P i R i 2, HFa B, ESL L 13.1, “FINE FXAH 77

it
o

A=
(=
SR LM EFET, Red Hat

I LTI BT, 155585
Enterprise Linux L Z L1856 2 FMFHBIFNILES, MU :

https://access.redhat.com/site/documentation/

g

EZZ
TR Z I B HLEE HES B 7 SR A B9 F AR (B4 -
/dev/sdb) . BEHENMNEREGHIENE o EEENEE, XaTFTH

YN SFRT, EESDX (G140 /dev/sdb1) 36 LVM &85 1L 41787,

13.4. WER IR 2
AT AZBUHTEEE virsh vol-delete o 5 ME FHEIFHEEFIHGREIES, TEAXHIH, BE 1, F#F
Jth/Z2 guest_images,

# virsh vol-delete --pool guest _images volume1

I Vol volume1 deleted
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%514 %= {1/ VIRSH & GUEST Efl#

% 14 & &/ VIRSH &2 GUEST &4l

virsh EHFEHE guest EHHLA] hypervisor BIip 51T T E, virsh ;51T T L7 libvirt E2 API _E
HEE, FHEH qemu-kvm SR virt-manager 7 FIREFHIECIRE, virsh o5 o E R T
FERFIAEF &R, tBaTLUEA root UiHiR. STEEIEEELIEE, virsh 525 EEMIL EEERIARIEER
bri7z

14.1. BHB S

K Tpagee BEBERI, B ENTTHFEF L,

14.1.1. Z8)

$ virsh help [command|group] help &% &5 B H T —EEEH, HERGLTBIGIH TEH
i, FIrEwm S, BI—1. SHHi—EEMAN, efFAXTrEES, BrENHXEE,

ERAFREFELT T, BFBENGLHEHX B FE LT, G :

$ virsh help pool

Storage Pool (help keyword 'pool’):
find-storage-pool-sources-as find potential storage pool sources
find-storage-pool-sources  discover potential storage pool sources

pool-autostart autostart a pool

pool-build build a pool

pool-create-as create a pool from a set of args
pool-create create a pool from an XML file
pool-define-as define a pool from a set of args
pool-define define (but don't start) a pool from an XML file
pool-delete delete a pool

pool-destroy destroy (stop) a pool

pool-dumpxml pool information in XML

pool-edit edit XML configuration for a storage pool
pool-info storage pool information

pool-list list pools

pool-name convert a pool UUID to pool name
pool-refresh refresh a pool

pool-start start a (previously defined) inactive pool
pool-undefine undefine an inactive pool

pool-uuid convert a pool name to pool UUID

S B THERIE T, TRttt Em BHIEES. I -

$ virsh help vol-path
NAME
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vol-path - returns the volume path for a given volume name or key

SYNOPSIS
vol-path <vol> [--pool <string>]

OPTIONS
[--vol] <string> volume name or key
--pool <string> pool name or uuid

14.1.2. ;BHFHBH
quit il exit @ BFFXH Kb, BV :
I $ virsh exit
I $ virsh quit
14.1.3. version

version w5 BT libvirt k%, HEZTFEXHENENES, A1 :

$ virsh version

Compiled against library: libvirt 1.1.1
Using library: libvirt 1.1.1

Using API: QEMU 1.1.1

Running hypervisor: QEMU 1.5.3

14.1.4. 2 Ex

virsh echo [--shell][--xml][arg] 77 % [O].Z 3t EIEEHIE K, VERIFENSHEBIF—NEHER . B
1T --shell T, i fFRIEEEHNTHEE, LUERESTE shell o5 HHELMH, WEMEH --xml
IR, eSS HTF XML X, B4, 5 virsh echo --shell "hello world" #7425 'hello
world’,

14.1.5. connect
FEFEEEFRIL.2 shell B XEEM], ZwwR1E -c ww1FK URI S8 B5)i517, URI 15EM
1R E L L R, &RE AR URI 2 :

Xen:/// - FHEFXH Xen ELEEES.
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QEMU :///system - L root 17 M Xt F T HFE, aTH A QEMU # KVM 1g,
Xen:///session - LI G153 FHFEEE ' —2H QEMU #1 KVM 1,
Ixc:/// - FEEFZKH Linux &5,

libvirt B9B5 http://libvirt.org/uri.html #24t 7 B b 14,

&5 A LA T BT -
I $ virsh connect {name|URI}

HH1 {name} & hypervisor B9¥lzs5# (EHE) 36 URL (virsh uri s wHI5EIH) » BEF51RE0F
#, 15[ --readonly Bl LR, WEHBX URIBIEZESE, FS04 7wk URl, HEEFMHE
URI, Jl virsh uri 8 o fFETE :

qemu.///session

I $ virsh uri

14.1.6. Br-EZXELE

LT o LIk ErEXES -
$ hostname - B EH Y L EREFRITHE

$ sysinfo - E R EBREFRIEE09 XML Z& (HRTH)

14.1.7. A NMI

$ virsh inject-nmi [domain] ¥ NMI (FalGE@cHl) 158 EALEF BlLEEW B, XTEMIRIIS HZEFK
BENEM, WTFoTkEIEAE R, ESTX T Ree :

I $ virsh inject-nmi guest-1
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14.2. &/ VIRSH K MHI EHT X &5

BAXBIMFIE R G BIFISIH S E £ 13.3.1 T “1f E/ W FMEF X7 E

I 14.1. 45 USB a7 A& i b

LUF £ LR T UM FF USB KR a7 R & i bl. &/ BEMBIE B Id Kk EFZ 1T, =L
STHCULIRIF, A LITEE i X AT STk, BRI & i EM MBI E LA

LT i 7B 72 H9 USB 147 -

# Isusb -v

idVendor Ox17ef Lenovo
idProduct 0x480f Integrated Webcam [R5U877]

LIEE—1 XML Xtt, HwEHEELHER (Bl#lusb_device.xml) , EHHELELEFH BRI
J=da ID, HIEZFH AT,

A 14.1. USB 45 XML K ER

<hostdev mode="'subsystem’ type="usb' managed="yes">
<source>
<vendor id="0x17ef/>
<product id="0x480f/>
</source>
</hostdev>

LU o Bl R A -
I # virsh attach-device rhel6 --file usb_device.xml --config

FEZ B, [rhel6] 2&E HLEMHLEIER, [usb_device.xml] ZEE_E—#F1LIBRIXHE,
WRERFEXE FRESH LR, E&F --config £T, WREFHLHEXDEIFAMY, #EH
--persistent T, HIREHLEXN Lt ER, 15 --current £, #1615 & & Virsh
man page.
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AR E 5 F kA (hot unplug), EFHITU T+ :

I # virsh detach-device rhel6 --file usb_device.xml

EX T T PBIF [rhel6] 25 HLELHLHIE R, [usb_device.xml] EHEHE_E—# Il MBI A

14.3. B O % 55

virsh attach-interface %% source @ % AL T :
--live - MIEZEZ{THII P IR 1E
--config - FXERTE FR5/F] & E
--current - $R#E 24 Firtsi X A TEIRAE
--persistent - {7 £ M F --config ZZ L1, A --live A FIETEZ1THIE,
--target - Z &/ il T HL BB FRi% A
-~ MAC - &/ EX15E /%5 # 0089 MAC 4t
--script - &/ EFIEEMA X U EEIYTRIEEEE, TR AL,
--model - T ERELE,
--inbound - FEF/FELIFIA U5 i, BIHEEZHIE Yy . peak Fl burst,

--outbound - #EFIFELIRG L 457 7, AI#EZHIE Y . peak f] burst,
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EHOTLIE W% (BN EE) , Bt BIHTF 1585 EK a7 69F7. source EiZ KA. ZEG
FEHERG KA, 15 virsh detach-device,

14.4. B CDROM BN ST

#¥ CDROM 7 jiick Yy R iR b5 =0

I # change-media domain path source --eject --insert --update --current --live --config --force

--path - 85 5TELRERE st 1% 7 BirdIF1FE

--source - BZ T TEHIF 1 E

--eject - Eject the media

--insert - Insert the media

--update - EH G

--current - BJLUE --live ] --config, EHRARTF B HLL 1 5 EEFHIEH
--live - BE{THIBGLIACIE

--config - EXIFAKE, £ TF—R5I-FHIEFHR

--force - 7 HIRIK BX

14.5. t4ap 5

AZHpTHFE—THE, THIENEEEFIEENE, HalLiEEidaEH0,1.2...), —7TE5%
st522 UUID,
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14.5.1. fFE0E W IE5 | Fh B 505 5)

$ virsh autostart [--disable] 15 f57£/5 50 B 5)/e /15 ERIE, #/H --disable 271 6] 2/ EH 5l
Z?ﬁo

I # virsh autostart rhel6
FE_LEBIF, rhel6 & HLEMHLIFIEE M EEYL S| FH B 505 5)
I # virsh autostart rhel6 --disable

£ LEBITHIF, E5IE5IDEEREERE, EEHMENSI-FH guest EMHLIFT 5 E50)E 50,

14.5.2. 7 guest g #l:¥#% Serial Console

$ virsh console <domain> [--devname <string>] [--force] [--safe] & i EHEZ F HLE M HLBEE
fTHE#IE, Bt --devname <string> Z#E15 7 & WlLEH B ER & HEHE. FITKFHITIKEHT
KENE, WREEBILEH, NAITH IS, force ETifF mHliEHE T, HESHHFE—LE
FAnT, fFBiAFEfE, (& --safe SHfFR A& in b e & S 15 L2 1EHIE A2,

I $ virsh console virtual_machine --safe
14.5.3. f&i/H XML € X 15

FEX <FILE > o5 M XML XHE X i, tEXFIERT, HEXEIMEXE), WREESHESTT, W
BSFTE TR 500, 3K,

14.5.4. Ji 117 1897 2 #7830

LUF e 5 F T2 stk ag it flindi, (EFREE -

# virsh desc [domain-name] [[--live] [--config] | [--current]] [--title] [--edit] [--new-desc New description
or title message]

XEFEHFFR, RFEFEEXEAEIELUES iR, EEERT, haiZiRe RE
libvirt 5 #5518,

options --live 2t --config ZEFE ML ip 522 A LU FIHIEN AKX E X, HWRIEE T --live #I -
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config, JWREESME --config 2T, HHZEm w R BGfE K FTHIACIE X8, %K iEN T
BAIFAEE RKE, current EIfHER KNS FIREIE, HAFTBEHAM, HWRKIEE --live #I -
-config, M --current EHifF & --current, edit ZEHEE £ E 25 Firfa b sk 1788 B9 55 H #5 b 1T 7T,
RIEBREHINE, [ --title ZEIFHEREHBHIINIFER, 1S5RS, N, HWRmwHR
A& --edit fll --new-desc, W{KE g H LA EH,

o140, LUF e+ alfF guest B HIBIEEIM testvm By TestVM-4F, FH{Fh@&X Y guest B
YIEBPIPI R -

I $ virsh desc testvm --current --title TestVM-4F --new-desc Guest VM on fourth floor
14.5.5. [ Rk e i /8

WS B IEEE TR B GE 8, EFEERFEEIK#E# (£ virsh domblklist 5t
Wa) . EXFERT, Hikés 2H—HEnE#(<target dev="name'/>)stEX1#(< source file
='name’/>), 1R, HIFFNEULEEFIBTLUETEFNFER, EHRHERG B2 H T
I, ELEH --human 50, AT :

# virsh domblklist rhel6
Target Source

vda /VirtualMachines/rhel6.img
hdc -

# virsh domblkstat --human rhel6 vda

Device: vda
number of read operations: 174670
number of bytes read: 3219440128

number of write operations: 23897
number of bytes written: 164849664
number of flush operations: 11577

total duration of reads (ns): 1005410244506
total duration of writes (ns): 1085306686457
fotal duration of flushes (ns): 340645193294

14.5.6. B2 FMA57515.8

domnetstat [domain][interface-device] & 5225 E L5 1THIIE E 1% a7 BIMIA5 BE O 551T 15 /8,

I # domifstat rhel6 ethO
14.5.7. (£ E W IECIHIEERE KA

LU ep 5 e LUFFIEERI# CIACIE 77 up 3¢ down :
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I # domif-setlink [domain][interface-device][state]{--config}

AT ol (S5 E 115 E OIS, 173ER, WRERBEXEIIHFALE, EFEEAA -
configitTi, FigEE, HFFBEMHIRE, --persistent 2 --config B7IE, "#EORX#E"aTLIE# O
B¥r&#st MAC i,

I # domif-setlink rhel6 eth0 up
14.5.8. S E M FELIHIHERE R A

Win = A i FE G EBPIEEROMRKS. TER, WRERBEXGITHALE, EFEREMA -
configit i, gt &, HFFBEMHKEGR, --persistent &2 --config B97E. LK aTLUZ#Z O
Etr#&#hzt MAC ik,

I # domif-getlink rhel6 eth0 up
14.5.9. IKEEAZO T HEH

domiftune iXi& guest EHHIHIPIAEFELI T S8, AU THEL -

#virsh domiftune domain interface-device [[--config] [--live] | [--current]] [--inbound
average,peak,burst] [--outbound average,peak,burst]

M—FERSHE L HLE A E fIEE LK 4. --config, --live fi] --current ZHEES 5 14.19 77
“REVESH A, WRREIEER, CIFEHY0MNAREOZE, SN, EFLTFETENR
# -

<interface-device> X2 HIMEH], EffikiEst &7 5E#, interface-device aTL{
ZEOK B & f(<target dev="name’/>), thalLIZ MAC i1,

HIRREIEE —-inbound 2t --outbound, W FIFEHHERT EKiE, BN, EffKE
AsE i, 19, peak, burst -4 attach-interface &% HA94E[E, FZ0d F 14.3 77 “Hf
B A

14.5.10. K FIEEL (TR 51158

X B ABERRBIZERHITR, BN RTFEREGOER LS.
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dommemstat [domain] [--period(sec)][[--config][-live]|[--current]] 27~ iE fE:51TBIEHBIA F2 55 i 15
E. &/ --period ZLHIEZLUB I H i, FHLETIZEHAXTF 0 BIEFFAIF balloon HsiEEFRIOZ I
B9 domemstat w5 FFETBIRMEZ IS8, 5 —-period & 0, fFZ1F balloon BHEFES,
{HFL88F balloon X sIEEFHHBIZ i 8%, #FBELET KB --period LEHIHIIER T --live, --
config 2t --current ZEHF K& balloon KiEFHIMERH. WRIEE T --live ZEIR, R EIEESIT
BB FinhgE S IR B, WEMEH --config £, EFFENI T — XA guest B3], IR
i —-current T, EFENISEIRIEFHLKE

B LUEH --live f] --config #ETi, {8 --current 2 5HI, HWFEREIEELT, RITHIFHEZEFHEIHK

Ao

I #virsh domemstat rhel6 --current
14.5.11. fFEL a7 R BB iR

Zpp R IE domstate IREF 7 I/0 #5i2mmEr =1, domblkerror 1 [Z 25 E 4 FEFIR KA
BIFr B, BRETFREIEERENEE S,

I # virsh domblkerror rhel6
14.5.12. @ttt a5 A

PSR T, P 2M—a 6% #(<target dev="name’/>)stE X #¥(< source file ='name’/>),
EERFIFR, FLUAETT domblklist, X1 domblkinfo FZ 144,

I # virsh domblkinfo rhel6
14.5.13. B GRPMEKIKHIR L B

domblklist domain --inactive --details 27515 Eld KB HIR 75 2,

HIRIEE T --inactive, WZGRIFETE T RGN EEERIX A, AR BTHFRE{THIEEREREH
By ds. HIFRIEE T --details, Ni#EEHIR & HIFEBSTEZRH, WFRPE 95875 domblkinfo
£ snapshot-create —&{& /.,

I #domblklist rhel6 --details
14.5.14. BrSRE M XBHE O

iZ1T domiflist BEREME, T FHEHKEHTEENREONEL, domiflist FE 15, 7
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M E R --inactive £,

HIFIEE T --inactive, N2 RIF BT T RGN BB A, HARET2EiS{THIEIEEREHE
H9 iﬁ- %0

EEEHIFECIN MAC 95 (4] detach-interface 2t domif-setlink) FF#EZ It ip 52 957
Hi,

14.5.15. {&/H blockcommit fZtt#%

KT UHIEEH virsh blockcommit Zig /5 555, BXE&HKEZESEE, EFSH
B 14.5.18 T7 “(E /LM B Ttk A E R EFE”,

blockcommit {55 89— 1 BB BB IEE W ESFF X AR, Ml T LURFFREBIRRES, Mimsid 2
KHIEBS, Bl PRI EHFIRA -

I base — snapl — snap2 — active.

&/ blockcommit ¥ snap2 BN E# 5/ snap1, LUEZEMEESIER snap2, MR eaGH9#
go

1772 14.2. virsh blockcommit

[ ]
BT T E -

I # virsh blockcommit $dom $disk -base snap1 -top snap2 -wait -verbose

snap2 BIAEfFBE snap1 41, FH :

base MOTD snap1 InventoryService active.Snap2 THE%, LI
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£
=]

g

blockcommit fF - FT T -base LHHIF X (B T HFiF -top

HITRIXHE, BTSN ER) » BRIESFESR, H1E
FFERIELEZ TNEME I ZHIX A, -verbose LA B FHTHI

HE,

14.5.16. f#/H blockpull H{T /R4

blockpull ef LZELUF A7 FEFEF & -
B E TR a7 R AP E b AL Gl X TR XA GBS, BETEkHTF

EatEsk, WA :
before: base.img ":{ Active

after: base.img F7### guest &/, H Active &EArEHH#E,

L & G R — B85 X BT LU FH = Gk e FALIRIR, W AT -

ZHJ : base xetex sn1 xetexsn2 InventoryService active
Z G, base.img protobuf active, 1FFE, EsIHEEEFH sn1 f]l sn2 LI sn1

[o]
1 sn2 BT E#HE, ZF VA EEAE sn1 #] sn2,

FFt 7l AR BEY E W LBIFTX ARG, SR TFEE YIS {TH B )5 R XA, W FAT -

ZHI (RIEEEHE) -/ fs1/base.vm.img

after: /fs2/active.vim.qcow2 BTEZFT X R H /fs1/base.vm.img T E#HAEH,
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B B R E T BT LI BRI EE A, LB THE, MmN ETHER
BB

HmmEZ, 2 AEX - /source-host/base.vm.img After:/destination-
host/active.vm.qcow2.qcow?2 ./source-host/base.vm.img FH{&/H.,

1972 14.3. {&/H blockpull H17 R ¥56%

1.
1£:51T blockpull Gz T X 1 e 7 A RER B BB :

I # virsh snapshot-create-as $dom $name - disk-only
HIREEEMAT : base InventoryService snap1 mem snap2 active, 1517l T % :
I # virsh blockpull $dom $disk snap1

W EE 'snap1’ |Far XHM snap2 #7ikF] active, MM/ =% : base snap1 occurs
active,

STHK blockpull 5, TE6EH QIR R ATIRIRE] libvirt BREF T BHHE . REEX 1 6B
T HRIR I ERER

I # virsh snapshot-delete $dom $name - metadata

blockpull BIE b7 fHFE/F el #2240 F AT~ T -

FmFAL AN GER, HEFARE & GG I {TIEFE - # virsh blockpull example-

domain vda - wait

IEE L REER flatten 284 - # virsh blockpull example-domain vda - base
/path/to/base.img - wait

EfF A AR BB T HLBIFT XA RS - # virsh snapshot-create example-domaine -
xmilfile /path/to/new.xml - disk-only, /&R # virsh blockpull example-domain vda - wait
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FFLR TR FE G TR -

TR B E T -

# gemu-img create -f qcow2 -o backing_file=/source-host/vm.img /destination-
host/vm.qcow2

HEFEATHT -
I # virsh migrate example-domain
£ BB {ThY -
I # virsh blockpull example-domain vda - wait

14.5.17. (& blockresize FX1%FEEBIA /N

blockresize B ffF 5 {TH EHTE X BHIH K 77, AR A HIEN SR, A X v FHE—Hg
Btr&#(<target dev="name"/> )t £ (&It;source file="name"/>), ZiE1EaTjfH FiEHEFEHGE
A— gk A (T LUE @5 domblklist F/2 7525 E Ll X BHIFT AR 09T E58)

X

S EERBIT A NFISA B IR, (AT ETTRAIHE HERE, (EERTTEIE
A, virtio-blk K& BIXNEEIEH (IHNEFEZEHGIF) . (#H SCSI ikarh,
FEHip 5 FIIEE YL PM A E, /55 echo >
/sys/class/scsi_device/0:0:0:0/device/rescan, 74, {#&fH IDE Iif, TEEFFANEIZE
EEHEIZE .,

BT F@% : blockresize [domain] [path size ] :

domain 4 E & XM — B trE HstR X A

BEXNE—THHEY, WRREEL, WEIAT KB (1024 FT) , HEAE
"B IEZFFTTH,
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14.5.18. [EfFLH B Bl {ritd bz AR EEE

i

SR EEIAZ—1 Red Hat Enterprise Linux #2489 KVM fk £ T 55895065, Red
Hat Virtualization 289 KVM Mg KIS RGIZ, HIRAE) KVM ST EEBIFEE
BT EH_Li51T, FREZIFELIIEE,. FRRNIGCEKLL T BEE Z1EAE S,

S RE R ERFIE Wb A R E T A INGE R, HAEE T PsiTHFFE Bl R I HEE)
BHE&Er GR, XL TR EHNAEH registry LKEN, B HfHREERZFEH, LHHEH
RIFEFEE PSR LR guest AEBEIE 7 —E T M. LHREFHHTHF L T8, MEs
RARE I, TEMTES, WA ERIETBEEHEEEN, H2455 PIEHEETTH,

SR FIN L TN R B A -

FFE R M A ERE 5B Ry B

HFELYR, BN ATLUEBERMAE, mraEXHEE

RIFEEE LR LU E B HIZAE

BRI BIFAR BT LU F B KA E HIBTIER FTH

%1 14.1. f&/F live block copy B9zHl

FHET THAT live REIZI AL E At Do TOIE—TERERIE B T E R 5 X

(base). ENBEHNEZ (sn1 Hsn2) , ENRFHETFELAGTER,

BRI -

base sn1 xetex sn2

AT -

183



Red Hat Enterprise Linux 6 EEI{L E {5

Base - [RI5HH 71 FE 1R

sn1 - KRB KA BRI HE —TMRIR

sn2 - RFTIRIE

Active - fZIEIZ&

2 FFERREIEAED) sn2 _LRIFTEROIBERT, LiRATTF -

base sn1 xetex sn2 active

sert, ERXREBIZIEFNIFISY, HEEIKE, WERIEHRE T ZANR, R
HIRAFA B ZAREEERIF sn2 fil] active, #75 sn2 FEi SEAEIR (HHXFGRHLHE
LI R E HIRIBE G T2 HIE KX)o

X B EHATIEHIEE S, N TFETFEE, BLTaTEAIELAIRIF -

EHBEU FRHERE, REM LR,

f&/H bdrv_is_allocated () FEfE/EaEX1HaE, WREHEMERER (F
=), WREMALIEE

1R bdrv_is_allocated () ZHFaT1T, FERXKER, HIFERBESEMAPH
BAHEATHE, LIAEEEZTEFL,

HATERMIER T, FFEHEHZ FE89

B HI5ERE, active BIJE & X HHIHEEIE (similar 3{ 7 rebase)
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B RIREBERDEEHIKE, LITFamaRA#78) - blockcommit f] blockpull, #FF %5
B, FE0g F 14.5.15 77 “f&fH blockcommit /215",

14.5.19. Z - FFEEE 2789 URI

1517 virsh domdisplay & 555 — 1 URI, #/EafAF#d VNC, SPICE st RDP i£#EtR9/A
HEiBa. HWIRMEH --include-password 47, W URI #1585 SPICE #i& &5,

14.5.20. 12 FEm 5

LUF e i BB X5 ELH T A5 S

virsh domhostname domain B #5EBIIEN L, IEHREERFTLHE,

virsh dominfo 18t BB XI5 EHIIELEE,

virsh domuid domain|ID f545 E1% %56 ID ¥4 UUID,

virsh domid domain|ID f¥#5E#9tt 438 UUID ¥4t 7 ID,

virsh domjobabort 1% 74 1E 24 Gt #5 E 5 THIEW

virsh domjobinfo & BB X HEIEEHE{THIFNBIESE, BIETBITI

virsh domname 12 ID|UUID f¥7#5EH942 ID 2t UUID ¥t /g4,

virsh domstate domain 245 EBHIK . @ --reason TR BB 9K B8R
&,

virsh domcontrol 1& Z 7~ FF#E G VMM #ZORKZE, X FF2 OK 3¢ Error BILE, &
BRI B OHA BB LLEATE S I,
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4l 14.2. Ziif Rt H)
ERFAEXBIES, HaTUTes :

Time elapsed: 1603 ms
Data processed: 47.004 MiB
Data remaining: 658.633 MiB
Data total: 1.125 GiB
Memory processed: 47.004 MiB
Memory remaining: 658.633 MiB
Memory total:  1.125 GiB
Constant pages: 114382
Normal pages: 12005

Normal data:  46.895 MiB
Expected downtime: 0 ms
Compression cache: 64.000 MiB
Compressed data: 0.000 B
Compressed pages: 0
Compression cache misses: 12005

# virsh domjobinfo rhel6
Job type: Unbounded
Compression overflows: 0

14.5.21. #¥ QEMU S5y XML

virsh domxmi-from-native 24t 7 &/ libvirt 1 XML f#51E QEMU SHEFZH v & Hlisaheg
2, AEH libvirt @/, FEE, X1 ETFEHZFIMBS1TEsIBIPE gemu EH, HUEE
1TaTLUELT libvirt H{TEEE, UM E T35 R T ML TS O T . &/ virsh 3¢ virt-
manager G/Z#T guest, BXRMEL, Fmidiltil,

B EFHBLUF args XHHH9 QEMU ZF#l :

$ cat demo.args

LC ALL=C

PATH=/bin

HOME=/home/test

USER-=test

LOGNAME-=test /usr/bin/qgemu -S -M pc -m 214 -smp 1 -nographic -monitor pty -no-acpi -boot ¢ -hda
/dev/HostVG/QEMUGuest1 -net none -serial none -parallel none -usb

B M XML X, LUEEinal/ libvirt 5, 15517 -

I $ virsh domxml-from-native gemu-argv demo.args
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P RRIFLULE args XAEFH 7 gt XML XA :

<domain type="qemu’>
<uuid>00000000-0000-0000-0000-000000000000</uuid>
<memory>219136</memory>
<currentMemory>219136</currentMemory>
<vecpus>1</vepu>
<0S>
<type arch='i686" machine="pc'>hvm</type>
<boot dev="hd/>
</0s>
<clock offset="utc/>
<on_poweroff>destroy</on_poweroff>
<on_reboot>restart</on_reboot>
<on_crash>destroy</on_crash>
<devices>
<emulator>/usr/bin/qemu</emulator>
<disk type="block’ device="disk'>
<source dev="/dev/HostVG/QEMUGuest1/>
<target dev="hda' bus='ide/>
</disk>
</devices>
</domain>

14.5.22. BB IO BIFEhE XA

BNESE (K7 EEHEHRIERT) , BIBESHBOIEZEX I, UBCHTHH. X
&R F, 517 virsh dump domain corefilepath --bypass-cache --live [--crash |--reset --verbose --
memory-only dump domain core to the core to the core to the core to the cluster.SR-IOV £ & fIH
E R IF TR, U TETHEZIFHELL T

REF BIX M TR BESXHURTE . 1HLE, EFEXTET AR AR IFEIZEE,

--live FHRIFX A, BIWBIFHEELTT, WFRERHEIL T,

--crash fFEE FAERRKL, MTEEFEXHREIIFREE W EFRLE.

--reset LENINRFF-EX G, BIFEE,

--verbose B FE I BBEIHE
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--memory-only Mt —fFR I TE F HEX A B9/ 21 #7 F CPU B fi 35 fr a X o

AR, BPNIETLUERA domjobinfo 53 #E, FH Al domjobabort &5 EH,

14.5.23. GIBEMH XML 1% (BCEXHE)

& virsh fnth & - BLEHHLEG XML BEEX A -
I # virsh dumpxml {guest-id, guestname or uuid}

W57 guest BEHHIHEY XML BZE X 5 H Bt £ (stdout), HEBTLUET FFiH £ X BIX HHFAR
I, i FEE LN guest.xml BIX BB :

I # virsh dumpxml GuestID > guest.xml

MEXHEG guest.xml BTLIEFT LI E FinE Wbl GFEIY 5 14.6 77 "G E /Pl flEIEEX A
) o ERTLUGHIL XML BCIE X AHFBD E MK 7 AR E R B9 5/ Tkt 7 Bl

virsh dumpxml 5518976 :

# virsh dumpxml guesti-rhel6-64
<domain type=kvm'>
<name>guesti-rhel6-64</name>
<uuid>b8d7388a-bbf2-db3a-e962-b97cabe514bd</uuid>
<memory>2097152</memory>
<currentMemory>2097152</currentMemory>
<vepu>2</vepu>
<0Ss>
<type arch='x86_64"' machine='"rhel6.2.0'>hvm</type>
<boot dev="hd"/>
</0s>
<features>
<acpi/>
<apic/>
<pae/>
</features>
<clock offset="utc’/>
<on_poweroff>destroy</on_poweroff>
<on_reboot>restart</on_reboot>
<on_crash>restart</on_crash>
<devices>
<emulator>/usr/libexec/qemu-kvm</emulator>
<disk type="file' device='disk’>
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<driver name='qemu’ type="raw' cache='none' io="threads’/>
<source file=7home/guest-images/guest1-rhel6-64.img7/>
<target dev="vda' bus="virtio/>
<shareable/<
<address type=pci' domain='0x0000' bus="0x00' slot="0x05" function="0x0"/>
</disk>
<interface type='bridge'>
<mac address='52:54:00:b9:35:a9"/>
<source bridge='"br07/>
<model type='virtio/>
<address type=pci' domain='0x0000' bus="0x00' slot="0x03' function="0x0"/>
</interface>
<serial type=pty’>
<target port="0"/>
</serial>
<console type=pty'>
<target type="serial’ port="0"/>
</console>
<input type="tablet’ bus="usb’/>
<input type="mouse' bus=ps27/>
<graphics type='vnc' port="-1" autoport="yes’/>
<sound model='ich6'>
<address type=pci' domain='0x0000' bus="0x00' slot='0x04" function="0x0"/>
</sound>
<video>
<model type='cirrus' viam='9216" heads="'1"/>
<address type=pci' domain='0x0000' bus="0x00' slot='0x02' function="0x0"/>
</video>
<memballoon model='"virtio'>
<address type=pci' domain='0x0000' bus="0x00' slot="0x06" function="0x0"/>
</memballoon>
</devices>
</domain>

A, WIET <shareable/> tpdk, XZE LN ZRE LK E (RXEEEFAIEFRISE
) . XEHENEZZ R &P SR,

14.5.24. MECIEE X4 BB E B

BILIM XML BEEEXCHEOIEE guest M. HZERTLIM Z B BIBBRI 2 Bl Bl B #IBIAHI XML, 2k
@ dumpxml 5 (5% % 14.5.23 T “CIEEMHL XML 1% (BBEXH) 7) . #H XML X
B9 virsh B guest EZHH :

I # virsh create configuration_file.xml

14.6. it & YLER L BIACEX

BR 7 A dumpxml #ETE (GFZZE 3 14.5.23 77 “GIZENH XML #1445 (BDEXH) ) , aTLlfEEMR
VLE{TH G, BETE ENTELH e M Y. virsh edit o GIELLILTIEE, BIHI, EHHEED
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rhel6 B9 F HLE BT :
I # virsh edit rhel6

DR — PN XX G55, il XXt z52 $SEDITOR shell 2 (Eif Hvi) .

14.6.1. £ KVM EH L HZMZ ZHEE PCI X8

KT ET AT KVM &P LR L asmZ BeE PCl %4,
iZ17 virsh edit [guestname] &%, Ui guest EHHLEI XML ECEX .
LU ERYFRES 1, 7 function="0x0" ZM1%ZhEE="on ' #£H.

XAt B HLEM LR 2 IHEE PCI 4.

<disk type="file' device="disk’>

<driver name='qemu’ type="raw' cache='none’/>

<source file="/var/lib/libvirt/images/rhel62-1.img’/>

<target dev="'vda' bus='virtio/>

<address type=pci' domain='0x0000' bus="0x00' slot="0x05" function="0x0" multifunction="on’/
</disk>

X Fitr BT EER PCl %75, HHE XML BBEX 1, R85 5E— ARG
SHITERITIEES, 1 function="0x1' BIE— 1 %7,

o4 :

<disk type="file' device="disk'>

<driver name='qgemu’ type='"raw' cache="'none’/>

<source file="/var/lib/libvirt/images/rhel62-1.img/>

<target dev="'vda' bus='virtio/>

<address type='pci' domain='0x0000' bus="0x00' slot="0x05" function="0x0’
multifunction="on’/>

</disk>

<disk type="file' device='disk'>

<driver name='qemu’ type="raw' cache='none’/>

<source file="/var/lib/libvirt/images/rhel62-2.img/>
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<target dev="vdb' bus='virtio/>
<address type='pci' domain='0x0000' bus="0x00' slot="0x05" function="0x1"/>
</disk>

KVM ZFHLEM LAY Ispci it BT :

$ Ispci
00:05.0 SCSI storage controller: Red Hat, Inc Virtio block device
00:05.1 SCSI storage controller: Red Hat, Inc Virtio block device

14.6.2. fZ1FIFTE 5 1THIELUHEFE GBS

virsh managedsave domain --bypass-cache --running | --paused [ --verbose save and
destroys(stops)— T IEZEL{THIE, LUFEHELIEMERREESE, 5 virsh start o5 —[RI#EMAN, ©
AMUBREFRE5)E). WRES --bypass-cache AW —[aIfEfH, R AT LIEEX R TiE fro 1HE
B, X TNETagER g T & BIEE,

--verbose B iE I BBAIHE

TEIEEBRET, SERGIFRERBSTREFRRKE (EREFN AL FZRERE) . B2, Xa]
LGB #E A --running Wik &z, HIET ESALTF running K, (E#H --paused wETitgr 4
FEEHRA,

EWBZETERS, 17 virsh managedsave-remove @5, %+ ol F XS 2L
5/F

1HA R, &/ domjobinfo i wIli It EERFIIEE, WAILU#H domjobabort &5 HUH,

14.6.3. B #5EHH) CPU it

virsh cpu-stats domain --total start count @ Giett 7 HXI5EHH) CPU Ziif 155, BlIEXT,
EYETATE CPU LIR i B9Z5 i B, il ATHF (N E 650158

14.6.4. (RE7EF

virsh screenshot & %R 4 FilEHI G BIFEREL, HIFRFHAEXHP, A2, WREZEFIE
TMEZSFEZ IR, WA --screen HIZHFFE ID fHEEBIHRKBIGER, WREZTEHF, WAHER
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aRZBIHHTHE, B ID 5 2T FFE 1 F LB 1%

14.6.5. [HIEEHIH L X BAS

& fH virsh send-key domain --codeset --holdtime keycode w5, ZEaTLIfFFEIIE Sy (015 L%
Pt ELE,

1 15 T LEHFE, BaLlE@REX NAIHERNFSHELER. WRIEET Z1 B, thay
FFEIN % ZF guest BB, B IZREHINTFREMIL LTS, R BB keycode, WHATZ R4
Z send-key %,

I # virsh send-key rhel6 --holdtime 1000 Oxf

IR H 7—1 --holdtime, & NEEEBIFLIESF V) EfiitRf7, 1T --codesetl, ZEalLIIEEHT
£, By Linux, ARFLUFZET :

Linux - FEXPNETR FHIFSHELEHSHENH Linux B18ERZEHCE, HEETH
Linux BHAHA FHFRIEELL,

XT- XL XT B 7 122585 E X B9, TIEATSHEEL 7,

atset1 - H1E2/ AT B LHEHIZSE X B9EH, set1 (FEZE XT) . atset! By BEHHE
BES XT codeset HHGY BEIGFIE, TIEEFFES LS.

atset2 - HHEH AT B EHGEXBIE, WKiE 2, TIEARHSHESD.
atset3 - HHEH AT B EHGEXBIE, WKiE3 (PS2 #E) . TIRRAFFSHIEEL.

os_x - HEZH OS-X BHBA FRIEXH, HSHEEHSHENE OS-X BEBELERH
PR,

xt_kbd - Z1{E2H Linux KBD X7 E X H, XLEELE XT codeset HE)— N1k, (HEHE
RATFEFEHETFY BiE, T eftirsadEEm5.
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win32 - HF{HH Win32 B #IA FRIEX, HSHELHFSXNE Win32 BFEELERH
PR,

USB - HF{H:2H USB HID 509 B A E X B91H, TIEAFSHEES B,

rfb - F{EH RFB 7 BE X, HAFLEFRIEE, XLE XT codeset HHG— N, A7
BB AIEIE R MO, 2R —NFETH S, TIEERSEEL,

14.6.6. AENH LA EZNEESEH

& H virsh send-process-signal domain-ID PID signame @55 €855 (HIH signameiss))
R EBEH A TRIHEE (F1 ID 157E) H AR HAEE ID(PID)F5iA,

LIS XA X BHE S EHSFSESERH. O, LUTFm5RFF kill 554 %3 rhel6 14159 ID
187:

# virsh send-process-signal rhel6 187 kill
# virsh send-process-signal rhel6 187 9

BXOTHEE RAALHTESZE, 152054 virsh(1)#] signal(7)F T,

14.6.7. J27~ VNC JZ°89 IP #itf Hliwm 15

virsh vncdisplay fF#THI#EEHH VNC 269 IP it fliz05, WERESFTH, WRErBHIE
1,

# virsh vncdisplay rhel6
127.0.0.1:0

14.7. NUMA 77 5 &5

AT EZ NUMA TR EEFmH 0w 5.

14.7.1. BT =8

nodeinfo @ % Zx TRBIEAEE, BEEES, CPUHE., CPU RELIRYWEANGFHIAN, Fit
XfR7F virNodelnfo %514, Bé ¥k, "CPU j&E" "FERIGm &1 NUMA #5089 CPU 1&EH,
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$ virsh nodeinfo

CPU model: Xx86 64
CPU(s): 4

CPU frequency: 1199 MHz
CPU socket(s): 1

Core(s) per socket: 2
Thread(s) per core: 2

NUMA cell(s): 1

Memory size: 3715908 KiB

14.7.2. i%i& NUMA &%

virsh numatune FTLIZE bt F15EBHT NUMA 2#, el XML X{Edh, LSk ERE

<numatune> sTFEH, WRFEMZET, WK ErZE%E, numatune domain i 5% ZE—NMEER
1, FRBLUFSEI -

--mode - I 5TLLZ Vg strict, interleave 2t preferred, FRIEHELL /8 BEX/55), BNz
{TIEE live Al X E K,

--nodeset A5 H YW EHHF&17189 NUMA TI=dliZ, ZIZEBETm (17
=) FBESHIFEITm, — M5 - BT TRGERE, URBETFHERT =9 caret 4,

FLHIREER LU F =Nt — -

--config FFHE T —RIFX & F Bl L= 50 E L,

--live fFiX B IETEL{THIE S HLER BB B 15 /5,

--current &0 guest BT Bk A,

14.7.3. Z£ NUMA Cell #1222 A 792 5

virsh freecell ZE#5E89 NUMA #pra 3 mHlas LRI FRTFE, I 5 ol iRIGH ERIET, 7 if &

Y LA =FT R ETAFZE —, WRREEFET, WAL e L TR, @A --all H57
B, ERETENETPEITEAZH it Y LS AR, Eid #EAHFEHE --cellno ATTLLR
s, EffiEriEEE TRz,
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14.7.4. ‘27~ CPU %lZ

nodecpumap w527 T s BT CPU #ZE, it ENEEHEL, BRI SFitEHIHE,

$ virsh nodecpumap
CPUs present: 4
CPUs online: 1
CPU map: y

14.7.5. J27~ CPU %3

HIRIEH T CPU, nodecpustats 5 EAXIEE CPU BIZiT 158, WFRRE, EFFErTTmE
CPU K&, WRIEETEAH, EFFErE—(1)BIEEICIRIGER CPU Ziif B4,

XPNTFOIREIEE CPU :

$ virsh nodecpustats

user: 1056442260000000
system: 401675280000000
idle: 75649613380000000
iowait: 94593570000000

ABER T CPU # 2 B9Z5iT BALL -

$ virsh nodecpustats 2 --percent

usage: 2.0%
user: 1.0%
system: 1.0%
idle: 98.0%
iowait: 0.0%

BT LU EK guest B HIACIE X789 on_reboot TR IZHIE#/S5) guest B HLAIFTH.

14.7.6. HEBFHYEH

nodesuspend @ 5 EVE I EPHARISEEIERIKS, KELTF Suspend-to-RAM(s3).
Sspspend-to-Disk(s4)2t Hybrid-Suspend 7 i%i&—1* Real-Time-Clock, LITEfFZENT [H1T 2 /G MHERE T
R, --target ETIATLIZE ¥ mem. disk 2t hybrid, XLEETiHEH T EE R 1A HMEsEHA,
W& --duration 75~ E WY EEYL R 1E R B 1F L0 IHEBIT IGHRE, BRI HBNTRTE, BEIFLEN T EE
7 60 #,
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I $ virsh nodesuspend disk 60
14.7.7. REAET T RAESH

node-memory-tune [shm-pages-to-scan] [shm-sleep-milisecs] [shm-merge-across-nodes] %
ERHATFERE T RS, TEALGERE=TEH :

shm-pages-to-scan - ZEH>Z N IFIRS 3 BERRR, 1%iE Z1 11809 T E#,
shm-sleep-milisecs - K EXRZAFRFTE T — N I1ERTHKERIZRH

shm-merge-across-nodes - #§EZ£ & A LIEHF EFIE NUMA 77890 . ArFaIEZ 0
1, %ZER 0R, W—aJLIAFHBITEEFETRE— NUMA TRB9R X igd, &y 1
i, A NUMA T mB9 i BB a L&, BilKiEH 1,

14.7.8. ZEEZH TR L OB A5

virsh nodedev-create file %I EETH TR LOBIRE, AEIFRDEL guest B
B, libvirt B85 EGFLEEY T ol HFE 50, Hitm 520 EM libvirt X EBEVEL. %
X1 BE 15 <R EBIIR R 5> 89 XML,

EEZIEX A, E#H nodedev-destroy KA wH,

14.7.9. BB T R85

virsh nodedev-detach ¥ nodedev ME# 55, LUE guest i1 <hostdev> ZF L EHE, UL
fE 5T LU nodedev-reattach w5, HREHZIXSEMRF Tk, U518 nodedev-dettach,

B, TR IFRFTHTR &2 ERT ) dummy %455, fF --driver TR FEERE ERTEL
V= 2

14.7.10. FF R EHICE K&

virsh nodedev-dumpxml [device] i3 G HE5E T <X a789> XML BgEX ., XML BEBEEIFLLTF
158, Ol : KeEFh, SZHEKE. HVER M@ ID, B Kd dLIEKéE#stE WWNN |
WWPN #0689 WWN X/ ({ZBR HBA) .
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14.7.11. ZYH TTR_ LB A

virsh nodedev-list cap --tree &5 3 TR L ERIBIAT A X 45, cap FTFEEENLER T 1EFIZ%, &1
SIZXEBLIE S, HATFES --tree —EfEfH, £ --tree 25, it E T4, W TAT :

# virsh nodedev-list --tree

computer

/

+-net_lo 00 _00 00 00 00 00

+- net_macvtap0_52 54 00 12 fe 50
+- net_tun0

+- net_virbr0_nic 52 54 00 03 7d cb
+- pci_0000_00_00_
+- pci_0000_00 02
+- pci_0000_00 16_
+-pci_0000 00 19 _
[

| +-net_eth0_f0 _de f1_3a 35 4f

0
0
0
0

(this is a partial screen)
14.7.12. H T 4X EiE

nodedev-reset nodedev 55t % #5E nodedev Kk & EiE, HE/PLEMNHZEHIENYRE
B2 HEH T ik 65 2 s fThb 5. libvirt fFtR1ES B A ATTIZIRIE, (BIL& 5155 ZH 72 7F 85
EED

14.8. j55). SUSPENDING. RESUMING. SAVING #1 RESTORING &%l

DEAEHBE XS], &, %hE. REFHGEEYLENIHER,

14.8.1. J55)E X B912%

virsh start domain --console --paused --autodestroy --bypass-cache --force-boot --pass-fds @
BB BERXBTEE L, HRREEH EREFRIGFKBITS-ZEL FIHEHNRE, e s e LUEHFLL
T -

--console - 1F5/|-F M IIEEH & B2

--paused - WIRHHEFXIFESFiH, KIGHREFEFRE

197



Red Hat Enterprise Linux 6 EEI{L E {5

--autodestroy - 24 virsh K15 X6 ZFEE libvirt XHF, &/ inEMNRE %, &
B H

--bypass-cache - #1E1#4F managedsave XA, W&, WREHIFMEL, ke
B HELH, MR TR F. HEE, XRHE%RETE.

--force-boot - ZF L managedsave L HiH FHHATEHHI5IF

--pass-fds - EHESH IFHIMNETIIZ, XLETfE 5455 PlLEM Yl
14.8.2. &R H
&/H virsh E72 guest ZHH -
I # virsh suspend {domain-id, domain-name or domain-uuid}

LHEFNEHNL FEEREN, SRBHERG RAM, T ELEHETR, SE HENNHEES
Bf, FEXERMARIIS 10, X TIRIFEIZEIH, STLUER %E (5 14.8.6 77 “BEZE /" HLENHL )%
TEJG & i R

14.8.3. & IEEL1THIE

virsh dompmsuspend domain --duration --target % ¥ — PN ETE 5 1THIH ETfE, Bt o7&
BEF =R EZ— (S3. S4 HERIER) -

I # virsh dompmsuspend rhel6 --duration 100 --target mem
PR TR TEI :

--duration - RE K EXBIT I (LI 7y Ai)

--target - BTLIZE mem (suspend to RAM(S3)) #i#l (suspend to disk(S4)) , 2t E&
CEE=ER)

14.8.4. M pmsuspend State /55715
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BB IFE—1 wake-ake-up ZMEA F4F pmsuspend KEBIZEFHE, T ESHFH-FLEN H%
BRI, WREIEEETT, WEEEFRLN,

I # dompmwakeup rhel6

Win 5 FELHIE R, 2 rhel6,

14.8.5. B EE 1

# virsh undefine domain --managed-save --snapshots-metadata --storage --remove-all-storage --
wipe-storage

W ip BIFEE X B, BT A LUES{THEIESF T, (8ERFFIETES TR ST =
1T, HRETES), JEEE R,

Zop 7 Al LUREFFLUF A

--managed-save - WL T Al iR [N G BT A L E R iR, B EFMET, Ll PUHE
NiH R ER GBI F I,

--snapshots-metadata - K. ET Al LR TERTE X FES NI EEAT B RIE (AIRIEI 2T
) o AR, FAMZAIGEE X EEX M EERE TN E TN, WREFX Tk
T A et F 500G, B0 .

--storage - {E/HX NETiE B 25 5 FFH9E B 55 st e 5 5B R ) 2 5K E X B9t —
LR, ILIEIEIFIENERETRUEE X 755, 53R, XREEE T E5ETK, 53R, X
HAHFH libvirt SR,

--remove-all-storage - bt 7 HUERT BN, WA B X755

--wipe-storage - kit TR 1E BN, BABTHERHEE.

14.8.6. %k E & HLEH B

EH%E LT %2 BEERI guest EHHL -
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I # virsh resume {domain-id, domain-name or domain-uuidy}

MR FRIAIIHT, HAY B FAIGERFRESIERNISH,

14.8.7. R &/ HLEEWHL

&G virsh 51575 PLEM LIS Fik SR FEIXX A -

# virsh save {domain-name|domain-id/domain-uuid} state-file --bypass-cache --xml --running --
paused --verbose

BRI EIEERIE LEMH, HIFBERGFEXHP, XalaemE L, XENEREHl
EHEFRIATFE, ZEe LU restore (# 14.8.11 TV “BEE HLENHL Tk E & HLELHLHT
K& REEUTER, MTERER guest EMHATIRF7H] guest 4 HL.

virsh save 5 Bl &@LU AT -

--bypass-cache - FHGEHBXHRG Ly, 7 1R, FEEAXTETAERBE,ELRF
FR9ZEE,

= XML - X PETBA G XML X HE—E R, BRI ETEERER, (6o TFEAE
€ XML XXtt, LUEHBENIEPLERLEEMHE, HXER XML F15E F LI ER S E
X, OIl, EFETHEREE/ S HEATH# & RIRTZ S/ I X i £ =5

--running - B 1EtR 7R PITRIGRE, LUEE 5005 5k,
--paused- E=tRir b R HFILREGRE, UUEEL,
--verbose - SEZ R FHIHE,

B EEEM XML X% 2 guest EZHHL, N virsh restore o5 fFH T EIRIE, ZFaJ LU
domjobinfo IF#EHFE, FH1EH domjobabort f¥EHUH,

14.8.8. EFTIFHTFHEE /a9 XML X

200



%514 %= {1/ VIRSH & GUEST Efl#

virsh save-image-define file xml --running|--paused & % fF B 7£ virsh restore w585 A
FEX R XML XX, xml SEAEEZEC XML B9 XML X5, B0 XML B9E41
WEENFE I EBDHTENR, OIl, EallffFEEERGEE G CBE/ I iZag6 a8 £ B X 1
BEER, WREN ZHEBIEEL{TREFRE, WRGFHEBRICK, #H --running 3¢ --paused 57
FIEEEE IR A,

14.8.9. FE2HIt XML XX

{&fH save-image-dumpxml X --security-info & % f57£ 5| FRFHIK BN (7 virsh save 65
) EREIEE XML 3K, &/ --security-info ETITEX 85 LSS,

14.8.10. %% 1% XML Bi&E X 4

save-image-edit X ¥ --running --paused 5% 5 virsh save ip % 0/EHIBIR 7 X HHEX BT
XML ECEX .,

R, RIFHEBIIR T2 4% EF --running 3t --paused &, TREBILLETH, KEH
XHZEXGRE, BiIEH --running 3¢ --paused, #ZaJLIZE = virsh restore N {EFEIKZS.

14.8.11. kB & HlLENHL
& virsh %X 2 Fif&ff virsh save b SIRIFHIZEF BLEMHI(E 14.8.7 T/ “REE/HLENHL) :
I # virsh restore state-file

XREGREHEVEN, XoEFEE—LEN I, guest EHMHAIERH UUID fF#HRE, BR)
#7ID 5L,

virsh restore state-file &5 el &L FETT -

--bypass-cache - FHGEHBXHRG Ly, Hi51R, FEEAXTETAERBE,ELRF
FE9ZEE,

= XML - X PETBA G XML X HE—EREH, BRAX T ETEERER, (HofHTFEAE
8 XML XXtt, LUEHEBEHIEPLER LA, B XML F15E F LI EE S E
X, OIl, EFETHEREE/HEHTH# & RIRTE S/ I £ =5
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--running - B 1ER F R PITRIGRE, LUEE 5005 50k,
--paused- E= R b BRI REGRE, UUEEL,

14.9. XHE PLEMGLBIKH]. EFTE SIRIKH]

DEBRIEHRBA XK. EH5|F %5 F X5 YLEREIE S

14.9.1. XHIZEHLEH B

& virsh shutdown @5 X1 & HlLEHHL :

I # virsh shutdown {domain-id, domain-name or domain-uuid} [--mode method]

L e LIE T EK guest EHVIACIE XX BB on_shutdown S HFEHIE LT 5 guest EHBITT
7‘90

14.9.2. £ Red Hat Enterprise Linux 7 Host /7] Red Hat Enterprise Linux 6 Z/#l

&5 Minimal installation 742 Red Hat Enterprise Linux 6 Z /' HlEHMTALEE acpid HHE
&, Red Hat Enterprise Linux 7 7H&ZXNIHE, BHESH#H systemd ##E., {HE, £ Red Hat
Enterprise Linux 7 £#l_Liz7789 Red Hat Enterprise Linux 6 &/ HlLEHTILEEE,

AIERA acpid #(##E, Red Hat Enterprise Linux 6 Z /' $lEEHHEHFT virsh shutdown @541
“XHl, virsh shutdown i 5 EEZ £ XM guest .

&/ virsh shutdown EB& 5 HEZ L. UEFEH virsh shutdown 5 IEEXH], R4 EFEGAM
FrERE quest W, HZREFT guest EEH AL Ctrl-Alt-Del #4AE.

B E LR IER 5 Al BEZ B 17 ETHI &M, virsh shutdown 5 Z 3K ¥ guest &
BIIRIERZACIE U EE ACPI XHTiE K, 1FZIRIERG % EIEEF i B IR E R
THINBIECIE, LIES ACPl XHTiFK,
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1778 14.4. Red Hat Enterprise Linux 6 Z FigalsHT AT
. %% acpid HH#HE

acpid B Wil HIZMEE ACPI 53K,

ERBE i WL H & ke W HlL 2% acpid FiHE :

I # yum install acpid

2. /5 acpid IR
1% acpid fRZ5 5B R TEEF HLE S SIFIR S5, FHIEsIZR% :

# chkconfig acpid on
# service acpid start

3. HEKEZEHE xml

Gkt XML X t#, @REZLUFx : #F virtio E{Tim OB
org.gemu.guest_agent.0, FH#{&EHZHIZEFHlLE BT E $guestname

A 14.2. /% XML B

<channel type="unix’>
<source mode='bind' path="var/lib/libvirt/gemu/{$guestname}.agent/>
<target type="virtio' name='org.qemu.gquest_agent.0/>

</channel>

4. ZHH QEMU &/ HICEE

ZH QEMU EF HLACEE(QEMU-GA), ##Z8 % 10 &= qgemu-img #l] QEMU &/ #LCEE &
IETRE LIRS, WRHIEEZT Windows &/ #l, iFlEAREthE —LE5,

5. X&'l

a.

# virsh list --all - this command lists all of the known domains
Id Name State

rhel6 running
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XHE YLl

# virsh shutdown rhel6

Domain rhel6 is being shutdown

FEH/LB5h, il guest ALK,

# virsh list --all
Id Name State

. rhelé shut off
(EfFEGEEE XML X, J55)% 79 rhel6 B4,
I # virsh start rhel6
K] rhel6 & HLEEHHLHEI acpi,

I # virsh shutdown --mode acpi rhel6

f.
BLRIIL B 1%, rhel6 (Bi/ i FoIZFr, HHMWIEREXH,
# virsh list --all
Id Name State
rhel6 shut off
g.

LG HH) XML XX, [E5)# 77 rhel6 B9k,
I # virsh start rhel6
X rhel6 & HLEHHLZE " HICEE,

I # virsh shutdown --mode agent rhel6
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SUiitd, rhel6 NiDf FIIZFH, FHiiZiErEBXH]

# virsh list --all
Id Name State

rhel6 shut off

X FEZERH], B HLEHIIFEE virsh shutdown & 53KXH], T B LG R TTE,

BT _E# G EN, ATLUETEIE libvirt-guest IR KB I KHIE Bl BXX NG EBFEEHEE
2 14.9.3 T/ “LE#2 libvirt-guests ILEZE",

14.9.3. I&#2 libvirt-guests B X &

libvirt-guests IREBESHKE, FTLIEE #RIFIEHFH] guest, E4& libvirt ZEB9—E82 B9
8, HEHINLE, LENXHN, XTREEEEEFHIRGEIR A, HEFNESNFREETR
HishiX &, HAERT, WKEXENE guest, WREZHLXH] guest, FEZEEH libvirt-guests
EEXHHH—T S,

I 14.5. EX libvirt-guests IRE5S#, LIATFIESXH] guest

WAt B9 I B TE IR a5 . KWL FEE /S iERE K] guest B2,

. HHEEXHF

ZEEX i F /etc/sysconfig/libvirt-quests B, JiHiZ X, WEREFEFriC(#)HFF
ON_SHUTDOWN-=suspend #{* ON_SHUTDOWN=shutdown, Fil{FtRIzEXK,

$ vi /etc/sysconfig/libvirt-guests

# URIs to check for running guests
# example: URIS='default xen:/// vbox+tcp://host/system Ixc.///'
#URIS=default

# action taken on host boot
# - start all guests which were running on shutdown are started on boot

# regardless on their autostart settings

# - ignore libvirt-guests init script won't start any guest on boot, however,
# guests marked as autostart will still be automatically started by
# libvirtd

#ON_BOOT=start

# Number of seconds to wait between each guest start. Set to 0 to allow
# parallel startup.
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#START_DELAY=0

# action taken on host shutdown

# - suspend all running guests are suspended using virsh managedsave

# - shutdown all running guests are asked to shutdown. Please be careful with

# this settings since there is no way to distinguish between a

guest which is stuck or ignores shutdown requests and a guest

which just needs a long time to shutdown. When setting
ON_SHUTDOWN=shutdown, you must also set SHUTDOWN_TIMEQUT to a
value suitable for your guests.

ON_SHUTDOWN=shutdown

#
#
#
#

# If set to non-zero, shutdown will suspend guests concurrently. Number of
# guests on shutdown at any time will not exceed number set in this variable.
#PARALLEL _SHUTDOWN=0

# Number of seconds we're willing fo wait for a guest to shut down. If parallel
# shutdown is enabled, this timeout applies as a timeout for shutting down all
# guests on a single URI defined in the variable URIS. If this is O, then there
# is no time out (use with caution, as guests might not respond to a shutdown
# request). The default value is 300 seconds (5 minutes).
#SHUTDOWN_TIMEOUT=300

# If non-zero, try to bypass the file system cache when saving and
# restoring guests, even though this may give slower operation for
# some file systems.

#BYPASS_CACHE=0

272

URIS - checks the specified connections for a running guest. The Default
setting functions in the same manner as virsh does when no explicit URI is set In
addition, one can explicitly set the URI from /etc/libvirt/libvirt.conf. It should be noted
that when using the libvirt configuration file default setting, no probing will be used.

272

ON_BOOT - specifies the action to be done to / on the guests when the host
boots. The start option starts all guests that were running prior to shutdown
regardless on their autostart settings. The ignore option will not start the formally
running guest on boot, however, any guest marked as autostart will still be
automatically started by libvirtd.

272

The START_DELAY - sets a delay interval in between starting up the guests.
This time period is set in seconds. Use the 0 time setting to make sure there is no
delay and that all guests are started simultaneously.
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272

ON_SHUTDOWN - specifies the action taken when a host shuts down. Options
that can be set include: suspend which suspends all running guests using virsh
managedsave and shutdown which shuts down all running guests. It is best to be
careful with using the shutdown option as there is no way to distinguish between a
guest which is stuck or ignores shutdown requests and a guest that just needs a
longer time to shutdown. When setting the ON_SHUTDOWN=shutdown, you must
also set SHUTDOWN_TIMEOUT to a value suitable for the guests.

???
PARALLEL SHUTDOWN Dictates that the number of guests on shutdown at

any time will not exceed number set in this variable and the guests will be
suspended concurrently. If set to 0, then guests are not shutdown concurrently.

???
Number of seconds to wait for a guest to shut down. If SHUTDOWN_TIMEOUT
is enabled, this timeout applies as a timeout for shutting down all guests on a single
URI defined in the variable URIS. If SHUTDOWN_TIMEOUT is set to 0, then there is no

time out (use with caution, as guests might not respond to a shutdown request). The
default value is 300 seconds (5 minutes).

272

BYPASS CACHE can have 2 values, 0 to disable and 1 to enable. If enabled it
will by-pass the file system cache when guests are restored. Note that setting this
may effect performance and may cause slower operation for some file systems.

2. /B3J libvirt-guests fR%
BB KG)ZRSS, #5350 libvirt-guests RS, TEESZRS, HIXREHATH
IETEB TR K ],

14.9.4. B 5| FEHHL

& /H virsh reboot &5 = EH5/F guest B, HARANTERE, EAfFfaRE, FE=, 5/
PLEWHIEEZ Fi, ATEERE — T H,

I #virsh reboot {domain-id, domain-name or domain-uuid} [--mode method]
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B LIS M guest EHHIECIE X HBY <on_reboot> T FIEHEH /S5 guest EEHHLAITT
Ho WIFEBZEE, 15564 5% 20.12 77 “FHEE",

RUBERTF, EEEFHHAFEBEIXNG%, BIEEENSS., -- mode ST LIFEEFTES 5
FagsZe, R8s initctl. acpi. UEE Fl 155, WaIEEFAF = MERBINIF S 7 P15 ERNGF
TEX, BB, —XEHE—BAHER LD,

14.9.5. 75 BB B =1

##l guest EHHLEEH virsh destroy w2k :
I # virsh destroy {domain-id, domain-name or domain-uuid} [--graceful]

Zip 7 A ZAIAfTIHIEE X, FEILIGERIE  lne#l. #&/H virsh destroy alf#f guest B
MXHFT, (REELENGLTNI ], #fF destroy T, WIRESSIIERXH, 1E#H virsh

destroy --graceful &%,

14.9.6. EEEHH

virsh reset domain T AIE &, TEM guest XM, EEFFEM I EY EHHEEERH, A
AT &P HEHZBE S RST {TH EFIBIENEBRE, FEE, WRREMELIIRIERZXM],
VL€ S oA

14.10. KRFENEFE L
AR EX B FEE A EANIEENES.

14.10.1. FEEREHHLEI 1 ID

R E i faz 1 HLH9 26 1D :

I # virsh domid {domain-name or domain-uuid}
14.10.2. FKRELHLEIEE

RRE i I HLAIEE
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# virsh domname {domain-id or domain-uuid}

14.10.3. Z£EX guest E##1H9 UUID

KRE YL BB FHHE—FRiRfF(UUID) :

# virsh domuuid {domain-id or domain-name}

virsh domuuid 58970 :

# virsh domuuid r5b2-mySQL01
4a4ch59a7-ee3f-c781-96e4-288f2862f01 1

14.10.4. B EHEFHELS

7ch

# virsh dominfo {domain-id, domain-name or domain-uuid}

X2 virsh dominfo 5iHBIT7BY :

# virsh dominfo vr-rhel6u1-x86_64-kvm

Id: 9

Name: vr-rhel6u1-x86_64-kvm

UUID: a03093a1-5da6-a2a2-3baf-a845db2f10b9
OS Type: hvm

State: running

CPU(s): 1

CPU time: 21.6s

Max memory: 2097152 kB
Used memory: 1025000 kB
Persistent:  yes

Autostart:  disable
Security model: selinux
Security DOI: 0

%514 %= {1/ VIRSH & GUEST Efl#

17 virsh S&FHLEHHAIE ID, 1f£36 UUID —E&EH, ol LIfEIEERE S inEm il E s
g -

Security label: system_u:system_r:svirt_t:s0:c612,c921 (permissive)

14.11. w5

LUF e GERIFIF 1T, A libvirt ATLUEEE FEFHEBATLE, BIEXH. FIED XA ERSL,
TR RE BB 5 B L BIFF 58, BRULIVEERTIFE, HE Y libvirt.org, FIFBEIFZmTS
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HFgae 5 M,

14.11.1. BFELE 1t XML

find-storage-pool-sources type srcSpec fip 5z aidah o] LIFEEZ5 E X BB B 17 1t 89 XML,
WIRIEH T srcSpec, NEE—TEE XML X1, LUH—# R EIE 1,

find-storage-pool-sources-as £ FHlimL] 55)a 2 XML fg2h a] £ 25 E R I B 715
b, WRELLT M. w0 3 initiator, T AEHIAITE I E,

pool-info pool-or-uuid & &SIt X FIEEF BN RIGEXIEE, W tFEFIEtrE#H
UUID, EfFXEER, HRALT—HY -

I pool-list [--inactive] [--all] [--persistent] [--transient] [--autostart] [--no-autostart] [--details] type

XAFFYHATEX] libvirt ERIBIF BN R, BAIERTF, KIYHZEHGH ; 652, #EH --inactive it
TR G FEES)M, HER -all FZTFYH AT 7 it

B T XTI, o A TSI ERI IES T, --persistent fFFIZRE A FFA ), -
transient fFZIZBR# i th, --autostart fFFZMRHF H5)E 50, &RIE --no-autostart F¥5 2R/
FEEI B2 Rt A,

X FEE R FFTBEEe S, BRBEUAHESH I, AHAVEREELE : dir. fs. netfs, Z
#. iscsi, scsi. mpath, rbd #] sheepdog.

details ZETHE T virsh B E s BIFA M RIBEH XSS,

%{;

Hitr B SIAMRS 7% —RIEAEN, EHREREHA—E APl HEXEIGFE, WNFRHEK
FLIYZehI T VN BAR RS, WaAERETFZR, 182, BHHIRS R EX T,

pool-refresh pool-or-uuid BIRIFTEHESHIEFIZ,

14.11.2. 818, EXFAS51FEH
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ETRABXOEE. EXREN G,

14.11.2.1. A5

pool-build pool-or-uuid --overwrite --no-overwrite @S ELEHHEE £ &=t UUID B9, -
overwrite #I --no-overwrite AR EEH FREEXHRTHE, WRREIEELT, HHUBEXHRAL
R, WEKRBIIGE K FIEE R,

HIRIEE T --no-overwrite, ERIFIFMHEB AL HEE B, EOER (WEFEE) ,
ZEH mkfs FEXIEBrikés. HREET —-overwrite, WFHFT mkfs o5, Binik &P E
IR AR TS,

14.11.2.2. A XML XHBIBEFHE X 715t

pool-create X1t RMEFXEH) XML X4 BIBEFH 5 5) 715,

pool-define file 2E/&, BF/55), TEfEH XML X4PBIFZEBX R,

14.11.2.3. MRS HOIEH IS 5/ 15

# pool-create-as name --print-xml type source-host source-path source-dev source-name <target> --
source-format format

W55 BIBH M5 BRI S BE 5150 RE o

HWIRIEE T --print-xml, W ERFTHIFZEXTRE) XML, T CIE G, W, timEBAFENE,
XFEE R W Bttt w, BRBEDHFESH I, FREELEEENE - dir. fs. netfs, £
#. iscsi, scsi. mpath, rbd #] sheepdog.

ARk, UTwwR0IBIATE), MefErRE%EREESHIEXNRER

# pool-define-as name --print-xml type source-host source-path source-dev source-name <target> --
source-format format

HIREE T —-print-xml, T ESIFTHLEXH9 XML, TaTSEXH, TN, HoHEEHEENEE,
X FEE R HrE G tm s, BEEDITHES S, GHOEEEEHT - dir. fs, netfs, &
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#. iscsi, scsi. mpath, rbd #] sheepdog.

pool-start pool-or-uuid /5515 EREFIEH, 2 FiEE X EAFEH,

14.11.2.4. H5)jS 505t

pool-autostart pool-or-uuid --disable %/ A2t 2 7 1Z B 1ES |- 51 B 50550, s ElEH
2% UUID, ZEZEZH pool-autostart i+, BIf&fH --disable T,

14.11.3. FIE MR LG

pool-destroy pool-or-uuid fZ1LF1#t, fF1E/E, libvirt fFFBEEEH, HAFREHEFEESHELE
g, H el pool-create 1%L,

pool-delete pool-or-uuid R IGEF BB TR, SHELE, WEFFT%EH T, 6
2, BT BE, B, EiIFES BT IES,

pool-undefine pool-or-uuid @ #HUHE X FEZ 51 HIACE,

14.11.4. K751 01EE XML F65X#F

pool-dumpxml --inactive pool-or-uuid & [0] 5 X #5EF 15X REJ XML {58, @& --inactive
FoAFTE F—2X 0t 50 FHE ARG E, A2 FiticE,

14.11.5. Ji 715 9B E X1

pool-edit pool-or-uuid #THF#EEHIEF 1789 XML BCIE X A 1T o

XL — R G XML BCEX B9 757%, BTN BRI TH iR 2

14.11.6. FZHtz 5

pool-name uuid 5% FEER] UUID FHe 'yt 4 #.
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pool-uuid jt# 5 &O]#5 E 8 UUID,

14.12. G5B RS

ETNAOR. WHEHIEEGZEENATE R R, CIBFHEFENFIEEEHHEFTE UUID &, sEA
TTULIRIF, BXFHEBINTIEEEE F 12 £ FiFlh, BXFHEBIFE, 5L F 135 &£,

14.12.1. BB HEE

vol-create-from pool-or-uuid X #f --inputpool pool-or-uuid vol-name-or-key-or-path % B/&—
PEIEE, BT — T EEBIEARATIER, oo 5FZE—1 pool-or-uuid, XEFiZHeE sk
UUID, L{EFERAGES,

file Z2HIEEEESEE K XML XHREEE, --input pool pool-or-uuid ZETi#5 EREFEFE BT
L&zt uuid, vol-name-or-key-or-path 215 ERBEHIE R EHREEE, BX—L A, 155
F13.1 7 “CIEE",

vol-create-as =M —4HEHOIBE—1 8, pool-or-uuid Z2HE 5 EHABOIBENIFIE LIS B
UuiID,

vol-create-as pool-or-uuid name capacity --allocation <size> --format <string> --backing-vol <vol-
name-or-key-or-path> --backing-vol-format <string>

name EHEHEH, BESLY RBEEFEACIBIEX ), WRREEL, WEILT bytes, --
allocation <size> Z#&HZER ALK, LUIRFBEBHEH AKX F T, -format <FfFE> HFEF
X BT, ATIEEBXAHER, ZEXEAES DI TESEABFIFE, TESHEEE
raw. bochs. qcow 2. qcow2. vmdk. vmdk vol-vol vol-name-or-path ZH & &5 IEN (&0 E
E &4, --backing-vol-format FfF& ERIEG e B89, EEMHES DI FiFEF, HIHEE
#% : raw. bochs. qcow. qcow2. . vmdk ] host_device, 12, ENIR{IHEFXIHEIEEIE .

14.12.1.1. M XML X H QI E

vol-create pool-or-uuid X MRE7EI XML XX OB —NMFhEE, Wi ZFZE pool-or-uuid, X
Z BB EE#SE UUID, file ZHEEEE X XML X1HHIEEEE, O XML X R H I %2
&/ vol-dumpxml @5 IR FFLERIBHIE X, AIETFRERE, Z/E51T vol-create,
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virsh vol-dumpxml --pool storagepool1 appvolume1 > newvolume.xml
virsh edit newvolume.xml
virsh vol-create differentstoragepool newvolume.xml

HeaFAmans :

inactive WIS T AEEH9E P HLEMHL (BIEE X8 FiARBEA9E HlENL) -

all TG AT B guest EHHL.

14.12.1.2. FEGF#E

vol-clone --pool pool-or-uuid vol-name-or-key-or-path name w5 fF Y BRI IEE, BHth
BILU#/H vol-create-from, {HFEEIN EEFIFE, pool pool-or-uuid HHEZEHFR B OIEEIIFIE BRI
£ #z2t UUID, vol-name-or-key-or-path Z#EREHIE st Z b, @ name Z#5/HFHER
&

14.12.2. R 158

vol-delete --pool pool-or-uuid vol-name-or-key-or-path & SRS ES, Zp 5 EBFEN -
pool pool-or-uuid, XZEATEFIZERIE#EE UUID, vol-name-or-key-or-path ZEUi#5 € ZMERHGE
By E st Bt S .

vol-wipe --pool pool-or-uuid &% vol-name-or-key-or-path % oA L FHIHHE, LURIFLUEL
Zi B pgEE, FaaEE—1 --pool pool-or-uuid, XEBATHEFIELEE i UUID, vol-
name-or-key-or-path 85 ZEMRIIEHNE B EHREBELE, 1515, FTLUEFEFER wiping E4mmF
SN (RO NMAEERENEX A "0") BA, ZEIEE—1 wiping 5%, 5 --algorithm
TR LU F 351 B985, KRG — -

£ - 1-pass FFHEE

N ns a - 4-pass NNSA 85 Letter NAP-14.1-C(XVI-8) T /& EE o] B 5/ HIT cT HERBIEEZL -
BE#L x2, 0x00, Z3iF.

DoD - 4-pass DoD 5220.22-M % 8-306 11#2, FiF EEEcIERAIT el HERBIR AL -
random, 0x00, 0x00. Oxff. Z2iF,
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BSI - 9-pass Bk (RIEEEHAHBEIZE /0 (http:// www.bsi.bund.de) : 0xff, Oxfe,
0xfd, Oxfb, 0xf7, Oxef, Oxbf, Ox7f.

gutmann - Gutmann H - BIHE 35-pass 5,

schneier - 7-pass 7%, #1 "Applied Cryptography'(1996): 0x00, 0xff, random x5 A
2,

pfitzner7 - Roy Pfitzner #j 7-random-pass 7% : &4l x7

pfitzner33 - Roy Pfitzner #9 33-random-pass 7% : K64l x33.

[ ]
Random - 1-pass #= : random.

UL LAY — XA BIR AT IR % o] FE B9 5%,

14.12.3. fFEIEEEE 4T XML X H#

vol-dumpxml --pool pool-or-uuid vol-name-or-key-or-path 5 2 FFEE 8 EN XML i E5E
BIX A,

Wi #FZ --pool pool-or-uuid, XZEBAEIIZEHE L UUID, vol-name-or-key-or-path 2
BZ5R XML X 1HBIEB B9 a2t i st s £7,

14.12.4. B S

vol-info --pool pool-or-uuid vol-name-or-key-or-path 53t 7 X F45 E 4 --pool BIEXLE
&, Hd1pool-or-uuid ZEFHEFIEHH9EFEE UUID, vol-name-or-key-or-path 2 Z&[Ojp915 S H9E
B9 E Fhst Bt s .

vol-list --pool pool-or-uuid --details S 15 E FE HBIATEE. U5 FZ --pool pool-or-
uuid, XEFIEEEIE RSt UUID, details ZEHifE s virsh SN B BRI EEHXE S,
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14.12.5. RFFEERES

vol-pool --uuid vol-key-or-path &5 &[O]%5 EHHE #st UUID, BUAIEXRT, &REOEER. AR
T T --uuid T, WEEEHE UUID, @532 vol-key-or-path, X201 KIS EHEH9E 2k
&,

vol-path --pool pool-or-uuid vol-name-or-key =R [OI25 EBHIEHE, ZmwmZ --pool pool-or-
uuid, XEBATEFITEIE#HEE UUID, Ed%%Z vol-name-or-key, XE1FKBENBHIE HE
.

vol-name vol-name vol-key-or-path & R[G5 EHERIE #, HH vol-key-or-path 2 H9% stk
BR[O E 7 :

vol-key --pool pool-or-uuid vol-name-or-path & & [0]%5 EERIEZE, B --pool pool-or-
uuid EEBATIEFIELE9 &8 UUID, i vol-name-or-path 22894 et & & O] 5 89 %5,

14.12.6. L5 R FE#GFHZEE

KT AFIE AT FHE B _L (B P F B M B LR T A5,

14.12.6.1. fFAE L BIFEE

vol-upload --pool pool-or-uuid --offset =75 --length 77" vol-name-or-key-or-path local-file &
FFFEE local-file AL (FEIF1FE, %5 & --pool pool-or-uuid, XEBATIERFIZEHE H2t
UUID, EFZ vol-name-or-key-or-path, X2 ZERENE BB E, offset LEUIEEIIEFA
BRI E, - lengthlength 15EZ_FEH9BHESHI LR, H-E local-file A F#5EH] --
length, JRHHE R,

14.12.6.2. MFEZEE FTEHAE

I # vol-download --pool pool-or-uuid --offset bytes --length bytes vol-name-or-key-or-path local-file

WS MEREE TE local-file IAZE, EFZE --pool pool-or-uuid, XEBATELFIEEIE Bk
UUID, EFZ vol-name-or-key-or-path, X2 EEENEH B EE, [ --offset tEHitg 17
B TS R AR E, -- lengthlength #5858 F #9580 IR,

14.12.7. EFE X FFEEA
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I # vol-resize --pool pool-or-uuid vol-name-or-path pool-or-uuid capacity --allocate --delta --shrink

X BEREFRLEBHIETE, UFTHEN, FpsmsZ --pool pool-or-uuid, XEBATER
& #sE UUID, It 5i13EZ vol-name-or-key-or-path Z2EZEHA NKEHIE Bk # b FE £,

FBEE AR BEXH, BIIEET —-allocate £Ti, #EiE, capacity 2 AN, 1BHIE --delta
1, WRIFRFMEIBEA N, S NERLM, BRIFFLE --shrink 2T,

LR, BRI --shrink ATTHFZEE G #, capacity 22— NEHEH, WEREEZ, TEiLK
FT, B3EE, ST esRYNTZE0E " NEFRFEE LS, WELHEFHEX XN, S5
%5 14.5.17 77 “{&/H blockresize & XIEEEZHIA N,

14.13. ‘27~ PER-GUEST EHIHEE

BEBRRRBE K BT F N B YLHIE S EHE S,

14.13.1. BEFHLELL

&/H virsh ZEFHLEYLIZ B ERZ GrikA -
I # virsh list

BeoHamia :
--inactive LI T F:EBIEHLEN B (FAIEE X {H2 5k 25095 - HLE L)

--all TP FTA guest B H. BT :

# virsh list --all

Id Name State

0 Domain-0 running

1 Domain202 paused
2 Domain010 inactive
3 Domain9600 crashed
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FHLUF 7 A U BFCRRE -

Running - running K{&589E CPU L 24 Bi;Z e 892 BLE W Hl.

idle - idle KA ZET 1L FREHRE, HATELRELITHE T, XEH N HIETESF
FFI0 ((FZHEHFRE) HBL FHRERE, FYRERMIEF,

paused - EfEXAFIH T E =098, AIREEE @A virt-manager 2t virsh suspend
g BT I7E, SIS, SEFEVIERN, EREHENEHRIRMER, BT
RIFME LI IEFEE VA CPU HR,

shutdown - X BHBIEFHLERMIH KL, B lERNLE—NXHIES,
WA FIEEEIE BRI B, XA TFAE guest IEHHIIRIERT ; —LLiRE%
HRRM X EES,

shut off - XIFREZTEHRELT, HTEXAKERIEIMNS, X=2FEIFIE
/jZa

crashed - g% KA ELL[ER, REEE/HENYLLREHLNFELE,

Dying - dying X894 F dying KE, XEER B TEXHTHAEETK S

--managed-save Al EAXTEITR R #ER, HERINHEHT ZERGRENE, 7T
BEH B I 1, #odZF B —-inactive ZETT,

--name EEEHIEE, REIZFITH, HWFRIEE --uuid, JFTHILH UUID, (R --
table 15N FEAZNIERIFIH. B =1 % 5B HFI90 S

--title this s H&H 5 --table fiitl —EFEfE, --titleff2EXFLIEESHE AL (Frd)
BIH 05,

--persistentf£5ZH E S5 A %, #F --transient 277,
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--with-managed-save JHfiE 7 L ER RIS, ZIHRBMH, 156 --without-
managed-save

--state-running 1 JEZ5£1 %/ B E 219, --state-paused FHFE &1, --state-shutoff /i
FXHH91Ek, --state-other FFATE A [O1E,

--autostart ;X NETHF-FHE 505 5085 H, BIH 2 ILTheERTE, EFHH --no-
autostart £,

--with-snapshot f55H GE% Fl H 1R IR 18, Tt &R A IRIEHIE, 151&/H --without-
snapshot£Ji

$ virsh list --title --name

Id  Name State  Title
0 Domain-0 running Mailserveri
2 rhelvm paused

A% virsh vepuinfo ftiBIr B, EE6Y % 14.13.2 7 “lEamE# CPU 1587
14.13.2. B kM CPU 158

&/ virsh S & BLEHRHIEEN CPU 158 -
I # virsh vepuinfo {domain-id, domain-name or domain-uuidy}

virsh vepuinfo 5itHBIH :

# virsh vepuinfo rhel6

VCPU: 0
CPU: 2
State: running

CPU time: 7152.4s
CPU Affinity:  yyyy

VCPU: 1
CPU: 2
State: running

CPU time: 10889.1s
CPU Affinity:  yyyy

219



Red Hat Enterprise Linux 6 EEI{L E {5

14.13.3. EBEEH CPU XIE 1

FHEEEN CPU SYE CPU BIXBM, FE1 41 14.3 “fF vCPU Bl EZZHHEH 78 CPU™,

B 14.3. #F vCPU EIEZEHWEH 2769 CPU

virsh vepupin 5E CPU #ECE# CPU,

# virsh vepupin rhel6
VCPU: CPU Affinity

0:0-3
1:0-3

vepupin BTLUERFLUF DT :

--vCPU FZ vcpu 45

[-cpulist] &gt;string< S E ik BRI EHYEEYEHI CPU Ji5, SUEBE i 2

--config RN T —X5/F

--live &5 1THYE

--current & &4 Fiits

14.13.4. BB X1 EH CPU HHIE8

virsh vepucount FFZ %% ski% ID, HI4] :

# virsh vepucount rhel6
maximum  config 2
maximum  live 2
current  config 2
current  live 2
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vepucount afLUERLUFAETT -
--maximum JZz~e[f vCPU # &
--active 27 2 A& EX vePU By E
--live SEZIEZEZ fTHY I BT (E
--config SE & F ik B T X5 500 ZR BRI E
--current RRIE L Rt KA E

--guest M EF Y9 Bk [OIH9H E

14.13.5. EBiEEH CPU X

EAYFE CPU ECiEEH CPU HIXIKIE -
I # virsh vepupin domain-id vcpu cpulist

domain-id Z#2 guest AT ID SEE#,
vepu SHEE T DL FFHLENHIBIEN CPU BIHE, #Aitet vepu 2,

cpulist ZHE —NLLES R EEEIMEE CPU FriRfF 58952, cpulist B AE VCPU FLUS{THIHEE
CPU,

--config ZMIMBHREMT T —X51'F, M --live 2ZNIIETELITHIE, -- current 20724 FiAIEE,

14.13.6. BALiEE#H] CPU #
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BEM DA EF inE e CPU 2, i5&/ virsh setvcpus 8% -

# virsh setvcpus {domain-name, domain-id or domain-uuid} count [[--config] [--live] | [--
current] [--guest]

5Ly virsh setvepus R EL TEH -

{domain-name, domain-id or domain-uuid} - #5EE##l.

count - IEEERENEM CPU ¥ &,
2=

count {H7BEHS CIBN A4 & HLEMHLE) CPU &, EthalfEZ Ll
HEM YL L EFEFHIR T, X F Xen, HIREZEZEMIE, HEREEIZIEESITH
a9EM CPU,

--live - KIGELEMTHET, R ALET, BIEFXXETTHI guest IEMHLRL. AR
VCPU HE18M, JXH Hsdik, WRIFRID, WHFR HHK,

BZ

VCPU # K BGER — T APl ig, B, EFHEXH, HTBRESHEEF
%15,

--config - ECEE BHE FRE F imE/G N £3H, WREMNIILEFSTF, WaTLlEm15E --
config # --live #H7,

--current - BgiE BEHX] guest B HIBI LGk B ERK, WRIEZTHIE WA MEHE, B4
--live (MIRLEBXHIE indfEfH) , ER7Y --config,

--maximum - ZE—PRA vCPU BRfH, aIff FREFinESh i, Hit, ERES --
config EHi—E M, A5 --live AW —EEEH.,
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--guest QEMU & F ¥l fCEE B S IETEi THIZE S B8y vePU HE, 28K, e
BT /5 sk 22 vCPU M IETEZ1THIZEF HlHE) vePU HE, X TNETIFEES count (H—iE
&/, AFgueet HH25ET vCPU #E, H{EH --guest KEHIAERTEE " NESNEE,

Bl 14.4. vCPU RIFHIF K
FHFHK vCPU, 1HTEH A —1 vCPU B9 F Wl LisfTU T % :
I virsh setvcpus guestVM1 2 --live

XRFF guestVM1 B vCPU HEIEMEIM T X TZFAEELE guestVM1 E{THIHA{THY, 0 --live
«éklﬁiﬁf /_\o

FEMBE—Z{THIEFHHE K —1 vCPU, 55T F® -
I virsh setvcpus guestVM1 1 --live

1852, HEifER vCPU #k Al F AN — 23X vCPU if BT Hi 2171,

14.13.7. BEEAFD
& virsh £ guest EHHBINGZHE :

I # virsh setmem {domain-id or domain-name} count

I # virsh setmem vr-rhel6u1-x86_64-kvm --kilobytes 1025000

BRTHIETE T8 (KL KB v #4i) , #il BlETEE L EH OB E  HEM I 1EERTHE, XZH
EMYRIFR LA 64 MB BIlH, FEHIAFET SN EBIE S kR tl. HRHEH T T
Af7, EfFGETRER FREFHLER LA,

:i
¢

= BLUTFZETT -

[--domain] <string> %, id 2 uuid
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[-size] <number> FTAFEAN, EHFHEZEH (il KiB)

BRI H T B

b bytes HFFET

KB X FFFF (103 st 1000 £7)

k 3t KiB FAF kibibytes (210 sttt 1024 7))

MB 67 (10 16 st 1,000,000 F7)

M st MiB fEFkF7T (220 stk 1,048,576 F77)

GB FHkF7 (109 st 1,000,000,000 F75)

G 3t GIiB AFF.ET (2307 bt 1,073,741,824 £F)

TB A7 (1012 b4 1,000,000,000 E77)

T st2 TiB AT tebibytes (290 sttt 1,099,511,627,776 F77)

FEE, AT libvirt A FRETHIEGF T, FHaTh—#EA 0 EEEER X094

B, BLEHHL e EELE D, A1 4000KiB (3t 4000 x 210 £ 4,096,000 £7) ., X
PMEBGH s 1 5T B memory unit 2E, EEiA T kibibytes(KiB)fE vl E%5 R Hifi, Hizs

Hagla gL 210 58 1024 F7894%,

--config &X T RE-Fi& s =0
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--live FZEHIETE:5 TR 77

--current %24 GBI 7

14.13.8. BN BHIA 75 A

virsh setmaxmem 1% /) --config --live --current 2 1FiXi&E & HlEMBIR AN 2B, HTAF

N
I virsh setmaxmem rhel6 1024 --current

HRAAEFIEEIIA NG — T B, AL kibibytes i, FRIFIEHZXIFHIGLE. L TFAT
A EX e m—iEEH

--config - & TR 5|5

--live - HEHIE S {THIBEIA T, TR EEREFXIFAIRIE, B9 HATE EML L
BTSN, BARA I IRIE,

--current - #2E#1 24 GBI 7

14.13.9. BB HEM P L 158

& /H virsh domblkstat 27~ IEFEE1THIE F HLEE W BLEI R 85 45 i /8.

I # virsh domblkstat GuestName block-device
14.13.10. Z =& BLEMHIFZE L EE S
& virsh domifstat JZ i iIE TE:5 {THIE F HLE BB 24 O 555 1 /2
I # virsh domifstat GuestName interface-device
14.14. EEEH T
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KTTNEBEH virsh ip 5 EBEE Y, S BRI -
I # virsh net-list
X BRELEBLU TG -

# virsh net-list

Name State  Autostart

default active  yes

vnet1 active  yes

vnet2 active  yes
BEHEEHPIABIEER -

I # virsh net-dumpxml NetworkName
XL XML #5202 B K IEEEHIIEIIES -

# virsh net-dumpxml vnet1
<network>
<names>vnet1</name>
<uuid>98361b46-1581-acb7-1643-85a412626e70</uuid>
<forward dev="'eth0’/>
<bridge name="vnet0' stp="on' forwardDelay="0"/>
<ip address="'192.168.100.1' netmask='255.255.255.0">
<dhcp>
<range start='192.168.100.128' end="'192.168.100.254' />
</dhcp>
</ip>
</network>

B E RS EHRIR E virsh 65 815 -
virsh net-autostart network-name - Autostart a network #5E 7 network-name.

virsh net-create XMLfile - {&HE1E XML XA 518945,

virsh net-define XMLfile - MFIE XML XHELERE— NI K A, TSN E,
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virsh net-destroy network-name - #%#5& 7 network-name B4,
virsh net-name networkUUID - f#5EH) B4 UUID ¥ %55 #h.
virsh net-uuid network-name - JF75E BRI & WFHE P94 UUID,
virsh net-start nameOfinactiveNetwork - /55— ;5EHPI%.

virsh net-undefine nameOfinactiveNetwork - JHBRT;ZEPI509E X

14.15. {&/H VIRSH i EHH

& virsh iTRHIS Bl Fir A virsh BIERIEERT KVM STBE85, ES6] 5 4.4 77 “(&fH virsh 1T
S KVM iE#”

14.15.1. O+

LU BIRFLHAZEL, FIUETNM guest ERHETT, XLEap B M EH I EH LA s
7o

g

A=
=]

HEIEHEZAE T NetworkManager AR5, HIETE{#/H network R, F3&
AT HHE 5,

BE, XETHEOTHL <#EO> oF (ARZCIBIIEETEL) B9EBEE, BRFTEKIHE
OFSEFEAT I ERIE FHBCE XML, EHELIRGTF 2055 Fagem 510, wEEOE T RHER
MAC et {ripE. (HE, 2% MAC #il F iface T, REZHUEH—BT (W-RZECOHPIGFH
Z16R89 MAC ik, BERGERESXT MAC #tt, ZiEfAE% MAC il 2-FREER, HOHs ik
&,
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14.15.1.1. 28 XML XHEE X #5357 E R Y 2570

virsh iface-define file #5 M XML X5 E X ZH#ELO, S fHFREXEL, BFREE,
I virsh iface-define iface.xml

BEFIBENAEO, 5517 iface-start #0, Hi interface 205 #.,

14.15.1.2. 7 EHFEOHHE XML BE X #

P iface-edit L[] JHEEHIFELIAG XML BDEX A, XE5H XML IEXfF B9l — HFET %,
GFZZE 38 20 = 1R XML XXREXILEXHIIEZEE, )

14.15.1.3. ZYHEECEH#ZEO

iface-list --inactive --inactive --all ‘Z;Zz)EHELOFZEK, WERIEET -all, HHZFAEIFEAE
FEEREO, WERIEE —inactive 0, WATHIEZ O,

14.15.1.4. ¥ MAC ot £ Hi #E 1 £ 7

iface-name interface i 5 1F LML MAC ¥ 500157, 1EH MAC fhhl 7F FHLAG#E L] HE H—
B, S FE #O, A#EO MAC i,

iface-mac interface i G fF EHATELO L FFAHTy MAC it (ZEZEKBIHy #00 ) E#OE .

14.15.1.5. 2L EZ YN O

virsh iface-destroy interface g 5 RF % (fF1L) BEEHMAEL, X5 tEEH LT3 HHiE, 1
BB fMENER AL, HITRIE,

BECHEN O, 5@ iface-undefine interface i+ A1 E 7,

14.15.1.6. B VA E X

virsh iface-dumpxml ££L[J --inactive fFEHZ 15227 #F stdout B9 XML #1458, W-RIEE
7 --inactive ZETT, W5 R ETE T RIE50 @EABIEORFRX K,
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14.15.1.7. BBk E

iface-bridge BE % 7 bridge BIF X a7, HIFHFEPIH K 65 LI REEIFTAIFT, 2T Al ZA0jS
54, STP jZHHER 0,

I # virsh iface-bridge interface bridge --no-stp delay --no-start

A, XLREaTLUEH --no-stp, --no-start HIZZHFES, ZOBIFTA IP ikl BdE i EZIFHH
PItFik T, BXELLATHIESE, 1HES6 E 14.15.1.8 T “HIBFIT K 557

14.15.1.8. FHBFHF IR A

iface-un bridge bridge --no-start @ %=1 £ 77 bridge BI#EEN B 7, FFRIE/ZBEOBLIEFIER
1/, HIFAHE IP U BCE MK e B EE /= % Ao BRFFERT --no-start £, (H#EETENE/SE
RO, WFEHTF OB ma, 556 % 14.15.1.7 77 “BIERHF Kb,

14.15.1.9. (/2R CT10 0

iface-begin % Al QI X i EMZEL R EANRIE, fHiETLIERS (& iface-commit) s%E
(iface-rollback), HIRRIECFLE, N BIFEM, BEFZFHIRIBHIELNHE F1b, HIRIEOER
B RARZLEZREIEZ X libvirt APl & HBIEPIECMFMIHNEEEN, TKE BT HIFEFH,

& /H iface-commit &5 A B E_E— X iface-begin ATMBIATEE K, AIGWEREIE R, HRZEE
iface-begin S5/ LI1RIR, T 665 FF I,

&/ iface-rollback f#Ar B WL X EhE FIH{T iface-begin o &R/IE — RN EIBIKE. HWRZ
BiIZRH{T iface-begin 5%, Jl iface-rollback f¥5IK, H3EE, BH5-FEHYEN 75 LOIE
o

o

14.15.2. EFEIEE

LUF T #8 T A AT THIERIE, LUELRFIRIR, 1RIR 18 EN 17 m KRB 7. PP R Ak
&, HRECHLUGEA, RERFITFZHE, MEFRIERIGERE T "BIAE, LUELHTEEHRT
HHEIFZ BItRFIEIR S, RIRG M —ERIHTIRH, BXATERTRRBEHE XML £ E, FF
B libvirt B,

14.15.2.1. Y& %I

virsh snapshot-create i 5 &/t XML X HHIEERIBHE (41 <name> Fl <description> soELL
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& <disks>) i ORIz,

EOBRIR, 17517 -
I # snapshot-create <domain> <xmlfile> [--redefine] [--current] [--no-metadata] [--reuse-external]

%, ID 3t UID el IfEIE K, XML BEXE—1FHE, SHES <name>, <descriptions> 1
<disks> T,

X

Red Hat Enterprise Linux F35#F5C0/ 18, virsh snapshot-create =i GHIMILE
i, affF libvirt #15] } {4 Red Hat Enterprise Linux 6 f17 35 #F8G5C01 158,

Red Hat Enterprise Linux 41 6] fJHR AT &7 -

--redefine 5, IS snapshot-dumpxml £KBIFTE XML TTFEEEHK ; ©aTLUHF ik
BRIZRGEGIIM — T LT BE 7 — G W&, LU GRS #H UUID Bl S EH 6
B, starErnHEREREN (P, HEFENBERBAIRLLTE) . HEHESX L
i, @i xmlifile 28, HHMBFRBXIGHTE FIRIE, BRIFHIEHEET --current ZET7,

--no-metadata GYEHIE, (AFTHIEZHITAEF (A0, libvirt TR FFRBY 25189
RIE, BRIFE --redefine 85 # B XHLZ libvirt X Fin#iE) .

IR & --reuse-external, I ILETEEZEHHIPIE S8 XML HIBRG(i &, WIRH5H
EBRIB T FLE, BRI L ENITIRIE, LU % KT B XA E.

14.15.2.2. J7 24 girts 0y (8

virsh snapshot-create-as domain w5115 XML X HHIEERIB M (41 <name> ]
<description> o) AR, R XML FHFEHREEIFXLH, libvirt fHEFE—ME. Z0)

BIRIRETT, EATLUFEESF -

# virsh snapshot-create-as domain {[--print-xml] | [--no-metadata] [--reuse-external]} [name]
[description] [--diskspec] diskspec]
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HERETHTF -
--print-xml &7 snapshot-create B/&:i& 2489 XML fEv5it, A&k 0/ 1IRR,

--diskspec T ] LI FF#ERY --disk-only FIA B85 Z AT CIBEAN BB X, X ETTRTLL
1R XML 89 <disk> TTHEHEZ XA E, F1 <diskspec> ZBf& =7 disk[,snapshot=type]
[driver=type][,file=name], ZE#rfk7istZ file=name FEIEFHEZS, FEHE—TESHIT
X, BIFDAFHE=T <domain>, <name> F] <description>, ZW#ZT diskspec ZPEEH
—NFE_LR --diskspec, A4, diskspec of vda,snapshot=external,file=/path/to,new &5
LU XML:

<disk name="vda’ snapshot="external’>
<source file="/path/to,new’/>
</disk>

--reuse-external R FFIEXEES  Bbn I — A BBIE (XHERHWED) . WRIL
BT, TS K IF#Ia4E, LUks kA XA,

—no-metadata R OIERIEMIE, (EFITRIEHMILEIZF (6, libvit FRAFRIEHY
LETIGHIE, BRIEBIROIREREE AT JHIE libvirt DOATHTHIE) o SIS —~print-xml
THE.

14.15.2.3. 7724 Fitet 4 s 02

I # virsh snapshot-current domain {[--name] | [--security-info] | [snapshotname]}

IR R B snapshotname, 125 GirRIRBTHRIE XML (WIRE) FHEF Fkit. WRIEET -
name, R B4 GIRIELEHITE269 XML fE 4%, WREH T --security-info, JIf XML #
FESL LSS, @/ snapshotname, libvirt £5i— N EK, @EHE L RIEEK Y725 EiksE, M
TR %E V1,

14.15.2.4. snapshot-edit-domain

i
5
Q\

W ep 5 F i LRI IE TR fHRg IR, EREAE,
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I #virsh snapshot-edit domain [snapshotname] [--current] {[--rename] [--clone]}

HIEFEE T snapshotname f] --current, B R 557 HEHIRIERE 7y 2 Gtk i, HIREHE
snapshotname, [ Hite#t --current, FEEiH 2 GIHTIRIE,

ZERTFLUTF @5/, Bedaf—LHREE :

# virsh snapshot-dumpxml dom name > snapshot.xml
# vi snapshot.xml [note - this can be any editor]
# virsh snapshot-create dom snapshot.xml --redefine [--current]

HIFRIEE T --rename, JEAIGEIIX MR IFIERMXHEFHH, HWRIEET --clone, WEX
IR BT O — MR T B O, WRRBIEE, Nt TEBRRIBER. FEE, FHNREE
F AT, B RLRIRIINE (BIATHE T qocow2 XHHIBIEBIRER) REEMIRIGIRIBX &1
/‘n70

14.15.2.5. snapshot-info-domain
snapshot-info-domain Z G X REIES. EEMH, 5517 :
I # snapshot-info domain {snapshot | --current}

B X TFIEE RIE EXEE, B --current B9 Gz,

14.15.2.6. snapshot-list-domain

S5 FEIBIFTE AT FHRAR, By B RIRERh. CIBN IR K 095, B, 5517 -

#virsh snapshot-list domain [{--parent | --roots | --tree}] [{[--from] snapshot | --current} [--
descendants]] [--metadata] [--no-metadata] [--leaves] [--no-leaves] [--inactive] [--active] [--internal] [--

external]
FIRBI A T T -
[ ]
--parent ZERIHHZHFTI— 15, TeHEMBIIRRKE . WETIFEES --roots Bt --
tree —&{EfH.
[ ]
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--roots 1 iEAZ, KU EBIRERRIEHIRIE, LTI EES --parent 2t --tree —iE &
.

--tree LIPIAE X Erhiitt, (XKIIHREBER. X=T AT B FAIET, AT 6
4 --roots st --parent —&{#fH,

--from fFFIZ T JERIFE /725 ERIRRG FIIBGHIE ; b2, WIERLEHT --current, R FH
FYFRM LRtk B 15, TEREE Bt --parent =48 @R, JIZK(XRTFEEZEIIFT, BRIFBFLE
--descendants, %4 --tree —&&fHH{, XI--descendants HIEHR#TI, X TETE -
roots FF#Z, 15 EE, --from Bt --current BIER T EESHEIZR, BRIFHFIE --tree £,

FEE T —-leaves, ZAIZKfFR L IEIRE FRIGIRIE, @, HWRIEET -no-leaves, N
ZIYFNF RIS IE T # 5 FHBNRIE, (FEE, ZBEXFNET], R NETEPRE
BAEIERGFZ b E 1R, B A TR 852G A ELT, Ml iEATS -tree THE,

#57E T --metadata, ZIZSfFLIEH K EE libvirt THIEHIRIE, ML EABEZH,
s E LK TG R %, [Eff, HRIEET --no-metadata, NiZZZfFd i85 7 (T 18K £
HyRIE, A libvirt THHE,

#EE T —~inactive, ZIYZKFFLIENTEBK TN ATAITHIGER, HRIEE T --active, N5
FAFL IEN TS T AT TR, AR ES A K ESLUIGEE L s TS, WRISET -
-disk-only, JlFYZfFiL &y HE AT ATATTEIRIR, 1B1RIRR B KA.

FEE T -internal, Z5YZfF L IERKLFEFITI B b2 RAIPIEB I 1HHTRIR, HWIRIEE T -~
external, JIFYZEFFL 1570 BRI BB XA ikt Be ARSI 7 A S BT IR,

14.15.2.7. snapshot-dumpxml domain snapshot

>

3
&

virsh snapshot-dumpxml 12 A& % Hi1gH9£ 77 snapshot BIHRAE XML, Z{EM, 1
I # virsh snapshot-dumpxml domain snapshot [--security-info]

security-info ZEWHfFEE L LHFEEE. £/ snapshot-current 24\ 171124 Bt IZHI XML,

14.15.2.8. snapshot-parent 12

HHRRIRIGERR (HRE) , HEFIX A ERIRAIZFiRIE, B --current fil] HFiRIRHTE
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. B, 15517 :
I #virsh snapshot-parent domain {snapshot | --current}
14.15.2.9. snapshot-revert 1z

FF45 TE % 2 BRI IEER I8, Bb{EfH --current tkE Z gk iE,

g

£
=]

IFAE, XEWMEMERE ; B EXATIRELIE, FJEMEBIFEX, FiEE
&, £ snapshot-revert SEREIG BT ST EL IR IE TRIGH BT A

EHERE, H5T
I # snapshot-revert domain {snapshot | --current} [{--running | --paused}] [--force]

BE, BERRREELTFOBRENIGRE, 1HRE guest EMHLALBIM A RIRA FBHL F705
IRB, 5% —-running 2t --paused FTFFATTHIN IR S BHX (5| FFEEHHEEE1THIE) .
H FIGH RS, B 25 %2 E i A L 1R AR, B L RTE —,

HIB I E K RANBEINEEHIHMER T, FEME -force FEEHEIEIE, HIEHRL HF%ERER
SRS EHT—TMEX ; B libvirt ZE%1F B2 5l B0 iE 7 R FE I & FHIA 5L BD, 15 1Eft --force s
libvirt, S5 EFE (WRFE TEFFEEE(T) » 75— TMEREBMIETESTTHI %L E;F BT
B, Bggit| @ E BT EEL A ENYL RS B EtE Tl Aa VNC
3t Spice EEHIREE ; X PR £ FEHE BT FH DRI ERFEHIE, LLE --start 3¢ --pause 2t
TiH & BT 1R,

14.15.2.10. snapshot-delete 1%
snapshot-delete 1% MRS EHATIRIE, T, 1751T -

I # virsh snapshot-delete domain {snapshot | --current} [--metadata] [{--children | --children-only}]

Wep B 2MERE 7y snapshot BIEEIRER, AT --current IR 5 F11RIR, HRILIRIRE FIRER,
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T B IR IR B A H B FUH, HREH --children 277, EFFIERILTHRIZLUR M R ERHG 1] F
i, HIRE --children-only, JEfFIERILTRIBZEIERIFI, (HURBERIFTZ. XH LT ZEEHE
BT,

&/ --metadata, EFFER libvirt 2P B9RIETTHHE, TFARBERBTRE LA T LR ; ST
BRIIEth R M iZ ] s R R B N 7

14.16. EF¥LEHHL CPU B EHE

BEBRERBEXE YLENH] CPU BRI ENE S,

14.16.1. FFA

FNELL A 7A B CHFEnS, SAFEFIENNEIUAEER CPU, FLEHLIEERF
RET guest B ATLUEFIFL CPU EHHEEHZTIEE, QEMU/KVM JZ & HLEif, &
qgemu32 3t qemub4, XLEHUNILGERFATTESRILIE fFAEYE CPU 2 /L1, FHAEM
B EHHFENHEE — 1B CPU EZ, XHHTHEEENYEE T EHE HZLTBENE
B, RECITEEIFYE CPU 25 yla—H, libvirt BETREHLHEFRIEXE, MEEHAREEEXE
CHTE R, T BUHTHR CPU RSB HE X 8:E095F HlLEHHL CPU £, LIUFREH
BN EHZ RN TBEXEE, F1E, EEEFREENE T BRI R EEH
WA RS BRI hBE BT BE LB,

14.16.2. THEEHYEEHLZ CPU £

virsh capabilities & 52 EEEEFF R EH YN 69 XML 3£, Zre9 XML X277

B, LUZHTHIYEEHZ CPU S E, #ih CPU BRI —NEAILE, F1EHEBEENEZE
FRFFHINEE, 7E x86 £, Fft CPU By3hEEE S CPUID 153 AFHF, FMF L, X9 h—4 32 (i, #F
ML H— TN EGE K, FB892, AMD 7] Intel [FEX i BB E X, BAbENHL L IERFLUE
HEN B EZELFF CPUID FEIEAEESR, i, QEMU/KVM F(X35#F x86 32y, Bt CPUID 2
AT ESHEILER X, QEMU /%54 CPU BEEFHFHFEN LR —HIEEXLTHI HFER, £
x86 L, CPU EEZIMetEIZHE CPUID #15, Al ATt/ LIt XHii, libvirt REZLRILE
LB HE IR EBRETBIAE

B EINZTEATE AN CPU 25, I libvirt EH V29 CPU ERE#HFIZK, BtiFESE
BRI BEEYE: CPU HERAHEH) CPUID fi, AEKIRIGENEEIHFREN, 1FEE, libvirt TE
7B CPU BEHIIVEE, X ATBESHE— T RAEM, BETIFNULH T, LhrLHTEETRILE

=}

/Ch0

14.16.3. #fiEFZHI CPU S L Suit a Pool of Host Physical Machines

HtE, BTLECHHETHYENZTTER CPU BB, T—#EEWL CPU WEEkRiE & N IFAE S
YWY, HREH guest ERHLETFHEIBE T —EZHNWENLZ, WEHNYEHLZ CPU EZ L
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BEFEET KRBT TG, EHIEEERD aTEEE—4IRE, TRIFATARS#EH 100%
[E89 CPU, BLREBIFEXRBI G EEEVYEENZF CPU £, REWIE, 1H CPU FEEHHENZZ
[HBE TSR, EXFES CPU B, St ERBIHAAFI denominator CPU, X Z25ELEk
B, B libvirt 124t—1 APl R TULESS, HIE libvirt 18487 XML X552, 1 EHEEY]
2209 CPU £, libvirt JFERSBIFEN 51y CPUID #8173, il EE1y3c%E, FH1F CPUID /835 EE
FrEHi ) XML CPU b,

LUFZ2HAT virsh ZHEERT, /B KT FibThgERIlibvirt 1R & 89TH :

K 14.3. R EHEEYL 78 CPU BEZE R

<capabilities>
<host>
<cpu>
<arch>i686</arch>
<model>pentium3</model>
<topology sockets='1'cores="2"threads='1/>
<feature name='lahf_Im'/>
<feature name='Im'/>
<feature name="xtpr/>
<feature name='cx167/>
<feature name='ssse37/>
<feature name="tm2"/>
<feature name='est’/>
<feature name='vmx/>
<feature name='ds_cpl/>
<feature name="monitor/>
<feature name='pni’/>
<feature name=pbe'/>
<feature name="tm/>
<feature name="ht/>
<feature name='ss/>
<feature name='sse2/>
<feature name='acpi/>
<feature name='ds’/>
<feature name="clflush/>
<feature name="apic/>
</cpu>
</host>
</capabilities>

HTE, GHREHIIRS SILEC, (#EFF#E[RIY virsh capabilities a5 % -
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B 14.4. MBEVLAR S5 255K CPU Fdizdh

<capabilities>
<host>

<cpu>
<arch>x86_64</arch>
<model>phenom</model>
<topology sockets='2' cores='4" threads='1/>
<feature name="osvw/>
<feature name='3dnowprefetch/>
<feature name='misalignsse’/>
<feature name='sse4a/>
<feature name='abm'/>
<feature name='cr8legacy />
<feature name='extapic’/>
<feature name="cmp_legacy'/>
<feature name='lahf_Im'/>
<feature name='"rdtscp’/>
<feature name=pdpeigb’/>
<feature name=popcnt/>
<feature name='cx16/>
<feature name="ht/>
<feature name='vme'/>

</cpu>

...Snip...

EFEFI CPU HgahE &5 55651 T fEdh CPU faixh F 2, 15/ virsh cpu-compare %5,

WP BIA B ETE S 7 virsh-caps-workstation-cpu-only.xml BX g, BILIFEME X EHAT virsh
cpu-compare B :

# virsh cpu-compare virsh-caps-workstation-cpu-only.xml
Host physical machine CPU is a superset of CPU described in virsh-caps-workstation-cpu-only.xm/

L FIti A, libvirt IEfBRE CPU T/ 1R E, X265 i CPU #iik4 7 R4 CPU 189
—LERE, K THEBIEE i HlliRS 852 [T, 4TI XML X4HH EBEER L, EHESZEN
BRFLEThEE, ETEEE M EHla89 CPU /— &89 both-cpus.xml _Li=7T virsh cpu-baseline %, 51T
# virsh cpu-baselme both-cpus.xml, %ZRUITF :
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K 14.5. €4 CPU E#

<cpu match='exact>
<model>pentium3</model>
<feature policy="require' name='lahf_Im'/>
<feature policy="require' name='Im'/>
<feature policy="require' name='cx16/>
<feature policy="require' name='"monitor’/>
<feature policy="require' name='pni’/>
<feature policy="require' name='ht/>
<feature policy="require' name='sse2/>
<feature policy="require' name='clflush’/>
<feature policy="require' name='apic/>

</cpu>

WEEXH T BN, HHEEABIN ZB LR,

14.17. BEEZEFHLEH YL CPU =

X FigH A E, guest EH Y] CPU BLEREZ ST HWEEYLZTIEE XML 22 FF{ERIIEZ XML Z 7.
HAJiF i, cpu-baseline virsh & wHI XML FE#E el LU E#E #IF] <domains> so B9 TTKBIZ F HLEM L
XML &, ZERIEHG XML F BH, TE#90% - BLEEHIHL XML #69 CPU If, BJL N EiABIEMETH, X
LT EoJLUREE, (BEXITE 4 EAEIHERZN M, TIH <cpu> TFEHFEF match KB,
AJRERIIEAT T -

match="minimum’ - ZHYEEHl#7 CPU 241 E DA guest YL XML Higah69 CPU Zj
B, WIRTIHE BHBREF ENNEENRMIIE, TBREEF LEMILN LD

=
BEo

match="exact’' - THHYEEHLFF CPU BAE L H guest M H XML gk 89 CPU ZhgE, 41
RENDE I EYBREFHLENYIECE S IR MIIEE, NXLELEEFFM guest YL H BERk.

match='"strict’ - ZHHYEHla CPU BAHREEHLEMH XML Fiza9 CPU ZWEET £
/‘?0

F— 1 HE <feature> o BTLIBH — 1 BB 'policy’ B, BIEERIEATT :

policy="force’ - EIELHYEY#FREE, BREE S HELNATFZIIEE. X&EENEX
AHERBIIER T EEFF,
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policy="require’ - fFIHBERFF5E S BLEH, HWREHNYEEWKRLELR, LW, X2
FEFHIELIA (E,

policy="optional’ - WIRHHZEIFE, WEE  HLEYLLFFEIEE,
policy="disable’ - IR EHYENFEBULIIEE, TIMEF HLELHPLE#EE,
policy="forbid’ - HIREWNYEE i EHHTEIIIEE, TR KM HIEL S 55 HLEH .

'forbid’ FHEEHTF—NENENY =R, BTN BEFEZRMEAEE, #EEF7E CPUID #i5
dha, FHHEEFZR I B A AR E YR &5 L E ST guest ZHHl. 'optional’ FEBEXTBHE
1T H. 24 guest EHH RIS IZ Sy al i, (HE5FHLEMPSEHETRI, WERIERT R
'require’, By ETEZ AL ZEHEXEE,

14.18. EEEEWEHIBI TR

virsh £ F R FENE HUERYLN ZEHXTHHARDE, X libvirt FTHEEE, SAXEHE
YL cgroups HEE ], RIELE LM —F T ol LU 2 EXIEE S HLER BT T, =
LU F Bl a7

Memory - A#F#E#Izs 21F0 RAM ] swap E/HE i ERE, &4 EHERRHE

I

Cpuset - CPU £ B HI #5121 B AFEFEF—4 CPU ##2E% CPU 2 [H/HIiE#,

cpuacct - CPU i IKEERz5 4 — A EELEHE CPU EHZERI1E 5.

cpu - CPU ViR FERIZ 2 I AR SE K. XU TFRRF nice ZHITFH,

devices - KX &7 1EHZ1E FRIFIE L 65 _LFZ 57 U o] 1 G126,

freezer - freezer ##1z5 BT = H th 2 AT BBIHEE, X HIZE4HI SIGSTOP £,
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net_cls - B4Rz A FES to PI%5 R KK ETE LTI,

IOV K55 cgroup RIFHEE RAIE R IXKETERE HEEAKERIFHE, TFHER
/etc/fstab FM—LHEE R, &EKIEHRZXGGH, HEREHEIMTHARS, XefLUETLUT virsh

wHTH
schedinfo - At 2 14.19 7 “KEHESH”
blkiotune- I FAT#E 5 14.20 77 “Ersb X ES 1/0 S#”
domiftune- ATzt 3 14.5.9 77 “KiEPI4E#E O i Z#5”

memtune - Arxh B 14.21 77 “BRiEA 712

14.19. KEHESH

schedinfo R iEFEfF S HIEHA 5 PLEMM. WEAL Feaid -
I #virsh schedinfo domain --set --weight --cap --current --config --live

LIFZ2 1 E8E958 -
1 - BB HEN I
--set - LA RER)FHFE 2BV ABTIEHIZZIRIF, WRFE, TN RMEMSH K HE,

--current - 5 --set —#EFN], FHEHIEER set FHREFEE LIV EF S, HHER
B BIIER TR, KRS FiayE RS,

--config - 5 --set —EEAN], FFTE FTREGNIEHBEEN) £6 FHE. SERE HER
TR, fFETREE BEXHHEEEREFES,
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--live - & --set —EREEN], FFHEZHFIE{THIENE P LEHBIEE BIES FHE, HHER
B BIIER TR, FEaTs{THER S FiE A E R E

B LUEF L FEH K& - cpu_shares, vcpu_period #] vepu_quota,

#l 14.5. schedinfo show

ZFHET T shell &/ PLERHLEIVEENS S

Scheduler  : posix
cpu_shares :1024
vepu_period ;100000

# virsh schedinfo shell
vcpu_quota -1

#l 14.6. schedinfo set

FEZAIF, cpu_shares FHH 2046, XA NS EIA BT 2B,

Scheduler  : posix
cpu_shares :2046
vepu_period ;100000

# virsh schedinfo --set cpu_shares=2046 shell
vcpu_quota -1

14.20. ‘st iZiEH 1/0 EH

blkiotune X EFIZHEE guest BT 1/0 S MEHLITHER -

I # virsh blkiotune domain [--weight weight] [--device-weights device-weights] [[--config] [--live] | [--
current]]

BXX PR THIEZ I, FEM E LRI EIE R

14.21. BEA 7%

££ Virtualization Tuning and Optimization Guide #7144 T virsh memtune virtual_machine --
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parameter X/,

14.22. EHIH%S iR

LUF i GiR (EEP%. libvirt BEHFE X EWPIZEIZIEE, 2T ol Rt H i FSE RBP4 1%
o AXIMIIEERTIFIE, FEE libvirt Bis BIXH, EMPIAEIFE 55 HFEige aial, EfE
Mg er# % =6 UUID,

14.22.1. B35 50EH I

Wi S FF T E T A ACIE 7 1E quest EEHHL /G500 BahE 5, BiafriX e :
I # virsh net-autostart network [--disable]

X ip 7 HEZ -disable Pt Tl, ZtHiZ2/H autostart 5.

14.22.2. M XML X OB EH %S

BB M XML X HOIBENNY, 525 libvirt BIp65 LUEER libvirt & XML BI25#5 08978
, XS XHER, X2 XML XHBIEE, BM XML XHECIBEHIPNY, 1551T :

I # virsh net-create file

14.22.3. M XML XHEE X @S

3
5
Q\

B BM XML XXHEE KBRS, (KEXFIZ, MTFEOHE, BEXEWHY, )

I # net-define file
14.22.4. Z1FE A%

e BH% (FF1E) HREH UUID 1EERIEEHNY, X2UTLE, BfEILIEENEE, T
mEPILIEER) %,

I # net-destroy network

14.22.5. QIBBFEHEXAHF
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WD BRI ENAAES, (ENIEEEHIAZ%89 XML #5158 stdout, HIRIEE T --inactive, JHE
WEET Y BREIR X BB IIEEF, BLIBFMEXH, 17517 -

I # virsh net-dumpxml network [--inactive]
14.22.6. i B PI%5 89 XML ECEX

LUF i 544569 XML BECiE XA -
I # virsh net-edit network

FF 45 XML X89435 25 ol /i $VISUAL 2t $EDITOR 55 8184L, Btil Y vi,

14.22.7. IKIRE K EW IS S

WipTREIB X BIEXR FREIEE, ERXRHAES, EHE1T -
I # virsh net-info network
14.22.8. JUH B X EW IS

HIRIEET -all, WEEEIEIIZE, THFEREBE B T:EH0 W% (AR KIEE T IHEZH
%) . BoJgEd 7 Ed --persistent 1 IERCIHIRIZS, LS H --transient 5 HlaH BGIGI (%5, --
autostart JYHFBLE S B 505 5089508, --no-autostart aTLSH B 515 512 B R A,

ZE : 4 5IARFZATEGE], e HRRamtIEHE—K APl VREIR 7 F, WRBIEREIZ
B TE VAR, ATEER B, AR —R. BHTHIIRS R B X1,

BB, FET ¢

I # net-list [--inactive | --all] [--persistent] [<--transient>] [--autostart] [<--no-autostart>]
14.22.9. f5B9% UUID ¥ 0y %5 £

BB UUID FHN S ER Flt, HETT -
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I # virsh net-name network-UUID
14.22.10. j55) (ZBiEXHJ) inactive Network

W B/E5) (ZHIEXE)) FEZIE, Fylt, FEfT :

I # virsh net-start network
14.22.11. BUHE X FEESIPAABIACIE

B BOHE LT AR I, Wi, 57T -

I # net-undefine network
14.22.12. {35 & BFEEH %% UUID

B PIFILE AL UUID, i, HiEFT :

I # virsh net-uuid network-name
14.22.13. EHFHHMHLEE X XA

Win TP EFTIE A E X BIGTERE S, HITRIEM, TEEHRHENE5IMY%, X1 @HeE "add-
first", "add-last", "add" (—1fF add-last) . "delete"2t"modify", A8 &""bridge", "domain",
"ip-dhcp-host”, "ip-dhcp-host”, "ip-dhcp-range"”, "forward", "forward-interface", ""forward-
interface”, "forward-pf", "portgroup”, "dns-host", "dns-txt" 5t "dns-srv", FNEBHEH xml TTEE
KRB ER DL, MITEREXTE, P, " <ip> -dhcp-host"fFEH E S 7E network. TTEAHG
<dhcp> TTFEAE) <EH> ToF. xml EATEXERITEE xml TTFEIX A (BI4] "<host
mac="00:11:33:33:44:55' ip='192.0.2.1') KB ZTE xml TTFEHIX I ETH. T EEEET EEIEHE
XEBIB—TEHF - WWRB—TNEF <", WERE xml XX, WEB—NEFHTLE"S", NXEEEE M
FB9 xml XZEKBIX L, --parent-index ETHEEATIE R TH (BEF 0) B9Z Nk, O/, dhep <E
B> TTFEALUT FRHAPZ P <ip> TTFEZ — ; WRFIERRFS], NREEBH REZH" <ip> TTHEIFH
HEE (BEEBEA <dhcp> oFE— AT , (BATRIEHR T --parent-index, <ip> BIFFESLHIFFIE
FEH, WRIEET -live, JURFZNIETEL{THIGSY, HIRIEE T --config, NIRRT —RIFAHEE
JE5). HIRIEE T -- current, JE N4 GiBIE KA, BTLLUENLELE --live f] --config Z£0T, 14 --
current @M 589, TIEEHIEII 515 E --current £5/a,

EFHHEXH, F51T :

I # virsh net-update network command section xml [--parent-index index] [[--live] [--config] | [--current]]
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58 15 = FHEMHEE 2R (VIRT-MANAGER)EH GUEST.

£ 15 F FHEVIEEZ(VIRT-MANAGER) &% GUEST.

XEBR b T e EFEZS (virt-manager) B0, X iZHEHIZEF GUI 1241,

virt-manager 1Y R LRI EW R T LEH LY EEFRIZE I B, virt-manager
ATLIATEAE EEBFS, 8% :

EXFILIEE S Hl.

HECA17,

HEEH CPU.

PR FEEE,

REFAIGE. EERIGELIR X H RIS 515 .

HEFIX RIS, LR

S FIB 2T s

15.1. J557 VIRT-MANAGER

E/F5) virt-manager K15, " NEERF "FH, R "RAETE "EHHLFE" BEHHIEEZ"(

virt-manager),

WHfRHH virt-manager &,
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& 15.1. j&5) virt-manager
File Edit View Help

B | [ oOpen [> 01 (W) v

Name e
= localhost (QEMU)

guestl-rhel5-64

Running

guestl-rhel6-64

Running

guestl-win2k3-64
I

Shutoff

rhel6-64-pxe
|-| Shutoff

st%, ETLUEH ssh /550 virt-manager, 1 F&SAFT :

ssh -X host's address
[remotehost]# virt-manager

1£ 58 5.1 7 “(&€/F SSH AT B &L i —# 11 B ssh ELEEMHAIELHL,

15.2. VIRTUAL MACHINE MANAGER MAIN &

WEEORTE AT A EES{THIE AR, B guest B9E HFLFF guest,

B 15.2. AN EEZEEO
File Edit View Help

L mopn =~ m © v

Name v  CPU usage
= localhost (QEMU)

guestl-rhel5-64
Running
guestl-rhel6-64

= Running

guestl-winZ2k3-64
|2_| Shutoff

| | rhelé-64-pxe
— ' Shutoff
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5515 = FAENHEE% (VIRT-MANAGER)EH GUEST.

15.3. VIRTUAL HARDWARE DETAILS &

EEAFINE B BB BX & BRGNS, FILEOP, AL WERREX
EWEH TR, B EREAFAERE O, Fmdi TREABE,

B 15.3. EHEEAEIFEIE PR

File Virtual Machine View Send Key

@@ m @ v &

virtual hardware details :
Basic Details

Performance Name: guestl-rhel6-64

{a Processor UUID: b8d7388a-bbf2-db3a-e962-b97cabe514bd
iﬁ Memory Status: |3 Running

Boot Options Description:

L virtlo Disk 1

B NIC :79:35:e9

Tablet

() Mouse Hypervisor Details

B Display VNC Hypervisor: kvm

ﬁ} Sound: iché Architecture: x86_64

. Sarial 1 Emulator: fusr/libexec/gemu-kvm

[7=r]
B video . .
[* Machine Settings

> Security

[ Add Hardware ] Apply

By [ Bl B ke I B A v G B B
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B 15.4. EHEAFIEEO

File Virtual Machine View Send Key
" @~

Basic Details

]

|

Performance MName: guestl-rhel6-64

{d Processor uUUID: b8d7388a-bbf2-db3a-e962-b97cabe514bd
iﬁ Memory Status: |3 Running R—
Boot Options Description:

e WirtlO Disk 1

EE NIC:79:35:e9

Tablet

() Mouse Hypervisor Details

B Display VNC Hypervisor: kvm

Ejf sound: iche Architecture: x86_64

= Serial 1 Emulator: jusr/libexec/gemu-kvm

B video

> Machine Settings

[> Security

l Add Hardware l

15.3.1. ¥ USB &M E @& ##1

%{;

EfF USB K a M EIEHH, B TiFRMMEENYEENE, HFLZ K AEIES
TfE, IR guest IEFEL1T, WIFEZELEIEERS BIfFE X,

1Z# 15.1. &/F Virt-Manager K1 USB i%#

1.
#TFF guest EZ#HLHEJ Virtual Machine Details f5.

£ Add Hardware
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B 15.5. FINEEHEILE]

i rneils virtual Macnine N
File Virtual Machine View Send Key

[ )vernd| ew
Basic Details
[ Performance
Name: rhel7
g:} Processor
&= Memory UuID: 6b65716b-f474-3437-5dal-83c8al55d6d4
B Boot Options Status: = Shutoff
_4 i . Description:
. Virtlo Disk 1
(o) IDECDROM 1
B NIC :12:fe:50
Tablet
- Hypervisor Details
™ Mouse )
— Hypervisor: kvm
@ Display VNC Architecture: x86 64
ﬁF Sound: iché Emulator: jusr/libexec/gemu-kvm
&=y Serial 1
B video Operating System
— Hostname: unknown
MF Controller usb
Product name: unknown
MF Controller IDE
b Applications
[ Machine Settings
> Security
| Add Hardware

4

££ Add New Virtual Hardware # & 0H#, 25 USB Host Device, MZFZ ot EH
B &5 F st Finish,

249



Red Hat Enterprise Linux 6 EEf{t E 5w

& 15.6. 701 USB %45

™

Storage
Netwaork
Input

/Iy [

Graphics
Sound
Serial
Parallel

A1)l

Channel

r

PCl Host Device
Video
Watchdog

Smartcard

ERNE

A0 New Vvirtual Haraware

b 4

USB Device

Please indicate what physical device
to connect to the virtual machine.

Host Device:

001:001 Linux 2.6.32-358.23.2.el6.x86 64 ehci_hcd EHCI Host Cor
001:002

001:070 Dell Dell Quietkey Keyboard

001:071 Logitech USBE Optical Mouse

001:072 Broadcom Corp Broadcom Bluetooth Device

002:001 Linux 2.6.32-358.23.2.el6.x86_64 ehci_hcd EHCI Host Con
002:002

Cancel | | Finish R‘—l

ERBE inE Yl USB i£4:, 155 guest L.

15.4. A ETAEHE

MWE OB guest BIETAEFIE .. 2/ HL ol LU % FhA a0 X -FH B W24 : virt-manager
37§ VNC 7] SPICE, WIRZHIEW I ZENFELGHEUE, W Virtual Machine I 1E#IE R EET ik
AZFH, ZEErZT,
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A 15.7. [HEEZHS &0

File Virtual Machine View SendKey

e @ n@-| %

QAppIications Places System % (.% e

=]

Computer

root's Home

i

VNC BHUA T ZF 2L L TRIITZL, HEHTT —LEH, LIE Red Hat
Enterprise Linux £ @EHE/SH VNC L2, &/ Hlit EHLIKITNTAHEH A O]E
H(127.0.0.1), X ETRUFRELEAE shell fXBRAEGHBLE T LI VNC i/ virt-manager
FHIEH M. FEZ virt-manager BE0E 771 T B LA A EOFELC %, HFHEZSH
.

R EEE R LIE T SSH X0HT, XelMERE, ##2% VNC aTLiEE T #S SSH
THTEREERIE R F iy, (B FEZERA, Bl TENSHM, B EEE i,
FRIRLUF BT : 38 5 2 B/ YIEIiE EETLS ey &F RIEY RS W
Rz £,

X WS E AT EIKCASE (I, # Clri+Alt+F1) , LUBGIEENTLERIEF Hlil B, EaTLiEE
Send # FHEEGFELXEX LS, & Yblag O, #idi Send key ¥, AEAFELEIIEEL]
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Fol, 7, B el UM UL g it Rt

SPICE #2 Red Hat Enterprise Linux a/{&fH#9 VNC B9E -G E,

15.5. F e

YRR T HMHa&fF virt-manager %8 Bl iR BIEE,

B FHE, FTH File ¥4, ZEt#F Add Connection... FEH I,

W28 Add Connection 5%, HiERZEFEEF. */F Red Hat Enterprise Linux 6
RG, HHE QEMU/KVM, &R B — PN Bt in#¥ Local, /g a7 %, X
P rBldE] SSH #fFtefEd, XEMATFHINLE, AXEBETIEFENIFE, FEE5FE55
BB S

& 15.8. FHIEHE

Hypervisor: QEMU/KVM

L

| Connect to remote host

Method: SSH

L

Username: |root

Hostname: |dhcp-100-19-175 W

Autoconnect: ]
Generated URI: gemu+ssh://root@dhcp-100-19-175/system

| Cancel || Connect

FETH AT EHHA root Fi,

FEEHIPLE B EH I PPEE virt-manager B4,
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& 15.9. #£3 virt-manager B89 cEEEH
File Edit View Help

E. @mopen | m @ v

Name ~ | CPU usage
 192.168.122.1 (QEMU)

VM-RHEL

Running

=~ localhost (QEMU)

VYM-RHEL
Running

~ myhypervisor (QEMLU)

VM-RHEL
= Running

15.6. ‘B & HFIE

1EBT LU Virtual Machine Monitor 2 &3R5 A E U HLEE 5015 5,

BEERTBIFIE

£ Virtual Machine Manager &0, ZHErEEEFEHIEHHL,

B 15.10. EEZ B BIEL
File Edit View Help

B | @Wopen [ 00 @) v

Mame bt

= |localhost (QEMLY)
guestl-rhel5-64
Running
guestl-rhel&-64
Running

guestl-win2k3-64
|2_| Shutoff

rhel6-64-pxe
|2_| Shutoff

7£ Virtual Machine Manager Edit S # /1, ##¥ Virtual Machine Details,
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A 15.11. FrEHHIFEE

File | =::| View Help
Connection Details
Virtual Machine Details

Nami Delete v | CPU usage
= loc|
Preferences
u guestl-rhel5-64
Running

guestl-rhel6-64
— Shutoff

guestl-winZzk3-64
|;_| Shutoff

rhel6-64-pxe
|2_| Shutoff

24 Virtual Machine (#1588 O#THHS, BIEER BAIEHE. WELEXFIER, HHE" B

', REEEE EHER ", Bl Overview B0, ZEROXNEL, iEMENRISHL
BItEHEEE Overview,

Overview /7 7~ & HlB9AC ETF 15 #E D,
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5515 = FAENHEE% (VIRT-MANAGER)EH GUEST.

A 15.12. & HiFIsHEh

File Virtual Machine View Send Key

=@  »®-
Basic Details

Performance

Name: VM-RHEL

ﬁ Processor

&= Memory uulID: d2ceB805d-caab-757a-e8e9-9b8f570259e2
Status: &5 Running

Boot Options
L wvirtlo Disk 1
(o) IDE CDROM 1
p

EE NIC:74:47:c2

Description:

Tablet

~ Hypervisor Details

() Mouse i

— . Hypervisor: kvm

Igl Display VNC Architecture: x86_64

G Seriall Emulator: Jusr/libexec/gemu-kvm
B video

M} Controller IDE Pt e

Hostname: unknown
MF Controller usb
Product name: unknown

[ Applications
> Machine Settings

> Security

[ Add Hardware ] Cance Apply

MZEIEG S B s Hit 7 Performance,

M Y BT E MR E, B15 CPU R R,
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B 15.13. BErEHIIEEETFE

File Virtual Machine View Send Key

=0  wE- ¢

1]

Overview

Performance
[
g:} Processar
= wenan e
Boot Options ==
L) virtlo Disk 1
EE NIC:79:35:e9
[#] Tablet
() Mouse MSE"T;ZB 2048 MB of 6033 MB
Display VNC ’
B sound: icno I
=y Serial 1
Video
Disk 0 KB/s read
I/O: 0 KB/s write
Network 0 KB/s in
1/0: 0 KB/s out

Add Hardware

MZE B9 Z 41 B 1% i £E Processor, Processor fEE A i 4R & & 2 Bingd FEEE AP, LUK
#HE,

BEHLIELER T, el Ll EMEEH CPU(VCPU)RIHE, X#hy Hddik fIFiik,

EZ

BIKDBERAE IR P tett, Blt, EFHXHF, HITBRESHEHEBER
/8,
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A 15.14. 4 EEZ5 5 BCiETiR

File Virtual Machine Wiew Send Key

=0  n@-~

Q Overview
Performance

W Processor

== Memory
33 Boot Options
L virtlo Disk 1

a
==
i

CPUs

=~ Configuration

Logical host CPUs:

Current allocation:

Maximum allocation:

5515 = FAENHEE% (VIRT-MANAGER)EH GUEST.

6
2

-~
~

2 N

B NIC:79:35:e9

)

B video cores:  [1 [
Threads: [1 |2

=~ Pinning

Model: [
#| Tablet
[Copy host CPU conﬁguration]
() Mouse
B Display VNC ~ Topology
m sound: ich6 [ Manually set CPU topology
& Serial 1 sockets: [1 |5

Default pinning: [

(ex: 0,1,3-5.7)

lGenerate from host NUMA configuration

Runtime pinning:

VCPU On CPU  Pinning
0 3 012345
1 0 0,1,2,3,4,5

MZ G- BT #S 4 Memory. Memory 5 7 tF 458 & st B i 25 FipIP 77 5 A
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K 15.15. B2

File Virtual Machine View Send Key
=@ @ 0@~ ¢

Overview

Memory
Performance Total host memory: [EEER:

Processor Current allocation: (2048 MB
% oot Options Maximum allocation: (2048 MB

Virtlo Disk 1
NIC :79:35:e9
Tablet

Mouse
Display VNC
Sound: iché
Serial 1

Video

=

&

WVERECE L

B I TR B BGHE 1 e T ik 2l BB A7 BT P, i S IRt A T IE X R o
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& 15.16. [ b2 0iE

Eile Virtual Machine View Send Key

=@  ©n@-

©

—

E’O

i%lﬁﬁ@

RT3

Overview
Performance
Processor
Memory
Boot Options

IDE CDROM 1
MIC :e8:05:34
Tablet

Mouse
Display VNC
Sound: iché

N

Serial 1

USBE 0d8c:000c
Video
Controller IDE
Controller usb

5515 = FAENHEE% (VIRT-MANAGER)EH GUEST.

s
A=
i

Virtual Disk
Target device: IDE Disk 1

Source path: fhome/guest-images/guestl-rhel6-64.img
Storage size: 12.00 GB

Readonly: []
Shareable: [

~ Advanced options

Cache mode:

Storage format:

=
[s1]
Ei

v

Disk Bus: |Virtio |2

Tip: 'source' refers to information seen from the host 05,
while ‘target' refers to information seen from the guest 0S

B mEYE R BT R IIE O R Bt FRE . =i WP # O TR R
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K 15.17. S R4 00IE

File Virtual Machine VWiew Send Key

=0  w@-| %

B overview Virtual Network Interface
Performance Source device: Bridge 'bro’

{.§ Processor Device model: | virtio |Cl
g ::;:c;r:tions MAC address: 52:54:00:79:35:e9
) Wirtlo Disk 1

[

NIC :79:35:29
Tablet

Mouse
Display VNC
Sound: iché
Serial 1

Video

WREC

15.7. MEE L 12

B LUEY virt-manager BBt THE 1 BE L EE BT AT,

BEMEE I -

1" Gyt "FH, SFE ST

K 15.18. N E WL E ST

Connection Details
e = : v
Virtual Machine Details
Nami  Delete v CPU usage

= lod

Preferences
guestl-rhel5-64 “¥
Running

guestl-rhel6-64
- Running

- guestl-win2k3-64
|E_| Shutoff

- rhel6-64-pxe
lz—l Shutoff
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5515 = FAENHEE% (VIRT-MANAGER)EH GUEST.

WHTA& P Preferences &,

M Stats ZTFIFENF] (LB 1i) 2 stats 21T,

& 15.19. BgEMERE L 12

General

Disk I/

Stats

O

Network /O

VM Details | Feedback |

Stats Options

Update status every |E g] seconds
Maintain history of | 120 g] samples
Enable Stats Polling

15.8. B&#HlHJ CPU

HE

Close

BAERZHATEE il CPU & fHE :

7 View FHa, 7 Graph, #/G2# Guest CPU Usage E4HE,
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K 15.20. |5 A& #l CPU HZE%5i

File Edit | i5.| Help

[ |Host CPU Usage

Name (I Disk 1/0 (disabled) v | CPU usage
~ 192.168.122.1 (QEML) [INetwork I/O (disabled)

VM-RHEL
Running

B

=~ localhost (QEMU)

VM-RHEL
Running

= myhypervisor (QEMU)

VM-RHEL
Running

i i i

Virtual Machine Manager 2% % L AT B W HLAT CPU EHEH,

K 15.21. /4l CPU HZH
File Edit View Help

K [mopen | m @ v

Name v CPU usage

= localhost (QEMU)

guestl-rhel5-64
Running

guestl-rhel&-64
= Running

- guestl-win2k3-64
Shutoff

- rhelé-64-pxe

Shutoff

15.9. [ EHH CPU FHE

BERGHATE I CPU L :

7F View FEHidh, JtFF Graph, #E## Host CPU Usage EH1E,
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5515 = FHERNHEESR(VIRT-MANAGER)EH GUEST.

K 15.22. |5 EHL CPU HEZi1E

File Edit | (- /| Help
. Graph Guest CPU Usa
o -

Host CPU Usage
Name [JDisk IyO
[INetwork 1/0

~ | Host CPU usage

= myhypervisor (QEMU)

E VM-RHEL
- Running

< localhost (QEMU)

VM-RHEL
Running

= 192.168.122.1 (QEMU)

VM-RHEL
Running

EMYEE R B rRIEHEN CPU FIEAZ,

K 15.23. 41 CPU HEA
File Edit View Help

L ®mopen - W @ v

Name

A | Host CPU usage

=~ myhypervisor (QEMU)

VM-RHEL
Running

= localhost (QEMU)

VM-RHEL
Running

~ 192.168.122.1 (QEMU)

m VM-RHEL
= Running

15.10. SEZ % 1/O

BERLFATEEM LA 1/0 :

BRI Tzt VO i1 BEER. Wi, FM" it "RAPLE" T HEdi " RiE
TiF,

HFE Disk /O EHEHE,
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K 15.24. J5 Fwé#L 1/0

General | Stats | vm Detai|s||=eedhack|

Stats Options
Update status every |1 g] seconds

Maintain history of |120 g] samples

Enable Stats Polling
Disk I/O []
Network 1/O ]

Close

ZJ5/H Disk 1.0 25, M View EHAZEFE Graph, /G Disk /0 E4EHE,

KA 15.25. R 1/0
File Edit [ .. | Help

[+] Guest CPU Usage
[+]Host CPU Usage
& Disk IO

= myhypervisor (QEMU)} [+] Network 1jO

VM-RHEL
Running

Haost CPU usage Disk If/O

= localhost (QEMLU)

VM-RHEL
Running

= 192.168.122.1 (QEMLU)

VM-RHEL
Running
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5515 = FHERNHEESR(VIRT-MANAGER)EH GUEST.

B ELE BRI LATE M HLEH# L 1/0 K2,

K 15.26. Z w4 /O
File Edit View Help

| mopen [ W @ -~

Name

~  Disk IJjO

=~ myhypervisor (QEMU)

E VM-RHEL
= Running

<~ localhost (QEMU)

VM-RHEL
Running

w 192.168.122.1 (QEMU)

VM-RHEL
Running

15.11. Z7%% 1/0

BERTLFATEEM LI 1/0 :

LR B /5 FAPI% I/0 Z5i1 B
TiF,

2/ Network I/0 E4HE,

Ao MU, HM" G "RERESE" S R R E
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A 15.27. J5 FRI4% 1/O

General | Stats | VM Details | Feedback|

Stats Options
Update status every | 1 g] seconds

Maintain history of |120 g] samples

Enable Stats Polling

Disk I/0 O
Network /O =

Close

ZZ Network 1/0 Z5iH5/8, 1M View KHEAELE Graph, #/E2E#E Network I/0 £t
#.
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5515 = FHERNHEESR(VIRT-MANAGER)EH GUEST.

A 15.28. FEFEMIZ 1/O

File

Edit [ i/ | Help

Guest CPU Usage
| [/ Host CPU Usage

|Name Disk IO age ' Host CPU usage  Disk I/O
* myhypervisor (QEMLU) Network IJO

VM-RHEL

Running

~ localhost (QEMU)

VM-RHEL
Running

<~ 192.168.122.1 (QEMU)

VM-RHEL
Running

e T————— B

B ELE R BRI LATE M HLEIRZ 1/0 K2,
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A 15.29. SZ =% 1/0

File Edit View Help

| mopen [ W @ -~

Name | Network 1/O

~ myhypervisor (QEMU)

» VM-RHEL
— Running

<~ localhost (QEMU)

'T‘ VM-RHEL

— Running

< 192.168.122.1 {QEMU)

'T‘ VM-RHEL

e — Running
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%16 E FABL T EIINZE P iREHEE

# 16 Z FHEL TRUINE ink MLt

16.1. A

Red Hat Enterprise Linux 6 Bi# alijj[i]. JitiRI0IE Y EER A b At A R TH, XETE

B2, 8iF -

EEH K TE A FEYPEE st LB,

Gt fF XA L (B L b o,

IR G T E Y PEE i BB,

1£ Windows EHEEHz5 iRt 45 Windows M2,

HKaBEXH. BR XHRG DX, ZHERIRMETEH 5 R

ERLE5 BN E o T BEE X5 FHIE VD E 87

FEE Y EEYL 5 B9 1 FH 2,

FHRZ NI EAYE, CIHEIHLZ LK.

1T EEHHE R IR A & W EE 1 F .

BEER CD #]1 DVD ISO FIE 7 ik 45 AR £R.
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A

£
=]

BT RS ETREATNYE Bl sttt tak (FMEIEFEs{TH9EM

bl £, BEUGABXITIME#ALZER) o STHME-FHE i e R LA 7 17
1, ABLZHBAIEEATIRIFBI TR, BH T HXATEIES. HR guest B4 HLET

BEIETEISATHAT T EE, WU REHHTE, stZFFELD & UHEEAEHXL

>

TR,

i

Red Hat Enterprise Linux 6 H8)—L@E L i 5 7 i 5 ETEE libvirt 152, 10

I virt-df -c gemu.//remote/system -d Guest
{32, Red Hat Enterprise Linux 6 #89 libguestfs %17 vi & i, #fHviE
L T Red Hat Enterprise Linux 6 &5 :

URL B9 7 XX TR E,
guestfish
[ ]
guestmount
[ ]
virt-alignment-scan
virt-cat
[ ]
virt-copy-in
[ ]
virt-copy-out

virt-df




%816 Z= ABEL TR N%E F inE R

=
o
®
S
S

virt-filesystems

virt-inspector

virt-inspector2

virt-list-filesystems

virt-list-partitions

virt-Is

virt-rescue

virt-sysprep

virt-tar

virt-tar-in

virt-tar-out

virt-win-reg

16.2. KiZ

271



Red Hat Enterprise Linux 6 EEI{L E {5

KON LHEXERREFEIARE,

libguestfs (Guest X1#¥%%)%) - I&/= C JFEIeHt THT A Gk, EEXHFFBIEEKIIEE,
EA LB C BFEZAXT APl, HEHEE,

guestfish (Guest X% H 1 shell) E—13G= shell, ZHaLIMm57736M shell
BIZ(ERE, ©2FF libguestfs APl BT B 2HEE,

FlEH virt TEZE libguestfs Z_LHEH, ENLEH T —FMob 5 1T{TIE RS
M, TE& virt-df, virt-rescue, virt-resize ] virt-edit,

hivex fll Augeas E4%5/4%i# Windows FMZA] Linux BCEXHFHIE, BARENTS
libguestfs #7F, {H libguestfs BIAZEAMEEF H FX LT BRJHS.

guestmount £ libguestfs #] FUSE 2 [i89# 0, &EZHTFMENYEEYLEE LA R
BEXHFRT, X THETBSmE, HafERREHA.

16.3. &

FEZ % libguestfs, guestfish, guestmount & Windows Z /' §lEH 3%+, 71/ Red Hat
Enterprise Linux V2WIN %8, i%/i Red Hat Website izl Fap 5 :

I # yum install libguestfs guestfish libguestfs-tools libguestfs-winsupport

BEZRATH5 libguestfs fHXBIEHE, BIFEEHRE, HoTU TS :

I # yum install "“guestf*'

16.4. GUESTFISH SHELL

guestfish Z— P E shell, ZHaLIMeG1TEHZM shell BIA1i1H guest BN X %5,
libguestfs APl BT B ZHBEAB AT M shell 15/,

EIHR BB XWHEER A R, HE1TL Fip s, BT RIS E
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16 &= ERABLTRVINE P mEL L
I guestfish --ro -a /path/to/disk/image

--ro Fattind ek U RELHITH. XTEAEA L, BFATFEAYI, RE5HE HE guest
EMYARELTTHS, SEEMA BRI IELH & imE Mo, FEBEX T ET, LA libguestfs
4t live ZFHLEM L, FHAXEHT Bl EIB 4 1t

/path/to/disk/image M HIHERE, XATLIEX . ENYEEHZZHEE (4 /dev/VG/ILV) . EHHY
BB 55 (/dev/cdrom)st SAN LUN(/dev/sdf3),

i

libguestfs fi] guestfish 7% root fXBR, AR ;I L fi k% 2 root NS
A, WRFZEL root BHE1TEN],

L L35 H K55 guestfish B, EFFZTXTMER -

guestfish --ro -a /path/to/disk/image

Welcome to guestfish, the libguestfs filesystem interactive shell for editing virtual machine
filesystems.

Type: 'help’ for help on commands
'man’ to read the manual
‘quit’ to quit the shell

><fs>

e, BA run FLEEHMNHA R, EF— X ThiER%ZTEFE 30 B, BiEE5IFE
Bt Tk

X

libguestfs fHEEEAEEENZE, W KVM (HIRET/H) Fntkit 1,

BAT run 8 5lE, ALREARMES, WL TFEH AT,

16.4.1. & fH guestfish BB XRS5
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XEBM B E XAEH guestfish BB XIS S,

16.4.1.1. Fo)FZHEE

list-filesystems o =551t H libguestfs HEIHIX R, MHH 7 7 Red Hat Enterprise
Linux 4 f#1551% -

><fs> run

><fs> list-filesystems

/dev/vdal: ext3
/dev/VolGroup00/LogVol00: ext3
/dev/VolGroup00/LogVol01: swap

UEEHE 7 Windows 2 etk -

><fs> run

><fs> list-filesystems
/dev/vdal: nitfs
/dev/vdaz: ntfs

Rt G5 5 A list-devices. list-partitions, Ivs, pvs. vis-type fll Xt, ZEaTLLET A
help @ GHKRE XA ip THIE S 158 FIFEE), WA -

><fs> help vis-type
NAME
vis-type - get the Linux VFS type corresponding to a mounted device

SYNOPSIS
vfs-type device

DESCRIPTION
This command gets the file system type corresponding to the file system on
"device".

For most file systems, the result is the name of the Linux VFS module
which would be used to mount this file system if you mounted it without
specifying the file system type. For example a string such as "ext3" or
"ntfs".

EEEXHRIILAE, BAEAERT, X1 O EaiE R 289 Windows 51X 2 —
(/dev/vda2), TEXFIERT, BHS C:\ Wshzsxiis -

><fs> mount-ro /dev/vda2 /
><fs> Il /
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total 1834753

drwxrwxrwx 1 root root 4096 Nov 1 11:40.

drwxr-xr-x 21 root root 4096 Nov 16 21:45 ..

Irwxrwxrwx 2 root root 60 Jul 14 2009 Documents and Settings
drwxrwxrwx 1 root root 4096 Nov 15 18:00 Program Files
drwxrwxrwx 1 root root 4096 Sep 19 10:34 Users

drwxrwxrwx 1 rootroot 16384 Sep 19 10:34 Windows

B LUEA Is. Il cat. T fil tar 3 guestfish tp 5K B FH FEXHFIER.

b5 3

Gl

Ut shell 1255 TEE RRBEBES, SZ4 shell a, ELZEH cd v FEXH
R, FTBEBEEDAEHIERIIL () FHFEETIEBFLS, (fH Tab 2 5EaEEEE.,

R guestfish shell, 5% exit 2t# Ctrl+d,

16.4.1.2. {&/H guestfish k&

EHZEiL guestfish XS EEHEEX ARG, TTBFIIHAZEEXHRT., BEMEX—m,
ETERR B AT UM -i T -

guestfish --ro -a /path/to/disk/image -i

Welcome to guestfish, the libguestfs filesystem interactive shell for
editing virtual machine filesystems.

Type: 'help’ for help on commands
'man’ to read the manual
‘quit’ to quit the shell

Operating system: Red Hat Enterprise Linux AS release 4 (Nahant Update 8)
/dev/VolGroup00/LogVol00 mounted on /
/dev/vda1l mounted on /boot

><fs> Il /

fotal 210

drwxr-xr-x. 24 root root 4096 Oct 28 09:09 .
drwxr-xr-x 21 root root 4096 Nov 17 15:10 ..
drwxr-xr-x. 2 root root 4096 Oct 27 22:37 bin
drwxr-xr-x. 4 root root 1024 Oct 27 21:52 boot
drwxr-xr-x. 4 root root 4096 Oct 27 21:21 dev
drwxr-xr-x. 86 root root 12288 Oct 28 09:09 etc

[etc]
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Hi1F guestfish FZ/575) libguestfs j5inF BEA TR EREE, BILEEMA -i AT FFEE 217600
Fo | ATLEHFIFZE/HE Linux #l] Windows & - §LEH#L.,

16.4.1.3. ZE B 15 HlLEH L

AR IS E LIS libvirt (HEE]i%E, 4 virsh list --all) 8, BTLIM &5 771514 guest B Hl. E/H
-d EHHEE B 17 5 im A, FEEFT -i SES T EAT -i 25T -

I guestfish --ro -d GuestName -i
16.4.2. {&/H guestfish XX

BEEHUX, FOBE RN ENENNHATREEN, BEHEXTHIFLERES - #H) guest
BT HT, [ guestfish 4558 B IE 5 1THIR LT ﬁ—r:‘fi(’ LT, XEBDIEHE T HitE
/boot/grub/grub.conf X 8]0, #HE guest BEHMHBKHIN, HEaTLIZEHE --ro ZEHILUEREN i 5

BFEA R, B4 :

guestfish -d RHEL3 -i

Welcome to guestfish, the libguestfs filesystem interactive shell for
editing virtual machine filesystems.

Type: 'help’ for help on commands
'man’ to read the manual
‘quit’ to quit the shell
Operating system: Red Hat Enterprise Linux AS release 3 (Taroon Update 9)
/dev/vda2 mounted on /
/dev/vda1l mounted on /boot
><fs> edit /boot/grub/grub.conf

WX B 15 . vis fll emacs, I FOBEXHHIE R Z 05,
write, mkdir, upload #J tar-in,

16.4.3. {#/H guestfish HIE iR fF

B T LU EX RS OIS X, BIZFIHE LVM ZHE, LUREZHS, BV mkfs, part-
add. lvresize, Ivresize. Ivcreate fil pvcreate,

16.4.4. {&/H guestfish 71T shell #Z&

RBL B G AR guestfish /&, #F shell A& ZHHEEFH. LU TE—iEd 89 shell BIE, A
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FrRIEF PLEM#FTEI MOTD (—XBHR) -

#l/bin/bash -
set -e
guestname="$1"

guestfish -d "$guestname" -i <<'EOF’
write /etc/motd "Welcome to Acme Incorporated.”
chmod 0644 /etc/motd

EOF

16.4.5. augeas # libguestfs fiZ

## libguestfs 5 Augeas %5 & & /i sl LAZE B Ji GIAFLRIE Linux &/ PLEHNHEE, 614, LUTE
ZA(EFH Augeas BFHT guest BEHIHLAGRABECE, HITHIH kG, AR, X P rAIREHTF21T Red
Hat Enterprise Linux B9ZF $LEEHHL -

#l/bin/bash -
set -e
guestname="$1"

guestfish -d "$1" -i --ro <<'EOF’

aug-init / 0

aug-get /files/etc/sysconfig/keyboard/LAYOUT
EOF

augeas el LU FEHBES M, EJLUEKLI LA EXEEHE -

#l/bin/bash -
set -e
guestname="$1"

guestfish -d "$1" -i <<'EOF'’
aug-init / 0
aug-set /files/etc/sysconfig/keyboard/LAYOUT "gb™

aug-save
EOF

EEBEMTBEZ T =1TEX -

B OIFWERT --ro 5T, MiEEBEEZEA guest L.

aug-get = B#H M aug-set FKEXH, MAERXRE, FHEH "gb" ( BIF515) .
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aug-save mHIEMLMERE, Bt Augeas RIFEHFA FIf A,

%{;

AX Augeas IEZ (58, FViIE/ME http://augeas.net,

guestfish BTLIFEIEFT AP HEZTIE, GIA0, IMLFFIEOIBMAL R -
I guestfish -N fs
st EMM L R E BN E R :

I ><fs> copy-out /home /tmp/home

HXIFEMER, 15864 man page guestfish(1),

16.5. Hfthap 5

XEBAIE T B guestfish ZE HIGi 5/ Bl Bl taikagid 2 TR,

virt-cat 5 guestfish T# i 5X M, EFF FEHBIE  inEUPLETr—TXH. G4 :

# virt-cat RHELS3 /etc/ntp.conf | grep “server
server 127.127.1.0  #local clock

virt-edit 5 guestfish edit 55X M, EaTHTFXEAMIHEEF PLEHHLHBE— X,
o, EeEEEAELASI FHIET Linux B9EF HLEL YL 45 grub.conf XCHF :

I # virt-edit LinuxGuest /boot/grub/grub.conf

virt-edit 15 75—, AHTFXAEPXAEATHERIFXAAEX, lt, #HET -e it
T, B, X1 ewHF Linux ZPLERBLHH] root B RBER :

I # virt-edit LinuxGuest /etc/passwd -e 's/"root..*?./root:./"
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%816 Z= ABEL TR N%E F inE R

virt-Is 5 guestfish Is. Il #] find @ 5EL, EAFIHEREER (FH) . /4, LUF@
BRLE Linux &/ PLEMNLFZBIH5IH /home FTHIXHHIE R :

I # virt-Is -R LinuxGuest /home/ | less
16.6. VIRT-RESCUE: RESCUE SHELL

XEBR IR XAEH rescue shell BI15.5.,

16.6.1. i/

XEBR e T virt-rescue, B BILIEEHFEMVIEIHIE CD, BFE&E/HLEH S 5IE#E shell
1, LUHEAITHLIEIE R, #HHALUEE guest L.

virt-rescue fi] guestfish Z {7 lE—2LEE, FSHEX DT EHIHRE, virt-rescue & HZHE Linux
XURFETEHTREEABNGNEX, EfrEHFEIEBXIE guest EH . virt-rescue LA
1E.

8RR, guestfish X117 —HIER &5 (libguestfs API)A{TRIZEBGE L EXFFHIBH, BEthay
LILZE T .,

16.6.2. 1517 virt-rescue

T B P HLEHBLE T virt-rescue Z Bi, 1EIHR guest BB RBEIETT, BINIFL EMEHITF, #
JE guest EHBLFL FEHN KBRS, 15HA :

I virt-rescue GuestName

(H 1 GuestName 2 libvirt EFIBIE Fin &%) , Bt :

I virt-rescue /path/to/disk/image

(A iZ BB LLZEEZEX. (EAZHE. LUN %) , EhES 5 HEN N,
I E RSN, BH virt-rescue 5| F#EEN M, T2 FR, FALET :

279



Red Hat Enterprise Linux 6 EEI{L E {5

Welcome to virt-rescue, the libguestfs rescue shell.

Note: The contents of / are the rescue appliance.
You have to mount the guest virtual machine's partitions under /sysroot
before you can examine them.

bash: cannot set terminal process group (-1): Inappropriate ioctl for device
bash: no job control in this shell
><rescue>

WAt shell 1872 —1 28 bash shell, HiE#t T —H A HI2E Red Hat Enterprise Linux &
Fo OV, HRTLIA :

I ><rescue> fdisk -1 /dev/vda

LU LS A D K, BRBEXMHRT, BIfFREET /sysroot T, XEHKENEFLI—NFE
HER, BHEFEEEENNFANE, FEE, / THXHE rescue EAHEGHIXAE -

><rescue> mount /dev/vda1i /sysroot/

EXT4-fs (vda1): mounted filesystem with ordered data mode. Opts: (null)
><rescue> Is -1 /sysroot/grub/

total 324

-rw-r--r--. 1 root root 63 Sep 16 18:14 device.map

-rw-r--r--. 1 root root 13200 Sep 16 18:14 e2fs_stage1 5

-rw-r--r--. 1 root root 12512 Sep 16 18:14 fat_stagel1 5

-rw-r--r--. 1 root root 11744 Sep 16 18:14 ffs_stage1_5

-fW------- . 1 rootroot 1503 Oct 15 11:19 grub.conf

SEE Fin W YLEEEE, A exit 3 Ctrl+d 224 shell,

virt-rescue HRZ @ F{T AT, &EFHIGLETA :

[ ]
--ro : {f guest U LR EEAMBEE, TERFIMMER, Lol CFil5 5 i
EWH. M shell BHjE, ArEEXIFHEF,
[ ]

--network : 5/ rescue shell FHEIZEi1H], WIREZZEFF RPM st BT FEHBIE
e, EEHE,

16.7. VIRT-DF: [ FE 2 & A TE R
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%16 E FABL T EIINZE P iREHEE

AT TR virt-df 1R 1K

16.7.1. 7

BRI T virt-df, EMEH R AE S HENYE T XARTZHIEE, EEMTF Linux df 5,
185/ FiEMHl.

16.7.2. ;51T virt-df

FE Dl R P AT X R GBIX HR T REFIER, EHALUFAE :

# virt-df /dev/vg_guests/RHEL6

Filesystem 1K-blocks Used Available Use%
RHELG6:/dev/sda1 101086 10233 85634 11%
RHELG6:/dev/VolGroup00/LogVol00 7127864 2272744 4493036 32%

(A /dev/vg_guests/RHELG6 2 Red Hat Enterprise Linux 6 Z /' §lEH %R, TEXFER
T, BEEUMMEGARATIERI EVI DY ZHEE, )

B e LLB TR virt-df EFYHATE guest W HL (BIIX] libvirt BRIEIES) . virt-df 4 2liR7)
—LEGR A df (i) fl -i (BrFE5ITRimtER) BREET,

virt-df teJLI7E Windows & #lE 8l TE :

# virt-df -h
Filesystem Size Used Available Use%
F14x64:/dev/sdat 484.2M  66.3M  392.9M 14%

F14x64:/dev/vg_f14x64/lv_root 7.4G  3.0G  4.4G 41%
RHEL6brewx64./dev/sdat 484.2M  52.6M 406.6M 11%
RHEL6brewx64.:/dev/vg_rhel6brewx64/lv_root

13.3G  34G 9.2G 26%
Win7x32:/dev/sda1 100.0M  24.1M  75.9M 25%
Win7x32:/dev/sda2  19.9G 7.4G 12.5G 38%

i

o LUE live guest e BI_LEF virt-df, By EREZR LA, HE, HEFNZ
PR F57E guest EHBLPZ1TH df ip ST — . XEH A LBIRE S &
FUENNBIREEE L, Kill, B ZEHSHH TR,
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virt-df E7ER TN BIEFRBG TR, HEFESH, X, REEE TR Fhd
ARG RIRE, HIEEFHEVFER M ZE N ER, EMEIX—m, WG --csv Sk E
B machine- readable Comma-Separated-Values(CSV)%ittl, CSV %l aTIA 2 EEEE. HFxKE
LU R EFEM T BRIGEE LS R, [R15 CSV BT -

# virt-df --csv WindowsGuest
Virtual Machine, Filesystem, 1K-blocks,Used,Available,Use%
Win7x32,/dev/sda1,102396,24712,77684,24.1%
Win7x32,/dev/sda2,20866940,7786652,13080288,37.3%

BX UL FE YL Ty L™ S FIZE R FFIR IR, 5EZLUTF URL :  http:/libguestfs.org/virt-
df.1.himl

16.8. VIRT-RESIZE : EHE X EHHELKX N

BEBR IR B KX EFEX BLE P i R A D BIE S,

16.8.1. i/

XEBRIER T virt-resize, X227 BHENEFWERNFI TR, ERE[FELIENE T (X
H) . ERTFREEEHEFILERGEGRHF SRR, B, BYEaTLURERERG
BERIF A ts, (EF TR ER S92 2 12,

16.8.2. 7 [ttt il B AR

KTET T Rl G R BT E1IEH -

B EHRA DB AR, LY libvirt guest BB virsh dumpxml
GuestName &#'%,

RELEZEY B’ guest IEHHIBI G, £ guest L iz 1T virt-df -h #] virt-list-
partitions -lh, 21 TFArT -

# virt-df -h /dev/vg_guests/RHEL6

Filesystem Size Used Available Use%
RHEL6:/dev/sdat 98.7M  10.0M  83.6M 11%
RHELG6:/dev/VolGroup00/LogVol00 6.8G  2.2G 4.3G 32%
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%16 E FABL T EIINZE P iREHEE

# virt-list-partitions -lh /dev/vg_guests/RHEL6
/dev/sdatl ext3 101.9M
/dev/sdaz pv 7.9G

KBV ETA -
FE 1 (5]1F) 2EHIANMAZ 100MB 1€ 11E 500MB,
fF A NM 8GB £ 11E 16GB,
7 BB 1 K LUEFZFREIZE ],
EFF /dev/VolGroup00/LogVol00 LIEE E — 7 X hBIFTZE /],
1R guest BEHHLE X,

TR B ip 5 15515, A MR AR T IR G 4 B B P a5 e 2 18, IR fh%
KX, HEH mv 5, X FLZHEE (fEUAIBRrTr) , @&/ Ivrename :

I # lvrename /dev/vg_guests/RHELG6 /dev/vg_guests/RHEL6.backup

BIBHT AL, FOIBBGERE AL S AN BE 16GB, H X B[ 7255, @HL
Fow -

# Ivcreate -L 16G -n RHELG6 /dev/vg_guests
Logical volume "RHELG6" created

WK mEars 2 HPEIEK :

# virt-resize |
/dev/vg_guests/RHEL6.backup /dev/vg_guests/RHELG |
--resize /dev/sda1=500M \
--expand /dev/sda2 |
--LV-expand /dev/VolGroup00/LogVol00

BN ST A 2 FF 7T, --resize /dev/sdal1=500M fF&— 5 XHIA I I5ESy
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500MB, --expand /dev/sda2 # [BE_ 142 K LIEFZATERFZEH, --LV-expand
/dev/VolGroup00/LogVol00 ¥ 1B & WL EZHE, LUEHE N0 X BHI5HNZE I,

virt-resize #h 7 E1ERIH B {THILRIE -

Summary of changes:
/dev/sda1: partition will be resized from 101.9M to 500.0M
/dev/sda1: content will be expanded using the 'resize2fs' method
/dev/sdaz: partition will be resized from 7.9G to 15.5G
/dev/sda2: content will be expanded using the ‘pvresize' method
/dev/VolGroup00/LogVol00: LV will be expanded to maximum size
/dev/VolGroup00/LogVol00: content will be expanded using the 'resize2fs’ method
Copying /dev/sdaf ...
e e e e e e
Copying /dev/sdaZ2 ...
Jhe e e e
Expanding /dev/sdai using the 'resize2fs' method
Expanding /dev/sdaZ2 using the ‘pvresize' method
Expanding /dev/VolGroup00/LogVol00 using the resize2fs’ method

R ER . WRETLUIEFETF (HWETE) , AL &, AREM,

EXHERHL, MR, 2RIETFar o EHE £ 7B 5 .

& /H virt-df 2t virt-list-partitions ZE AN :

# virt-df -h /dev/vg_pin/RHEL6

Filesystem Size Used Available Use%
RHELG6:/dev/sdat 484.4M  10.8M 448.6M 3%
RHELG6:/dev/VolGroup00/LogVol00 14.3G  2.2G 11.4G 16%

BHE X guest BB KNI FIEHIIEIZIEEE, WIE virt-resize X, £ oJLUTE virt-resize(1)man

page FEERZ i, X FRLIHAK Red Hat Enterprise Linux Z/ ' $lEWH, FoftEEREEER
* GRUB BJtEx,

16.9. VIRT-INSPECTOR : K& ZF HLIE L

XEBR AL X AEH virt-inspector £ E B E FHLAIE S,

16.9.1. i
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%{;

Red Hat Enterprise Linux 6.2 f&#t 7 X MEFHIF 124 : virt-inspector £ Red
Hat Enterprise Linux 6.0 FHHJIRIGTEFF, PEC#F AHI L), virt-inspector2 SF#a9_L
¥ virt-inspector 548/,

16.9.2. &%

EZ % virt-inspector FIXH, HFHAL TR+ :
I # yum install libguestfs-tools libguestfs-devel

Y FE Windows ZFHLEN, d2H%E libguestfs-winsupport, #IEEEE £ 16.10.2 7 “&
7, 8156 XML 54 #l] Relax-NG EXX I X £ #FZZ1E /usr/share/doc/libguestfs-devel-*/
Ha, Hdr " # libguestfs Bk 25 EH,

16.9.3. 117 virt-inspector

B LUl £ 52 R 2L libvirt &7 Bl B 1T virt-inspector, 1 FHIfFT -
I virt-inspector --xml disk.img > report.xml

W TR -
I virt-inspector --xml GuestName > report.xml

2587y XML #i& (report.xml), XML XHH9FEZH 4 E— 1 i/Z < operatingsystems> ok, B8
EHE—1 < Operatingsystems i, WA :

<operatingsystems>
<operatingsystem>

<!I-- the type of operating system and Linux distribution -->
<nameslinux</name>

<distro>rhel</distro>

<I-- the name, version and architecture -->

<product_name>Red Hat Enterprise Linux Server release 6.4 </product_name>
<major_version>6</major_version>

<minor_version>4</minor_version>

<package format>rpm</package_format>

<package management>yum</package_management>
<root>/dev/VolGroup/Iv_root</root>
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<!I-- how the filesystems would be mounted when live -->
<mountpoints>

<mountpoint dev="/dev/VolGroup/lv_root">/</mountpoint>

<mounipoint dev="/dev/sda1">/boot</mountpoint>

<mountpoint dev="/dev/VolGroup/lv_swap">swap</mountpoint>
</mountpoints>

< I-- filesystems-->
<filesystem dev="/dev/VolGroup/lv_root">
<label></label>
<uuid>b24d9161-5613-4ab8-8649-f27a8a8068d3</uuid>
<type>extd</type>
<content>linux-root</content>
<spec>/dev/mapper/VolGroup-Iv_root</spec>
</filesystem>
<filesystem dev="/dev/VolGroup/lv_swap">
<type>swap</type>
<spec>/dev/mapper/VolGroup-lv_swap</spec>
</filesystem>
<!I-- packages installed -->
<applications>
<application>
<name>firefox</name>
<version>3.5.5</version>
<release>1.fc12</release>
</application>
</applications>

</operatingsystem>
</operatingsystems>

LB LETR A i 47 W3C Fi e XPath Zifj 50k, Red Hat Enterprise Linux 6 M 7—1 a8l /i
Fi BB S1TEEF(xpath) ; (B2, HFKARERAER, FEZEEREH XPath FLIREREN
BIFiFE TS S,

o, ZEaTLUEFLLT XPath Zif5HI AT A X HRIEIR AT -

virt-inspector --xml GuestName | xpath //filesystem/@dev
Found 3 nodes:

-- NODE --

dev="/dev/sda1"

-- NODE --

dev="/dev/vg f12x64/lv_root"

-- NODE --

dev="/dev/vg_f12x64/lv_swap"

HERFLUF 65 5 Z R BIFT B L I B9 E 7 -
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virt-inspector --xml GuestName | xpath //application/name
[...long list...]

16.10. VIRT-WIN-REG : [{i£#%i# WINDOWS REGISTRY
16.10.1. iFA

virt-win-reg & —17£ Windows & HLE L HEEE Registry B9 TR, & ofHFiLH registry &
#H, FATLUFEREFEEHK Registry, {H ki FR wHE7 live/ running guest EEHHIATTILIRE, &
HERFH AL TiILF,

16.10.2. &

FEREMA virt-win-reg, FERAETHU TS :

I # yum install /usr/bin/virt-win-reg
16.10.3. f&/H virt-win-reg

FEIX Registry Z4, 1H18EE /" mBEMHEIEH (KR 5:8%) #l Registry ZHHIE#, B
HEFH 5| S 15E A% B B9 & 7

# virt-win-reg WindowsGuest |
'HKEY LOCAL MACHINE\Software\Microsoft\Windows\CurrentVersion\Uninstall' |
| less

HiHFH Windows _| .REG X{EBIFFAEX ZKIE,

i

hex-quoting A FFF&E, BIEXREIEN 1 FHEEX TBIEHIT T . XEHER
1£#F .REG XHM—T1 il BHLIEHIE 75— 5 i1 BB AR B — 7 %o

A LUE T LT B9 Perl B F (4% virt-win-reg B9%5iH aT#THIEG hex-quoted F4F
B

$t=$1,% =$2;s,\,,,9;"str($t):\"".decode(utf16le=>pack("H*",$_))."\""?eg’

I perl -MEncode -pe's ?hex\((\d+)\):(\S+)?
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BRENEHBELE FlnE WA Windows ZMZr, HAig ks REG X, XEEH#TX
FHAITUIRIFBIXEXF . Hi4F .REG Xfim, WALITAE :

I # virt-win-reg --merge WindowsGuest input.reg

XIFEHE S HLE L HHE] registry.

16.11. FHAFEEES I API

IR W Linux 6.2 AEGLL 5 5 ol E#A#fF libguestfs APl : C. C++. Perl. Python, Java,
Ruby #1 OCaml,

BZE CHlC++ BE, HHALUTHBS -
I # yum install libguestfs-devel
2 Perl Z5/E :
I # yum install 'perl(Sys::Guestfs)’
Z#E Python Z5E :
I # yum install python-libguestfs
&% Java F5E :
I # yum install libguestfs-java libguestfs-java-devel libguestfs-javadoc
Z% Ruby #5E :
I # yum install ruby-libguestfs

L& OCaml € :
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2816 E FRABEL T RN E i EE
I # yum install ocaml-libguestfs ocaml-libguestfs-devel
BT ESHFERK LR, BEEHHZEE, CiE4 :
I guestfs_launch (g);
1 Perl HE2HIBILITAE -
I $g->launch ()

sEF M OCaml L FAHE :

I g#launch ()

AT XE1% C #1689 API,

1£ C il C++ HEH, ERAFIR Al iR, HRMHBESR, FHRABEHIGIN, LUFTOIH
BTBIRMET IR BT m R MES, B AETFLERMCHIX I FE, AX libguestfs APl 221589 —
LXAm, HEZLTAIE -

libguestfs APl 2% 8], F 1 EAREETH L, WREZL VA, BEOACIELE,

libguestfs APl TE4FEZE : F 1 GHNZRM— LR, HNELEFLHLELZITHE
— PR, BN ZLECH mutex, LUBRMANERELELRN tE— T HELATTE R,

BN Z A R — i R P ITIF 2 NI, WRATE AR ER B0, (DATE IS,

HWIRR MEB S STBEIE T S it e R (B4, SCHSEHL) , BTN i bR 5
Ao PUTUELRAFFF-F Bl 7 77727

4 FIEE (BIA, SCHIEMHL) BIf # GR EFT IR ER ; B2, AR GG sE A
AEBEA LM GRIT, HRABERTETNHT—H,

16.11.1. #1d C BfF5 APl X8
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B0 C BN ZE L5 {s.> tpl X HHH OB — 18 -

#include <stdio.h>
#include <stdlib.h>
#include <guestfs.h>

int
main (int argc, char *argv([])
{

guestfs_h *g;

g = guestfs_create ();

if (@9 == NULL) {

perror ("failed to create libguestfs handle");
exit (EXIT_FAILURE);

}
Va4
guestfs_close (g);

exit (EXIT_SUCCESS);

FFL BFRFEIX HE(test.c), JiiFX TNEFFHAEHLUTHy

>
3
ﬁ“ll
a

gcc -Wall test.c -o test -Iguestfs
Jtest

EX TR, WEZHTHIRE . KTHIRREEL HE T T UMY RBILEF L OB Hb £ F R,
XN EHTHE, fFRIEXIESN extd XHRTE, HEXHRTHOEE L, MRS ITmEY
disk.img, HZEZFiERHOIE,

XPEFBUT :
[ ]
BIEEBIHR,
[ ]
L7 by 2 ) A
[ ]
JE5) libguestfs /i,
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[ ]
DIBR X, XHRFRIXA.
[ ]
XHI I FH B,
LUF 2 X89S -

#include <stdio.h>
#include <stdlib.h>
#include <string.h>
#include <fcntl.h>
#include <unistd.h>
#include <guestfs.h>

int
main (int argc, char *argv[])
{

guestfs_h *g;

size ti;

g = guestfs_create ();

if (@ == NULL) {
perror ("failed to create libguestfs handle");
exit (EXIT_FAILURE);

}

/* Create a raw-format sparse disk image, 512 MB in size. */
int fd = open ("disk.img", O_CREAT|O_WRONLY|O_TRUNC/O_NOCTTY, 0666);
if (fd==-1){
perror ("disk.img");
exit (EXIT_FAILURE);
}
if (ftruncate (fd, 512 * 1024 * 1024) == -1) {
perror ("disk.img: truncate”);
exit (EXIT_FAILURE);
}
if (close (fd) == -1) {
perror ("disk.img: close");
exit (EXIT_FAILURE);
}

/* Set the trace flag so that we can see each libguestfs call. */
guestfs_set trace (g, 1);

/* Set the autosync flag so that the disk will be synchronized
* automatically when the libguestfs handle is closed.
Y/

guestfs_set_autosync (g, 1);

/* Add the disk image to libguestfs. */
if (questfs_add_drive_opts (g, "disk.img",
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292

GUESTFS_ADD _DRIVE_OPTS_FORMAT, "raw", /* raw format */
GUESTFS_ADD DRIVE_OPTS_READONLY, 0, /*for write %/
-1 /* this marks end of optional arguments /)
== - 1)
exit (EXIT_FAILURE);

/* Run the libguestfs back-end. */
if (questfs_launch (g) == -1)
exit (EXIT_FAILURE);

/* Get the list of devices. Because we only added one drive
* above, we expect that this list should contain a single
* element.
Y/
char **devices = guestfs_list_devices (g);
if (devices == NULL)
exit (EXIT_FAILURE);
if (devices[0] == NULL || devices[1] = NULL) {
fprintf (stderr,
"error: expected a single device from list-devices\n");
exit (EXIT_FAILURE);

}

/* Partition the disk as one single MBR partition. */
if (questfs_part_disk (g, devices[0], "mbr") == -1)
exit (EXIT_FAILURE);

/* Get the list of partitions. We expect a single element, which
* s the partition we have just created.
Y/
char *partitions = guestfs_list_partitions (g);
if (partitions == NULL)
exit (EXIT_FAILURE);
if (partitions[0] == NULL || partitions[1] = NULL) {
forintf (stderr,
"error: expected a single partition from list-partitions\n”);
exit (EXIT_FAILURE);

}

/* Create an ext4 filesystem on the partition. */
if (questfs_mkfs (g, "ext4", partitions[0]) == -1)
exit (EXIT_FAILURE);

/* Now mount the filesystem so that we can add files. %/
if (questfs_mount_options (g, "", partitions[0], "/") == -1)
exit (EXIT_FAILURE);

/* Create some files and directories. */
if (questfs_touch (g, "/empty") == -1)
exit (EXIT_FAILURE);

const char *message = "Hello, world\n";
if (questfs_write (g, "/hello", message, strlen (message)) == -1)

exit (EXIT_FAILURE);

if (questfs_mkdir (g, "/foo") == -1)
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exit (EXIT_FAILURE);

/* This uploads the local file /etc/resolv.conf into the disk image. */
if (questfs_upload (g, "/etc/resolv.conf”, "/foo/resolv.conf”) == -1)
exit (EXIT_FAILURE);

/* Because ‘autosync' was set (above) we can just close the handle
* and the disk contents will be synchronized. You can also do
* this manually by calling guestfs_umount_all and guestfs_sync.
Y/

guestfs_close (g);

/* Free up the lists. */

for (i = 0; devices[i] = NULL; ++i)
free (devicesli]);

free (devices);

for (i = 0; partitions[i] I= NULL; ++i)
free (partitionsfi]);

free (partitions);

exit (EXIT_SUCCESS);
EFILLT B 1 8 BHiFE H e (TSR -

gcc -Wall test.c -o test -Iguestfs
Jtest

WIREFBINTTRE, N ZEHE Y disk.img Bm# Gz (ATLU#EH guestfish £27) FREE :

guestfish --ro -a disk.img -m /dev/sda
><fs> Il /
><fs> cat /foo/resolv.conf

B IERT (I(RFTF C#H C++ #E) , libguestfs RFFEZFTHIFY stderr, AT LIS 1% iE i oM FE
BEFEEXILITY., guestfs(3)man page i#ZHEwb it 78T,

16.12. VIRT-SYSPREP : EEEH K IE

virt-sysprep 51T LETHFEEXPERES HLEHNHN, LUEZEATLUMABPOIETRE, ETEYS
RIWEE: SSH EMEL]. KAB% MAC BEERIFFHKF . virt-sysprep el B E L EHH, HVAIET
0 SSH F8H. A sttr. RIEFE, dLUSHASZAENEE,

AKiE"'sysprep" I F 5 Microsoft Windows %%, —i& & FHHI7 51 4 T2 (sysprep.exe). KEU
I, X T EHEIEEAE Windows &/ #l_ETE,

293



Red Hat Enterprise Linux 6 EEI{L E {5

%{;

libguestfs #i] guestfish TZF 2 root R, HIRHLiIAHH A HifRm 2 root 1 /E/ R
FEEERHFA, HHREFEL root 13:51T7EN],

virt-sysprep T 2:& libguestfs-tools-c K EHI—E85, ZHHEREHU TR GLE :
I $ yum install libguestfs-tools-c

s, AL TFiwREELZ virt-sysprep TH :
I $ yum install /usr/bin/virt-sysprep

23

virt-sysprep & E b R AL, EE/H virt-sysprep, guest EH BT
2, BT TR PRIXIE. EREE S ENINIIHEANE, SAE S TR
B Bz EmE, AXEHHZEMANEZEE, 1F250 libguestfs.org,

A5 a5 virt-sysprep —& &/ :

Z 16.1. virt-sysprep @+
o) ok Bl

--help EREXTREGOREBENHGEH  $ virt-sysprep --help
i EB&E. BXEMEBEE
B, &% virt-sysprep man

page.

-a [file] % --add [ file] W IEERIX M, ERVZRREE  $virt-sysprep --add
FHEVBRE R MG, #E5E  /dev/vms/disk.img
BB, EEREILHF
s H R AR ER, EER -
format £,

-c [URI] 2% --connect [UR/] INRMEA libvirt, EERNAEH $ virt-sysprep -c
URl, fNRARE, ©fh@dKVME  gemu:/system
BREFEHTIEE. MREEREE
& N (virt-sysprep -
a), NIARARMER libvirt,
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Lo

-d [guest] Bk --domain [guest]

-n 8% --dry-run =% --dryrun

--enable [operations]

--format [raw|qcowZ2|auto]

--list-operations

--mount-options

%816 Z= ABEL TR N%E F inE R

sk

Nk BEIE quest EIIHIIARE
Wk, mTLAERE UUID mAER
4.

£ guest BN EHAT R dry
run" sysprep 4. BRIZT
sysprep 1, BEEFXNHELFT
HEE R ES,

[ERIEER £EF, BRI ATRERYIR
&, THEERA --list 85,

-a LI ERIAE 2 B shie R 5%
BREE R, X MR FEM ST
A -a LTSRN, E8 -
-format B#IYI# O] F4E -a 1210
(HFSH LEM -a D)

B virt-sysprep 12 X # g
e, BIETiE, FE—1 5%
MR PRI FER, Hi RIS
—NFEERBRIERTR, TTRMES -
enable i1&, MRKINIREHS
A, NEZNFEER * 757, 0OR
EBFR, A%, B—THrH
NFEETERENRR,

NE P imE NP E N ERRIX
BREHLT, FRBSS 2R
mountpoint:options %55, &a]
REREENIIKREIRESIS, L
R LE B4 shell,

Bl

$ virt-sysprep --domain
90df2f3f-8857-5ba9-2714-
7d95907b1c9e

$ virt-sysprep -n

$ virt-sysprep --enable ssh-
hotkeys,udev-persistent-net

$ virt-sysprep --format raw -a
disk.img £%t%} disk.img 5§l R
g (EEHRM) , {8 virt-
sysprep --format raw -a
disk.img --format auto -a
another.img =7 #)%/ disk .img
wEILIBRIGHER (EE5R
W) . WREETZEEHRIEHE
HBIE B R, TENZ(E
X PATHE E M A0 X AT
IR B o HLH AT REH P 2 £ ]

&,

$ virt-sysprep --list-
operations

$ virt-sysprep --mount-
options "/:notime" LA
notime B/FHEHIRBE X,
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o8 b =~
--SELinux-relabel #1 --no- virt-sysprep A& 2 7E guest 55— $ virt-sysprep --selinux-
selinux-relabel RBISEVHE SELinux EHTHRIC, relabel

ERLEERT, FHITEFRC

(B0, virt-sysprep BASTR X
) . B2, HFrEIRESRRMER
R (BIan, FEfEA --enable
delete --delete /some/filef])
2 HEERINC. #A -
selinux-relabel ;%77 /5 2 55
SELinux E#rfric, mf#EMA --no-
selinux-relabel % &R, &
EEHinL. BUER --selinux-
relabel AR EFIEHRN
SELinux %,

-q = --quiet RELEFTENEEE R, $ virt-sysprep -q
-v 5 --verbose FVEEE REAE R, $ virt-sysprep -v
-v 5% --version 7R virt-sysprep lRAS B H, $ virt-sysprep -V
--root-password K& root B4, RATATHAIAIEE $ virt-sysprep --root-
M, NEMEREHrnE— - password password:23456 -a
THRIFHE BARE, guestimg
HE
$ virt-sysprep --root-
password
file:SOURCE_FILE_PATH -a
guest.img

WFFEZ5E, 550 libguestfs 314,

16.13. BEHER

BTLUEFIH TR Z libguestfs E&IEETIF, %% libguestfs (T2 root Ui/H/iXMR) Eiz1T
LU Fas, LiEZEEE :

I $ libguestfs-test-tool

W TEITAIAZX X, LUK libguestfs BIEEFE, IR BLZ, TITERH KEMVTIFHPBILL X
x:


http://libguestfs.org/virt-sysprep.1.html

%816 Z= ABEL TR N%E F inE R

16.14. £ E o LI#£F FURTHER X £

libguestfs HITEX#89EZFHIEZ Unix man page. APl i ;REE guestfs(3)#, guestfish il R7E
guestfish(1)#, virt TE7#H I man page (40 virt-df(1)) H17,
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B 17 E B EE M SRE LR

B 7 virt-manager Z %, Red Hat Enterprise Linux 6 (2t 7 LI F T B 157489 guest G #E
#HE,

17.1. VIRT-VIEWER

virt-viewer & —1\&/\B9ip BT LS, BT ET7E YLERYIBIERIEREG. 25 aTfH VNC
3¢ SPICE B 1Ti1, BILLEid&#. ID 3t UUID 3¥5// guest, #IE guest iFiafT, aLITE it
FHEBIIEHE Z i B B R B F 5, viewer TLUFBERTBEENLIKRIEHERS, ZKeftm
FEIRIBG P44 € Tl R B EEFE RS

% virt-manager f8/t, virt-viewer FE# 7 —HENBIZIEE, HFRZEEXD. HH, 5 virt-
manager T/a, ZH1EX Fvirt-viewer TFZxX/ libvirt BEHE LSRR, EUE, FIRFIHF ol LUEERE
FEFNBATFAFEEEH], MmaLiE[E,

EZ ¥ virt-viewer T8, 15517 :

I # sudo yum install virt-viewer
W

EL virt-viewer B B1TiIZEMTF -
I # virt-viewer [OPTIONS] {guest-name/iduuid}
EL virt-viewer B B1TiIEZEMTF -
R E i gz

IR EATETER, virt-viewer FF5UH & ol LIFE KRB R EEEEF L EFIRE
.

B EPIEFEIA hypervisor BIZ S HLEMHL -

I # virt-viewer guest-name-or-UUID
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FHEFIEH KVM-QEMU EZEZFH9% - HLEMLL -

I # virt-viewer --connect gemu:///system guest-name-or-UUID

#HH TLS FHEF I ELRHE -

I # virt-viewer --connect xen://example.org/ guest-name-or-UUID

EEfH SSH BB H LHIEHE, wERENEE, e8I TGN EEHFEE T

I # virt-viewer --direct --connect xen+ssh://root@example.org/ guest-name-or-UUID

Interface

BB HT, virt-viewer ZORIBH S EFin BHJEAXTE -
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& 17.1. virt-viewer #0061

= RHEL7.2_VM (1) - Virt Viewer (on dhcp-2-157.brqg.redhat.com)
File View Sendkey Help

M Applications ¥ Places % cs ¥ Tuel7:24 WO~

Reme

1/4 @

BRG]
£y virt-viewer K150/ HE X @ thiER (W /#4#) , 5H -hotkeys HI :

I # virt-viewer --hotkeys=action1=key-combination1[,action2=key-combination2] guest-name-or-UUID

B FFLUF R A BO% 1t -

[ ]

tliHe-fullscreen
[ ]

release-cursor
[ ]

smartcard-insert
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smartcard-remove

key-name HHEHBFXDPANE, HEER, HEHKEFRIEEIFFE virt-viewer K1,

Bl 17.1. iZi& virt-viewer #¢g

L FEREFE T testguest H) KVM-QEMU & Fighf, FMEAE LIS w2 EEER -

I # virt-viewer --hotkeys=toggle-fullscreen=shift+f11 qemu.///system testguest

kiosk Bz

7£ kiosk ££z0dh, virt-viewer (XL SN REIXH, HHFMEHASENKEXTHRER
BT, FBRIF guest B, 4EFE L % LR BEFERIERIEEE I, X1REH.

E(EH Kiosk =, F@&H -k 56 —-kiosk ETFEEF) guest,

B 17.2. 7£ kiosk EzX &/ virt-viewer

Z L kiosk B F#F KYM-QEMU E##Hl, #HHla&EXHEXILE, FRERBALUFRR :

I # virt-viewer --connect gemu.///system guest-name-or-UUID --kiosk --kiosk-quit on-disconnect

18535, kiosk BRAKXGTEEHRAHEXT G TG INREHE K EXH, XBKHA—HHELE
i, WEHEH LRIE &SP,

17.2. REMOTE-VIEWER

remote-viewer 235 f SPICE #] VNC B i e R B B & iw, B virt-viewer ZEAZ )
BERIBR#,

{32, %5 virt-viewer F[a], remote-viewer 7FZ libvirt F#E i guest fEx. Hit, remote-
viewer 5] i FiEZERIEZH-LHELH, ENTTIEHS libvirt 3 A 26{# SSH FEHIR,
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EZ % remote-viewer TE, i5ia1T :

I # sudo yum install virt-viewer
EHx

HZEXH) remote-viewer i F1TIEEHM T -
I # remote-viewer [OPTIONS] {guest-name/idjuuid}

EZE T remote-viewer BIETIBIE A%, 15E&H man remote-viewer,
EFERE i e

IR FH A ETHEE, remote-viewer fFFIH & o] LUEEEEK %5 0920A URI B9 #l.

&/ remote-viewer FEEIFFE guest, 1E5&FH VNC/SPICE URI, FXiKH URI Bi¥1g, F5%
£ 14.5.19 77 “Er B FEEEE 2769 URI,

B 17.3. (& SPICE F#ZEI % FiaiEa

L FABEERE V) "testquest "BIHl 25 LB SPICE R4, ZHRS#5& Hiw L 5900 1T
SPICE #15 :

I # remote-viewer spice://testguest:5900

B 17.4. (& VNC FEEE i 27~

=

LT BE#ERE 7 testquest2 B9Hl#5 LAY VNC fR55 45, E#&Hin L0 5900 71T VNC

I # remote-viewer vnc://testguest2:5900

Interface

i IEHTF, remote-viewer ZO(IEH G FEF NXEHELTE -
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B17E EUNEERNEERAAREIR

A& 17.2. remote-viewer #1741

RHEL7.2_VM (1) - Remote Viewer (on dhcp-2-157.brg.redhat.com)

File View Sendkey Help
M Applications ¥ Places cs ¥ Tuel7:25 W O~

Reme

1/4 @
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# 18 & EH%

ZXENL T A libvirt 012, /550, 1L, WERAHE L P4 AT s 9812,

libvirt ZZ & 71 el LI FIR 158

18.1. EH 5L

libvirt EZ70 P24 FE T e PAZ5 bl BIBER, R IFAE X HeH Bt EHHEE T EHLIRS a5 Li51THY
B, EWbl(guests)EE, &/ HBIIILE HEE L X T XHHER

K 18.1. R 15 HLEIRE R PIZ% 3 ML

HOST

..........
.............

..........

Network Virtual Network Switch

..........

.............

Virtual Machine

Linux YRS 75, CEAEAEEORIEIAZE K. 2 libvirtd A E (libvirtd) B.2X
LRI, (CRETRLE I HEHBIE A BI45 L0 7 virbro,

SR MEEO—F, aTLUER ip o5 EEZXT virbro £ :

$ ip addr show virbr0

3:virbr0: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1500 qdisc noqueue state UNKNOWN
link/ether 1b:c4:94:cf:fd:17 brd ff:ff:ff:Afff:ff
inet 192.168.122.1/24 brd 192.168.122.255 scope global virbrO

18.2. W=

&4 Bridged &= '/, Arf guest WA Ertt S WY EHEIREGFHIF, RI—YEHEH
BT B R MY E8 TREMHL, FH AL R bl. HHEE OSI AAEERIE 2 ZHEF.
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ELIFZ T YEEOSHE—ENA, TUAEEEEFPREAZMYEEZO, AE, BEXFMEIGE
H1, REHE S ERYLSMEIGE . (02, BENIEFEZHRFENX, RELE—HEATHT

EYLIETE @RI
K 18.2. EFFH B BT P4 3 H
HOST sl
——
Virtual Machine

..........

..........

Virtual Network Switch
in BRIDGED MODE
1
Virtual Machine

10.10.10.190
10.10.10.5

Network
10.10.10.0/24

£
=]

g

WZTF guest EHHLAGHE —BEREE 1. Bl 2 FiE=L 4, TEEMTER
T, FEAER 0. 3. 5366, Hig#ERE, mii-monitoring i/iZ L EFER

=, BY arp-monitoring % TE,

BXBEENGiFIE, FEEHX HEEX. 2 Red Hat Enterprise Linux 6 Z8E#58 BIATIIHES

#,
Ak bridge_opts E#B9iFH Ui, 15Z 1 Red Hat Virtualization E2155.,

18.3. BI5 il FHe b=
BB RT, EHELHHE NAT £ TEEIE, B/ IP (h#im+& SNAT(Source-NAT)st
DNAT(Destination-NAT), IP (h#a] i B9 HLIEH LI HEEHLES IP ot S (F 4 58p%5 1=, 2
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BT, HEWMPHHEYL NAT B2 1TH], FN SR LAY 09T BT S &/ HlE

15, WA :

K 18.3. /7 B TNE /" HLBT NAT BIEER P94 3 ML

HOST 101010190
& > m LINUX NETWORK STACK
_m (NAT IS APPLIED HERE)
Network
10.10.10.0/24

...........

..........

Virtual Machine
192.168.122.210

..........

Virtual Network Switch
in NAT MODE

192.168.122.1/24

R

=
=]

I

.............

Virtual Machine
192.168.122.220

EPZEZHYLE iptables HIECEH] NAT, T2 GEEHYE{TH It L

H, BTy T EEIAN BT A= F BB IHTAES,

WRXHHRE5TT, BEALIELE NAT K& th 24 IP SEH, LUEEETU T w0/

hEEE -
I # iptables -j SNAT --to-source [start]-[end]

18.3.1. DNS 7] DHCP

IP {58 5/ LU DHCP S BE45&F#l. Fyit, BILU BRI 2 B, libvirt &/
dnsmasq EFFKHITILIESE, libvirt B5/B0EFH /5 5) dnsmasq 561, T ZE EHIEFNEN IS HE

MO
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K& 18.4. ;21T dnsmasq BIEE T L5 35 Hehl

HOST

DNS AND DHCP SERVER (DNSMASQ)
192.168.122.2 - 192.168.122.254

..........

..........

Virtual Machine
192.168.122.210

..........

Virtual Network Switch

18.4. AL

Virtual Machine
192.168.122.220

5 18 & EEUL%

&M Routed =L I/, BEHKHMFERFETTHYE LAN B9YEE LAN, FHETFEH NAT 8915
RFEERE, BUKHNTLUREERAE, HEAREEIEEHREEIESFMHEBERRE, EHX
R, ArEREM BB FE RS, BT, X—IEHEH LA AR
BIR M EH R EHAEE, TEFIWEERZIE, MALTEHEN. HBESXE OSI KA

HERNE 3 JZ5 1T,

K 18.5. EEHIEE = T BIRE PIZK 3 ML

HOST 101010190

4 Y otho |
« Ll

Network
10.10.10.0/24

LINUX NETWORK STACK

(ROUTING IS APPLIED HERE)

..........

-~
.............

Virtual Machine
192.168.122.210

.........

18.5. BE £

Virtual Network Switch
in ROUTED MODE

192168.122.1/24

.............

Virtual Machine
192.168.122.220

T BEEA 1, FEFENHNNE aLEaEE, MHINYEEH, HRTZETR
LW BN EE, BTEMENPENGERAE, EX MR PFEMEAE dnsmasq BI2ZEK
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Y, #IDHCP. {88, HIMEXTM%SEMYIER45kEE, DNS EFDRMER. Fit, 2% DNS &FhE
#7{8 ICMP echo request(ping)i 5 U Bl GER HI B FE K.

K 18.6. LUBE R 891 P45 3 el

HOST P

.............

Virtual Machine
e emamaa 192.168.122.210

.............

Virtual Network Switch

Network in ISOLATED MODE ozzmmommesel
e —— *
192.168.122.1/24 L 4 :
H H
Virtual Machine
192.168.122.220
18.6. il A&

BIRZEE libvirtd ‘FHHE(libvirtd)Ff, EA7E NAT BB S 5 E A HAE, @HILR
B, LUEZZERIE FYEEGE T T Y S H EBM5dEE, TRET T libvirtd B9 NCABDE -

A 18.7. Btil libvirt FIZAECE

HOST

...........

~

[ e—1

[] )

— '

4 [ (] '
) L Semeeeeeeeee .

LINUX NETWORK STACK

_m Virtual Machine

..........

Network

.............

DNS AND DHCP SERVER
(DNSMAQ) Virtual Machine

..........

..........................

Virtual Network Switch Virtual Machine
in NAT MODE
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%{;

2
o

%S e LU R F Y E R EEREC, XX BHEZNEOBIYEERZE (14 eth
0. eth1 fleth2) HIEEREHH, XREHFHEHIA NAT &£, BILIE dev=<interface>
HIHHE X, SHETE O EHIFZAIEE virt-manager #1E X,

18.7. B R0

EKTET T ARBERAAER, HiEH T —Lrblg=x.

18.7.1. BFEER

WA TE OSI BERIE 2 Z1E1F. AR, ArE guest AR Bt S EN WY IR0 F
M, EREEFEER RS EAAIEH

LI BEEHEBEE S HLEN LR I B, EEN YIRS FEgERIX R
HFZER,

T BRI B YEAAIE R ENIER FaBE S HlEH .

BB E AT A LRI B PG R 1B & LE . 1FE T PLER R ER SATETE
T #%1 (41 DHCP) Hiya/fRSS B LRI b,

P& HLERHLERERIFEE VLAN 8971 B P25,

18.7.2. BB

XTI EXEEABEXIIE L,

DMZ

HFLLIRHA, FEE—THZNTRBEEZEFATEINY, BEFFITFHE (M) 2—1TEE
%, HFHHEHY DMZ, BXLHEHHE, EF5ZTFH :
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/4 18.8. DMZ FZi&E 4

& HOST

Wide Area Network eemmmmceae .

~
[ ———

1 '

— ey '

1 '

\ i

.............

A [ .
FIREWALL — [ ¢—————> ! ;
: \ i

Virtual Network Switch

in ROUTED MODE o — -

1 (]

— [

& Virtual Machine

Local Area Network

DMZ #189E W EE EHlEE ) WAN (H58) ZHWEEEHLIR LAN (HE8) THHEiEhliE
AR, AFXFECITaTUBEZMIE D], HZEXLAE T RIER %+ MRS ETR T E89 75
FEFIFIRSF, BRI ERIRELE,

EHWRS HITE

ZIERXERBZ 1T TNHE I BHBIELIRS 55, B1TIHNBEN T YENEERE, —TEOBTE
BRIGE, 57— T HAFERNHATEE, F1 guest JIHHCHINI IP #tt, EEHYEI EHEES
A IP 151t fE 7y guest EEE(X Al LIAIAIEBEEE A 1T, EE 1Y TRILL T X FHEX -

K 18.9. FEETHILERIE IR a5

HOST 101010190

-~

TR —
e s s seswmawe ’
&—b NIC Virtual Machine
' esoooooooss < Public IP
e ) ’ N
NIC

Local Area Network
10.10.10.0/24

.............

Virtual Network Switch
inBRIDGEDMODE |  Leseeeeceea

-
P e—

[ '

L~ '

'I

G X H

.............

Virtual Machine
Public IP

Wide Area Network
Public IP Range

18.7.3. NAT £

NAT (B#ihtsc#e) BAZMABER, GFFEEEMAEEMRN, ©afFii,

310



%518 = EHIMLL

18.7.4. BB

BEEAATENIKEEERE, EIE4AS5HWENELE,

18.8. EEEE 4%

BRI R P AL B PI% -

7£ Edit Z# 1, ##¥ Connection Details.

K 18.10. EFEE YN FIT

File | =:s | View Help

E"—J Connection Details
Virtual Machine Details

Nami  [Delete

v  CPU usage

19 d
Preferences

=~ localhost (DEMU]
III VM-RHEL
= Running

myhypervisor (QEMU) - Not Connected

XFF#TFHF Connection Details 3, £ Virtual Networks #7511,

it .-I
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K 18.11. EHIREECIE

File

Overview | Virtual Netw '_._. Storage | Network Interfaces

0 default ) Basic details

Name: [default ]

Device: [virer ]
State: 2 Active
Autostart: On Boot

IPv4 configuration

Network: l192.168.122.0,.f24 ]

DHCP start: [192.163.122.2 ]

DHCP end: [192.168.122.254 ]
Forwarding: =8| NAT

+] (@3 o)

P BT AR P45 BB I FE B9 Z QURE R, 15l LU MULHE FtFE H i 10 P2, LA
HE i W P25 BIAD I

18.9. BIBEEW PI%%

TR I B E I -

M FEEFREE "SRRI B ST, #id Add Network 15£, 4R E/ M
S(+)Etr. BXRIFERIFSH £ 18.8 77 “EEENINE,
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& 18.12. EHIAECIE

File

d default

Overview | Virtual NE‘tW5|| Storage l Network Interfaces

5 18 & EEUL%

[+ [@)a)

Basic details

Name: [default

Device: [\.firbrtlI

State: 2 Active
Autostart: On Boot

. IPv4 configuration

 Network: [192.168.122.0/24

i DHCP start: l192.168.122.2

DHCP end: [192.168.122.254

Forwarding: =8| NAT

Al
Oy

XJFHTFF Create a new virtual network B, Hii " F—#" LIHEE,
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K 18.13. BIBFTHIE R IF

Creating a new virtual network

This assistant will guide you through creating a new
virtual network. You will be asked for some
information about the virtual network you'd like to
create, such as:

® A name for your new virtual network
e The IPv4 address and netmask to assign

The address range from which the DHCP
server will allocate addresses for virtual machines

e Whether to forward traffic to the physical network

Cancel . Forward |

BB PIE A G BB E FFHH i Fe X



K] 18.14. i & BIE T P25

Naming your virtual network

Please choose a name for your virtual network:

Network Name: |_netwnrk:1| |

) Example: networkl

Cancel Back Forward

HEHIEPIEFIA IPv4 it Z2 ] H #di F—2#,



Red Hat Enterprise Linux 6 E#{L EE 56

K 18.15. E#E IPv4 btk 32 /H]

Choosing an IPv4 address space

You will need to choose an IPv4 address
space for the virtual network:

Network: [192.168.100.0/24

=3 Hint: The network should be chosen from one
= of the IPv4 private address ranges. eg
10.0.0.0/8, 172.16.0.0/12,0r 192.168.0.0/16

Netmask: 255.255.255.0
Broadcast: 192.168.100.255
Gateway: 192.168.100.1
Size: 256 addresses

Type: Private

Cancel Back | Forward |

B IEETHEFIGR IP HHUSEHE, 9ER9ERIHA4E X DHCP 5B, Hidi "T—#" LI
27%;0
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K] 18.16. £ DHCP 32

Selecting the DHCP range

Please choose the range of addresses the DHCP server will
allocate to virtual machines attached to the virtual network.

Enable DHCP:

Start: [192.165.100.125 :|

End: |192.168.100.254 |

= Tip: Unless you wish to reserve some addresses to

= allow static network configuration in virtual
machines, these parameters can be left with their
default values.

Cancel Back . Forward |

A R T P25 AT FE B P EE P2
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A 18.17. i EZEEERIZ%

Connecting to physical network

Please indicate whether this virtual network
should be connected to the physical network.

@ lsolated virtual network

() Forwarding to physical network

Destination:

Mode:

Cancel Back | Forward |

HRITEFE X BIYEELS, 151 E BER NiZie PR s 1 atf EYPE s, 7,
ZEE Mode s7 7 NAT 12 Routed,

Hidi "F—#" LI,

B B I OIS, 1A RIEH Hidi" ST



A 18.18. & IF BIBERIZ%

Ready to create network

Summary
Network name: networkl
IPvd4 network

Network: 192.168.100.0/24
Gateway: 192.168.100.1
Netmask: 255.255.255.0

DHCP

Start address: 192.168.100.128
End address: 192.168.100.254

Forwarding

Connectivity: Isolated network

Cancel Back - Finish |

ETHIEFI PSP EE E#54E Connection Details 2089 Virtual Networks £5i-Fd,

18.10. FFEH AL M I 2 22 7 41

FF 2 70 P25 B Y 2 i -

{£ Virtual Machine Manager Bi[1#, ZH .2 F2EM%H guest,
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B 18.19. EHEZE L HIEHL
File Edit View Help

Ee | =open > m @ v

Mame bt

= localhost (QEMLU)

guestl-rhel5-64
Running

guestl-rhel&-64
Running

guestl-win2k3-64
Shutoff

rhel6-64-pxe
Shutoff

e

7£ Virtual Machine Manager Edit E# /1, ##¥ Virtual Machine Details,

K 18.20. Z@EMHLiFRE
[ZICH Edit

View Help

Nami Delete v | CPU usage

Preferences

“ guestl-rhel5-64

Running

guestl-rhel6-64
— Shutoff

- guestl-winZzk3-64
Shutoff

- rhel6-64-pxe

Shutoff

1 Virtual Machine Details BiL1# 59 Add Hardware %41,
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A 18.21. Virtual Machine Details &1

File Virtual Machine Wiew Send Key
=Q @ wmE- %

Basic Details

|

Performance Name: guestl-rhel6-64

G Processor UUID: b8d7388a-bbf2-db3a-e962-b97cabe514bd
iﬁ Memory Status: |3 Running 3
2% Boot Options Description:

) WVirtlO Disk 1

B NIC:79:35:e9

Tablet

() Mouse Hypervisor Details

[ Display VNC Hypervisor: kvm

ﬂf Sound: iché Architecture: x86_64

&= Serial 1 Emulator: jusr/libexec/gemu-kvm

B Video

[* Machine Settings

> Security

[ Add Hardware Apply

{£ Add new virtual hardware &0, MZMERFEHEFE Network, ZIGM THia FH
R RIA & (FBPId networkl ) , ZAIEH " 2",
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A 18.22. M Add new virtual hardware 5] -5 FEEREGRYZS

=y

|

BWFHF L LRMWC

Storage

Input

Graphics

Sound

Serial

Parallel

USB Host Device
PCl Host Device
Video

Watchdog

Please indicate how you'd like to connect your
new virtual network device to the host network.

Host device: [virtual network 'networkl’ : Isolated network 2 l

MAC address: [52:54:00:24:df:61 ]

Device model: | Hypervisor default 2 |

Cancel || Finish |

HEE, FTPIK A EMIIAAED, 500 FHiE a7 guest,
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K 18.23. guest #8131 7.2 R BIETPIAS

File Virtual Machine View Send Key

oo @ W dli:lb

]
©

Overview Virtual Network Interface

Performance Source device: Virtual network 'networkl' : Isolated network
Processor

Device model: | Hypervisor default &

Memaor
Y MAC address: 52:54:00:24:df:61

Boot Options

Virtlo Disk 1

MNIC :79:35:e9

Tablet
Mouse
Display VNC
Sound: iché
Serial 1
Video

Y S O & e [0 % 8 €3 (E [

| Add Hardware | Remove

18.11. fFE#] NIC EEHMEIWEEREO

EZ B NAT (FERIEC K, L& H macviap BsEEFFF guest B9 NIC EFEH I EH A5
EYEEREO, SHIFEES K7 (th# passthrough) 2%, macviap F#EEL TER, FREE
HEBBEFEBIE R AFH -

HEEEOAE
VEPA

LB AKX Bl R G 25 (VEPA)YEZH, B YLHIAT B #E BEX X FN S Hebl. X Eik
B L i R T &l nE, @ VEPA BIEE T, AHEBXHHLSAEHF hairpin £
=, XHETHER B & Wl — 8T EHl L AGEHE S N EBE ML BIEE L.
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/] 18.24. VEPA £=

VM 1

ethO PPEEEEEG macvtapO ﬂ
|-

macvtapl

A

[afalalalal
ooooo o

Switch

VM TO VM

bridge

VM1

macvtapO

macvtapl

VM 2 Switch

ethO

VM TO EXTERNAL

BB 7 5 R & F HIAEIER WY &5 L B S X BB macviap 45, Bk #HIEBH &%
EU F R F BERIA AT . WRE B — L4 F VEPA £, IEE@#HEEL)

BEMLTHBEBIH BB M

A 18.25. ptFEE=t

VM 1

ethO PPEEEEEd macvtapO

—
cooon
o0000 o

Switch

VM TO VM

private

VM1

macvtapO

macvtapl

VM 2 Switch

ethO

VM TO EXTERNAL

BB IEEEARAXFIN LY, REEELHEBERZRAXLER, ClFE XTI/ —E
Yl EBIETE guest, FHIFENIXEIZIEN. BELRXTHFEIEHE—EH LEIETEHIEEES,

WREL Bk et FRELH, AT,
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VM1
ethO macvtapO
VM 2 - % Switch
VM TO VM
passthrough

5 18 & EEUL%

VM1
ethO macvtapO
| macvtap )
o .
VM 2 - % Switch
cl—- I

VM TO EXTERNAL

ETHEEFFEE#E LT % 77 3 SR-IOV EEMINEE(VF)EEMMEVE Hl, TFEEXTBIIEE. AEH
B EERLXFIEERIAAL K dr. HEE, — T ARG REREES—1E ", EHPREREL

Z7E passthrough B892 HL2 HHZ,

K 18.27. Passthrough &z

VM1

ethO macvtapO g Xx

macvtapl

—
Doooo
ooooo o

VM 2 Switch

eth0 &

VM TO VM

L BRI xml XHEREEM MR, HTHEX i,

<devices>

<interface type='direct’>
<source dev="eth0' mode="vepa’/>
</interface>
</devices>

VM1

macvtapO
macvtapl

VM 2 Switch

ethO

VM TO EXTERNAL

B FAr BB R E -

B ERIE T YLER AT Uy e o] L E LR &5 AT R BB B EE £ O K E 2,

HIRZHHFFE IEEE 802.1Qbg 17, #FOFTLUAGRMEH, virtualport TTFHEISHIE IEEE
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802.1Qbg tr /B IFAM I, (HFFETFIFZ, NEAHEAEE REH, 7+ 802.1Qbg Ri&H, EMT
UL (VS 2R BB E R,

R, IEEE 802.1Qbg #%Z VLAN ID B9FF(E, 775, HRXHHFFE IEEE 802.1Qbh Fri, M
KIEHETHY, HENEAEE G TEH,

B TR

managerid

VSI Manager ID triHEE VSI EEFAILHIE L BIEHEF, Xe— 2B E, BFFHE O,

typeid
VSI Type ID #riH VSI EZHKE, LULIEZE151H], VSI K25 HIPAE EFE A EE, Xe—T&
e,

typeidversion

VSI Type Version 7iF% 4 VSI BEIgE, XE2—EH(H,

InstancelD

ELIEE VSI S (XZBEMYLERFEL) I, FFER VSI LB ID (rilfs, XEL/GH— iR,

profileid

EEE ID B2 FN A FIREONG OBEERE . IEHRHiEO profile HiE/F AT ¥ Hin
O EERAESH, LS AR,

i#i1 B domain xml XH KB INOIRLLE, FTIFEHE, Kl TAFERBLLE :

<devices>

<interface type='direct’>
<source dev="eth0.2' mode="vepa’/>
<virtualport type="802.1Qbg">
<parameters managerid="11" typeid="1193047" typeidversion="2" instanceid="09b11c53-8b5c-
4eeb-8f00-d84eaalaaadf’/>
</Virtualport>
</interface>
</devices>
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ECE% ID Brirsalt

<devices>

<interface type='direct’>
<source dev="eth0' mode='private’/>
<virtualport type='802.1Qbh'>
<parameters profileid="finance’/>
</Virtualport>
</interface>
</devices>

18.12. W44 15
KTNAT libvirt BIR%E01 1585, Bfn. BESH XML #5=,

18.12.1. fA

P51 589 B B AL R 5B &2 17 BE WS T ke 1R Bl L BD B i B S J P 2 7 Bt SR,  HEEE
EMY TR X RO B E W, LB 5N, P E L IEIE L IR E P a L.
BT IERN T EEM B BIEBSE, Bt EMBEIHLAE B9/ B BT,

MEBFPLEH BB EFE, BRETLIERA T IFEFNEMHBIRL s I A ATE, XL
TEE LS 0T b B E WL EEHLZS, FHATTEE S T HTIEX, & A PS8
XML 73 555,

ZPER YL AT LU FE1EIRI B8 P95 i a7, LS IEaHT, FFEHEI AL i e I L T
ERYBIPGLE BT TEREN, Az {THI Bl a5 FFLE I 50 R

HIFTSCATA, B LN 7y R L6 28 T P 24 i 18 i i 515 P45 1 L1 7 G P2 i B o 5, S fr B4
ARG -

network

Ethernet -- 23 i fH FHEEL
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18.

328

bridge

B 18.1. BgZ5L g B

O XML FF5IE I 175, L T rfid, O 5 F1EEF clean-traffic,

<devices>
<interface type='bridge'>
<mac address='00:16:3e:5d:c7.9e/>
<filterref filter="clean-traffic/>
</interface>
</devices>

PIZE L TEES R XML 'S, aILlESX Rt iEas0951/. FT e igaga N mZ 948,
LIESI B9 i clean-traffic 21X 85X/ Rt igaF095 AR B L iEHNag iEds. HFa
LUGE X Bl 15270951, BIE AT LA 8L 125890, & ek E clean-traffic i1 jEz% : #

virsh nwfilter-dumpxml clean-traffic,

HIFTXC A, — P50 147 AT LU % TNEMHLE I, BT OEE XK E B8 I,
Bt ] LU F 2 B X 1 JE AT B9 XML H 3 BTN AT ASEA, TEFXBI, ZEBEREL 1EE XML F
A, ERREN 5]/ e,

Bl 18.2. 7 izt

LRI, O EREFSH IP flmS 89 IP il fE 7 (EH T s

<devices>
<interface type='bridge'>
<mac address='00:16:3e:5d:c7.9e/>
<filterref filter="clean-traffic’>
<parameter name='"IP' value='10.0.0.1/>
</filterref>
</interface>
</devices>

Bk 0I4, clean-traffic P45 &1 iE4 17/ IP i £# 10.0.0.1 Za, RIEHIHE, ¥E5
WMEOBIFE B FHGAAEE 10.0.0.1 fE7R IP #tt, XEUMHE iEaF89—1 B8,

12.2. (1 iERE
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L TR LS JERE B L, XL GE ol LUEEN 51, FEFFEE S Ay A RE P EI R B
(branches),

BB REE A5 5V R IEET TS, I TE R h B AETTHS, MLk D], SR — i
B IERI i 7 Fr S

libvirt BIPFZE1 IER TR B 509 BT R HLBIPI S # LI BB HIEHY root &, HEAH - bR BZ 8
&, P A LU B TR GE S SESONEAIT IEN, 18 e LB E F i B iE6E, LI E
FEHR BTN,

FIELUTFE -

root

mac

STP (EEHHHX)

vian

ARP ] rarp

ipv4

ipvé

BILUE MR E B O mac, stp. vian, rp. ipv4 Bt ipv6 i B9%E NEE,

# 18.3. ARP &1 7%

WP IFIEES arp-xyz Bt arp-test &, FHIEXLLaEdiF 4 H ARP X EIEE,
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LUF 1588 XML f277 T7£ arp #7104 % ARP 589761,

<filter name="no-arp-spoofing' chain="arp’ priority="-500">

<uuid>f88f1932-debf-4aa-9fbe-f10d3aa4bc9s</uuid>

<rule action="drop’ direction="out’ priority='300">
<mac match='"no' srcmacaddr="$MAC'/>

</rule>

<rule action="drop’ direction="out’ priority='350">
<arp match="'no' arpsrcmacaddr='$MAC/>

</rule>

<rule action="drop’ direction="out’ priority='400">
<arp match="'no’ arpsrcipaddr="$IP"/>

</rule>

<rule action="drop’ direction="in' priority="450">
<arp opcode='Reply/>
<arp match="'no" arpdstmacaddr='$MAC/>

</rule>

<rule action="drop’ direction="in' priority="500">
<arp match="'no’ arpdstipaddr="$IP"/>

</rule>

<rule action="accept’ direction="inout' priority='600">
<arp opcode='Request/>

</rule>

<rule action="accept’ direction="inout' priority='650'">
<arp opcode='Reply/>

</rule>

<rule action="drop’ direction="inout' priority='10007/>

</filter>

ferp HEPKERFET ARP BIHN (MaFEEEMREESF) , B ARP LINB9EIEE X T 7% EH ARP 1
W EBIHIIHT IS, XiEm T AELIENAE, 02, BHEE, RBEZHEDREGELIERINEA
w1, BTSRRI, BI, IPv4a T2 ARP &5 aiFds, B IPv4 P BIEEF 28
[ ARP %,

18.12.3. 1T IEHEIL 6K

HIFTX AT, TG IEHIIRT, ATEEEABEREE root &, XLEREREERINTE SEERIILSE R BTN,
FXRE7 T A BBIERBREA LR BI5E,

7% 18.1. L IEREECA L SE R

B (Ars) IALER
stp -810
mac -800
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B (a%) MRS
vlan -750
ipv4 -700
ipv6 -600
arp -500
rarp -400

A

tHREEFEEZF, HRERENTREREE,

B BT LUET % [-1000 FY 1000] SEEAIBIETA 11 1585 T s BT SE R (XML) B, 77
7 18.1 “ILIEEFECIN LR E” A BIEEDBEE E X AESEK. 5 18.12.2 5“1 jE#E 17
HEEF B -500 T arp FEBGECIA(LEK, A0 -

18.12.4. fE L IEZsh E T E

W% a8 iEFRT (MAC #l IP) RES @EBHIH 12 E,

MAC 75 B2 #0689 MAC B FEE, 513 B0 iGN FF E 5B H# 0y #0189 MAC #itf, XX
B BAERIEHE MAC ZHBIIEXR T LUEETE, AATLEES L IP ZHEME MAC £,
(EFE XM, By libvirt AEfFZE R MAC #1t,

BH IP (UK BEHLIEBERIERLITH] IP Hotl A TE25 EFEC LAEFE, Rk, IP SHERHN, B
libvirt FHrHA R A BEFEOBEFR IP ik (Hit, ARKBHEELEZSHMEGIE) . X IP #
HHES IG5 iR A, 15 B EH X UM HX T IEERIBR A 5 18.12.12 77 “[R#1” B84, % 18.12.2 7“1
JERE” 1 B9 XML X HEE S 1885 no-arp-spoofing, E2—MEFRIY L 1E85 XML 5/ MAC #1
IP ZE897H,

FEE, SIATEIEAREAFHR $ (EYEid, ZEEEAGAE XML F15H89 filter B HATHH
B9RE, £ LGP, IP SBBALU S IRELE IP 4, HWIRKLEHIEMERIS Y, i g TS
SEHIE, F A ER Y5 I A SR RO, &1 XML B R — 2K 2
Tt B 18.4 "L BRI T HIPF,

I 1 18.4. BELBTH
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HFZFETLUASTHFIIE, O, ZE IP TLBSHEELOLAEHEIZ1 IP 4, B4, 7 IP
ZEEHZ P TTFBINICHT -

<devices>
<interface type='bridge'>
<mac address='00:16:3e:5d:c7:9¢e/>
<filterref filter="clean-traffic'>
<parameter name='"IP' value='10.0.0.1/>
<parameter name='IP' value='10.0.0.27/>
<parameter name='"IP' value='10.0.0.3/>
</filterref>
</interface>
</devices>

M XML X H G871 1545, LUSRIFEONZ T IP #Hitl, &1 IP il #1572 HE BT IEH
W, But, ERE_EERT XML FILU TN, 50/ =1 FEBmEL g (&1 IP it —1) :

<rule action="accept’ direction="in' priority="500">
<tcp srpipaddr="$IP'/>
</rule>

HF A LR P IEEBHIE T, B FEEL iE5 /7% 2 DSTPORTS A9 —
o,

<rule action="accept’ direction="in' priority="500">
<udp dstportstart="$DSTPORTS[1]/>
</rule>

B 18.5. L HZE

BTy e LU BB HERNY, (EfEZ T % $VARIABLE[@«<iterator id="x">] Z7 T a5 Z BN
B LUTFHNA B ZK—27E DSTPORTS 15 EM G O LAY #E, X LigOFE
SRCIPADDRESSES H{5EHIIR IP il £5, ARG HIIH9% 8 E k7 E DSTPORTS
B9 B L%/ SRCIPADDRESSES B9 AT,

<rule action="accept’ direction="in' priority="500">
<ip srcipaddr="$SRCIPADDRESSES[@1]' dstportstart="$DSTPORTS[@2]/>
</rule>

#¥ concrete 164745 SRCIPADDRESSES #] DSTPORTS, #ITArT :

SRCIPADDRESSES = [ 10.0.0.1, 11.1.2.3]
DSTPORTS = [ 80, 8080 ]
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&5 $SRCIPADDRESSES[@1] #] $DSTPORTS[@2] fHE# B4 28, Al FHOIBIAT &
W AlHOAS, W TFA :

10.0.0.1, 80

10.0.0.1, 8080

11.1.2.3, 80

11.1.2.3, 8080

EHANECE I E— 8, Gl AZ % $SRCIPADDRESSES[@1] #1
$DSTPORTS[@1], Milm alLAFFTiH[X B PNAZH T ELLFHE :

10.0.0.1, 80

11.1.2.3, 8080

X

$VARIABLE /2 $VARIABLE[@O] B9:#iD, BiiZZa k2 EEEAE id="0" EER
At (WKTTIEBR H HBERTT) o

18.12.5. ) IP #4iH£2W#] DHCP Snooping

KTALE5) IP 4 E0FH] DHCP (il AI1E.5.

18.12.5.1. G

WREIHT7ZE IP, (HREHNELAME, WEMHAGELOLEEHFR IP il B9t W B 525 T2
CTRL_IP_LEARNING TLUFFIEEERITN IP il %5] 5%, HHIEERE : (£7, dhep 3t none,
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18 87 libvirt &5 I3 SR EE MY EFgHL, WFREE TRL_IP_LEARNING REKE,
XN KE, X THERLRNENEON—T IP #tt, BUEEFHELYE IP i, HIP K
2 m B IERIB U (B, IP UL iEaFZ — ik, TEXFMER T, EXEIRE e
ZEREERNIABBELN IP ftt, X#HD IP ik, =455 PLEm YT BE 7 —58 T IYE
WK E R EIEHER, &P HLENYILZEIIE— TG CIF BRI ES FYLEML AT R ERE L L
B8 IP Hh1i,

dhcp &7 libvirt (XA PFREBEZEHIE) DHCP IR &5 7 B0ibtt, M 75 %3 H 1 E O R N FIE R %
T IP fht, HEFFEMHIE EERIFEUER, B IP il # A= AER S g, &,
B HLEM L TTHIER DHCP FKRFTHY IP ik, 455/ Bl lidBE 7 —=EaWEINYEEN]
B, FEEFHEBHEHZ{T DHCP tiX,

#I:R CTRL_IP_LEARNING iZ77 none, libvirt F2UHT IP #7751/ IP #itt, T AR E
B AR D iR

18.12.5.2. DHCP Snooping

CTRL_IP_LEARNING=dhcp (DHCP snooping)ietHiN BRIz £ 1, 72 IHEHE @ HTI1ER%
i, (XAPFalfs DHCP R% &K 2B IP #itt, B ILTHEE, %32 DHCPSERVER K& &340
DHCP fR%#569 IP #otif, FHIELEEFHILZFE T 155 A H) DHCP Hipy BT & 25,

24 DHCP snooping #/=//H.H DHCP #Hi i Hiltf, &/ LM HLIFFBEEBEE IP itt, EEIM
DHCP fR% &8  RFTHI G54 FH, HWRTB TEPENN, ESTHKRIETBIEN DHCP HAF gEEH
IP Hatt (B0, S EEEOELEFHEHE5)) o

»

%
<

-

i

2
o

El5) DHCP K502 Fim e U Hl 31449 DHCP 7558, SHZCHH9 DHCP fR%#5
3EHe, 4 THREGEX libvirt BIIEZLIRFS B i, XX LHIE BRI B G 2F R, X2HE
B PENNER L ET %28 DHCP BiESF R AT A X LHIED, LT IE5ETEE
Higp, BRiMRZE—RR DHCP &/ {1 4L &L 268 DHCP HiEH, N, FHHEHE
Hit R PHIar GEE L ik iEE S0 158, LR ENTRER 4% DHCP #iEH.,
Eit, guest B HA#HEHLE, fF UDP ] TCP jiEMin O 67 X ZF % 68, SLATA
guest EH YL,/ & DHCPSERVER Z&E ¥k R#I(X ¥ E Folfs DHCP [R5 #6915/5. A
i, BAHE FRIHPEIATEE HLE B L5 A R it 1.

2
o

@ %
- -

-

.

.
R N

# 18.6. 2% DHCP fiilfT#9 IP

LU XML 24t 7 — (& /H DHCP il 75 %307 IP 1otk #>] 8974 :

I <interface type='bridge'>
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<parameter name='CTRL_IP_LEARNING' value='dhcp/>
</filterref>

<source bridge="virbr07/>
<filterref filter="clean-traffic'>
</interface>

18.12.6. REBZ&E

7 18.2 “(REZE" 27 libvirt YR E HIE I EE -

#x 18.2. REZE

ZEAHR E X

MAC O8I MAC itk

IP BEOMFEAN P k5%

IPV6 LEDEX AN « HOEAN IPV6 ik 5k
DHCPSERVER FI{S DHCP RS5258Y IP ik 53
DHCPSERVERV6 WRHIARSLHE - A5 DHCP BRZ583HI IPv6 i FIlZR
CTRL_IP_LEARNING HEFE 1P HhhE IR =

18.12.7. o HIE MHHEAS

BT IR AT B IR T #2577 <filters, BEABEH N aJgERIEM. name [BIEHEHLS EiTIEZ
BIE—E . chain BIEaTtiH, (BRFRLN IEHBLHFMAL, MilEGHBHESEENYETEN
BIBG K 5 FRGAFE, BHRiRGEREHFLLTAE : root. ipv4. ipv 6. nrp #I rarp,

18.12.8. A fthid 15258951

I JEaF A BT LUR B X Rl JEEZHI5 I, e IER P 2 RE5IE L ke, (AL iEe2 IFB5]
T EESIA B2,

B 18.7. — N FHHB B L IE R 7B

LU R T 5 [HR M IELH9 clean-traffic 4510 1E2569 XML,

I <filter name='clean-traffic'>
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<uuid>6ef53069-ba34-94a0-d33d-17751b9b8cb 1</uuid>
<filterref filter="no-mac-spoofing’/>
<filterref filter="no-ip-spoofing />
<filterref filter="allow-incoming-ipv47/>
<filterref filter="no-arp-spoofing />
<filterref filter="no-other-12-traffic’/>
<filterref filter='qemu-announce-self/>
</filter>

BRI — T 1ES, BT IER T et XML 775 filterref, M T i BEREHESE
BB e85 & BB 1T IS,

RILIBEI TE X FTRIPIAS 11888, aTLIEEX] libvirt KABIPIZE o 18850951, 182, —H/551EH
5| L iE a4 I fF AT, L I e P BT B P95 IE A B A A . &, ERIFTE
JE5Y, EI LK IR .

18.12.9. 11 JEA

LUF XML 77 T — %% s B L g g B9ii Hor By, 515 IP BIEEFE IP itk (B %E IP) 2t
0 ZF 8 BT FH FE TR, Myl IP 1l 75 & 7 412k S

B 18.8. 5B i B

<filter name="no-ip-spoofing' chain='ijpv4'>
<uuid>fce8ae33-e69e-83bf-262e-30786¢118072</uuid>
<rule action="drop’ direction="out’ priority="500">
<ip match="'no’ srcipaddr="$IP"/>
</rule>
</filter>

B TEN LRI T I e T BS U TEMPRZE=TEY :

[ ]
BRAFBHFH -
[e]
drop (PEECHINE 80 Z 7 8 BT H —4 5247)
[e]

reject (PLECHENE %L ICMP 162658, TH—#547)
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#Z (SHNPEE, T —2%547)

AR[E] (SGHEL I T VTR, AR B]EY i JEE AT — 2 5 H7)

BEE (LB AINHA T —I L EH — 2 5 47)

TR e R ELUFE -

X FEANRE

feHiE

EARIEH 2

SR E ATl B SE RAE T IR TR AN OHE BN, BEEAL (EEI5 I
IR B ESHBIHANZ B, F3HE 7 -1000 £/ 1000 5E/H, MRREIEHFLEY, T
UBEILR T 500, 1525, WREEFLIEHINZRILERIES root GRS IEEHTHE
BRI L IR ELIEAN, WMEEZIEE, 55064 5 18.12.3 77 L IEH L5
"

statematch 2 a/EH), BTEEHGEHA '0' Bt 'false’ FXH S FHEIL AR R A, Bili%
EH"true"sk 1

B2 EEFESH % 18.12.11 T “BR A IEHHEE I,

LERG B 18.7 “— P FiHAmE T IEza 0" mBIZer KRBTy ip BEESF S ipvd KB, HNFFE
A priority=500, #V#1, HR5IHG— T LiEdE, EZ ip B nEtB5EE ipvd KB, WL IERH 76
X1 FBHNEG priority=500 H{THHF.

H AT L & Fid i m By #E—HW, AT IET ip KB EE.,

18.12.10. 5 HFB91HX
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LUFINTBYH T B2 18 F R SEFF B R B — 2118, AN T e LU B T s e X I 7
AW, RIEARELBHNTIE, BYEFRE, LAZR T ip B IE T RPEHYE —E I srcipaddr,
LUFNTTE R T EMBEMLUE CITHZrE#EEE, offFh datatypes HTTF :

UINTS : 8 fii ¥ ; 5B/ 0-255

UINT16: 16 [iZ¥ ; ;B 0-65535

MAC_ADDR: MAC it 3R s+ ##E=t, 41 00:11:22:33:44:55

MAC_MASK : MAC #itit#&=089 MAC 4t ##, #1 FF:FF:FF:FC:00:00

ip_ADDR: /851 #I#&=00g IP #hF, #710.1.2.3

ib_MASK : Lz #1#& 0 (255.255.248.0)2¢ CIDR #15(0-32)89 IP ot #&1,

IPV6_ADDR: IPv6 it R F#=l, #41FFFF::1

IPV6_MASK : #5269 IPv6 #73(FFFF:FF:FC00::)3t CIDR mask(0-128)

STRING: F#F&E

BOOLEAN: 'true’, 'yes', '1' 8t 'false’, 'no’, '0'

IPSETFLAGS : Hisz% 6 # 'src’ 5t 'dst’ TR ipset BRI LR, MEIESER
LB sk HEREB 2 FELNEE ; example: src, src,dst, ILAMEHEE selectors B9 E R A TF5/
5 ipset X2

BREZTy IP_MASK 3zt IPV6_MASK B9EMH 8945 1 B HZB e/ match BT EE ¥ 5., %
P ZHEHTURATE—EE, LUF XML 5 BT TR E M6,
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[-]
<rule action="drop’ direction="in">
<protocol match="no’ attribute1="value1' attribute2="value2/>
<protocol attribute3="value3/>
</rule>

[-]

FEIBGLT oy iFASHEN, FHTEZG BT B MBI SR E BN, B, HIRHENE MBI ESH N e
[EFVCE, TN PG Bk, B, REHLEERIPIFH, HEHREK attributel &5
value1 FPLAZ, HHiEHE attribute2 FPLAZ value2, HPFiXEH attribute3 & value3 PLig, WIfEA
BImEF R EEF.

18.12.10.1. mac(Ethernet)

ik ID : mac

YEEZIBGHII R 2552 F root #E,

7 18.3. MAC 11X E#H

B datatype E L

srcmacaddr MAC_ADDR R ANB MAC ik
srcmacmask MAC_MASK WD N B &% A H) MAC Hhik
dstmacaddr MAC_ADDR BRI MAC ik

dstmacmask MAC_MASK FERS N A B B R hAY MAC et
protocolid UINT16(0x600-0xffff), STRING £ 3ENINID. BRFHEEE

[arp, rarp, ipv4, ipv6]

ERE FREB XEAEFERS 256 NEF
WU BZUT -
[-]
<mac match='no' srcmacaddr="$MAC"/>
[-]

18.12.10.2. VLAN (802.1Q)
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X ID : vian

MR 2552 E 4R 2 vian %,

Z 18.4. VLAN X KR

BN datatype

srcmacaddr MAC_ADDR

srcmacmask MAC_MASK

dstmacaddr MAC_ADDR

dstmacmask MAC_MASK

vlan-id UINT16 (0x0-Oxfff, O - 4095)
encap-protocol UINT16(0x03c-0xfff), String
Py e FrF e

18.12.10.3. STP(Spanning Tree Protocol)

Wi ID : stp

MR BB R 2552 E 4R stp &,

7 18.5. STP ik EH

BN datatype
srcmacaddr MAC_ADDR
srcmacmask MAC_MASK
type UINT8

Fric UINT8
root-priority UINT16

340

'8

KA MAC ik

IR A% T5H) MAC itk
BT MAC il
R N R B 8ihe MAC it
VLAN ID

HEME 3 EHLID, BRANFR
B2 Hrp, ipv4 ipv6

NAFRERS 256 DFRF

'8

KA MAC ik

IR A& ET5H MAC Mtk
P EHE $1 55 (BPDU) R BY
BPDU #ric#Imacmask

root (LS EE FF A



EtERTR

root-priority-hi

root-address

root-address-mask

roor-cost

root-cost-hi

sender-priority-hi

sender-address

sender-address-mask

port

port_hi

msg-age

msg-age-hi

max-age-hi

hello-time

hello-time-hi

forward-delay

forward-delay-hi

ER

18.12.10.4. ARP/RARP

X ID: arp Bt rarp

datatype

UINT16 (OxO-0xfff, O - 4095)

MAC _ADDRESS

MAC _MASK

UINT32

UINT32

UINTT6

MAC_ADDRESS

MAC_MASK

UINT16

UINTT6

UINT16

UINTT6

UINT16

UINTT6

UINTT6

UINTT6

UINTT6

FRE#

YEEZBGHIIR 25 # A root 2E arp .,

5 18 & EEUL%

3

root {EFISEH LR

Root MAC ik

Root MAC itk #55

REEENAE (KEFIR)

IR A ASE 45 R

KA NLHEICEHE LR

BPDU % A MAC it

BPDU & A MAC bt #75

imOAPHRR CEREED)

i QPR H AT 45 R

SHEHRITE 8 CeERED)

HEEMR T 2B ELE R

B KHARRAT FSEE 45 R

hello B} [E] 1T 28 CERIEE))

hello T1H285E H45 R

AR GEREED)

R A B RS 45 3R

NAFRERS 256 DNFAF
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Z 18.6. ARP ] RARP X K#H

Bt datatype E L

srcmacaddr MAC_ADDR KA NB9 MAC itk

srcmacmask MAC_MASK L N AR A% 589 MAC Hihi

dstmacaddr MAC_ADDR BB MAC ik

dstmacmask MAC_MASK i N AR B #9ihsy MAC Hihik

hwtype UINT16 M RA

protocoltype UINT16 el

opcode UINT16, 7T &R opcode ENFREE :
Request, Reply.
Request_Reverse.
Reply_Reverse. DRARP_Request,
DRARP_Reply, DRARP_Error,
INARP_Request, ARP_NAK

arpsrcmacaddr MAC_ADDR ARP/RARP ##E & YR MAC it
1k

arpdstmacaddr MAC _ADDR ARP/RARP #iE & /8y B #ith
MAC bk

arpsrcipaddr IP_ADDR ARP/RARP ##E & AR IP ik

arpdstipaddr IP_ADDR ARP/RARP $#E S By B it IP
ik

gratuitous mIRME MmIREEREERE gettuitous
ARP #iES

R FRE XAFHFERERS 256 NFRF

18.12.10.5. IPv4

iR ID : ip

YEEZIBGHII R 25 #2F root 2E ipv4 &,

7 18.7. IPv4 (iR KE
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srcmacaddr

srcmacmask

dstmacaddr

dstmacmask

srcipaddr

srcipmask

dstipaddr

dstipmask

protocol

srcportstart

srcportend

dstportstart

dstportend

ER

18.12.10.6. IPv6

Wi ID : ipv6

datatype

MAC_ADDR

MAC_MASK

MAC_ADDR

MAC_MASK

IP_ADDR

IP_MASK

IP_ADDR

IP_MASK

UINTS8, =R

UINTT6

UINTT6

UNITT16

UNITT16

FRE#

W ETIBGHI R 2475 F root B¢ ipv6 £,

7 18.8. IPv6 il KR

EtERTR

srcmacaddr

datatype

MAC_ADDR

5 18 & EEUL%

3

KAEAB MAC Hbiik

o A EIA #E A B MAC Hitik

BFreY MAC Hhiik

¥rt N I B RYtth Ay MAC it

R 1P ik

NFAENR 1P otk B9 HES

Bir P thit

WIS A EI B Rt 1P itk

5B 4 BEWRRARE. hilBIBERF
fFEH : tep. udp. udp.
udplite. esp. icmp. igmp. sctp

FHRBERRIRD ; FEHN

BIRImOBILER ; BEHN

BB iR ORSEH ; FEML

BB rim ORISR 3 TEIL

NAFRERS 256 DNFRF

58

KAEAB MAC Hbik
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Bt datatype E L

srcmacmask MAC_MASK WD N B &% A MAC Hhik
dstmacaddr MAC_ADDR B89 MAC stk

dstmacmask MAC_MASK FERS N A B B MY MAC et
srcipaddr IP_ADDR IR P bk

srcipmask IP_MASK N EEE P ik ayEshg

dstipaddr IP_ADDR B¥r IP #hik

dstipmask IP_MASK Feho N A E B8t 1P it
protocol UINTS, 7R 8 4 EZHTRRR. BN F

FFEH : tep. udp. udp.
udplite. esp. sh. icmpv6. sctp

scrportstart UNIT16 FraBERRmO ; FEY
srcportend UINT16 BRI OMLER ; FEWIL
dstportstart UNIT16 BREIROMEE ; FEY
dstportend UNIT16 BMBIRHOMNLER ; BEIL
ER FRE XAFRHERS 256 N FF

18.12.10.7. TCP/UDP/SCTP

X ID : tcp. udp. sctp

MR ER RN chain 28, FHi/&B530iXiE 7 root,

Z 18.9. TCP/UDP/SCTP ik E#H

Bt datatype E X
srcmacaddr MAC_ADDR A ANH MAC Hbiik
srcipaddr IP_ADDR VB P bk
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=42 datatype
srcipmask IP_MASK
dstipaddr IP_ADDR
dstipmask IP_MASK
scripto IP_ADDR
srcipfrom IP_ADDR
dstipfrom IP_ADDR
dstipto IP_ADDR
scrportstart UNIT16
srcportend UINT16
dstportstart UNIT16
dstportend UNIT16
PSS FrFER
state FREB
Pric FrFER
ipset FRE
ipsetflags IPSETFLAGS

18.12.10.8. ICMP

ik ID : icmp

5 18 & EEUL%

3

NFAENR 1P otk B9 #ES

Bir P Hhit

WIS A EI B ROt 1P itk

R 1P b SEE A

R 1Ptk 25 R

Bi5 P it SEE Rk

BT 1P ik SE R 45 R

FaBERRRD ; FEHIL

BIRIm OBILER ; FEHN

BMENmORSER ; FEMINL

BB rim ORISR 3 FEHIL

NAFRERS 256 DNFRF

LUES 2 RRr NEW,
ESTABLISHED. RELATED,
INVALID 3 NONE 4 fRay5IsR

X TCP-only : fEAEIEFIIRE
NG/ PRGN 2 SYN,

ACK. URG, PSH. FIN, RST =
NONE 3% ALL B S 9 FRalk

libvirt 2 A& IPSet BIZ TR

IPSet IFRIC ; BE ipset B

E : XN FXFEBEE, HSHIFRBRE, H i &EBEZEED) root,
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£ 18.10. ICMP 15X EH

EtERTR

datatype

58

srcmacaddr

srcmacmask

dstmacaddr

dstmacmask

srcipaddr

srcipmask

dstipaddr

dstipmask

srcipfrom

scripto

dstipfrom

dstipto

type

code

ER

state

ipset

ipsetflags

MAC_ADDR

MAC_MASK

MAD_ADDR

MAC_MASK

IP_ADDR

IP_MASK

IP_ADDR

IP_MASK

IP_ADDR

IP_ADDR

IP_ADDR

IP_ADDR

UNITT16

UNITT16

FRE#

FRE#

FRES

IPSETFLAGS

18.12.10.9. IGMP. ESP. AH. UDPLITE, "ALL"

i ID : igmp. esp. ah. udplite. A&

346

KAEAB MAC Hbik

W A EIA 4 AB MAC Hitik

B 89ithE MAC itk

DN A E Bty MAC ik

R 1P ik

RFAENR 1P otk B9 HES

BHr P Hhit

WM A E B ROt 1P itk

R 1P B A

R 1Ptk 25 R

Bir P thitSEE R Tk

5 P ik SEFE 45 R

ICMP K8

ICMP 55

NAFRERS 256 DNFAF

LEES 2 RRr NEW,
ESTABLISHED. RELATED,
INVALID 3 NONE 4 fRBy%51sR

libvirt 2 A& IPSet BIZ TR

IPSet BIHRIC ; HBE ipset Bk



MR 7 ERZE chain 2%, HA&BEstiZiE root,

# 18.11. IGMP. ESP. AH. UDPLITE. "ALL"

EtERTR

srcmacaddr

srcmacmask

dstmacaddr

dstmacmask

srcipaddr

srcipmask

dstipaddr

dstipmask

srcipfrom

scripto

dstipfrom

dstipto

ER

state

ipset

ipsetflags

datatype

MAC_ADDR

MAC_MASK

MAD_ADDR

MAC_MASK

IP_ADDR

IP_MASK

IP_ADDR

IP_MASK

IP_ADDR

IP_ADDR

IP_ADDR

IP_ADDR

FRE#

FRE#

FRE#

IPSETFLAGS

18.12.10.10. IPV6 _EA9 TCP/UDP/SCTP

ik ID :

tcp-ipv6. udp-ipv6. sctp-ipv6

5 18 & EEUL%

'

KAEAB MAC Hbiik

W A EIA 4 AB9 MAC Hitik

B B9itE MAC itk

DN A E Byt MAC Hhit

iR 1P il

R FAENR 1P otk B9 HES

BFr IP ik

WSS FAEI B ROt 1P itk

R 1P L SEE A

R 1P k25 R

Bir P thitSEE Tk

BH5 Ptk SEFE 45 R

NAFRERS 256 DNFRF

LLGES 2RI NEW,
ESTABLISHED. RELATED.
INVALID % NONE 2 fami33k

libvirt Z A BB IPSet B9Z TR

IPSet IFRIC ; BE ipset B
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WEERGHE LB chain 28, HA&BstKiE D root,

Z 18.12. TCP, UDP, SCTP #&1Y IPv6 i EH

Bt datatype E L

srcmacaddr MAC_ADDR R ANB) MAC ik

srcipaddr IP_ADDR IR 1P bk

srcipmask IP_MASK N FZE 1P it A¥HY

dstipaddr IP_ADDR B¥r IP #hk

dstipmask IP_MASK Feho N A E B8t 1P it

srcipfrom IP_ADDR B IP HbiikSE A

scripto IP_ADDR iR 1P Hhk 25 R

dstipfrom IP_ADDR BFr IP #hikSEE A9k

dstipto IP_ADDR BT 1P HhilkSE Bl 45w

srcportstart UINT16 BWRIEOREH

srcportend UINT16 BRR IR O RISEE 45 R

dstportstart UINT16 BRE R OREH

dstportend UINT16 BB ik O BISEFE4E R

ER FRE NAFHFERZRS 256 NERF

state FrFE LUE S bRr NEW,
ESTABLISHED. RELATED.
INVALID 5% NONE 2 f@f95izR

ipset FRE libvirt Z A EI2H IPSet FIB TR

ipsetflags IPSETFLAGS IPSet IFRIC ; BE ipset B

18.12.10.11. ICMPv6

X ID : icmpv6
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WEEFE R chain 28, #Hi&BsEEiKE 77 root,

7 18.13. ICMPV6 17X EH

EtERTR

srcmacaddr

srcipaddr

srcipmask

dstipaddr

dstipmask

srcipfrom

scripto

dstipfrom

dstipto

type

code

ER

state

ipset

ipsetflags

datatype

MAC_ADDR

IP_ADDR

IP_MASK

IP_ADDR

IP_MASK

IP_ADDR

IP_ADDR

IP_ADDR

IP_ADDR

UINTT6

UINT16

FRE

FRE#

FRE#

IPSETFLAGS

18.12.10.12. IGMP. ESP. AH. UDPLITE, 'ALL’'over IPv6

ik ID : igmp-ipv6, esp-ipv6, ah-ipv6, udplite-ipvé, all-ipvé

WERH;

B chain 2#, #i/&#5sEi%E 7 root,

5 18 & EEUL%

58

KAEAB MAC Hbiik

R 1P ik

RFAENR 1P otk IS

Br P thit

WIS A EI B ROt 1P itk

R 1P b SEE A

R 1P k25 R

Bb5 1P it SEE Rk

BH5 IP ik SE 45 R

ICMPv6 2K 8Y

ICMPv6 515

NAFRERS 256 DNFRF

LUES 2 RRr NEW,
ESTABLISHED. RELATED.
INVALID 3 NONE 4 fRay%51sR

libvirt Z A BB IPSet F9Z TR

IPSet IFRIC ; BE ipset B
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7 18.14. IGMP, ESP. AH. UDPLITE. 'ALL’over IPv [iX K%

Bt datatype E L

srcmacaddr MAC_ADDR & AB9 MAC Hiiik

srcipaddr IP_ADDR IR 1P bk

srcipmask IP_MASK N FZIE 1P it A RY

dstipaddr IP_ADDR B¥r IP #hk

dstipmask IP_MASK Feid N A E B8t 1P it

srcipfrom IP_ADDR B IP HbiikSE A

scripto IP_ADDR iR 1P Hhk 25 R

dstipfrom IP_ADDR BFr IP #hikSEE A9k

dstipto IP_ADDR Bi7 1P HhilkSE Bl 4Ew

ER FRE NAFHFERZRS 256 NEF

state FrFE LLE S92 f@r NEW,
ESTABLISHED. RELATED.
INVALID 5% NONE 2 f@f95izR

ipset FRE libvirt A EIERY IPSet BB TR

ipsetflags IPSETFLAGS IPSet IFRIC ; BE ipset B

18.12.11. BH I IEEACIE &

LUFEBA it B RS IEACE T,

18.12.11.1. F#RE:

P4 IEFRG (Linux L) FIEEZERESH IP %, XHB)Ftlpg%nEnixm (k) LUkt
ERIRFE YR R E, HIH, WREFYLERHIRE TCP il 8080 fE VRS #4T7, &/ i
A LU #ETi ] 8080 _LF#F guest W Hl, Hla, HERERIAITARERILE P HLERHEZIM (TCP
&/ i) Jill 8080 EZ YN a9 E#E, EHNEERE, REHH TR T EETIEHE
RHBIERE, G/, WIREFHLERHFEIRE - BRI BB i Z i m_ LA O 80 HyE#E, WK &7
ZM TCP ii[d 80 XBEEHEMYHIERE, BAERT, FERKSIEE, =5 EERE, KT
T BB
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5 18 & EEUL%
B 18.9. XH]F) TCP iig LI:F#H) XML 761

LUTFERT—1 XML KBB70, F TCP i 12345 HIfEA iELEXHX TN HEE,

[-]
<rule direction="in" action="accept’ statematch="false'>
<cp dstportstart="12345"/>
</rule>

[-]

XHHERFEAEF TCP i 12345, At a5 HMEH B FBYS5) (B i) TCP iwd
12345, Ef]AEESTEH T E,

18.12.11.2. [REEEH

ERHE FILER Y AT LI BT R FERE, BAteHt— TN EITEL LB % EIIERER T, B
al, RN R FR—BEMH—XIK ping 7Bt IP 4k, FHEAWN—RRE—TE5NEAR] ssh F#E,

B 18.10. fFBR %I/ FE#H9 XML IS
LU XML F B ol F F IR #F#%

</rule>

<rule action="accept’ direction="in' priority="500">
<tcp dstportstart="22"7>

</rule>

<rule action="drop’ direction="out’ priority='400">
<icmp connlimit-above="17>

</rule>

<rule action="accept’ direction="out' priority="500">
<icmp/>

</rule>

<rule action="accept’ direction="out' priority="500">
<udp dstportstart="53"/>

</rule>

<rule action="drop’ direction="inout' priority='1000">
<all/>

</rule>

[..]

<rule action="drop’ direction="in' priority="400">
<tep connlimit-above="1"7>

[..]
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A

TFEEZ R SR Er, SATITE XML 1 3H BIERFFHEN, 1RIE 41 18.10 “fFMR#H Fi%
BB XML -G j89 XML XX, i 4 £ im0 22 B9 DNS GEHA E - HLEH B
BIZHNFENY, LA ssh FHHABREABETS DNS BEH EWIEXH ssh 215, B
WA BT GER F B ssh &/ 2 i F N BN, NIEN D, LS RE TS
KAGEBR], FHF AT BEIERE AR LB ICMP ping TEE WL EEHLBF 2R e R S el B2
BHEKBGER], FIEFAFRM ICMP ping Fi,

REMBRTTFEEEFLUTF b B TEEVEEYL 509 sysfs HjEEE] - # echo 3 >
/proc/sys/netfilter/nf_conntrack_icmp_timeout, It 5 #F ICMP iFEREEENT % iE
3 B, XHMBIENE—H—1 ping Z1F, 75— ping 77 3 B E/E 5.,

IR FRAIRAE FHLER LR B IEHXTTE TCP F#, JF B KA FARAF
HHABERE, et LYY LA ENHKE TCP 8 H, 774, HEMINES#E
AER FREERERITHEI, XA DE T EHTHE,

162, WRZERFIE, NHLENERETGER mHHA TCP backoff B/ EF
#, B, WiZREEFERETTER, LUELHH) TCP E &S 2 N TR Z

ey oA BT Z—
ERELT o

18.12.11.3. w17 T E

virsh BEEK T R%50 g9 E I s, SR 1EFRIZIEXBIAT A 5 ABLLETAZE nwiilter FF

15, LT 5 e/ -

352

nwiilter-list : ZIH AT 15 #5089 UUID F1&#

nwfilter-define : 7 X FTHIPIZ5 1 i o St BHT DL B IFAE L iEwE (BATEHE )

nwfilter-undefine : JHERIGERIIFLE L iEds (SATERER) . T MR 5 FIIELE LRI

2 iEEs

nwiilter-dumpxml : JZI§ERIAE L 1Eq5 (BALEHEE )

nwiilter-edit : JiH1EERIPIS 1L iEwE (BAHEHE )



5 18 & EEUL%

18.12.11.4. HiISb A IERIAS T 1645

LUF 26/ libvirt 52 Z89M%51 g8 PIFIZ

Z 18.15. ICMPV6 P}k

LoR-E2T 2P0

no-arp-spoofing Bk B P HLENLER DR ARP RE ; i 2R (AT
ARPIERFEEHE, HnslXLEHIBETLERT
REFLHLED MAC F0 IP Hbiit,

allow-dhcp RUEFHLELHET DHCP &R IP thit (kREEM
DHCP BR%5%8)
allow-dhcp-server RIVF guest EIHLMIEEHI DHCP ARS52815 K IP it

i, DHCP BRSS 289 s+ 1P Hhuk A ZI1E S| ity
IEERITIR M, T ERFWIIZE DHCPSERVER,

no-ip-spoofing Bk P HLELNER AR FHIESHR (P Hhhk 4
% P RS,

no-ip-multicast BriEZ LR IALA X 1P ZIBEIES.

clean-traffic BilE MAC. IP #0 ARP HRYj, LtitiEsss|AHEMmILD
RS E NI,

XL jEZE B, FESR M 155 A A AR e 1E, LI AR E A
BYZ clean-traffic 1775585, I, Ui 1E25K 5 51LI45 no-ip-multicast 111525454/, LIBh1EEHHL
FEFH 1335 B ki & X4 IP 25555,

18.12.11.5. 5iZ4EH C AT 1EqS

HF libvirt (it 7L N5 iEEs, B RTEERZIEA TR . i1 XM, BaEFET
PRI IEF R RAGARESBILF AR, 4%, EA DA T RAIEREFEL IENNN, FRTHLER
FEEI A BTHA — 209815, FLLEERILTEET,

A IEF R HEIGERTF Linux ZHHEETEH, (GEHTF Qemu F KVM EEBGEH. £
Linux £, ©ZXFXf ebtables. iptables ] ip6tables B, HFH T RIIEE, ZEL # 18.12.10 77
“STHFHIIIN T EEEIRGSIZE, BILU#H ebtables SLELL T X :

mac

353



Red Hat Enterprise Linux 6 EEI{L E {5

STP (EEHHHKX)

vian (802.1Q)

ARP, rarp

ipv4

ipvé

AT IPv4 i51THIH IG5 F4(&EH iptables, #iT IPv6 (&FH ip6 L E1],

1/ Linux ZHHEEHLZE, Hi libvirt BIRIZE0 15 F % 50 VR A i 20 1EH N B 55487 ebtables
LRt g5 ¥, HIXFEAET iptables 3t ip6tables 1718852 gt 7. HIRid IEEHI A1 B M BIHNTY,
#1 mac. stp. vlan arp. ipv4 2t ipv6 ; RESEE 5 FF5IHEI ebtable N FIH,

LRI Z N — )ik ik, FERGE AT R B Z B MK BIaiss, ZOIEELEE ARP jEEHIHiM 62,
B LUFEE— & arp-test B95E, B4 :

o140, ATLUE IP Bl 15 #5080 BRI A s 7 1% UDP 58, #H9ZE#509 UDP HiEEI5EL)
W, EHIEH IP bl flim OB M, XA ebtables 2171 UDP 7%&, (2, —H IP st IPv6
HiEE (41 UDP HiEE) (£ T ebtables =, #H— 1T iE#5HiE D EHE—TNHNZEHIE iptables 2t
ip6tables H, FBHiTEE NN LE T IEE 124 UDP #1538 B9, X aTLiEd &5E 2409 udp 3¢
udp-ipv6 FEE T IE T BB SEHE,

B 18.11. BIBEHE T 1575

BRiFEE— T L iE R LU FEKIZ -

Brit EEHLBGEELIFE MAC., IP ] ARP At%i

(AT FEHHFELIRG TCP i 22 ] 80
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5 18 & EEUL%

RIFEMHMBEOLE ping 78, BFRULEXNVEEOL ping

RIFE BT DNS Z# (UDP %44% [ 53)

BoiEFEPE A clean-traffic PI4501 1575 LRk BB ZE K, BIUEM B E T 152351 E89 5%,

EGH TCP &5 22 7] 80 BI7E, M T HRANFEFILE7E, £1F guest BEHHAL Z
ping FEELUH{T ICMP ZE, 7 T iTHEE, —iRH) ICMP #EaTLIMELEF WSS, TRIEE
ICMP [O] Z 15 KA H S, BERESLLBE inE B AskE5), M, FFRNEFATERM
STEBIHN, 1R guest EHIHE ) test, HHKEKEN B IEZ5H9EELOF T eth0, TEIEES Fy
test-eth0 B9:1 1525,

XL EE IR LL TR i a7 XML :

<filter name='"test-eth0'>

<!I- - This rule references the clean traffic filter to prevent MAC, IP and ARP spoofing. By not
providing an IP address parameter, libvirt will detect the IP address the guest virtual machine is
using. - ->

<filterref filter="clean-traffic/>

<!I- - This rule enables TCP ports 22 (ssh) and 80 (htip) to be reachable - ->
<rule action="accept’ direction="in'>

<tcp dstportstart="22"7>
</rule>

<rule action="accept’ direction="in'>
<tcp dstportstart="807>
</rule>

<!I- - This rule enables general ICMP traffic to be initiated by the guest virtual machine including
ping traffic - ->
<rule action="accept’ direction="out’>
<icmp/>
</rule>>

<!I- - This rule enables outgoing DNS lookups using UDP - ->
<rule action="accept’ direction="out’>

<udp dstportstart="53"/>
</rule>

<!l- - This rule drops all other traffic - ->

<rule action="drop’ direction="inout’>
<all/>

</rule>

</filter>

355



Red Hat Enterprise Linux 6 EEI{L E {5

18.12.11.6. H.E X1 128574

HE 3 XML FEIRP— AN ES guest M HLEY IP it fF /7 REBFritt, (85758697 1507
IEETE, REETF, HIETHERBEFENEOGERNEHTT, TANFRIE A A (tap)E 0L & s #
WEEE, TEREDTEXELR IP A i,

B 18.12. BI44#EO0#2589 XML <61

WX E F HLEMHLEIIEE XML 5 2] BERIPIZ% # I #1289 XML f BRA0 T A -

[-]
<interface type='bridge'>
<source bridge="mybridge’/>
<filterref filter="test-eth0/>
</interface>

[-]

EF R ICMP 58 7 75 HI R EEM B HLEMHLL Z ICMP [ElZ7753K, #HIXH guest &
RN ICMP [o] Z sy, BTEEFELLT BTN E Bz ICMP A :

<!I- - enable outgoing ICMP echo requests- ->
<rule action="accept’ direction="out’>

<icmp type='8/>
</rule>

<!- - enable incoming ICMP echo replies- ->
<rule action="accept’ direction="in'>

<icmp type="07/>
</rule>

B 18.13. B EHE L iE#F 7B
KO FE T AT PR 1585, (BT guest EHHLLRY ftp RS 4&57 BREKIIZ, WS
B EKE :

Bt Z P HLEH B O E MAC, IP #] ARP 2%y

HEEFHEMIFZEORRFTH TCP i 22 #1 80
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ATF guest EHHMEBEL X 2% ping i, BFAFEELOL ping guest & #L

RFEFPLEAPIIFT DNS Z# (UDP %441 53)

JG A ftp RF 45 (HEESMEAT) , LUEE ATLUE guest BEMBIAIETT

ERAIFHE S PLERIIAEZLT FTP [R5 &EFE, Aoifim 21 B85 U514 FTP #E#%E, ik
B HLENYIREBE R E BN E LA TCP il 20 | FTP &/ #afifs i TCP ## (FTP ;&5
) o FOVHIEA T IR A G FUT IEERS, LUK eTREBIHE R T 5o

B—PERTGEFIE TCP )ik B state B, 7F Linux EHYEEHIHIFHERESHER FIELE
hook, X/ FEFVEMMLER FTP HiFF# (FTP ZE#Z=) B9 RELATED K&, HFHW
guest L&) FTP HiEFEER (3t5 B9 B9XFR) BIHEH) FTP £t #F#, MimER 7 irdEe
BA S (@ EIEE, 2, RELATED KE(GEMT FTP HiEHEE 5 H TCP F#pE— N IEE,
2, BIKAF ESTABLISHED, ARG FEAMEH R, ArAXLE5REEAEHE TCP
500 20 B9 FTP HiEREE X, Hie, X2FHLUTHERLE :

<filter name='"test-eth0'>

<!I- - This filter (eth0) references the clean traffic filter to prevent MAC, IP, and ARP spoofing. By
not providing an IP address parameter, libvirt will detect the IP address the guest virtual machine
is using. - ->

<filterref filter="clean-traffic/>

<!l- - This rule enables TCP port 21 (FTP-control) to be reachable - ->
<rule action="accept’ direction="in'>

<tcp dstportstart="217>
</rule>

<!I- - This rule enables TCP port 20 for guest virtual machine-initiated FTP data connection
related to an existing FTP control connection - ->
<rule action="accept’ direction="out’>
<tcp srcportstart="20" state="RELATED,ESTABLISHED/>
</rule>

<!I- - This rule accepts all packets from a client on the FTP data connection - ->
<rule action="accept’ direction="in'>

<tcp dstportstart="20" state="ESTABLISHED'/>
</rule>

<!I- - This rule enables TCP port 22 (SSH) to be reachable - ->
<rule action="accept’ direction="in'>

<tcp dstportstart="22"7>
</rule>

<!I- -This rule enables TCP port 80 (HTTP) to be reachable - ->
<rule action="accept’ direction="in'>
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<tcp dstportstart="807>
</rule>

<!I- - This rule enables general ICMP traffic to be initiated by the guest virtual machine, including
ping traffic - ->
<rule action="accept’ direction="out’>
<icmp/>
</rule>

<!I- - This rule enables outgoing DNS lookups using UDP - ->
<rule action="accept’ direction="out’>

<udp dstportstart="53"/>
</rule>

<!l- - This rule drops all other traffic - ->

<rule action="drop’ direction="inout’>
<all/>

</rule>

</filter>

e RELATED KA 2 JEAsFI, ERAHAHES 5 B R R B M E LW Y509
A, RIEABEIRE, EDAERETSE lnEl e FTP ST FH T e BZ — -

#modprobe nf_conntrack_ftp - where available OR

#modprobe ip_conntrack_ftp (HRLI_LFETH)

AR FTP LIABIEI iS5 RELATED KA AR, W AMERENATER, BEHaTHTFHX -
ftp. tftp. irc. sip. sctp #] amanda,

B PMEAT A G R T FRIF IR S bk, IR ERIE T EL - K0 E %8 5%
BIE— RN, FH) NEW KEEE8, FIt, WREZZIIE—IEIEE, WaiFerE
#, BUEHA ESTABLISHED #K5, Hit, aTLiGi T EH#N, LISiF ESTABLISHED i##FA
guest EH LA guest BEHMAL ., X2NH NEW KA iHBREE— T EIEEHERFELN, H
B o RS im0, ArAEHE S FABHESNEO, MmA2EA ESTABLISHED #
Ao MiZiHOL ZEHIFTEEZEEIEESthR B ER,

<filter name='"test-eth0'>
<!I- - This filter references the clean traffic filter to prevent MAC, IP and ARP spoofing. By not
providing and IP address parameter, libvirt will detect the IP address the VM is using. - ->
<filterref filter='clean-traffic/>

<!I- - This rule allows the packets of all previously accepted connections to reach the guest virtual
machine - ->
<rule action="accept’ direction="in'>
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<all state='"ESTABLISHED'/>
</rule>

<!I- - This rule allows the packets of all previously accepted and related connections be sent from
the guest virtual machine - ->
<rule action="accept’ direction="out’>
<all state="ESTABLISHED,RELATED/>
</rule>

<!I- - This rule enables traffic towards port 21 (FTP) and port 22 (SSH)- ->
<rule action="accept’ direction="in'>

<tcp dstportstart="21"' dstportend="22" state="NEW/>
</rule>

<!l- - This rule enables traffic towards port 80 (HTTP) - ->
<rule action="accept’ direction="in'>

<tcp dstportstart='80" state='"NEW'/>
</rule>

<!I- - This rule enables general ICMP traffic to be initiated by the guest virtual machine, including
ping traffic - ->
<rule action="accept’ direction="out’>
<icmp state="NEW'/>
</rule>

<!I- - This rule enables outgoing DNS lookups using UDP - ->
<rule action="accept’ direction="out’>

<udp dstportstart="53' state="NEW7/>
</rule>

<!l- - This rule drops all other traffic - ->

<rule action="drop’ direction="inout’>
<all/>

</rule>

</filter>

18.12.12. BR#%

FEFH 745 1R 52 B SAIBIRE -

RELEBGENYEEN LI T HE P HLEN L IE 1585 51 BN T iEa85 5, F
FHENHTR, W5 IEE clean-traffic N iZTEATA libvirt ZZm ol fH, B s LGF#5 It
T IEERIZEF ME . 77 T RIFMRZAFEMTE— NS, EitRE ER B R
ETE(E libvirt BIRETIRE,

£ libvirt ZZE/R7K 0.8.1 EEZIREKZ [HBAIHTIER, FEEXEKSHEOXKBIPIA E T
18z
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VLAN(802.1Q)¥ 58 (HIRAEFWEHNMLEL) X i1E, BHNEFHK ID arp,
rarp. ipv4 #lipv6, ENTREEE T HiX ID. MAC & VLAN #7712 1%, &, 17£45 clean-
traffic £ 18.1 “P%511 1ET B Z~BIfF T A H TTHI T AF,

18.13. (& TUNNELS

KA F AT L ST IR BIEEE 5=

18.13.1. YE# % #% Tunnels

ZIEAIRIE T WG (TP % 65 1 o] — B B B W LA T LU B S, AIEE A
W EHZ I, Rt aTHIFRFIE #HE, REIUE DNS 2t DHCP X%1F, HREHIBED
I, 7y Tt Hip%% e, Re—1 guest EMHLEEE =1 NIC, % NIC FHEFFiPITNrg%EE
Z—, MiTie#tE 5a9ekH, SEDNGE PERVEFEBRAFE, H1E, ERHEEBI SR
B F2Eu eagit,

BB ZEZE, 1F <devices> TLEHIEELLT XML 115 :

£ 18.28. Z#E5EE XML 4

<devices>
<interface type='mcast’>
<mac address='52:54:00:6d:90:01'>
<source address='230.0.0.1' port='5558'/>
</interface>
</devices>

18.13.2. B# TCP Tunnels

TCP &/ i/ iR as R I B P, TEUMEDE R, — &/ HLEMYIIEHITAIIRS 4251k, TIAT
BRME FYLERHZBIE & ih. ATERY a8 & PLER YIRS 15 PLER L E ikl
IHEEH, WWEA T FIHFAE, FEE, XTEATEHE 89 DNS 3¢ DHCP 321%, thFigftfs
HiZE 1], g T HIA5T1H, RA—1 guest BN EFFE—1 NIC, % NIC F#EZFir91
W% RBE —, MitettE 58985,

ZHEE TCP fZ8, FfFLL T XML i£157E <devices> o -
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K] 18.29. TCP f&:& 1t XMI 74

<devices>
<interface type='server'>
<mac address='52:54:00:22:c9:42'>
<source address='192.168.0.1' port='5558"/>
</interface>

<interface type='"client’>
<mac address='52:54:00:8b:c9:51">
<source address='192.168.0.1' port="5558"/>
</interface>
</devices>

18.14. i£i& VLAN TAGS

&/ virsh net-edit 0 w7 NEM /FEM(VLAN) trss. MERst8 el LI F A SR-I0V i£#45H9 PCI %
HEDE, BXIERIESH F 9.1.7 77 “M&fH SR-I0V % # A& PCl £f(Passthrough)’,

K 18.30. vSetting VLAN #73 (IXZESEFFHIPLE K1)

<network>
<name>ovs-net</name>
<forward mode="bridge’/>
<bridge name="ovsbr0/>
<virtualport type='openvswitch'>
<parameters interfaceid='09b11c53-8b5c-4eeb-8f00-d84eaalaaa4df/>
</Nirtualport>
<vlan trunk="yes'>
<tag id='42" nativeMode='untagged’/>
<tag id="47/>
<Nlan>
<portgroup name="'dontpanic'>
<vian>
<tag id="42/>
<Nlan>
</portgroup>
</network>

R (ARE if) FIEEBLZHNZFHENR vian Erid, WETZER) <vians TETLIFEE— T tZ P
vian t555, LU AEIE X1 A48T & ntiE. (openvswitch ] type="'hostdev £ SR-IOV
%5 52889 VLAN £ric ; B#5F % linux BIFFA libvirt B G 8IEHRY, T%#FE, 802.1Qbh(vn-
link)#] 802.1Qbg(VEPA)XHibl 2L E ORI, (1£ libvirt ) , fFEF HlLaEFNICBIRER vians,

) HIFHAT T, tag BHEIEEZMEH vian (555, HWRMASEL T 21 <vian> o, WRKHEF #26
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R BISEBIF T VLAN %, WIRFZEEHATFEE) VLAN 4%, AL trunk="yes' AILLG
J1Z VLAN oA,

X1 FEMH openvswitch B4 #, BTLIECE 'native-tagged’ ] 'native-untagged’ VLAN £z, X
& fH <tag> joF_EHIATZER) nativeMode E1# : nativeMode ZTLi%iE Yy 'tagged’ ¢ 'untagged’, TF
B id B ERRE vian,

VLAN JoFtB el LITE <portgroup> JoHEIEE, thalLlE#EEH <interface> TTHEHITE, <>AIR
EZMIBEFIEE vian 1755, W <BEO> PEIREREIEAN, IEERL OB EFER
<portgroup> FEIKE, RELE <imdHst> <> HIEERER, <MEHH)> <vian> FR2BHEFE,

18.15. ¥ QOS i /HEYEHE 1 P45

JEEIRF(Q0S) 215 HIRIEHIRL:, HAIRIEPIZ LB RERT, HRRBER, HlsEEEE
%, QoS ALIZBHETFNHEFIIZAE /A, WEEZELE, FSI # 20.16.9.14 TV “[RF5/TE",
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% 19 = QEMU-KVM 154, FLAGS #l ARGUMENTS

# 19 & QEMU-KVM %, FLAGS #1 ARGUMENTS

X

AEHTEHEIEM gemu-kvm LHEF 5. thisHIZHH95IZ%, BELEESF
#1 Red Hat Enterprise Linux 6 HBEHHL I IS, X BHE{TEE BT HHE
iRy, Red Hat Enterprise Linux 6 ¥ KVM fBfEIE/ZBIENEBA, HLIHE
BB RG22 509 QEMU ARE, &7 qemu-kvm, MIREATZFE
18 QEMU B EECIELTR, 10 RN — L0 It T,

TR/ MRS K BIEETT,

<name > - ZEEAHIPEEFGRS, ULFHFENE B E X BE,

[ab[c] - T ZZH AP, REHE | 2EEIFREZ —,

HIRREZFE, NIFATH Al BE (BT,

19.2. HAEXHET
DB RRE X B X ATIRIE L.
B

-m & It;machine-type>

-machine <machine-types[,<propertys[=<values][,..]]

Plei il

-cpu <model>[,<FEATURE>][...]
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B ELT -cpu ? p oK EAFERMEL,

Opteron_G5 - AMD Opteron 63xx & CPU

Opteron_G4 - AMD Opteron 62xx 3£ CPU

Opteron_G3 - AMD Opteron 23xx(AMD Opteron Gen 3)

Opteron_G2 - AMD Opteron 22xx(AMD Opteron Gen 2)

Opteron_G1 - AMD Opteron 240(AMD Opteron Gen 1)

Westmere - Westmere E56xx/L56xx/X56xx(Nehalem-C)

Haswell - Intel Core Processor(Haswell)

SandyBridge - Intel Xeon E312xx(Sandy Bridge)

Nehalem - Intel Core i7 9xx(Nehalem Class Core i7)

Penryn - Intel Core 2 Duo P9xxx(Penryn Class Core 2)

Conroe - Intel Celeron_4x0(Conroe/Merom Class Core 2)

cpu64-rhel5 - Red Hat Enterprise Linux 5 35#f QEMU Virtual CPU f&kZ

cpu64-rhel6 - Red Hat Enterprise Linux 6 357 QEMU Virtual CPU f&kZ
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BN - TR T Lt B9 B A T,

L5

-smp <ns[,cores=<ncoress][,threads=<nthreads>][,sockets=<nsocks>][,maxcpus=<maxcpus>]

T EEZZ W R L R I 5 BL AR E R E R,

NUMA System

-numa <nodes>[,mem=<sizes][,cpus=<cpu[-cpus]][,nodeid=<node>]

T EEZZ W B R L i R I 5 B AR E R L R,

AEFA

-m <megs>

X HFH(E Z 5 Bl D FIR A (H FIE R L 1 PR SRR .

regi ]

-k <language>

ERENER

-name <name>

&/F4L UUID

-UUID & It;uuid>

19.3. BiZET

BB R K 7l S ITBINE B

B 5)as
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-drive <options[,<options[,<options[,...]]]

LUFZETSE# -

ReadOnly[on|off]

werror[enospc|report[stoplignore]

rerror[report/stop|ignore]

id=<id>

XIF if=none, Kz)#sH9 ID HLL TER#Y :

IDE i # Wb AR <id> #6520 - 5)75-ide0-<BUS>-<UNIT>

IEHEHTHY -

-drive if=none,id=drive-ide0-<BUS>-<UNIT>,.. -device ide-drive,drive=drive-ide0-
<BUS>-<UNIT>,bus=ide.<BUS>,unit=<UNIT>

X{f=<file>

<file> BY1E &R LL THEINBEHT -

P EFFFd A E <file> (5,

XfF cd-rom Z#&E1EH <file> 537 cdrom 7 GEE 2 (media=cdrom), F#HXEY
IDE Z5h85 (#1E =ide 5 if=none + -device ide-drive) .
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HIE <file> T2 block 38 Z#Fiké, SFREE",

Y1 E=<interface>

FELUTF#O - none, ide, virtio, ¥4,

index=<index>

media=<media>

ZZf7=<cache>

F#FB9(EF - none. writeback 2t writethrough,

copy-on-read=[on/off]

snapshot=[yes/no]

serial=<serial>

AlO =< aio>

5 =<format>

WATIF BT, ALUBEE, (82, TERIERGHERPEBITE HHERXTLEN
B, XRFB9EAE -

qcow?2
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raw

5| FET

-boot [order=<drivess>][,menu=[on/off]]

-snapshot

19.4. BT

BB IR E K BTG B

FHEFE

-nographic

VGA £ Emulation

-vga <type>

XHFH9RE :

C irrus - Cirrus Logic GD5446 ##i+F.

std - #7# Bochs VBE 7 |BEIE# VGA F,

QXL - Spice Z@EHEEIF.

none - 2/ VGA F,

VNC B

-vnc <displays[,<options[,<options][,...]]]
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XHFH R -

[<hosts]:<port>

UNIX:<path>

share[allow-exclusive/force-shared|ignore]

x - KIEER T 35,

SXFFHIETA -

to=<port>

reverse

password

tls

x509=</path/to/certificate/dir> - #5E tls F15#F,

x509verify=</path/to/certificate/dir> - 15 tls #5555,

sasl

acl

SPICE Desktop
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-spice option[,option[,...]]

SXHFHIETA -

g 0=<numbers

addr=<addr>

ipv4

ipvé

Fig=<secret>

disable-ticketing

disable-copy-paste

tis-port=<number>

x509-dir=</path/to/certificate/dir>

x509-key-file=<file>

x509-key-password=<file>

x509-cert-file=<file>
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Xx509-cacert-file=<file>

x509-dh-key-file=<file>

tis-cipher=<list>

tls-channel[main/display/cursor|inputs/record|playback]

plaintext-channel[main/display/cursor|inputs/record|playback]

image-compression=<compress>

jpeg-wan-compression=<value>

zlib-glz-wan-compression=<value>

streaming-video=[off|all(filter]

agent-mouse=[on|off]

playback-compression=[on/off]

seamless-migratio=[on|off]

19.5. PIA5ETT

BB R K KA TBINE B

TAP fg%%
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-netdev tap,id=<id>][,<optionss...]

FRLUF AT (2565 name=value ) :

ifname

fd

script

downscript

sndbuf

vnet_hdr

vhost

vhostfd

vhostforce

19.6. AT

XEBR BB K 1K A i TBINE B

A AT

-device <drivers[,<prop>[=<values][,...]]
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BB 1 LU Bt

id

XU THHEF (RETEBEY) -

pci-assign

E2//A

bootindex

configfd

addr

rombar

romfile

ZIEE

HRREGFRBEZ T, TF BB X EIYEES B 6 — & o

rtl8139
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[o]
mac
[o]
netdev
[o]
bootindex
[o]
addr
[ ]
e1000
[o]
mac
[o]
netdev
[o]
bootindex
[o]
addr
[ ]
virtio-net-pci
[o]
ioeventfd
[o]
£
[o]
indirect
[o]
event_idx
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csum

guest_csum

gso

guest_tso4

guest_tso6

guest_ecn

guest_ufo

host_tso4

host_tso6

host_ecn

host_ufo

mrg_rxbuf

status

ctrl_vq
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o

ctrl_rx
o

ctrl_vlan
o

ctrl_rx_extra
o

mac
o

netdev
o

bootindex
o

X-txtimer
o

X-txburst
o

tx
o

addr

[
qxl

o

ram_size
o

vram_size
o

Eil
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cmdlog

addr

ide-drive

unit

Whas

physical_block_size

bootindex

ver

wwn

virtio-blk-pci

class

Whas

logical_block_size

physical_block_size
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min_io_size

opt_io_size

bootindex

ioeventfd

indirect_desc

event _idx

scsi

addr

virtio-scsi-pci - 6.3 BB i, H 6.4 FFI535 14,

X1F Windows Z/°#l, Windows Server 2003 —BEE2KE AT, B 6.5 BFHESEHF, H
&2, H 6.5 F#4, Windows Server 2008 #] 2012, Windows 2 7 # 8 #5c £+,

indirect_desc

event _idx
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num_queues

addr

isa-debugcon

ISA-serial

index

iobase

irq

chardev

virtserialport

nr

chardev

name

virtconsole

nr
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o
chardev
o
name
[
virtio-serial-pci
o
[EE
o
class
o
indirect_desc
o
event _idx
o
max_ports
o
flow_control
o
addr
[
ES1370
o
addr
[
AC97
o
addr
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intel-hda

addr

hda-duplex

cad

hda-micro

cad

hda-output

cad

i6300esb

addr

ib700 - T/E

sga- tEM

virtio-balloon-pci

indirect_desc
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o
event _idx
o
addr
[
USB-tablet
o
migrate
o
port
[
usb-kbd
o
migrate
o
port
[
USB-mouse
o
migrate
o
port
[
USB-ccid - H 6.2 X f+.
o
port
o
bz
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USB-host - H 6.2 B A 5.

hostbus

hostaddr

hostport

vendorid

productid

isobufs

port

USB-hub - £ 6.2 & #.

port

USB-ehci - B 6.2 B A .

freq

maxframes

port
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USB-storage - H 6.2 B AT,

Whas

bootindex

serial

removable

port

USB-redir - 6.3 B X7, H 6.4 745 FF

chardev

filter

SCSl-cd - 6.3 5K Hikii, H 6.4 FHHEZHF

Whaz

logical_block_size

physical_block_size

min_io_size
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opt_io_size

bootindex

ver

serial

scsi-id

LUN

channel-scsi

wwn

SCSI-hd - £] 6.4 E3%5# 6.3 BAHH

Whas

logical_block_size

physical_block_size

min_io_size

opt_io_size
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bootindex

ver

serial

scsi-id

LUN

channel-scsi

wwn

SCSI-block - £ 6.4 &255#F 6.3 B AT

Whaz

bootindex

SCSlI-disk - Xf 6.3 HEA i

drive=drive

logical_block_size

physical_block_size
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min_io_size

opt_io_size

bootindex

ver

serial

scsi-id

LUN

channel-scsi

wwn

piix3-usb-uhci

piix4-usb-uhci

ccid-card-passthru

LA IRIE

-global <devices.<property>=<value>

XL ITiZ 569 "General device" B84 510X A HIBIE -
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isa-fdec

driveA

driveB

bootindexA

bootindexB

qxl-vga

ram_size

vram_size

i

cmdlog

addr

FHar

-chardev /5i,id=<id>[,<options>]

S EIA -

null,id=<id> - null device
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socket,id=<id>,port=<ports[,host=<hosts][,to=<to>][,ipv4][,ipv6][,nodelay][,server]
[,nowait][,telnet] - tcp socket

socket,id=<id>,path=<paths[,server][,nowait][,telnet] - unix socket

file,id=<id>,path=<path> - trafit to file,

stdio,id=<id> - ?5 i/o

spicevmc,id=<id>,name=<name> - spice #ii&

JEHH USB

-usb

19.7. LINUX/% 5|5

XEBRRHE X Linux H1£5/-F5]- 789152,

PR

-kernel <bzimage>

AE : TXHFB5 356

RAM f#

-initrd <file>

wEITEH

-append <cmdline>

19.8. TSI
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BB R X T A TIHIE S
KVM E#1E

-enable-kvm

QEMU-KVM R 1§ KVM EH1E, HIEATBHER FEAEHAE, WREM -enable-kvm, H KVM
FolfH, qemu-kvm XM, 1HE, HERE# -enable-kvm, H KVM F5[fH, qemu-kvm 7£ TCG
B Fiafr, XTHEESH.

BHAAEAER PIT EHEA

-no-kvm-pit-reinjection

REXM]

-no-shutdown

REE)T

-no-reboot

serial Port, Monitor, QUIP

-serial <dev>

-monitor <dev>

-gmp <devs

R ER -

stdio - TrEGA /B

null - null %5
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file:<filename> - ZitHZY file.

TCP :[<hosts]:<ports[,server][,nowait][,nodelay] - TCP Net console.

UNIX:<paths[,server][,nowait] - Unix IEZZ,

MON:<dev_string> - LI_EAT B £ A, tHHTF%x monitor,

none - disable, XX/ -serial B34,

chardev:<id> - {&/H -chardev /I FFi% 5,

FEEER

-mon <chardev_id>[,mode=[readline/control]][,defaulti=[on|off]]

Fz) CPU |55)

-S

RTC

-rtc [base=utc/localtime/date][,clock=host/vm][,driftfix=none|[slew]

Watchdog

-watchdog &%

watchdog Reaction

-watchdog-action <action>

B AT

-mem-prealloc -mem-path /dev/hugepages

SMBIOS Entry

391



Red Hat Enterprise Linux 6 EEI{L E {5

-smbios type=0[,vendor=<str>][,<version=strs][,date=<str>][,release=%d.%d]

-SMBIOS type=1[, manufacturer=<strs][,product=<strs][,version=<strs][,serial=<strsJ[,uuid=
<uuids][,sku=<strs][,family=<strs][,family=<str>][,version=<str>][,serial=<str>][,uuid=<uuid>]
[,sku=<str>][,family=<str>][

19.9. BB ST

XEBR R E K ARG Bt THIE /2

Help

-h

-help

) ZS

-version

EAIEE)

-audio-help

19.10. RE#Ti

BB R X R AT S

Migration (Gt#)

-incoming

REANLE

-nodefconfig

-nodefaults
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FSEHFHERA -nodefaults B9S2 Fiz 1T

KA BB X

-readconfig <file>

-writeconfig <file>

Loaded Saved State

-loadvm <file>
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# 20 = FR{Fi XML

XEBAIE TR F AL XML #8520, ML B FEATE guest R HLAT = BIRE T, <>18 XML
BHNTEY : type IEEA FZ{THIIEZERES. RIHEERHENIER, H8#F KVM fIRfH, ID
EIETEE{THIE F PLE R BT — BB iR A, T/AEi89laRA id (H, KEHPBIEEH FFERIEE XML B9
Ht¥, TEAEEE XML I, ZFMFPBIRME T afERSEXE,

%{;

ZZHEF libvirt L34S,

20.1. BHEE/MTHIE
XSS i Fid XML 1 -

& 20.1. 1% XML o245

<domain type='xen' id='"3>
<name>fv0</name>
<uuid>4dea22b31d52d8f32516782e98ab3fa0</uuid>
<title>A short description - title - of the domain</title>
<description>Some human readable description</description>
<metadata>
<app1:foo xmins:app1="http://app1.org/app1/">..</app1:foo>
<app2:bar xmins:app2="http.//app1.org/app2/">..</app2:bar>
</metadata>

</domain>

It XML X TTH92HAA T -

7 20.1. BA T TEE
v S U

<name> NEMHIEERT. WEHNNSESFERFFH,
BEREER—INYEBEITENCHEAKE—. EBER
TLBRTEEFAREXXHHIXHS,

<uuid> NEVNDELBME—TRRARF. BXRBHE RFC
4122-compliant, eg 3e3fce45-4153-4fa7-bb32-
11134168b82b, INRTEE /LN aM A8, N
R —FENL UUID, 18R] LA A sysinfo MISERIZ 4t
UuID,
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BIvE £ pU

<title> Pl &SR R T OB 2R ], AN S E
AT T

<description> SEARR, libvirt MERXEHYE, e8RS
HE G RMEAER.

<metadata> SRR AT LUE R LA XML 77 s/t Rz 6E B E L

TTHIE. NAGFER XML 11 /W EEREE L H
Z2jH, SMeREARE—NIZETHR (NRMA
BEGH, ellNSBFTRIESBREMATHR)

20.2. IRIERZE )

BIFZF RIS % AT UL T E BB ES I FER . ENTFHEESEFERPH TN, HES :
BIOS 5| FE /. THWENLGS|FREBEFLUREZAESF,

20.2.1. BIOS 5| ZZ&5BF

X F e LB E Y R, L@ BIOS 55, TEXFIERT, BIOS BE5FMiFLlT
K (H#l L. cdrom, B%%) HEEIFEKRR/EHSIFH4R, 1 XML 89 OS BB a2 s

weh -

A 20.2. BIOS 5| Z&# 1% XML

<0S>
<type>hvm</type>
<loader>/usr/lib/xen/boot/hvmloader</loader>
<boot dev="hd/>
<boot dev="cdrom’/>
<bootmenu enable='yes/>
<smbios mode='sysinfo/>
<bios useserial="yes' rebootTimeout="07/>
</0S8>

1 XML 1K B9 T

7 20.2. BIOS 5| F&EFEfFFmH
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v S sk

<type> BEEERT P mEUN L5 SHIRIERSGEE, HVM
RTBRERIBHITERNLIZT, ALEFRTLE
b, Linux 253X % Xen 3 EIETEFF guest ABI B9
BIERGL. HHALEMANILEYE, arch IEEREN
b8 CPU 281y, LAKBIA HLZRRBIM #l3. MEE
S8R, BFEIIN IR,

<loader> ENERATBE SR IRRN— P B, (FEER
Xen T2 EMEIEN FFE.

<boot> El—/MH : fd. hd. cdrom iM%, BEFisEEE
BT —1BIRi%%, boot TRALUEESZRES,
LU BB S &M EHRFR, UEHRRER, A—
KBNS N ERBEBINITHR, BN RS L%
B, EXIEE, libvirtREEH XML BZE (8T
virDomainGetXMLDesc) LHEFIIFETIHIZE. BHE
F, BE—MESEIRICNAEIS, MEESER, 1H
27 BIOS 5| F&E#H /7,

<553 H> HERSBIE guest EUNEENEARERSI SXA
&, enable EBMrILIZyes s no, MNR&HIE
E, MEATEERERIL

<smbios> REMAEE P HEALAR ZR SMBIOS 2. W4
157 mode B, 1ENEN (RIFEMNEIERERE
ExFiE1E) . host (Fif& Block O #1311, 1B UUID R
) kBT ENMENIM SMBIOS H ;
virConnectGetSysinfo AR TEEEHIM(E) =
sysinfo (ff sysinfo TTRHAMIE) . MREFIE
£, NEARGEREFRIAXE,

<BIOS> tbtREBEM useserial, FTAEHIEZ yes =k no.
BME B Serial Graphics Adapter, FiFH ™
EHRTIROLEE BIOSER. AL, —1MEEENL
BiTmO. HER, BH—1TEH%
rebootTimeout, T©I=HIFEFBIRMES guest EFIHL
NEHEShBIET A (RYE BIOS) N EHT/H BhHIAT A,
ZAELZER N AL, &AH 65535, 1F5K(E -1 ATE A
EY=N

20.2.2. ZHHFE Machine Boot Loader

L BB YL I FEEF B i T2 BIOS, 2L H Y& 11 5TiRIERTE 50, X AR
LU WEEYLZ R D)5 F B A i A O 0 & P HLER L F A, THIZ7H Xen B pygrub,
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K 20.3. ZHHEEH &5 51-FEE 1% XML

<bootloader>/usr/bin/pygrub</bootloader>
<bootloader_args>--append single</bootloader_args>

1% XML 1K TTB9AHAT -

7 20.3. BIOS 5| F&#FEfFH

TR Hh

<bootloader> EENMENBFRIERS PRSI SRERFNTE
PRERE. X1 B FRERFRUEFSI SR,
5| 5B E 5 AT R B il AR T 158 PR B RE UL M AR

<bootloader_args> RIS |TESRE LI FREER (AEHS)

20.2.3. E#EAKSIF

ZRHTHY guest B HIRIERTNS, EEMEHYEHEIRFRTHREFIEE] initrd j5 5785 1REH,
R BITEHELECH L L REF, M FEEPIEFHITLERIERIE PLEMY, X188 EE T
ﬁ o

A 20.4. EFEAEEF

<0S>
<type>hvm</type>
<loader>/usr/lib/xen/boot/hvmloader</loader>
<kernel>/root/f8-i386-vmlinuz</kernel>
<initrd>/root/f8-i386-initrd</initrd>
<cmdline>console=ttyS0 ks=http://example.com/f8-i386/0s/</cmdline>
<dtb>/root/ppc.dtb</dtb>

</0S>

1 XML 1K B9 T -

7 20.4. BEAKSIFTE
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pIrE ik

<type> 5 BIOS B 5E#8 4 Pk

<loader> 5 BIOS 5| &84 i

<> BEENENSFRERSPHAKGERATRRE
222

<initrd> EBEENYENBRIERSH (FE) ramdisk Bk
HSELRE S,

<cmdline> BEMES|I S EHRANK (RRERRF) NS, X
BEARBESEANEZESE (WNHTHO) RE
R / kickstart X4

20.3. SMBIOS #Z:15 4

B — LG LR, AT E P WLER LB RS E (B4, SMBIOS FE el iEH
YRR TIETS, FHEH guest EEHHLHEI midecode w7 &) . BIHEH] sysinfo sTF B2t
EELEH,

& 20.5. SMBIOS %4158

<0S>
<smbios mode='sysinfo/>
</0S8>
<sysinfo type='smbios’>
<bios>
<entry name='vendor'>LENOVO</entry>
</bios>
<system>
<entry name="manufacturer'>Fedora</entry>
<entry name='vendor'>Virt-Manager</entry>
</system>
</sysinfo>

<sysinfo> TFEREE—THEHBMY KB, BRET FrFxiimkE, HEXMTF :

SMBIOS - Sub-elements V/HE SMBIOS {8, HIE%5 <os> JTFEHI smbios FiLFEEE
B, XfFEmEFHE# . sysinfo BIE N FoRZBEH SMBIOS H, fEiX4rEr, aLiE
A FRIFR BRI, iU FHRARE -
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BIOS - X2 SMBIOS £J block 0, REEM £, k7. date #] release 112X,

<FZ> - X2 SMBIOS B9 1, REEM #ER. /3. Mk, serial. uuid. sku #1
family 18R, #HIE uuid RESK uuid soFE—EEEHE, TF T ME 2 FiIPEC,

20.4. CPU #fZ

& 20.6. CPU &0

<domain>
<vecpu placement='static' couset="1-4,"3,6" current="1">2</vcpu>

</domain>

<cpu> TTFE X 7y guest B HIRIERTHBRIEN CPU(VCPU)BIR A E, XL CPU S 12
15, HEBYLGEERF IR A, HrHEaT U85 % cpuset B, EELESHIBHIYE CPU
5o, BAEX Tl ERIEN CPU BIEFIL T,

AR, BILUE cputune B AMIEEBAFEHIEN CPU HIBEFRNS, WIRIE <cputune> #115
E BH#F B, W <vcpu> J5EH] cpuset (H1F#5 20,

B, 77 vepupin ZE T HBEH CPU 252 cpuset X EBEHZBE, F#5E vepupin BEH CPU #F
EI;EF) cpuset IEEHIHEE CPU, C puset JZHH9EF—mFEe AT CPU %5, CPU %SHIEHE, &
H caret(n), EHEE—T CPU %5, TEL—TEEANBHRTERN. BTLUE 24571 BIHEFIEER TG HE
# CPU By AH &,

BILUE G ol B M B KI5 EBHEER) CPU B, HiE aTLIZE Y static 26 auto, HIFRKE
<vcpu placement="auto’s, FZi#F&# numad #HEH <numatune> Frss PISERIKE, HARME
<vcpu> FHEREMIZE, HWRKE <vepu placement="static's, FZFFHEH <vepu KiE> gt
EBIRE, MFE <numatune> HHIXE,

20.5. CPU TUNING
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A 20.7. CPU 7%

<domain>

<cputune>
<vecpupin vepu="0" cpuset="1-4,"2"/>
<vcpupin vepu="1" cpuset="0,1"/>
<vcpupin vepu="2" cpuset="2,3"/>
<vcpupin vepu="3" cpuset="0,4"/>
<emulatorpin cpuset="1-3"/>
<shares>2048</shares>
<period>1000000</period>
<quota>-1</quota>
<emulator_period>1000000</emulator_period>
<emulator_quota>-1</emulator_quota>

</cputune>

</domain>

AR E AR AT, (81 XML AP EEABIHAMAT -

# 20.5. CPU vi&on%
LR

<cputune>

<vcpupin>

N EPE S U

400
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RAEXER CPU AIATSHBIFMIER, X2k
5

1EE VCPU NZEEBEERIMENME CPU, MNREH
eI, FEKRIEE <vepus> HIEM cpuset,
vCPU *ERINEEEIFFEYE CPU, EE2ERTME
B, B vepuisEid, m attribute cpuset 5
element <vepu> KIEMMER.

EE ENIEHLEE CPU, "emulator” (83 vepu B9
HFE) FEEER : NRERE, NIFIEE element
<vcpu> BE M cpuset, I"emulator"BRI\EE EIFf
BYE CPU, B8E—1TMUENEM cpuset, 1EE
ZEFERWIE CPU, 1Rtk <vepus HIEM
BE& 25K, NFAFERIBERR.

ISR EIRLLBIINIHE, INRAREETT, ROAS
BRIFRGEENRINME. MREXEENTT, ERE
W FHA quest EUMBNIZEIATIHE, g0, MR
guest EFUNECE T 2048 18, T©RIARIMEHLLIRR
[, BFPVEMHEE T E7 1024 & P HLEDHL.
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v S sk

<AHA> LAFD 1y BT 7E i 6l (FI PR, @i FE period, 1T
BNMEH vepu SEFEBT B9 B BCAIRYZ TR A, X
MENZELLTERA - 1000-1000000, — 1
period > ff5 0 R REBH,

<quota> 1B LAHAD N B RV AH T, Bl VR fUE
MR RIGEEB TR 7, XBKE T L .
ZAERNIZIELLTFSEE A : 1000 -
18446744073709551 /N F 0, 1& 7y 0 BOECHH =
BRETLE, eI LUEALLIhEEMIRFTA vepus #BLAAE
BMREIZIT,

<emulator_period> LA 1y BT e TE 5 I R, 1 <paper_period>
B, HHHEERFEE (& vepus BRAY) TR
SHFETEIZITH 81T <emulator_quota>, <#Efll3s
_period> ENAIFLLTSEH : 1000 - 1000000, E
0 M <fhEEF_period> RRE(H.

<emulator_quota> IBEBPERFEE (Fa3E vepus) BIRKAVFH
W(LUsR A EGL) o <BERIES_quotas o i (ER
BRAEHEEPERFEAENERT T (A2
vepus) , XBKBCAZH TG, ZENATFUT
SEE : 1000 - 18446744073709551, s/MF
0. 5508 <fhEREF_quota> K<L (H.

20.6. AF#17

At le a fo i B e & HLE R L P IE A & EEA 2 T

Bl EH9 <memoryBacking> TTEETBERIXIE <hugepagess T, XEMEN Y LIEREERE, B HE
FUBLIAEFFA T 0 A28 Al [ 4 T A e 5 B 77

K 20.8. AFIE#

<domain>
<memoryBacking>
<hugepages/>

</memoryBacking>

</domain>

20.7. RfFE
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K 20.9. AR

<domain>

<memtune>
<hard_limit unit='G'>1</hard_limit>
<soft_limit unit="M'>128</soft_limit>
<swap_hard_limit unit='G'>2</swap_hard_limit>
<min_guarantee unit="bytes’>67108864</min_guarantee>
</memtune>

</domain>

ARFE R AT, (81 XML A P EEABIHMAT -

7 20.6. A7k

TR Hh

<memtune> RH{BEXEREFAHSHNFAER. WREBILL
i, MR VRMEE OS, Hit, FXERBIN, S
RUENBENA, RIFZERMN guest B RAM,
guest NI RAM HARVF—ELREFEFH, &RE—
DR RXERINT, HLERIARMER, X FEe
AT, ALMERS <> BRIBESRIEE A R
ML, ATABRS, HHEZUKB JHAL,

<hard_limit> RRESVEMN AT ERNRARE, XME B3
fiI LLkibibytes (1024 F89Ek) KRR,

<soft_limit> XEBEREFEERIRAEFHITHORERE, XAME
BIBLAT LU kibibytes (1024 FTHIHR) KR,

<swap_hard_limit> XBE P imEAL A LA AR KAEN LR, X
ME BYEAL L kibibytes (1024 FTHIHL) &£R. X
WA TFArRAA <hard_limit> (&

<min_guarantee> XRRIEREFEMNMRNAESER. XMERH
AL kibibytes (1024 F=THHR) KR,

20.8. NUMA 75 52

FHEAEET R NUMA TR R, £33 7 LU XML 2 -
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A 20.10. NUMA 73 5512

>
<domain>

<numatune>
<memory mode="strict" nodeset="1-4,"3"/>
</numatune>

</domain>

AR E IR AT, (81 XML HEX P EEABTHMA T -

#20.7. NUMA T 55
T3 ok

<numatune> i PRI R2EY NUMA RBS, $RMEA K E
NUMA EAIRH 2589 RERIEAN(E B

<RF> B EMAITE NUMA ENDIEN 2R L NSRS EA
7. eBaNTERY. BEEXE &K, strict
BN, NREELEME, NERINN strict, B
nodeset 157 NUMA 77, HiEE5 element
<vcpus> HEM cpuset 1R, B & TAFiET
it RMRERBER., EETUEHSHN, thall
2 B3, MREETEM <nodeset>, NIEILY
<vcpus = static <BIE>. auto R
M query numad IR[EIHA & nodeset 2 EEAE, R
8E, NIZBEEBM nodeset BI{E, 1R vepu HEM
& 2 auto, B&EIETEEM <numatune>, Nf#
A <& > auto 1 mode strict 92K\ numatune §%
RS AR,

20.9. # 1/0 #HZ

403



Red Hat Enterprise Linux 6 EEI{L E {5

& 20.11. £ 1/O tt:

<domain>

<blkiotune>
<weight>800</weight>
<device>
<path>/dev/sda</path>
<weight>1000</weight>
</device>
<device>
<path>/dev/sdb</path>
<weight>500</weight>
</device>
</blkiotune>

</domain>

AR E AR AT, (81 XML AP EBRBIHAMAT -

7 20.8. £ 1/0 1%k

v S 30

<blkiotune> LT RIB M T ML Blkio cgroup AT JHS 41
Theg, INRABRLLI, NIEIVIRHERY OS,

<weight> AT R weight TTRER FHLEMBIEEKR 1/0 L
B, ZERIZIESER 100 - 1000 2[4,

<device> HATEE S <& > T8, el —S HEEIER
FERNEDNENMEBEREENNE, HEE, 21E
FmE N T AR Z— D ENME SR,
FH4, HellHR—EHNMEN ISR XHRT XS
SR, XMARSRATLEESS, MARS5E
NEPIEMNEE AR (el EREA <
WHs>) . <BENEETERAEF N R FTE, B
W% R A IR R IR R, <INE> %X &I
5, ©HHEXEN 100 -1000, <>

20.10. TEHX

E LG e (hypervisor) BTRE P HlR 4 X IR E MK ZIR A X, H A AREHRES LS
X, <resource> JLFESFG RN BRI ERHTE—#&, EHAXIFFLHESX, BRABTEX THE
BRITRD X BIEE, WRREFIHP X, NEIFHETFH ALK P, app/admin B9 EHRIE 515
HERZ FitrER X, MURBRE (KHETFEEZESF) il K.,
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A 20.12. KBS X

<resource>
<partition>/virtualmachines/production</partition>
</resource>

QEMU 71 LXC W s/iEefF BRI KR D X, LA s)EESF ol F¥4 IX i R AR5 B Al HE B B il 25 Y
cgroups H-R,

20.11. CPU S Hi##

AXTHZET CPU BEBGEK, 173E, FNEMYLEERFEECHFER, UL guest fFi\EE
H CPU Hj6E, QEMU/KVM Z3[HJ CPU HIEEE S A TFEF HlLEH HAEHH CPU 2, qemu32 #]
qgemu64 ZHZEXH) CPU S, AN ERMER (BEHHNIIDEE) . FMEERAIGHEBEEHEE XML
HEGLL F TR FAEE -

K] 20.13. CPU B H 761 1
<cpu match='exact>
<model fallback="allow’>core2duo</model>
<vendor>Intel</vendor>
<topology sockets='1"cores="2"threads="1/>

<feature policy="disable’ name='lahf_Im'/>
</cpu>

& 20.14. CPU S HIth1+ 76 2

<cpu mode="host-model'>

<model fallback="forbid’/>

<topology sockets='1'cores="2"threads='1/>
</cpu>

& 20.15. CPU S /it 74 3

I <cpu mode="host-passthrough’/>

HWERERE, WEZEIFREBKE CPU BEHEYEE L, WATLIEFHT CPU T -

& 20.16. CPU S #1761 4

<cpu>
<topology sockets='1'cores="2"threads='1/>
</cpu>

It XML KX TTH9ZHAA T -
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# 20.9. CPU BEHi it wE

S Hh
<cpu> HITERE S vCPU AL B,
<Pig> $57 <cpu> TR S RBIINAL L5 BT B vCPU T

fic, MR <Hhibh> B <cpus> THRTPRENM— TR,
M= L&l match B, match BHERATEEES :

o B/MH - FIHMINEERBEE R, A
&, vCPUHAREREHEZIIRE, BXZ
ERNR/IME. MRXEHRREER, N
i AEES SN

o exact - HEFHLEMHIRHBIEL CPU
M SIEENINET S, MRRELE
PCESI, &S RE IR,

o JUHE - IRIEEHMEN 2 CPU SHIIETL T
fe, BNAR2EE guest B,

R <cpus> TR A T match BtE, MIFERARKIA
% & match='exact',
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fk

kM A FEE P IREL CPU BB ZRE N
RFT8ES EHMEEN2: CPU XiH, mode BMHAIFIRE
HEA :

e Custom - #kan{alfF CPU HINTER FifkE
A, INREEIEE mode B, X2E
KB, XMERXREFANEAHLEL
BEWERIR—EH, TWEHE LEFD) guest
MBI ENZM 20

e host-model - X E KX 2R FEHNPIENZ
CPU E X MIhEE XML E 41318 XML ByikEE
AR, EANESHEEIESH CPUE X, "LL
EREENYEN S EFERERN XML,
BAATRERENE I HLELN CPU SN
EHYEN BT, WEXRTEER
match BT MAINEETTR, MNEFLE
B, E&MH libvirt 38 XML CPU B4 =&

o & MRS, guest BN ALK CPUSE
M¥EEH2& CPU (81 libvirt FR S BRI
TtHh) EHEE. XMEXEZNREE,
B mENHIMNET R ERNRNES LB
W, RBEUAEBNEER, XMERX T
RAirE R EE T,

iHER, 1 host-model #l host-
passthrough &, i
vﬁjréomainGetXMLDesc API B, @it
VIR_DOMAIN_XML_UPDATE_CPU %5
&I, aTLUAEE L e ENMENSE L
fEAK CPU & L, HizfTEFHLERIN
B, EERSTRMNESNAEZRESR
gigtrmap, HEEGFAREIEER TN
VBRI XEELH, KoLl
AtHEHE XML EBRIAE UER, L
SCHl s 5 KROER

EBEEFHELNIERN CPU R, ATH CPU #EE!
IR R EE X ATLE libvirt 3038 B &2
cpu_map.xml 3X#HKEl, NREMNEIERERT
SEERHTIMN CPU R, libvirt RIE4EI CPU ThAES
KRN B EHR BN G R F X RN R LR
B, wkn fallback EMHEAT AR R LEITH, X
BRT, ZREERFZRHFN CPU AT L
W, Z#F fallback BHEMES : allow GXZEIA
&) #0forbid, %M vendor id BT A Ti%E
EFANEMNERIMNERLNE D, BHEKESTN 12D
FR. MREBXE, NEAEVNENSZN &

ido BRI AIEE(E S FE AuthenticAMD #1
Genuinelntel,
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TR Hh

<vendor> EBEZEFEMHIERA CPU #R M, Rkttt
%, BIHENNSES A EEETER CPU Liz
17, THEHHENERM 2. SHFENENEIIRAE
cpu_map.xml AL El,

<topology> SR MAE P IR AL A CPU RIS, 1
MNEET. WRIARIEE= N EERE : CPUIEE
. BRI PR PO AR,

<ThEE> ALBEENKNES TR, ATHRNE CPUERIRE
BIThEE T, BAINEERMIKRATES CPU RS
HERMSEFHE, MM THRNS VEUVRTHSE
BEM, CBRILBNUTEZ—
e force - RHIELIN CPU ¥, TILENY
I CPURBELEZHTE,

o require - JEEE S HLENH BRI, B
IEEHMIEALLS CPU TR IR, KRB
%

o FIE - A CPU XX IIRE, (BITIEEH
WIIBH|3F CPU SR X HFIZIEE,

e disable - Efl CPU RAZHE,

o forbid - MNRENEN2F CPU ZHFIZIN
B8, BFFALELAL SRR

20.11.1. EFHLEHH NUMA Fa 1

BT LU#EFH <numas> JTFEAIE XML LU FAEFIEEREH L NUMA #a :

B 20.17. ZFHLEHHL NUMA Fa 1

<cpu>
<numa>
<cell cpus="0-3" memory='512000"7/>
<cell cpus="4-7" memory='512000"7/>
</huma>
</cpu>

FPNHETTHEITTIEE T —1T NUMA #5558 NUMA 755k, CPU #5EF /7 15 s —E8589 CPU 8¢ CPU 5B
[, memory IEE T =A% (Ll kibibytes 77#fi) (1024 FT7BIH) , M 0 FHHE, FEFNHETst ik
#HH cellid 26 nodeid,
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20.12. FHEE

&1 XML BILL T 585 o] LU & 5 FhFE A A R IR B EC A 2R 1F

K 20.18. FHAE

<on_poweroff>destroy</on_poweroff>
<on_reboot>restart</on_reboot>
<on_crash>restart</on crash>
<on_lockfailure>poweroff</on_lockfailure>

LUF LG R L S I MR FR T 4 o FTRTIR fFI 16 ELRIF. 2 LB A {T#IAG 1R
1ER TN i BB P poweroff, XATFHHE —REFREEHEEEHH.

1 XML 1K TG4BT

# 20.10. FEHEETTHE
<on_poweroff> FEETE quest EHIHLIE K poweroff B BHIITHIRAE,
ATEE AN AT BERI S K ¢
o destroy - LR FRELEX EEHFHBERAME

s
BIR

o restart- lLigfERTLK 1L, HERAMER

WEEBERE

o RE - HBENRLALE, BREELTR
LASS VPR,

e rename-restart - LR {EE2 %00, A&
EERHEMERE

<on_reboot> BEERFmEMNIGE KE BN EHITHIRE, T8
BN ATREHISH -

o destroy - LR FRELAX EEHFHBERAE

BIR

o restart- lLigfERTLK 1L, HERAMER
MEBESTE

o RE - ILRERELLILS, BRBHEKR
LUSSPFR DA,

e rename-restart - R /ERELZESE, &
EERFLMERTE
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et fih
<on_crash> SRR PIRE RN BITIRE. B, BT
X LB AR A

e coredump-destroy - FRiFHIIE IR S
fi, HammEALE, FBRBARE DR,

e coredump-restart - F5iHHIE RS
fif, BigERERMNEBXEBEERD

AREAEAN RS
o destroy - R FRTLAXILGHBERAE

VR
FIR

o restart- lLigfERTLK 1L, HERHER

MEBESTE
o RAH - thiRFIgELK I, BRBEFE
PSR ED o
e rename-restart - IR /ER 4L, &
EERFLMERE
<on_lockfailure> B EEERERTRIER N R L8E, T

SUAEE libvirt 1], REFFBENBEEERTE
BEXRAAEXERE, MBRREEERE, e
EERBMBPITHIRINRE, UTSHALL

poweroff - i il < [4]15

e restart- EFEUEHRFHILEEDIE,

e pause - Z{=i, LUETEHREE [FRHNF
HikE.

e ignore - MMRRELYE, FEHEEHET.
20.13. BEEE

B[ E BT BX & BLE B IR R H 1T e FIsE 2 BIOS W&, X fF a2t XML BILL
FE5 -

K 20.19. HHERE
<pm>
<suspend-to-disk enabled="no/>

<suspend-to-mem enabled='yes/>
</pm>
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<pm> Jo /LU#fH arguement yes 2t disabled £# /5 /. alfEHZ# suspend-to-disk #]1 S4 (&
FZ# suspend-to-mem ACPI thIERKZ) 7 S3 SLH BIOS ¢4, HRAIEEHMANE, EFEEFIFHR
AR,

20.14. EFEFLIEE
BRI RS el LI v R CPU / Hl a3 2hEE e fi (state="on’) 2t 22 fH (state="off"),

K 20.20. EFEEEFIFE

<features>
<pae/>
<acpi/>
<apic/>
<hap/>
<privnet/>
<hyperv>
<relaxed state='on/>
</hyperv>
</features>

HWIRKIEE <KE>, WATBIIEEIGIIE <features> soFkH, BTLUEL Vi THEE XML K21 ol A9 %)
BE, BT EM LA — T EHIKE

#20.11. EEEFFMY

<pae> VIR it R SV 32 L P LA IR 4
GB R
<acpi> NFEREEIEERR, FM, T KVM BFILE

N, REXFFEETIE,

<apic> RFEATHE IRQ BE, XFLxR, B—1TH%E
HEM eoi, BHME &E N guest EIHLE EOI (b
AR T) BT AR,

<hap> SNRIEH B A AR, AT e AR

hyperv X R EMINBERBUIIZIT Microsoft Windows BIE
MUEIHBT H. ERE%ENEMY relaxed B{E £/
PSR 2R relax 23R
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20.15. TIMEKEEPING

B LB B Bl i M E L EEHL 251 B 2TIEAE . K % BARIE R LTI AN FIRIFIE UTC H,
XERUKE, 152E, XTF Windows &/ HLEHH, AT localtime #i%iE guest B Hl.

K 20.21. timekeeping

<clock offset="localtime'>
<timer name='rtc' tickpolicy='catchup' track='guest’>
<catchup threshold="123" slew="120" limit='10000"/>
</ftimer>
<timer name=pit' tickpolicy='delay/>
</clock>

It XML KX TTH9ZAA T -

Z 20.12. I IHR#FTFE
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<HNHE>

<= >

<fFiE>
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fk

{m# BIEER 4 NATRERO(E, RVFXT guest BN B9
SENEITBABRE S AR ITRA0E, FE
X, BERFHITEEEN FIRP AR

o UTC - 73| S &4 B UTC, UTC
BRA LU, T8 BX, TLlEiTER
adjustment EMEEZRE, MR BEET 14,
MR SPATHES, B Emfinh 8 &
X, FEHEREMRAE, RAHERRTE
FROBEERERFN,

o localtime - £ E I E A HLE DA 5
ENENBRE BN KITRE, HER
MRT SR utc" R P HER,

e timezone - £ timezone BEFMZEHLE
FUAET B R 25 BE KRBT X,

o TE - RIFHMEM, EESVELINE
FR{ERAEXTF UTC = localtime BT E R
H, {#F adjustment BitEigEENT
UTC (SkAHbETA]) BI8E (SiAHhAT
E) o BFAENHTUEBEE RTC,
ZeETREGBNNEN, X5 utc F
localtime &= (FEREEME
adjustment="reset') =@, HAF RTC
BAAEFRERNEX, L4, Bl BMa
B2 utc (BiL\) =Xlocaltime. clock it
FALAESIHED <1 8> THE.

HBHEE

XE—NREZNESL, ATFHEEZIT name="tsc"
BUMIER,

mode B4 2H M EE name="tsc" <timer>,
ALULZES : auto, R4, &L, paravirt
smpsafe, HfthitH2FALEAENL,

EBERFEITH B2 ATAT guest EHlHL, ALULE
 yes 5 no
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%{;

F <if 185> THEBSHESE name B, HHUTEEELITEY, B&#RAFIEEN
H -

<name> - EEEHIFT i85, LUFE LS : kvmclock (QEMU-
KVM). pit(QEMU-KVM)sE ric(QEMU-KVM)st tsc ({XBRIibxI) , #32EE, 24567
FHF B9FA.

trace - 15E i1 & iREs, AESZLUTFE : 5/F. guest 2t wall, trace {{xf
EZfh="rtc" B,

tickpolicy - REHL FIZF HLEH B EABEHBIE IEFT AL E 4o TH
LU -

delay -will Z#EELUEEZFIR MM E, &/ ik W YIn HE07 ZeH
HFER

catchup - 185, LUESHEH] tick 1T B ZHZEE, Ikt
EFRRET guest BB H, FH, LafG=1atEr SrEEHK W
FAr - threshold, slew #] limit,

BH - HEXBILSEHE— T BEHA, HEACT], RIEEFHAME,
B LGRS ] eI GER AL,

discard - ZFEZXBIG5, HAMNBITRGKEREETA, B lE
R I BTREREE R, ERFEH B A BILEE T 0] ticks

20.16. DEVICES

X —2 XML STFEB T it 0y e & - Pl e thagik a7, LU FAFE R A 8BE a5 7y £ i 5 o389 F T,

SFRLUFEA A -
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virtio-scsi-pci - PCl & B Ez 5% 4

virtio-9p-pci - PCI i ZEE 5 A

virtio-blk-pci - PCIl S8 7 518 7

virtio-net-pci - PCI & 266925 1% a7 th#h 7 virtio-net

virtio-serial-pci - PCl S ZEHiA %4

virtio-balloon-pci - PCI 5277 balloon i #

virtio-rng-pci - PCI 522 HIBEHI B0 E 5K 25 1% A

5Z

WSROI T virtio %7, RPFEIENEHKENATF 32 B9fH, WZEH9HTHHERE
Red Hat Enterprise Linux 6 H1#¢i%i& % &1, {H3REE Enterprise Linux 7 1, IR
FE5 LB virtio %4 HEIEHEKE Y 33 bEE, NEKKIEERETFIIA FHT
B, Eit, FRAKT EE HXKEXHATF 32, B virtio-balloon-pci #1 virtio-rng-
pci #, ATA virtio X a7 EBHES [AIE B,

A 20.22. devices - Fir &

<devices>
<emulator>/ust/lib/xen/bin/qemu-dm</emulator>
</devices>

B ar> TLHFRBIABHEEE K e BB a5 — A X ABITEREHEE, capabilities XML #5E 77 &
TMFEE R R G R A B o

20.16.1. #7194 5)#5, Floppy Disks, CDOROMs

415



Red Hat Enterprise Linux 6 EEI{L E {5

1 XML B X —EBAEE TR Fi i B9 77, E2Hal. @z, cdrom i @MLK ZIERFE
11 disk TTFEIEE,

& 20.23. devices - #E#%], ##. CDROM

<devices>
<disk type="file' snapshot='external’>

<driver name="tap" type="aio" cache="default"/>

<source file=/var/lib/xen/images/fv0’ startupPolicy="optional’>
<seclabel relabel="no/>

</source>

<target dev="hda' bus='ide’/>

<iotune>
<total_bytes sec>10000000</total_bytes sec>
<read _iops _sec>400000</read_iops_sec>
<write_iops_sec>100000</write_iops _sec>

</iotune>

<boot order="2/>

<encryption type="..">

</encryption>
<shareable/>
<serial>

</serial>
</disk>

<disk type="network'>
<driver name="qgemu" type="raw" io="threads" ioeventfd="on" event_idx="off"/>
<source protocol="sheepdog" name="image_name">
<host name="hostname" port="7000"/>
</source>
<target dev="hdb" bus="ide"/>
<boot order="1/>
<transient/>
<address type='drive’ controller="0' bus='1" unit="07>
</disk>
<disk type="network’'>
<driver name="qgemu" type="raw'/>
<source protocol="rbd" name="image_nameZ2">
<host name="hostname" port="7000"/>
</source>
<target dev="hdd" bus="ide"/>
<auth username='myuser’>
<secret type='ceph’ usage="mypassid’/>
</auth>
</disk>
<disk type="block’ device="cdrom’'s>
<driver name='qemu’ type="raw’/>
<target dev="hdc' bus="ide' tray="open’/>
<readonly/>
</disk>
<disk type="block’ device="lun’>
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<driver name='qemu’ type="raw’/>
<source dev="/dev/sda’/>
<target dev="sda’ bus='scsi’/>
<address type='drive’ controller="0' bus='0'"target='3" unit="07/>
</disk>
<disk type="block’ device="disk'>
<driver name='qemu’ type="raw’/>
<source dev=/dev/sda’/>
<geometry cyls='16383" heads='16"'secs='63" trans='lba’/>
<blockio logical _block_size='512" physical_block_size='4096'/>
<target dev="hda' bus='ide’/>
</disk>
<disk type="volume' device="disk’>
<driver name='qemu’ type="raw’/>
<source pool="blk-pool0' volume="blk-pool0-vol0'/>
<target dev="hda' bus='ide’/>
</disk>
</devices>

20.16.1.1. @A THE

<disk> oA FHd B E DG, BY XE LS <disk> wF—EREH, LU TEE :

file

block

dir

network

WFEEZEE, FEM sk

20.16.1.2. Source ;T3

IR 4 <type="file' B>, N file B HIEERFR A I BT L REME S, HIR <disk
type="block’>, i dev EIHIEEZFIERA B EVEE K 65096 7R, B/ XA 2 (— st Z Al
Fir# seclabel ) effHFR B EZ BT L R0 bl HRHALIE dir, W dir BIEIEEZEHE
LB R BT £ BREBEE, R KETE %%, N protocol B HIEEZ L) AT iE K ERATHX ; B
BEB9(E /2 nbd, rbd ,rbd,sheepdog =t gluster,
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1R protocol E1#E rbd. heepdog 3t gluster, JIFEZE— 1 HiAHIfE 1L FHFIEEFHEFIF B
BER, AL EE W% N, R aEREFS1EEZ 1 T Frk ATFEEZEFEZEN TN,
&1% type="dir’ fl type="network’, XfFfCZ cdrom 2t floppy (K#EEBM) BIXHAEEE, oTLHEL
AR TE X R AT TRIERIE, X B LU LR E startupPolicy /BRI FEEH :

WRATFEMREFEXk, T ## &2 FHEM, U RE,

HIRE| Zhf kD, WEFHEH, RS migration/restore/revert

Ak, HWREAIIE 2 EBRD, WEEFF

20.16.1.3. mirror 7T

HIRERH I FEEF B/E5) T BlockCopy #RfE, JZXHHPRIE G ERARSFEIAEER, H
XHEABE B RIS ATEERTE) o <>WI BB ready, WEMIGA B A4 pivot ;
EW, W AT RE R, T, HTHENXERGHPEN, CRHRE,

20.16.1.4. BtritE

<target> TTHRILHIBA LN FFL5E F mE YL OS B 22 / 845, dev BIHEERTFEH L. 1EER
SRR BT BRI B F i Ul OS By 5. Bt S 4eB IHHEE BRI L 5K E ; o]
BRI B E W SRR ER I 5 E, B ZeE2 ide. scsi. virtio. xen. usb =t sata, HIFE&LBE, 5
L RIUM R A5 B BIFHE BT, I, £y "sda” Byt E A SCSI SZe 5 H, altErt fE4
F T A B 090/ KA (4] CD-ROM =t Floppy ##41) , BTLl FTHE K] iZ1H, BiliZiEN *
Hl, WFEFZELE, 586 Btk

20.16.1.5. iotune

BIER] <iotune> TTHIELLEINBGEF KA /O IHEINEE, T REIETERBATE (5
blkiotune JTFE#EX/ I H] blkiotune TR ATTE/GN HEIEE) ., KT HFEE FIATEFrsk : =R,
KI5 ER)FILHBIEE T1H 77 0 B)FirEZXrRERE,

<total_bytes_sec> - S &M ERE (UFT/#F74H1i) . WITFETES
<read_bytes sec> Bt <write_bytes_sec> —& /.

<read_bytes_sec> - FHHIEIR &I £ BR#,
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<write_bytes_sec> - R EAFH ERH (LIFT HHLL) ,

<total_iops_sec> - F#.5 /0 1EEH, MTHFTEES <read_iops_sec> st
<write_iops_sec> —& /.

<read_iops_sec> - ZFFVEEHR I/O 1E1F,

<write_iops_sec> - H#HEA 1/0 1&1F,

20.16.1.6. driver

A <IXSNEESF> ToF I LI E S F KA L 2 B e TU B L PR - I s B R K BB % 1 1, AT L
13728

WIREW I FEESF 3 15Z MNalan D52/, W name BHARFEE BEiGn I sIEFE®, M
Ak type BHIBHFRE, WFARERLZBIGIZE, 756 VoiEFT#k

Bt B B IEEERE A, STeERgEAE - Bk, £ FO, EEEY (EUF
writethrough , BR%E TN T EZER) #l 722 (ENPE I EWNTEREZ AT
w4 io, LIRFH guest BEHHLEMVEIEY FK) o

BI g error_policy /& ML HIE U B L BEEEF TE/b £ RS B A £518_LHGTT #y =, BIBERT
{8 fFfZ1E. report, ignore #] enospace. error_policy BIEINiXiE 77 IRE, HH—1 ElEH
rerror_policy, EREFHIERITIRAGITH. WRRELH rerror_policy, W error_policy £/a
I ETF TR, HIFRSGH T rerror_policy, EfF#m error_policy iEHRFR, g2
&, enospace TR IRIGEIFNE, BIL, AIF error_policy #i%i& % enospace HAX1E
t# rerror_policy, WREHEINKERIERE R, RE SHEAEH,

B LR io BIEEEH 1/O _ERYKFERES ; qemu guest e B S5 #F 26#2 Fl IR, BIEHg
ioeventfd B F T b2l ik 67 K B 1/O FHLEE, Bl ikiE ol L H H#E [ HE L
EFF., BESHIED on, KH], /5HEULIHEE AT il 7EEHEEGLEEELNEE 1/O I T guest EH B, B
=, £ 10 HHBEERS CPU fIAENE FHLEMVIFMILZES, 757—hmE, LEENYE
PFATIESEHLEHL /O S, BRIEFELEXTILUF T FEZLRIF io, &N FUEE R EF ZEEXEH
URBHAFEREFIEERE,

B EH event_idx /B HEEH K & F A BB — L 5 H, FHaTLliZi& Yy on Bt off - IR E#F
7, EfPHBEEH EVENIIEY, i XEHEEEFHE, HiAXENGTF E,
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HEXFER T, X TTHBRTEE, WEHERHE T —FEtX AR . BRHE = EIRIF
event_idx B9ZEXTUE T, ZN AN ET B BAM U R EH B iF EEEFITE KB,

B EH copy._on_read /& MHERE & FF LG i X B HI B R, BEZHIE T LUE
on 2t <off>, copy-on-read A HREL U/la—/5 5 X B, 2556 XA EIEHIMZEN
REMH. #iA copy-on-read 77,

20.16.1.7. Atk &nF

LUFBMaTTE a7 TR -

<boot> - I5EMAE AT5]Z,

A5 FE

o

<orders - #fE /5 51/ 5 B 1 HF = i B 1% A BN o

1£ BIOS 5| FEEEFEAFELGEH5-Foudk—EREA <F 1 ikh> 5|3k

<WE> - ISEBEMES X, WEEZELE, FSIFZINE TE.

<ReadOnly> - Zr & MlEMNEZEH Z Kb, WiKEELE B device="cdrom' £
w292 KB,

BHZ R as TR E (REEWYL SR E RS ) » HREH
shareable, Ml cache="no’ }vi% Fyi% % &1&/H,

<BEE>- HEFEMHBHIN, NEZIGEXN ZEGHABTHNER, W FREERHLGIEE
F, trictizd It SIS ST B IR R,

<serial>- I5EZ HEHHBIFEINS, PV : <serial>WD-WMAP9A966149</serial>,

WWN - #5E@&H#E# 3 CD-ROM 4K 5/2269 WWN(World Wide Name), <>E24il 16 £
TAHFNHFHE,

420



55 20 = B4FE XML

<vendor> - 15 EEHIELI s CD-ROM KX # 6/ . EFEEE 8 1 el#HTHIFEH,

<products - IEEE %I 26 CD-ROM K &89/ i, ETEERE 16 T HTHIFHF

<EH> - XHF 4 BY - viz. EF w0, (A BEEF, DHEEINE. w05, 5
RBFIEEE, WTFHENS K ATHFIIHERRT ik BY, WA :

Rt EHlEH

o

nbd - #§E51T nbd-server Bk 45, HREEHTF—5E EV NS

RBD - ## RBD X RS 75, HalHF—1stZ N EHNYEY

sheepdog - #§EHR#1—1* sheepdog lR%# (#il % localhost:700) ,H AT L& —
BRI ENYE T EH

Gluster - 1§FE:517 glusterd FH HEHIIRS 75, REEAF—E&EHHEN 25
transport BIEEGEHE 7 tep. rdma Bt unix, HREIEEAMAE, THEK tcp, AEE
#7 unix, Jlf socket EBMHIEEE unix EEFHIHELE,

<address> - 5L HZF 43 EIHIEAIM AL, SLIRBY <#Edlas> 13X 85 % M, (HthaTLIB
HISEE, type BHEHF, B pci 26 I5)ds. T pci g, BHEFE 2% HE
I ThEERIR LS, LIR altHg ] ZIWEETNEE. multifun ction BLiA 7y off, X/ K5)as #
HlEs, TEHNBEY . S Bt fl 2, EEREHUAKE 0,

auth - 12 RATE RIS B uF Eif, ©815— 1 HEHEME username, HFFhiHE 5%
U BRI &, LR GHEwGIEMNE EE B)Firik secret, A& 45 TtHEES

=8

geometry - I ZE = geometry KiERIEEN), X1E S390 DASD-disks 2t/HHJ DOS-disks
HIEEE.,

cyls - 15ELEIHIHE.,
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heads - #5EL#,

secs - IEEFNREHIEXH,

trans - #5€ BIOS-Translation-Modus, #E#&L{F/d : none, Iba 2t auto

blockio - 2 FFRELUF Y HBHEBE SRR b7 IS B ik A7 -

blockio ZET7

o

logical_block_size- [a1 % HlLEE U HLEE HIERIER IR E, FHIGAMH AL I/0 BIs= /3

physical_block_size - FIZ P HLERHLELBIIRIFRIIRE, Hiddx09E A X
Kb, ENTeTLl S BHE T IfE X,

20.16.2. X3R5
FHPENZ I RTE R, BTM guest Bl ERE A

& 20.24. %5 - XHRGE

<devices>

<filesystem type="template’>
<source name='my-vm-template’/>
<target dir=7/>

<ffilesystem>

<filesystem type="mount’ accessmode="passthrough'>
<driver type='path' wrpolicy="'immediate/>
<source dir="/export/to/guest/>
<target dir=/import/from/host'/>
<readonly/>

<ffilesystem>

</devices>
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filesystem EHEBLUF ATEAIE :

type="mount’ - 1§ Z 17 guest EEWHHHEEBIEVYEEN ZEH R, WRREIEEKINE
B, KEXBEE oI Firik WhiEs, BB type="path’' 2t type="handle’, Hz)IFE/F
A— P al/E Y wrpolicy, aliff—#1E#15 ENWENZ N AMEFHIKEE ; SlEBEMHESHE T
KB, MEEERAEREENYEI S ZOIRIEEIERIX M ZAREHI I,

type="template’ - 1§ OpenVZ X%k, HIXX OpenVZ /1.

type="file' - 15E L HEEH &7 X H FF ) bEtRH BB E F HLEM B, MEXHRTHER
H#E RN, HERXE LXC IR,

type="block’ - 15 EH &/ HlEM P FEEBI LI KA. XARTHEXIFHE )
1B, (X LXC W5/,

type="ram’ - (& /HE WYY ERIER T PBIAN EFIEEA TF X 1% 5, source TTHEEBH—
B #fHE, ELLKibibytes IZHAFHEMR, F#HIXH LXC Wi,

type='bind’ - 15 E i RN FEI—THR, CSIFRERNE PELFIIRMER, I
T H LXC ).,

access Mode #5E BRI ZL£ER, HEi, XH:EHF QEMU/KVM K518
type='mount’, ATEERIEA :

Passthrough - #5E X al I M & BLEE BB L BRI IR BT, IR
REIEE N IER, WX S8 E,

mapping - #5E K el ML i R F B R E I T L1,

squash - Similar £/ "passthrough”, IS YE 20 chown FFIRIELIN, X
FEUBEBEEL o i F I EEEEFEFE root i5{THIHE S

<source> - IEEEE HLEH Y P E D B EH Y LB TR, name BIHESAS
<type="template's —i&&{&fH, FHH dir BH&H5 <type="mount’> —&#fH, usage BMHS
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<type="ram’s —&{EfH, LIE KB 1% &R 7 R#,

BPr - 35 5T LT guest ey HRIE SIEEFHII B, X FAZBINNEFFY, X2
Bxi#Eim, 85F QEMU-KVM S, XRE#E guest R L-FH ) BREBIHEZFRELR
=

A

ReadOnly - j5/H#¥ sydtem X2 H 7 quest Bl BIR EHE;, Bl 45 E LTI
R,

space_hard_limit - 15E UL 2/ HLEE UYL X AR 2% o 9= X ZEH

space_soft_limit - #5E I guest e B AF L el FHHIRAZE[H], TERERIIAN, &#a
BRI, 25550 FER,

20.16.3. X &1ttt

HERERE— Ly <thtl> Frk, FFHBEENI-LRETFEM L2 L% aiiE, AR
FIARS &85 T4 (SHbt PEGERI AT LB ) I, libvirt fFER—TE58980 ; 71, HIRFEFZ
it mRE, WEE—1TBEHe, X THEERRIKZET O, FEEL TR,

T U EBE — 1 mtlE T type, FHTHEuhi%i% & ATTER 26, TEi% & 1% HLEE B ARH s R % 78
LLTE R AR U B FE, PV - fi2d % A type="disk', #5417 32 i AMD 7] Intel 1%
ZBshE AMD64 % Intel 64 Z /' Ml Hl_L&EFH type="papr-vio', Bt PowerPC64 & &l {&FH
type="spapr-vio', F—ill <KH> BEHNIIa LB, AEEHZIKEESZ LAiE, RitbEra
F:

type="pci’ - PCI it FLL FHIMEHE :
I (2 FTHAHHEH, 245517E gemu &/H)
B2 (0 3 0 B Oxff Z[EBG1NHEE, Z)

F51E  (0x0 #] Ox1f 2 [HBG1 N H#E, Z)
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DigE (0 F 7 2 [H/B9(E)

ol 268 BIE, THEFITE PCl 1253 fr 85 I E1H1E/ LHBEH IS 2 1N e, X1
ZIEEB IRy 'off, {HNi%i%iE Y 'on’ for a function 0, E{EH % HIEERg#EEH 0,

type="drive - Hz)zs it SHE LU FHNBIE -

controller- (2 {i##755)

B - 2uH%S)

Target - (2 fi5%45)

unit - (264 2 fib9 ¥ m#)

type='virtio-serial’ - 1" virtio-serial HHl ZBHE LI FHIMEIE -

controller - (2 {i#t#1z55)

B - 2uH%S)

1 - (BZedd 2 (i tafe)

type='ccid’ - FHFEGEFRI CCID thtt, EHELITHINEHE -

B - 2uH%S)

18 B - (HZha 2 fuidig)
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type="'usb’ - USB it G LU FHIMBE I -

K28 - (0 F 0 FY Oxfff Z /B9 \EdE, &)

port - (REZPIPN i F TTHmZem %, #1.2362.1.3.1)

Type="spapr-vio - On PowerPC pseries guest E##l, X7 el A5 SPAPR-VIO &
%, BEEEmT 64 (il 72/ ; RIELIH, KéBEIEET 0x1000 B9EX DA, (HRMHH
libvirt H3HFH EF, BiNEIE : req (FGFirastg1AwlfE#al) T 2B BT,

20.16.4. controllers

RIEE S HLELGIZRS, BTLUYE NSRS TNEW Kb, TEEEBR T, libvirt BTLLE SRR
HIE TR LRGSR, 102, FEEHEAE PLERY XML Figftd = <EHla> Tk :

K 20.25. EERIZFTTFE

<devices>
<controller type='ide' index="07/>
<controller type='virtio-serial' index='0' ports='16" vectors="4/>
<controller type='virtio-serial' index="1">
<address type="pci' domain='"0x0000' bus='0x00' slot='"0x0a’ function="0x0"/>
<controller type='scsi’ index='0" model='virtio-scsi’ num_queues="'87/>
</controller>

</devices>

FMNEHBEZPE HHIBIE B, ToH2 "ide ", "fdc"”, "scsi", "sata", "usb", "ccid" 2 "virtio-
serial" By #IE I F5l, EE#EIBIEFS, fEh L1 a2 B N1 HH1ZH (T2 TR
EEHIZZE ) o "virtio-serial” FEHIZEE A N EINBI LB, AlinCIf] [, EEEHEER @ E)a
FEZ DK A

<1217 type='scsi'> H— T A ZHEH £E, EE "auto”, "buslogic", "ibmvscsi", "Isilogic",
"Isias1068", "virtio-scsi B¢ "vmpvscsi ", N, virtio-scsi ZHIZEHINSIFEFFFE KVM ]
Windows &/ HLEMI_EIGTE, <24z type='scsi’> hEHE M num_queues, E#5EKI I
BIEHZM L
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"usb" ZF#IZFE G BN EE, E2 "piix3-uhci”, "piix4-uhci”, "ehci”, "ich9-ehci1", "ich9-
uhci1"”, "ich9-uhci2", "ich9-uhci3", "vt82c686b-uhci", "pci-ohci " 8t "nec-xhci ", FH, WRFE
guest EHYIBIHZEF USB &2, N aTLif&fH model="none', PowerPC64 "spapr-vio" Hiti ;R H 5
BIPEER 25,

XIF PCI 3¢ USB 526 LHYZ 75, BIEHFord Ml el LU L ETZE HBGE K 18 EFE A SR E 2%
YL R,

USB companion ££#1#5 85 —1 el tHF o3 master, HFI5E S FELEHZHZELENX R,
companion #5555 K master fir Flal—PNE26 L, BULHENBIZESIEN ZHES.

K 20.26. %7 - ##4F - USB

<devices>
<controller type="usb' index='0" model='ich9-ehci1’>
<address type=pci' domain='0" bus='0'" slot="4' function="7"/>
</controller>
<controller type='usb' index='0" model='ich9-uhci1’>
<master startport="07/>
<address type="pci' domain='0' bus="'0" slot="4" function='0" multifunction="'on/>
</controller>

</devices>

20.16.5. £ a7 FHH

2 EFFIEETELFN], A LIGFFILREA B PLEM BT G /R, DUE EE a5 HlEM
AR5, BRIFTLIRE L, AL EETBHTIEN, xml BLUFEBAFFERL -

A 20.27. devices - %7 HH]

<devices>
<lease>
<lockspace>somearea</lockspace>
<key>somekey</key>

<target path=/some/lease/path’ offset="1024"/>
</lease>

</devices>
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lease BB AT LIEGLI TS -

lockspace - #iiRtR 7 & I BE Z I BHEE FHE. GUEERE#H e st GEZE A
FHIK B ATA B BR %,

key - —MEZFHE, BlE—FniR BRI, H0EEELR A ERXN B H09E =2t KE T
BHNBIR 7,

Target - SH{EZEIHXBHIXHBITEREBRE, lBIEERBEFHEXHPIE, X
ROUEEEZF T T E B, HIFILEED 0,

20.16.6. ZHHEEYL#51X a5 HAC

KON BENYEEY K 75 5 ECHIE B

20.16.6.1. USB/ PCI % &

FHHEEH#589 USB Fl PCI i% &7 EfLAuErd hostdev ToFE (£ 255 P HLEMHL, T Z 2L xml X
LU F EEE T RER THWEE -

K 20.28. 1275 - THIEHL a5 A B

<devices>
<hostdev mode='subsystem’ type="usb'>
<source startupPolicy="optional’>
<vendor id="0x1234/>
<product id="0xbeef/>
</source>
<boot order="2"/>
</hostdev>
</devices>

&, HETLIfTLUTERIE :
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K 20.29. 1277 - ZHIWEEYL K ar HECE Ui A

<devices>
<hostdev mode="subsystem’ type='pci' managed='"yes">
<source>
<address bus='0x06" slot='0x02' function='"0x0"/>
</source>
<boot order="17>
<rom bar='on’ file="/etc/fake/boot.bin’/>
</hostdev>
</devices>

1% XML 1K B9 T -

7 20.13. YWY L5 TH

55 20 = B4FE XML

28 Rk
hostdev XEHRENYEV I ENEERS. N F USB X

&&EF BN B2 FRY, WF USBikE, KER
usb, %F PCli%%&, NHpei, Hxf PCliE#EEE
ryesh, ExEFNMEVSZTIEFR, RAEE
RHERFHEMN, FEEPVIREEEHMIE
FHMENER. MREEIRE PCLkE, NAFf

REAKRSFILE mEIEER

virNodeDeviceDettach (= virsh nodedev-
dettach) #9&# virNodeDeviceReAttach (5

virsh nodedev-reattach) .
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2 Hh
source IR VBN S P BRI S, LRI HN S/

& ID E AN - MITIREENL MEN SR LA%
btk s =V YIRNL AR L B9 A ik SR ARR USB 1%
&, B—AMm, PCl¥&F{alEdHithhtdiTH
wh, FHEE, USB ZHMIRITTRAIGEDIS start
Policy B, rTRATFHERKIIEE TN DENS
USB & # i E SCH, ZEHEEESZLATE -

[ ]
HFRN - MRAEARE (R
A) MR
[ ]

requisite - MR35 5FERD, N
£27E migrate/restore/revert LR
requisite - 5

A% - SNSRI 5 2R R
P, MEF

vendor, I XETHRHE -1 id B, BTEE USB #HNEH
F &k 1D, 1D AIEA+EHL +75utEl (ML Ox FF48)
N\ (BLO FriR) B

boot BEXETS S, BERIFERE T EEFTIHE
FEREBIF, 1E BIOS 5| FERBREFEOPE
EES BB SR -ERASMIESISTR.

rom FAF e S PCIIX#EH) ROM 2I4AE P im UL
Mo A%k & BHRALULE N on =X off, FH#iE X%k
M ROM BEER A HLEMN MR FIRE e I,

(7£ PCI xx#47h, rombar i%&1£%] ROM Base

Address Register 1F7E, SNIREEIEE rom bar, N
HEABRIANLE, 7% file BUERTFiREENLE
ROM BIOS mEHZE F HL2EIH i flse . fign,
XN 2 sr-iov THEERIEELZNEE (VF &BBS
ROM) BYEIINREIR Mt PXE B|5 ROM EEE A,
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S8 gk
address FHH, thE— B MikEEl, BFEE RS H

IEENMEENZZ LM USB B F S, XLE
MEBIE R AR, +7SHERl (LA Ox Frig) s\t
#il (LLo Fris) L. WF PCli&kE, TRIUT
3EM, RYPREEIEE N Ispei = virsh nodedev-
list

20.16.6.2. BYF#Fik#

FHEEH 2 H9 i 75 ol G EFE T B 51575 quest B, LUEM L xml hostdev T, F1E,
XREHFEREFEHZHENE,

K 20.30. 1275 - UYL E 1K A DB A

<hostdev mode="capabilities’ type='storage'>
<source>
<block>/dev/sdf1</block>
</source>
</hostdev>

TR

A 20.31. %55 - UYL ES L 65 DI 55 1

<hostdev mode="capabilities’ type="misc’>
<source>
<char>/dev/input/event3</char>
</source>
</hostdev>

T—FERGEE -
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K 20.32. £ 77 - EHHEEHL &K a7 2 B0 A7 B 2
<hostdev mode="capabilities’ type="net’>
<source>
<interface>ethO</interface>

</source>
</hostdev>

1 XML 1K B9 T -

7 20.14. B/ FFFik 65038

28 Rk

hostdev XEHRENYENZIEENEERR. S TH/Z2F
KEELER, HEARBRKNREEN PROXE W
sz,

source X¥R T EENIEEN SR P ERME S, STFHE

&, ENYIENER OS RE X & REERE R TR
HhiRft, mxfFIEMA char TRMNFRIXH

20.16.7. EERIXAE
S HE FRR AT USB R A5 EER, il EETEH TS, % ITEEXE xml 9L TE5 :

A 20.33. 114 - EERIKAE

<devices>
<redirdev bus='usb’ type="tcp'>
<source mode='"connect’ host='localhost' service="4000"/>
<boot order='1/>
</redirdev>
<redirfilter>
<usbdev class='0x08' vendor='"0x1234' product="0xbeef' version="2.00" allow='yes’/>
<usbdev allow="no/>
</redirfilter>
</devices>
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1 XML #1K B9 T -

7 20.15. EBERIHIIKZETCH

S8 gk
redirdev ZERREERRENIERS., B 42 usb

foraUSB ix#. REMNBMHRE, SHP—/XHF
BIERAT I A R BIITES, LUERRRER = DIEN 2R
fll ; type="tcp' =k type="spicevmc' (EfFEH
SPICE EIi%#& 1 usbredir #&) , redirdev STTHRE
AR F TSR i, A S ERR E R
H3R, b, ALRIEAE KRB MEXRFTHR (RE
IAREBW Fuk (AAFHEANEREREIN
BIERRFEAE, MARE guest B A I A%
) o

boot BEREAS| S, order BMEREESITFH il
HEBIF, 1EBIOS B|SRERFHIPTESE
MBI G TR—EERENXEEI TR,

Redirfilter XTI IEMNMEERHEELE LS, BFER
Fit3% usbdev EE L ENILIEHMMN], class BMEZ
USB 6L,

20.16.8. BEEFikés

B LUE T BB F R E F YLEM VIR EN BEEF 255, EHHE LR USB EEEF LR ET
R BETHREZEFH guest _LEH, B4 ETFEERIIEEL ZMNME B, HEMEFHLHIHERES
i B BUE M B, EIt, —LEHH L IEEFEARHREN KA, ©aRE YEREAE
BEF#O, BE/LFERL IR AT Y EE =5 F XN B ORI piE KR ELE, Bl ks
KiE USB K arEBERIHGSH, 15diHt% XML BILUTFE85 -
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/A 20.34. devices - EBEEX#

<devices>
<smartcard mode="host/>
<smartcard mode="host-certificates'>
<certificate>cert1</certificate>
<certificate>cert2</certificate>
<certificate>cert3</certificate>
<database>/etc/pki/nssdb/</database>
</smartcard>
<smartcard mode=passthrough' type="tcp'>
<source mode='bind' host='127.0.0.1' service="2001"/>
<protocol type="raw/>
<address type='ccid’ controller='0" slot="07/>
</smartcard>
<smartcard mode=passthrough' type="'spicevmc’/>
</devices>

etk nFEEGmAENE B, SSHUTEDS ; £5MEATF, EFr lENHIER USB 524 LEF)
a5, BiTHELITFHE USB CCID(Chip/Smart Card Interface Device)F.,

BXERUT -

7 20.16. SmartCard X TE

¥ sk

=

mode="host’

mode="host-certificates’

434

MR F, EEREET NSS HEAHLENHE
BB A RE LB ENYENFNEEF.

FEEHMBEMRTF TR, HSHAUTXTERTL
i FrENESR.

XAMER VIR AL T ENDIEN SR EEE ZE By
=D NSSIEH &M, MABZREARENYIENSEH
MEREE, XLEIEF AT LERA® 4 certutil -d
/etc/pki/nssdb -x -t CT,CT,CT -S -s CN=cert1 -
n certl, FEEMM=MEBLHBLIEN =1 UE
BFIoR WARRIRM, FANFTiBUBE TLUE
EE & A ERIEN IR (FEOIBIEBR 5 certutil
EH-d ETEE) ; NRAEFE, WEKIAH
/etc/pki/nssdb,
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SH 3T
mode="passthrough’ WEX ARV R F RIS RAAE R E R 5

=HRMERF (MEEXSERFHEA=MENX
%) kTR, MARLEMNRRREFRERS E
YR ENEE, EXMERP, FE-NHANE
MREY, SRLTHNBTERRE TR, U
P& BRI EHENEN ; type="tcp' =
type='"spicevmc’ (EfEFH SPICE EIF X &HIE e
FHE) . WA, ATLMRBAERBNEEHMTTHR
(miR) , BFREEB Fik (RAFHEEN
FERAEREMNEZRERFAE, MARELUE YA
S .

FMEX /o Fook Hllf, EMFEEFS coid SLEEEHZ 2 AR (HEE
% 20.16.3 77 “iZasthtt”) ,

20.16.9. W45 0
(EHERE T BEMAHELRE, 1% T2 E Domain XML B9LL T84 :

K 20.35. £ A7 - PSS HECT

<devices>
<interface type="bridge'>
<source bridge="xenbr0'/>
<mac address='00:16:3e:5d:c7:9e/>
<script path="vif-bridge />
<boot order='1/>
<rom bar='off/>
</interface>
</devices>

FEEXN B HLE YL A LB E B OG L e 6E, L TFE™DTEIEHREXE L K ELTHE S
15, FH, &1 <interface> TTHFEAH— Ak <itit> Frok, EoLUfFEOFETFER pci 1512,
#HIE M type="pci’ (Refer to 5 20.16.3 77 “iXar 1ttt ),

20.16.9.1. EHIPF%4

BERUETNHT BN/ TLHEEE (HZINYEYGHE (NP EEEEA NG S A
) EEABEFPLERYEEERIE, <>7H, TRRHEET —1TEE, HiFlEHiEEH%E X #
#h, RIGEVHHEE FRBRH BB, WAL TEEE (KA <F4> k) « NAT B2 g%
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BN H (FF4XER="nat’) , BBHIRA NAT (¥% mode="route’) , st&EHEFEFRP—NEH
WEEHL RIS L] (/5 macviap) sbFF#Eikar (F 4 # = ="private| B#7)

XN FEEH LB bridge. private, vepa #] passthrough B4, 1RETEHYEEHEZLE libvirt 5B
BN B2 E 242689 DNS #1 DHCP R, HIREKEZ. nat HliEHIM94%, DHCP # DNS ZE& /%% L Hi
libvirt #24t, BTLLE T & virsh net-dumpxml [networkname] £4 2 E T S BCiE FHE, H—1TEH
P47y 'default’ iKi&, EFIXEASBHHIT NAT FHE—1 IP 3E[H 192.168.122.0/255.255.255.0, &1
B HLEH M EBFFE L7 vnetN BIBEXIEET tun 1255, ZikéthalEid <target> THZm (FEE
% 20.16.9.11 77 “Z 3 target TTF")

LR, afLUEEmOAURREIIER ; — 45 LUE X ZNn A, &1
portgroup Z BT EXFEFIEBIBE T ENEERS. 75, KU <BFE> WA5FE (WTrx) , £
7y network B FEREH BTLIFEE <virtualport> o, HIFEEHEZ X F vepa(802.1Qbg)zt
802.1Qbh FZF3HH, st& Open vSwitch EH3HHL,

HI FLFr B G 3E Hebll Al B E VI EEYL 25 L 25 B9 BC B A~ 1al, Bt o] LI Z &85 <virtualport> £
HEY, HMZIFEFEGORE (URBHRLEN) ISEBM ; fH3E51, STEEEM T
FIHIPA A E X IR EFB S H, Mgk SIERIREERB I, <>FErbrgE G 0EmRE
BIAE, 1B ] HGE T2 LB S B i (1 E X BT TER, #OBERSILAR, fmlH
Hﬂﬁfﬂiﬁo

Gz, HELEEA 802.1Qbh X4l Open vSwitch SHHIAIMLS, ol LUAFEFIEERE, H
WATELEHE profileid ] interfaceid, MG in 1EFRIRMEM (4 managerid. typeid 3t
profileid ) & a9,

HIREFFE  HLEWLRE 7 (E B R LR, EaTLISEEN imOEE, HHARBREAE
Eii IR BRI F 2, Bt ol LUB I 15 E M NS B — IR HHERE, B, ARG E G
O H Y0945 B E T RIE R ERim L, FOBFEREIFEMN, BEHNESHEAEET Rk
EX, XEXHERE XML BILLFE84 -

436



55 20 = B4FE XML

K 20.36. 1275 - BIZS L EY P4

<devices>
<interface type="network’'s
<source network='default’/>
</interface>

<interface type="network's
<source network='default' portgroup="'engineering'’/>
<target dev="vnet7/>
<mac address="00:11:22:33:44:55"/>
<virtualport>
<parameters instanceid='"09b11c53-8b5c-4eeb-8f00-d84eaalaaa4f/>
</Nirtualport>

</interface>
</devices>

20.16.9.2. H/#F/ LAN

FEE, T BSBLAAIENEWENLZG LEEE T YLERYLEEERITE R E,

bridge F LAN #24t 7 MZ P HLEM YL EL; F LAN 89571, SR ENYEHZE LB —MTER
&, BEE—1THZTTHYENIC, EF WENIIFERER <vnetN> QIZXEH] tun K4, ZiKar
thaldid <target> THEE= (FEZ £ 20.16.9.11 77 “ZEz= target TFE") . <tun> REFFMEBTFH
¥ IP B / BIAABCEETE LAN H{E ARG, XK 5 IR £F A FIE HBIPI 17,
FLEYEEN—H.

7£ Linux 77, HiEik asB5E 24 Linux EHEN &7, 1£554F Open vSwitch BIEER]
£, thaTLUE A A O E X 500 virtualport type="openvswitch'/ F:E#Z) Open vSwitch BIFF i
A, Open vSwitch K% virtualport #F HZH swFEHBIH NS - interfaceid &— 7 #r/# uuid,
F 7% Open vSwitch M—friHIbHFERELO (WREFIEEFEMIEE, W4 EEEREZEON, FFEK—
TEEHLH interfaceid, L& % Z%ZF Open vSwitch BIELIHG AT < profile id> fE/N#EL) . ZEFFRIFiX
&% LAN Zi&, 5&HTREL T XML 387 HEETH :
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K 20.37. &7 - AN #E LAN

<devices>

<interface type="bridge'>
<source bridge="br07/>
</interface>
<interface type="bridge'>
<source bridge="br1/>
<target dev="vnet7/>
<mac address="00:11:22:33:44:55"/>
</interface>
<interface type="bridge'>
<source bridge="ovsbr/>
<virtualport type="openvswitch'>
<parameters profileid='menial’ interfaceid='"09b11c53-8b5c-4eeb-8f00-d84eaalaaa4f/>
</Nirtualport>
</interface>

<./&evices>
20.16.9.3. K Eim L1 hFEH
R E R EimOhFEE, aTLZEN TR Ewmd -

A 20.38. i O 9 2EE

<forward mode="nat’>
<address start='192.0.2.1' end='192.0.2.10"/>
</forward> ...

XL iptables s iXiE, A TFAD 5 18.3 17 “PZ5 i F A=

20.16.9.4. /772 SLIRP #1#

KB %2 H] SLIRP He S B aT 2t LAN LIR N E2B1H 5789 NAT, EHp4%E4 DHCP 71 DNS
HR%, FFFM 10.0.2.15 FFIEA B HLEHHIIEEE IP htt, il #EHig5 7 10.0.2.2, DNS fR% #5152
10.0.2.3, IR MHEZEEFFHEMVIEEFH U1 BRI - B — T,

FH 22 SLIP HfeZ#AE i XML BILL FEBHE X -
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A 20.39. %5 - B EELIZE[H] SLIRP #fe

<devices>
<interface type="user’/>
<interface type="user'>
<mac address="00:11:22:33:44:55"/>

</interface>
</devices>

20.16.9.5. B LUK MHF#%

TR ETE G T E IR LUFE P YLER M5 FEE LAN B9 %, &P LER YOI —MEME
7 vnetN BIEH tun X745, ZiXAthaldEd target THE =, O tun K&, Ri51T—1 shell B
&, FBIAN G ITE DB 25 R, BAIER T, WHIZEE S /etc/qemu-ifup, {HBLIKZE
= (F&5 % 20.16.9.11 77 “Z2 target TF")

B EFES H A XML BILL FEBAE X

B 20.40. %4 - BIZAEECTE LI 1%

<devices>
<interface type='ethernet/>

<interface type='ethernet’>
<target dev="vnet7/>
<script path="/etc/qemu-ifup-mynet/>
</interface>
</devices>

20.16.9.6. EE&EH MEIHEEEL

& <interface type='direct’> fFE#HL8I NIC BiIEIEH LIS EWERE.,

XK B Z el AH9 Linux macvtap z1EEfF. XfF macviap K asHERFEE R, aTLIUEEE FAIE
Z—: vepa (BHUXMinOFREE") , EEHUABERX, B M5is< A,

BREFYERZEONEEZRIN, Hi5 XML FEFLTE# -
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H 20.41. £ - 4SO E M N EEFE LT

<devices>
<interface type='direct’>
<source dev='eth0' mode="vepa’/>

</interface>
</devices>

HWRIEA 2GR EAIT Yy, M7 20.17 “EFEMNEIDERZOTE" A :

7 20.17. BEEHMBIYEEZEOTE

30

vepa A R LB EE S8R A X B A BRI, B B9t
NREA—ENMEITEN ENEES, HBECSRET
VEPA ZhEE&EL VEPA (BEMNT) mENMIENERL
X[ E RN 2R

bridge HEMMA FR—ENYEN S ENEIES, HES
F BRI macvtap X & BEEAERIB T macvtap %
o RIBXEMENEEBFTELTRMER, F
HEEEGE, MREREA—NETF vepa X, NI
FE— VEPA THRER,

private FTARIESEHAEZINEMYT, RESEIhETE
BREER M X AE D TN, BT &fEE
IR —EHDENRZ LR ERENN. WRIRHE T
HELTFREEN, MHTIHSK,

passthrough LEThRESE SRIOV BEA NIC B IThRE BT INEIE
MEIAHL, MAREKIBIIEE. MERIEIELE
BECEAIMILS % &/ VF/IF, RIBL&MIIIEERIN 5%
REZMBRE, B, XFERX 2.6.38 HEEAR
x,

B FEHIINE L BBIPI 1717 ol L W EE i E WL BB R O K E 22,

HIREHeHFFE IEEE 802.1Qbg #r#, #HOFTLULHERMEH, virtualport TTFHIS 7 IEEE
802.1Qbg FrEH EIF MM, (HHETRY, NEHHIPSERGIEH, 7F 802.1Qbg KiFH, EHT
fEIS(VSI)C BB,
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17:2&, IEEE 802.1Qbg #=Z VLAN ID B9FE1H.

7 20.18 “EEMIMEIEEZOOBIR T izt T ol i fFRIR T3 -

7 20.18. BEFEMMEIWEELE ORI R M
pIvE S sk

managerid VS| Manager ID TR & & VSI 22BN LI E L HIEIE
o XRB—NEHE, HFHEO.

typeid VS| Type ID #7iR VSI RBURFE, LUEALRIZE DAL,
VSI RELGBEHRMAERAETE, X2 MERIE.

typeidversion VS| Type Version 8% VSI KB A, XE—1
BHIE,
InstancelD TEQEE VSI 5B GXREMAEMNED) B, FEM

VS| SE4 1D bR, X2 RME—rHA.

profileid RES ID @2 ENATFIEONROEERNE.
& FF RO profile BUIBZERT HRBImORESEMN
MLESE, IXLEMESEEN AR RO,

15 XML FpBIR e ZH 7T -

A 20.42. devices - P45 L1 E M IEIDEERE LI S

<devices>

<interface type='direct’>
<source dev='eth0.2" mode="vepa/>
<virtualport type="802.1Qbg">
<parameters managerid="11" typeid="1193047" typeidversion="2" instanceid="09b11c53-8b5c-
4eeb-8f00-d84eaalaaa4f’/>
</Nirtualport>
</interface>
</devices>

HIRXZHAHLFFE IEEE 802.1Qbh tr/tt, FEOFTLUBRMEH, W TFATT. (EHFETFHY, 2%
EEELtE .
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15 XML FpBIR e S H 7 -

A 20.43. devices - P45 O] EFEH EIYEEZE O RS H

<devices>

<interface type='direct’>
<source dev='eth0' mode=private/>
<virtualport type="'802.1Qbh’>
<parameters profileid="finance'/>
</Nirtualport>
</interface>
</devices>

profileid B &5 F /N AZFIL O 8GHE OAIEFRIE 7. UL F R profile # /4N K Ein
O EERIAASH, LA SHIFAZEIL#O,

20.16.9.7. PCI &%

PCI B4t a5 (B B TLFIERE) EEDIERFEHREGECHIE S EMH, AlaEEfFRE

MAC ittt i EHECERE, HIFikarS 802.1Qbh HATEHH XK, FHEMH A ERIEE EHn ok
GEZ L1y type='"direct BJ/H%% 1% & e L HIE Wi OB HY) o EEE - I FErEEGE O PCl LI
FIEESF i HIRR#E - R4 SR-IOV (Single Root /0 L) EEHZIEE(VF)ik & Al LR #iG = 5

B ; EEHEFHLEN IS B — 154 Hii0 PCI 36 PCle LUK+, EHEAFSH) hostdev %X & E X

IR, PSR AT EEEEE S hostdev XA BIZIBEFEE TN, XL EBIXFIETF, X
P E ST KA 15 E MAC it FIER G0, WRRE=EXLIIEE, WREEF—1%H SR-IOV
Byt HEig 0 PCl. PCle 3¢ USB B+ (Elt, £ EEIEF HlENNEE, FMRERZXEEN
MAC 1totit) , SEZHTELHEMI 0.9.11 [FARZEY libvirt.9.11, ZEAiZ &R hostdev FFiké 3%
guest EHHLFE host/dev,
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& 20.44. devices - B%5#0 - PCI &%

<devices>
<interface type="'hostdev'>
<driver name="vfio/>
<source>
<address type="pci' domain='"0x0000' bus='0x00' slot='"0x07" function="0x0"/>
</source>
<mac address='52:54:00:6d:90:02'>
<virtualport type='802.1Qbh’>
<parameters profileid="finance'/>
</Nirtualport>
</interface>
</devices>

20.16.9.8. Z#FfEE

B ol F R B, 4% 6 FAEIE 2 AR E P HLE YL EB A E A 815, AlEel]
W FZPMYEENYEY R, R T LUE N — IR &, RE2H DNS 3¢ DHCP 557,
HREEHS D, BRREFH 5T, BRE—1 guest EHHNEBE=1 NIC, 1% NIC :FF)
BT 4 BB Z —LUEHLE S/, 285 BB linux &/ HLE L& BREM E
B, HAR, EAEUSIESEZEMU, EHEET B BEEOXLTEOESEREE, HIFE
WiE X mcast, FHiet mac FLEHL, SR XML F)E X HE T -

B 20.45. 575 - AL % 155EE

<devices>
<interface type='mcast’>
<mac address='52:54:00:6d:90.01'>
<source address='230.0.0.1' port='5558'"/>
</interface>
</devices>

20.16.9.9. TCP [&&

L& TCP & ii/lR e Aot B e L W P24 89 77 —Fi7%, RH1—5& guest B HLIEAIAZLHIRS
W, ATERMEFHENYIEEE & i, & HLERLZ BB I B A8 B E RS 4
BIEREEEH, IR TFHFAE . REHIE DNS 2 DHCP 3Xf¥, HXRHEEHH%r
1, 79 7B %1, Bef—1 guest MBI EREE =1 NIC, % NIC FEFFE—T 4 1T°F%
RBZ—, MitethE S098H, BT EFEOEZGIE TCP BE, HIFEREIRF#HE ", H
12t mac FIEHHE, LR XML BB X2 r -
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& 20.46. devices - P45#]- TCP fZ&

<devices>
<interface type='server'>
<mac address='52:54:00:22:c9:42'>
<source address='192.168.0.1' port='5558"/>
</interface>

<interface type='"client’>
<mac address='52:54:00:8b:c9:51'>
<source address='192.168.0.1' port="5558"/>
</interface>
</devices>

20.16.9.10. #EHETF NIC I shEEFEHIETT

BFL NIC SRR B E T IEEFHI Al IHRET, XL E 7 L E X BIN 5 EEfF F I FHIE
¥, XLERTES @HEETRIER XML BILL FEBA KK E -

& 20.47. devices - B4 0i%1&E NIC X siFEfF I EL T

<devices>
<interface type="network's
<source network='default/>
<target dev="vnet1/>
<model type='virtio/>
<driver name='vhost' txmode='iothread' ioeventfd='on' event _idx="off/>
</interface>
</devices>

HEii, LUFEHEETHF "virtio” NIC IX5/FEFF :

2 20.19. virtio NIC 5/ e/F T

£ fed
name A% name J& Mo bl AL Rim Al shigfF, % (E

L2 qemu (A ZHEfEiR) sXvhost (R#E
i) , ©EREZEHNKEMR vhost Bk ; ERARNKE
BARE, SZiE4 vhost IXEhi2F. ME vhost
Wt FTE, MEINEEN vhost, BIMRAEFIE,
=& 5RO E gemu,

444



55 20 = B4FE XML

¥ sk
txmode EEE RSP RHN AL B BIE S, ZER

LI2 iothread =k timer, R %i& iothread,
SERNTRF R —FH iothread HEEREIES

tx (LRI HL I "tx=bh" JRINE gemu 51T -
device virtio-net-pci #E3i) . RKES timer, tx
TAETE gemu H5ERK ; IIRFIELL YRR EMES tx
AR, NIKRTE gemu BaFTHMBRIERNEEITH

2 HITHTEBRAAR, TN ERRAERES
BiE, BRERT, ERZREREXMNET, BRIEE
HhlREEBNRE,

ioeventfd RFREEBEOGENE /0 R A8, BRIAKE
AU EHBEEAENVIGERER, EZHNEN
on, XM . ERALEITATLL gemu 7E B IRAVLERZ 40
/O NHITEFNEMNN. &%, EI/OHEHER
= RY CPU EARMENNISMEE R, H—5A
H, INEEENEN BB AT REREINE P HLEM
Bl 1/O IR, HIt, EAIZRERZXANET, BRIEE
HhEZENE,

event_idx event_idx BMEHIX A EHOEN—LFE, ZEY
L2 on s off, 1 £ i%fF, 4 guest EHIALEYH
ETEEFRE. BUHIE £, MREILXFITHES
BB, HLEMERM T — M SR IR . R
FEATEREHRE, SNERNIZRERE XL,

20.16.9.11. Z&z target JoF
EEZ target ook, EEAESET BN XML H{THU TFEX :

& 20.48. devices - B4 O0ZZH T

<devices>
<interface type="network’'s
<source network='default/>
<target dev="vnet1’/>
</interface>
</devices>

WRRBIEER S, REENILEEERFIFES) IR tun a5 EBEH. TTLUFEEMLE R,
(A2 % EBHTEELL 'vnet' B¢ Vif' T2, B2 libvirt HIRLEH I FEEF R EIFIZ, X LHI%E
FEIIEE B iF 5 20,
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20.16.9.12. #5E 5| FMiF
EIEFERI SN, ST Ex 5 XML AT FEH :

A 20.49. #&E5 I G

<devices>
<interface type="network'>
<source network='default’/>
<target dev="vnet1’/>
<boot order="17>
</interface>
</devices>

X FXIFCHIEN LIRS, BErLlZEEATFH%5IFE9E NIC, BHNIFRE T H5-F/F5Y

IR ZABIR A BN, EFEE, 1 BIOS 5| FREFEFFABAPEL GBS F itk —EEFFTKE
5lF#,

20.16.9.13. #1 ROM BIOS K&

FJ57F ROM BIOS L& K&, EAEFET Exfig XML H{TLl FEX -

A 20.50. #71 ROM BIOS A&

<devices>
<interface type="network’'s
<source network='default/>
<target dev="'vnet1’/>
<rom bar='on' file="/etc/fake/boot.bin'/>
</interface>
</devices>

X FE I ERER YL, AaLIEXAMTIF PCl B4 4569 ROM EH45 & FinE W bl. bar
BHERTLUZE Y on 2 off, HFEZZ#H) ROM EE1EEHLEL PR FIRG e , (7F PCl XX
£, "rombar"iZE# % ROM Base Address Register BIf{£, HIRREFEE rom bar, [ fFHEH
qgemu ik (JHHY gemu WEZEA &/ off, miHTHI gqemus JEIAEFH) . aTH file BHEATF

15EIfEYyi% &5 ROM BIOS I &/ L2 B —H X, X0/ 0yP%% % ar ie &L 51F ROM FEEH
ﬁo

20.16.9.14. [R5 &
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1 XML B3 X —EB M et 7 i EBR S B, (ARG H B T LI, ¥ wdkR% aUE—1T
AR % — I Fsk, FHEAFIRERE, TRt ZiEhRNAE QoS, [Eit, 4&ERERKE
BIfEAREN], FRXEBAWRE, R,

P TTFBE —TOFHEHE TG (2# FE#H) . FI5 EEFAKEONTFIGNE, Kiah
Bl B : peak 1EE#L AJ LKL ZEHIEHIRAZEE, i burst IFEEHESIEEE T RLHIF T #,
BEHEag# 26 B,

1 F] A BRI A ZERTFFETHI KB, i burst (XEL KB Yy H{iiiE, N, AbhqiEatiF
M B A floor B, XalfRUFATAKZ O &RNEHE, & floor ZXKATHiE T QoS AEHEH]
—s, B, EIXAE interface type='"network’/ #H ¥4 EH BIEEH. nat SBREAFFELBIIER T
., WER, TEEWHEE, ArEFENEOBEFEELEAAL QoS KiE (ELEY) , fHfloor B
MFRFEETE TG, 2, BE fl % BHLEE F15, HEi, ingress qdiscs B[gER B ML, &
Ut floor REENHFAEHH I GE,

FIEE QoS EbERIE, EFEFET RN 1 XML HHTLU FEX :

A 20.51. [R% &

<devices>
<interface type="network's
<source network='default/>
<target dev="vnet0/>
<bandwidth>
<inbound average="'1000" peak="5000" floor="200" burst='1024"/>
<outbound average='128" peak="256" burst="256'"/>
</bandwidth>
</interface>
<devices>

20.16.9.15. i%i& VLAN #73% (IRTESSHFHIPIZE K A1)

EIEE VLAN HEEERE, FEAEET B XML H{T7H F&EH -
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K 20.52. i%i& VLAN #53% (IREESHFAIIIAA KT )

<devices>
<interface type="bridge'>
<vlan>
<tag id="42/>
<Nlan>
<source bridge="ovsbr0/>
<virtualport type="openvswitch'>
<parameters interfaceid='"09b11c53-8b5c-4eeb-8f00-d84eaalaaadf/>
</irtualport>
</interface>
<devices>

WR (1K) BEF HLE AR RS f 0 8P HLEE A BB vian frid, et vian 7o
FJLUEE— T3t Z 1 vian #rzs, LI EEIEFHLEEHLE9RZ 52 (openvswitch # type="hostdev
B9 SR-IOV O 15 HLEN L ERIED vian trid ; BN, Si5E£89 Linux B libvirt 65689
EHIAZE) F351EE8909 vian #5id, 802.1Qbh(vn-link)#] 802.1Qbg(VEPA)XEHitiEHEE CRIL 2 (T
libvirt #£) , FFEFEHNNZEFICERE vians, ) BERIFIEEZME (WEE vian %) , —
PNFILFEE, EEBMMAH vian (55 (B4 : tag id="42"7) ., WFRFZELOEKX 71 vian %, TR
W %2 AT B 15 E IS T VLAN di%F, HIRFEZLBEHHE SR vian %k, altErE
trunk="yes' ef LUFMEI TG vian ToFEH,

20.16.9.16. EHEVFERE

WTT LR T E G A REBITE, B K& B9aTsE(E 77 up &l down, #IRfF down #5E
Jyfd, FEOBIIT L AIERIZEE R T P45 dE, AR TTFEARIGE, WEL T B EHERE .

FIFEEWHERSEERE, FAEETRN I XML ATl FEX -

K 20.53. EREN RS

<devices>
<interface type="network’'>
<source network='default/>
<target dev="vnet0’/>
<link state='down/>
</interface>
<devices>

20.16.10. FiA X5
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FIA R GRS EEM P EIEEWEhaXH, 25 AR, = E5it— TR K4,
ALLE A RMAM AT, GIH, BN KB s TR Z s,

FIEEMAREGHERE, EAEETRI I XML ATl FEX :

& 20.54. A 5

<devices>
<input type="mouse’' bus="usb’/>
</devices>

<HIA> TLHERE— T HAEIE - type, ATLIFRKZEY : mouse Bt tablet, /5&LEHLEXHtriE
5, mEIEEAEN B850, Bt B BT FILIEHLIRG K i KR, HeLiKiEY : xen (#
&) . ps2 flusb,

WA TTHERE AR Fiodk <htlt>, ©aTLfFRaIEFFER PCl 1548, L XA,

20.16.11. hub Devices

hub E—MFE N OT BEZ TN ikhr, LUEREZ im0 T aE R R ENYEN &R

FIEE hub REHMERE, FHEZET RN XML AT FEX :

& 20.55. hub %7

<devices>
<hub type="usb’/>
</devices>

hub TFEEEF — 1 mbEY, EEREERE usb B9EE, hub THFEE—N#HH type="usb'Hyal it Fir
F Mlt, oTfFRa B ER R ENE .

20.16.12. FFEWiZEH
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HBR GRS & in B RRE R TRIAL X B, & HENYEER BN s X E R

HESEE AKX AIX X EHE,

EIFEL WA e B K, 17 EE TR XML H{TLl FEX :

& 20.56. FIEHES

<devices>
<graphics type='sdl' display="0.0"/>
<graphics type='vnc' port="5904'>

<listen type='address' address='192.0.2.1"/>

</graphics>

<graphics type="rdp' autoport="yes' multiUser='yes' />

<graphics type='desktop' fullscreen="yes’/>

<graphics type='spice'>
<listen type="network' network='"rednet/>
</graphics>
</devices>

K #Baw% X EM, ©H; sdl. vne. rdp 3t desktop B9fH, AT :

7% 20.20. Wiz

vhnc

450

U

X EENYENSEALER—1ED, BrREA
3INEESH - EREFERAM display B, 0%
IEARAAR) xauth BRI EN 25 BYESE
yes =k ho

A% VNC iR552%. port BMHEE TCPimOS (fEM
-1 ERIBIEE, RRENZHEBEISE) . autoport
BRI TEMERN TCP ix0O B3O MR EILIE
%o listen BHERRSB|ENITA IP ik, passwd
BB R IR 4 VNC %65, keymap BHIEE
EFEAM keymap, AHEREBEBELESEIMRE, %4
4 7 B} i 8 passwdValidTo="2010-04-
09T15:51:00' fREFE UTC ., 7EEE MEMRITER
OB SR MR E M iR, VNC 2% (VRS

H, HFR, EEEEFTEBIAZIRE. QEMU
XFFE unix MEZRFBREDUIITH socket B, MA
f# M listen/port,
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S 3T
spice A% SPICE BR%5%3. port BIEHEE TCPImOS (fE

B -1ERIBEE, JRReNZEEIDE) , m
tisPort 2t T — 1M ERHNVZ LK O S, autoport
BHRERMNmOSHE 32 RIS LT

%o listen BHERRS|ENITA IP Huit, passwd
EBHELABA X iRt SPICE %13, keymap BHEIEEE
{EAK keymap, FIRERIXBEBLERIABIRE], 45
7 IFE|EE passwdValidTo='2010-04-
09T15:51:00' {HEE UTC 1, iFHE MBS AFER
TR R E MR iR, SPICE R TREE
FimiEsE, MASEFinFEEFETERRE
M, HER, EHFIBAEREINILZTEERX

¥, defaultMode EMtiXBRMINER LKL, AW
WEARE, FLEM RAE RTHE, XK
RE, BEEREWEBE, NIFREH) .

24 SPICE [EEZi&E T IEFEH] TLS (RYF#9 TCP iwmff, BIEEEZRE eI NG O L5148,
XA LU TEE T FE RN — 182 Sl Tk L, FHIEE#HEE £ EZa. A, X
tn B 1R, EEEF. #usbredir,

FEJEF SPICE IEiE%iE, &/ mangement T ExX 14 XML HTL FEX :

K& 20.57. SPICE K&

<graphics type='spice' port="-1'tIsPort="-1" autoport='yes'>
<channel name="main' mode='secure’/>
<channel name="record’ mode='insecure'/>
<image compression="auto_glz'/>
<streaming mode="filter/>
<clipboard copypaste='no/>
<mouse mode='client’/>
</graphics>

SPICE X#5EHi. GiRALGA IR T EIEHKE, XLEK B el il L FAT A T P HE S 7 2 vy
] : FRE Bk [£% (¥ auto_glz. auto_lz. fast. gz. Llz. Lz. off) . jpeg for JPEG /=%it5
G wan (ZEEE ). A #Z) Flplayback BDiE wan Gi&/ES (2, 54451T) o

streaming £2z0H streaming JTFXE, ¥H mode BTy 111688 &2 —, HILEE 36X/,

BH, EFFTIEE (18 SPICE CFE) Hi Btk wFEA{TikiE, EHUSEHE, LB
copypaste E K EH no K2,
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BhERH B wHFKE, 7R EX BHEXENRP—1 REFXE . WRREEEER, W
& gemu il (B i ) .

Rt a1 -

7 20.21. Rfta [ mi%fTEk

sk

rdp JAT) RDP fR%5%5. port BMIEE TCPIROS (fEF -
ERIBIEE, RNENIZKBEDIDE) . autoport |&
MRIETREMEAN TCP im0 Bih A EMF B L IEE,
replaceUser BER— N A/RE, RERSARITENE
FHEERIEUN. H— T im R —EEENE
B, TRREwEFINAERE, FH VRDP RS
BEEERIIER,

desktop XMEBRTA VirtualBox R 8, SEENMENSE
SEEER—IED, ELF'sd", BFER
VirtualBox B &E2f, EM"sdl"—Hf, BEZALLNE
M ERERE,
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S8 fed
listen AEER. listen B, &7 listen BYMRIIF TR

(754 listen ) sRBIATF 1y B 28 vnc 0 spice %
BUEEFMMIHERS (55 W LEMNRAE) . M
Ir AT Et -

Type - & bt sk %%, X5
Mt ITREREE EEE AN
b, suEdmAMg (REARREE
frnriia R ) o

address - ILEH S IP tthhlk
FHEHEZ (BT DNS EHiff@r i IP i
HE) LA, fEEfTiEEY SR XML
i, EMHSSENR TS IP i
ht, BDfE type='network’,

Network - I$

type="network’, network EBt{F7E
libvirt W EESEM%FIFRP I SHLEH
AT, FRERERMPLEE R fEE
LT ibht, FIN, MRMLEEHE
EhA IPv4 Hhht (N, MEMLESR
WA RRKMA,. nat FH no forward
type (f3%) , NMIERAMLEEESHS
HEE—4 IPv4 Hitt, MREEHRE
MEYLENEE, RSz E
KELE— IPv4 dhit, MEBRMLER
Hip—A"E#E"(macvtap)ER, NIEHE
AE—1NEXR dev IEE— IPv4 i,

20.16.13. HHiiR 5

PR Ao

B EN IR EIE RE, @HEFET B g XML AT F&EHX -
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& 20.58. FAii% A

<devices>
<video>
<model type='vga' vram='8192" heads="'1">
<acceleration accel3d="yes' accel2d="yes/>
</model>
</Video>
</devices>

B TEEEwH EH B, ©FMA "sdl”, "vne", "rdp" 5t "desktop" HIfH, TR -

7 20.22. HEWIZ A THE

model

acceleration

address

23U

WF TREMBRIILENAS, N THEHERS, M
REFXREMH, B xml PEEEFITE, libvirt
RIEENE AR IMEGA 53, MRS IRME
BAME, MEA"ram"=X"vram",

XA—mE RE EE, emE

vga. cirrus. vmvga. xen. vbox ziqxl, Bif
BUR TR ANEERFINEE. BL A LMER vram MKk
IR kibibytes (1024 FT7H) REMIIANE

=
o

MR ##F M accel3d f accel2d B %= B M o1

LB
BEo

A F T IR A A TR & A E SR ERY PCI
LI

20.16.14. ##/4. Serial. Parallel #] Channel Devices

FrReteft T —FEERNKE TR %, FEBIEHE. FiTmO, HiTinOREEGLFFiR

waAE, BEILEHEREREEZT,

EJ5/E consols, channels HIE K &5HERKE, EHEETEX B XML H{TLUFEX :
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K 20.59. G, FiT. HITHIEE KA

<devices>
<parallel type="pty’'>
<source path="/dev/pts/2/>
<target port="07/>
</parallel>
<serial type="pty'>
<source path="/dev/pts/37/>
<target port="07/>
</serial>
<console type=pty'>
<source path="/dev/pts/4"/>
<target port="07/>
</console>
<channel type="unix’>
<source mode='bind’ path="/tmp/questfwd'/>
<target type="qguestfwd' address="10.0.2.1' port="4600"/>
</channel>
</devices>

LEFNESH, TRTHEER (parallel, Ef7T. ZHE. Fid) HABUEEEHLEHNHLERZ X
7. B VEMYIFELOR target TTHEACE, 1AL FHYEE BHAEOE IR T type B IEH1E
#, TN ZEORETTHFIE, source Tk AIGEE S alitH seclabel, fiF&Ez EEIEFEHEEHR
Rl G, WRREUTF, WWELIREMEN K ERRR, F—FrKeTREE — 1ot
FIok Hll, BTk e F5E B ERIIE #7528 PCI #5415,

20.16.15. EF Ml EXHZEO

FREIFEG L TEE S —REREFNEH :

FREHTimO, 1HEHEEET X 1 XML H T FEH

A 20.60. ZFHLEH MO Parallel i

<devices>
<parallel type="pty’>
<source path="/dev/pts/2"/>
<target port="07/>
</parallel>
</devices>
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<Btr> LA —1 port BY, BFEEHEOS, wM 0 s, BEEHF 0. 13t2 7 H{TimO,

FEREFTInO, FEAEET B XML H{TI FEX :

A 20.61. EFHLEMZOEO

<devices>
<serial type="pty'>
<source path='/dev/pts/37/>
<target port="07/>
</serial>
</devices>

<Bfr> aTLIE—1 port B, AFEEHOS, M 0 5, EHEEFO0. 132 Efimdd, £1H—
N EER type B, SHIEBAHNERE, —NE aisa-serial, 75—12Z usb-serial, H-EH#H4 type,
7Bt i/ (& /F isa-serial, XfF usb-serial, ## type='usb’ Al Ficsk <Hitit> ATfF ik HERFE
B1EHIZS, AL mAT,

<console> TLFEAFETXAALHE, RIEATEBIEHENYIRE, #HE aTEEFEMIER
75, BERELUTHN, XLEEHE ApEEF{TiK A BIEhE

IR RBEKE targetType BIE, WA £ K BAFELILEEFIIAN, HEHZ
HEY libvirt FHEG XML £, FEFRMECALE, X FEL£EHIER guest ML, Eil ke K2 E
o=

1R targetType BHE serial B, HIRFFFIE <serial> o, N console s F=FE#IE)
<serial> JoFEH, AR <serial> TLFEE#1E, W console LT #ZHE,

IR targetType BIHAFE FE1T B, EfFFIEELIE,

HEF 1 <25 > THEATLUEH serial B targetType, FiBIFEHIE AL 28772
1t.

7F 390 &1, #EHIETFEATLUER sclp 3 sclplm (7£46EE=) B9 targetType, SCLP &2
$390 HIRLFEHE LT, SCLP HEHE RE KB,
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HLUFTHI4, guest EMHLFRLIF—1 virtio FEHIE K7,
http://fedoraproject.org/wiki/Features/VirtioSerial) :

A 20.62. ZF HLEMEEL - virtio ZEHIE %4

<devices>
<console type=pty'>
<source path="/dev/pts/4"/>
<target port="07/>
</console>

<!l-- KVM virtio console -->
<console type=pty'>
<source path="/dev/pts/5"/>
<target type=Virtio' port="07/>
</console>
</devices>

<devices>
<!l-- KVM s390 scip console -->
<console type=pty'>
<source path="/dev/pts/1/>
<target type='scip’ port="0/>
</console>
</devices>

55 20 = B4FE XML

fE 77 /dev/hve[0-7] (GEIEES 6T

WRIEHE U E TR T, W <Bth> tFRESETiHOEREY, #EERE—THEHE.,

20.16.16. Channel

R T EHHE T B SE S PEMYLZ T8 S B EEE, HEdFEAEETREN guest 4

BIFKLRIE, Mimx/tt xml BILLT B85 A a9 & i
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A 20.63. Channel

<devices>
<channel type="unix’>
<source mode='bind’ path="/tmp/questfwd'/>
<target type='guestfwd’ address="'10.0.2.1' port='4600"/>
</channel>

<!l-- KVM virtio channel -->
<channel type=pty'>
<target type="virtio' name='arbitrary.virtio.serial.port.name/>
</channel>
<channel type="unix’>
<source mode='bind’ path="var/lib/libvirt/gemu/f16x86_64.agent/>
<target type="virtio' name='org.qemu.gquest_agent.0/>
</channel>
<channel type='spicevmc'>
<target type="virtio' name='com.redhat.spice.0/>
</channel>
</devices>

XL E R G, <BEr> TP type BIHEFIREE T HERER <S>, TRBIVELEBEET
EREEY, WA -

guestfwd - ZETEFLEHHLL EENZETE IP Wt flin 089 TCP ji&, fFXFENYEEN
# FHGEE R 7, target TTFEWATR A i C1/E 1,

virtio - SEEHE virtio 48, <#i&> 7£ /dev/vport* FHIEHZE S IBRAFF, WEEET T
H#r#E L/, /deviirtio-ports/$name (WFEEZEE, FSH
http://fedoraproject.org/wiki/Features/VirtioSerial) , BIFEHITFH il o] fFHiEHEBFFE
B type='virtio-serial’ %55, HI_LEAT, &H QEMU K, HIRE#HF
"org.qemu.guest_agent.0", libvirt GTL%5 guest EH P L EHIEN A EXZ T, LI guest
BB KX R T EEEE,

spicevmc - # @t SPICE #i&. 181 2 45 SPICE JR%#3F ik s, TEZXarHale
FEHYEELLZS piggy-backs 158, SHIF71E target T, HEABEHM type='virtio' ; AEEME
2 WLEM LB A ZaEE G, Bl name ='com.redhat.spice.0, BEH]
<address> JL B/ fFHE IS EFTFE type="virtio-serial’ #t#)75,

20.16.17. THIEZEH #=#0

FREENUATREZ — R LTHYENGFZETEHS
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¥

BHBEX M4

wEBEX G

REPEHIE

null & &

30

BHFMEZE LNAERA, i
iy | 2 E B EFUAMLEY logfile

—NXHRITT, JOEE PRI E
IR A BEERR B A%

NSRRI E I IR A i
B g shes, B %@L %R
PEEREFSIE], 30 "ctri+alt+3"

PR EEREER void RAKIA
RYEE. AT ANBERRH

EF,

55 20 = B4FE XML

<devices>
<console
type="stdio">
<target
port="1"/>
</console>
</devices>
<devices>
<serial
type="file">
<source
path="/var/log/vm/vm-
serial.log"/>
<target
port="1"/>
</serial>
</devices>
<devices>
<serial
type='vc'>
<target
port="1"/>
</serial>
</devices>
<devices>
<serial
type="null'>
<target
port="1"/>
</serial>
</devices>
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NB 4355k n) 1 5

EHDIEN BRI

B
R
3
ot

TCP &/ 'in/IRSS 25

460

fk

f#F /dev/ptmx 2B Pseudo
TTY. virsh #HE EZamE
PR E DO A A SR TR O3S
EO

NB #5550 (<INRERE

type="pty'>) , I TTY B&ZEHIE

NN <IRHIE S FR% L

tty="/dev/pts/3' BMEE. X H
<consoles> TiE R T 5 A E

ERE

FRERY R REMEFR
W, WERBEDIIICE, &R
BT O N (OE R MR 25
BITIRO - AR ERITIROEERHF

fTimE.

FREGREHESEAGEER,
MBEEZEL, 15BN pipe(7)F
ﬂﬂ-_DTO

FROE TE BRI IRAR 55 289

TCP &/,

XML KB
<devices>
<serial
type="pty">
<source
path="/dev/pts/3"/>
<target
port="1"/>
</serial>
</devices>
<devices>
<serial
type="dev">
<source
path="/dev/ttyS0"/>
<target
port="1"/>
</serial>
</devices>
<devices>
<serial
type="pipe">
<source
path="/tmp/mypipe"/>
<target
port="1"/>
</serial>
</devices>
<devices>
<serial
type="tcp">
<source

mode="connect"
host="0.0.0.0"
service="2445"/>

<protocol
type="raw"/>
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</serial>

I </devices>

B F N E/FE P IREREM TCP R

Fa%o

<devices>
<serial
type="tcp">
<source
mode="bind"

host="127.0.0.1"
service="2445"/>

<protocol
type="raw"/>
<target
port="1"/>
</serial>
</devices>

&, BaLUER telnet BRIERA
TCP, H4, BiAmILUER
telnets (&£ telnet) #tls,

<devices>
<serial
type="tcp">
<source
mode="connect"
host="0.0.0.0"
service="2445"/>
<protocol
type="telnet"/>
<target
port="1"/>
</serial>
<serial
type="tcp">
<source
mode="bind"
host="127.0.0.1"
service="2445"/>
<protocol
type="telnet"/>
<target
port="1"/>
</serial>
</devices>
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S ik XML KB
UDP Mg #EElE FRIEETY UDP netconsole R
%, REMBREBIED. X2—1 <devices>
EHRMRSS, <serial
type="udp">

<source
mode="bind" host="0.0.0.0"
service="2445"/>

<source
mode="connect"
host="0.0.0.0"
service="2445"/>
<target
port="1"/>
</serial>
</devices>
UNIX BT & Fin/ iR 552 FROEETY UNIX IEEFTRS
#®, BEZXRBEAMEFIRNEE. <devices>
<serial
type="unix">
<source
mode="bind"
path="/tmp/fo0"/>
<target
port="1"/>
</serial>
</devices>

20.17. BERE
B LU B B TT e T A F I I E PR 25

& 20.64. EHAEF

<devices>
<sound model="es13707>
</devices>

sound TTFEEE— 1 # B model, BIEE 7 EHUBILEE K . FETETFE/ZENHLLEZEE
JE, (8FHEIEZ 'es1370'. 'sb16'. 'ac97' &l 'ich6', MH, #7H ich6 B EES THETLUEE ak
BIFm#ECIGe, LUfFEFEAfCIEcH MBS ik s, WRREIEE, NRHMEIAH codec KA L]
AR, FREY 'duplex’ (RX{THIEE(THF) #1 "micro” (BHAZSAFBFH) o
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K 20.65. B EiA
<devices>
<sound model=ich6'>
<codec type="micro/>

<sound/>
</devices>

B EELTHERE — T A LHFoosk <tl>, afFaHERFER PCIl iG1E, LG A,

20.18. WATCHDOG % #

LT watchdog T FEIFEMIEHE <watchdog> K& R INEBIE FimEHl, watchdog K&1HEES"
BLEL YL F ERN I SIS & BT e, FLRTE libvirt BCEE RS fH watchdog i, xR ES#8
FHEEH, Hei, 24 watchdog 41T RE 84,

K& 20.66. watchdog %4

<devices>
<watchdog model='i6300esb />
</devices>

<devices>
<watchdog model='i6300esb' action="poweroff/>
</devices>
</domain>

W XML #7587 7 LUFETE -

Model - FFZEHY model B EEHBISLLS watchdog X755, BAEKFE FEEZELILL
.

model B aJEEREHLL T -

i6300esb - #ZiX £ 77, ## PClIntel 6300ESB
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ib700 - ##4 ISA iBase 1B700

action - &/ action /B2 7 watchdog 17 Hil BRI {THILRIF, B EHE FIEZHIEM
YRS, action BHATLUEELITE :

reset - Hi K&, #HEE guest MBI

shutdown - IEZ X/ guest IEHHL (THZE)

poweroff - 4 #1125/ im iz 71l

pause - ZZ guest B

E - TASTHEATIRIF

¥t - EarfetEE - Ll

IHEE, "shutdown"tREZEK guest E#HMILN ACPI 155, #F watchdog S HiEIiE X T, guest
EHHEE T ZENN, ACPI 55, B, F&iX A 'shutdown', 75, el#ITE
/etc/libvirt/gemu.conf X589 auto_dump_path FE B EX HEIE R,

20.19. P94z BALLOON % &

EHIAEZ Balloon % & MEIATE Xen # KYM/QEMU &£/ HlEHH, EFE 7% <memballoon> 5
. EREELHNE51EN, BT EEEEPLENY XML 225wk, BRIFFEESLEE
B9 PCI 15#%, &3, WREZHHZE memballoon %45, WaTlLi{&@fH model="none’,

LUFOIER KVM 35050 &
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K& 20.67. A7 balloon %7

<devices>
<memballoon model='virtio/>
</devices>

LUF2EEE#E PCl 118 2 F51 7ML #8976

A 20.68. F ) M#F balloon 4

<devices>
<memballoon model="virtio'>
<address type="pci' domain='"0x0000' bus='0x00' slot="0x02" function="0x0"/>
</memballoon>
</devices>
</domain>

PR B2 E15EEAFHE IR balloon K75, HEFFEFEMIEFER : 'virtio', XEMEH
KVM EFE5EfF3E "xen" (&5 Xen EFEFEFHIEINZiE) 9B RiE,

20.20. ZLHE

<seclabel> JLFEA X L LW FE/FBIRIEH (THEH, IRIFFIELXEZE 'dynamic’, B libvirt £
Bt —Z£trss, AN R EFEFEIR, 3t 'none' 52/, EAZIE RN, libvirt
AR BB ID S B XIHIE 7R, HAGRET, EEEERSDEN, &L RSN EOAi
R IR _EIEfK B R, A2, WRFE, ALUSHEIEHAC,

IR libvirt &/ 7 %L LI EESF, WaTLUEF %1 seclabel 1735, FNWIEFEHBE—T, #H
B 5 Z LIS T LUE B 1 2 Valid input XML BCEFE X :
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K 20.69. Z£trss

<seclabel type="dynamic’ model='selinux’/>

<seclabel type='dynamic' model="selinux’>
<baselabel>system_u:system_r:my_svirt_t:sO</baselabel>
</seclabel>

<seclabel type='static' model='selinux' relabel="no’>
<label>system_u:system_r:svirt_t:s0:¢392,c662</label>
</seclabel>

<seclabel type='static' model='selinux’ relabel='yes’>
<label>system_u:system_r:svirt_t:s0:¢392,c662</label>

</seclabel>

<seclabel type="none’/>

HIREEFA XML 7124 "type” B, W EAZLIEFEHILKE, ZiZiETLIZE "none” 2t
"dynamic”, HIFEKET <baselabel>, {HXHIKE type', WEEHEEREY 'dynamic', HEFIETES
THYZ F LEEHLET XML I, {5815 H5) IR EF IR EE0KE89 XML o (—1 XML %
imagelabel ) . XEXBRHLEHITTHE, EHEHK XML XEHRBIEE,

B T AL F T -

466

Type - Either static,dynamic 2t none 3(#E libvirt 22 B 5)E KM —BIZ L2555

Model - EHBIL LB ER, S2F1IREH%EEE A

EFtric - Either yes 26 no. AIRERE T 5 ErEHEE, NS HIGAE yes, AR BECEHSIN

<label> - ZIRBEFEFEIRIC, TSHIEE BRI BRI TEL L. HBEEARAET
FHB LI EFEFF :

SELinux : SELinux _£FX.

AppArmor : AppArmor BCE%,
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DAC : FrEZ I, UESHEE. ENTaTLIE X A /AE#2 uid/gid, HoiEFE
HR X LG E LR, (8ET-F 005 Tt s el uid 2t gid,

<baselabel> - ZIREF)EFRiC, TATLUAFMBIEERBZELINE, HBHHERARTRE
B8y £ I SIFEF.

<imagelabel> - XX FHiTH, ErGENBXEHZEAEAIZEE, AR
FREFGIN EFFRIC B9 LIS, HEXFFEFX A ESTHI b T, T ke
s (HIRXHLE NFS _LLH/ (R XSRS (HRIRDLEI0E) igKasfibns (EEEN
BEFOIBIFEINER, TAITEMAE) Xtiitrz. 2 seclabel sTHMIMEITFE R EMTEL/E
AR, R3iFEHENINC S Fsihs.

20.21. 1& XML &5

AMDG64 7] Intel LA QEMU £ 2 HLEFIHL

A 20.70. 15 XML EEi&E 751

<domain type='gemu’'>
<name>QEmu-fedora-i686</name>
<uuid>c7a5fdbd-cdaf-9455-926a-d65¢16db1809</uuid>
<memory>219200</memory>
<currentMemory>219200</currentMemory>
<vepu>2</vcpu>
<0s>
<type arch='i686" machine="pc’>hvm</ype>
<boot dev="cdrom'/>
</0s>
<devices>
<emulator>/usr/bin/qemu-system-x86_64</emulator>
<disk type="file' device='cdrom’>
<source file=/home/user/boot.iso'/>
<target dev="hdc’/>
<readonly/>
</disk>
<disk type="file' device='disk'>
<source file=/home/user/fedora.img’/>
<target dev="hda'/>
</disk>
<interface type="network’'s
<source network='default/>
</interface>
<graphics type='vnc' port="-1/>
</devices>
</domain>
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KVM #E#411% i686 _LHIZ - HLEH]

A 20.71. 15 XML EEi&E 75

<domain type="kvm'>
<name>demoZ2</name>
<uuid>4dea24b3-1d52-d8f3-2516-782e98a23fa0</uuid>
<memory>131072</memory>

<vepu>1</icpu>
<0s>

<type arch="i686">hvm</type>
</0s>
<clock sync="localtime"/>
<devices>

<emulator>/ust/bin/qemu-kvm</emulator>
<disk type="file' device='disk'>
<source file=/var/lib/libvirt/images/demoZ2.img7/>
<target dev="hda'/>
</disk>
<interface type="network'>
<source network='"default/>
<mac address='24:42:53:21:52:45'/>
</interface>
<graphics type='vnc' port="-1' keymap="'de/>
</devices>
</domain>
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B 21 & HlEHR

ZZ723 7 Red Hat Enterprise Linux 6 B 1E 78G5 I |n G HIBEART F,

PEERE, LR SGEMIEHAR X —LEE 08, HEERR T EM —K B E > ARSI,
EIXEFE Red Hat Enterprise Linux 6 il fIIEEIE, LUSSFEHgEEE RS 6E,

WRELELHF XX FHIEF, WaTLMERIEH XHELKIGESR, BX Linux EWEHEIIZ, &
4] 8 B T "G TR,

21.1. 1 AIREHR TR

KRG TR EE AN GRS W4ELHEFAA TR, Eall@AX L ERGEETRAIAE

KB BEE LR -

kvm_stat - 2% 3 21.4 77 “kvm_stat”

trace-cmd

ftrace 152% Red Hat Enterprise Linux FF X Z 15/

vmstat

iostat

Isof

systemtap

crash

469
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sysrq

sysrq t

sysrq w

XLEERY2E T B o] LU BIXT e AL P25 T R BB

ifconfig

tecpdump

tepdump 8 GHIZAHIEE, tcpdump TEE I 5778 FIPGZS S 25 il 1o R H. H—
4 77 wireshark B9 tcpdump B9,

bretl

bretl Z£EFHEE Linux BB RHRTEEERBMR TR, TS L rm5E, %
WA root UilaFUR :

# brctl show
bridge-name  bridge-id STP enabled interfaces

virtbrO 8000.feffffff  yes etho

# brctl showmacs virtbrO

port-no mac-adadr local?  aging timer

1 fe:ff:Af:ff:Af: yes 0.00

2 fe:ff:ff:fe:ff: yes 0.00

# brctl showstp virtbrO

virtbrO

bridge-id 8000. fefffffffff

designated-root 8000. fefffffffff

root-port 0 path-cost 0

max-age 20.00 bridge-max-age 20.00
hello-time 2.00 bridge-hello-time  2.00
forward-delay 0.00 bridge-forward-delay 0.00
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aging-time 300.01
hello-timer 1.43 ten-timer 0.00
topology-change-timer 0.00 gc-timer 0.02

FEZYH TR FA WAL T AR B — LR B i 5

strace & —TNRERR I Vi AR 77— T H A FEH B0 B,

vncviewer : (EREETEEERIIR 5 a5 sk BBl L5 1TH VNC fR% 45, &/ yum install

tigervnc @p = %’% vneviwer,

vncserver : TEZHIIR S &5 L5 5B LM, A A LB iR R i5A 1T A SR E, W
virt-manager., {#fH yum install tigervnc-server % %% vncserver,

21.2. MG IR E

HWIRATEE, IR EHX VHBRMRHATEARIIES, AT E I EYET LTI XA

HERED :

M /etc/libvirt HRH, FFrEXH.

M wvar/lib/libvirt B-RAEEGLUTHE :

£ /var/lib/libvirt/dnsmasq ##EI#924 5 dnsmasq DHCP 47

Z /var/lib/libvirt/network F16 i 7B EE U P25 B iE X

Hi virt-manager /BRI X HHER 75 BLEI S Gk &0 (MRFELE) o XLrTL!
£ /var/lib/libvirt/qemu/save/ Bk, HIREH virsh save o7 QIEEMH, TaTLL
FEH7FH F1#EE virsh save B9 E#EEX LEXTHE,

A1 gqemu-img 2YZ#] virsh snapshot-create % L/EHI guest EHHIRIEXHE, F
Ly B IEER i B HEE,
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virt-manager G/#H9 guest BB iR (WRA) , = /var/lib/libvirt/images/
HRea#H, R virsh pool-define 5 LI EH 715, WEHRIHETTTE Sy virsh
pool-define 15EHIi EH T, HXATEADE S lnta R X HFHIL LR, 1HEMH o 21.1,
“Ty T E B IO EE WL BB AL G R s 17 BN BRI TR,

IR EHRF, FdEEE571i T /etc/sysconfig/network-scripts/ifcfg-
<bridge_name&gt; HHIXH

TR, A ETEHEE var/lib/libvirt/gemu/dump FEEEIBIEFHLEM O EEEX, BFH
PTAEERIIRA, (H1FEE, XX FRLERG KU aTEIHEX,

EE 21.1. AR BB LI E - LER BBtk a7 17

W HBIF U 6547 % 1T IR Bt il B AR 2,

ENGHEEN MR, 155 @ F var/lib/libvirt/images FBIX 1, Z&EH LVM
BB EInE WA R, 5o T Fes :

I # Ivcreate --snapshot --name snap --size 8G /dev/vg0/data

P aRE—TEY snap BIRIRE, X7y 8G, fEVy 64G BHI—EEH.

LB IR IRR 6 5 0 R IR O — TN X -
I # mkdir /mnt/virt.snapshot

LT g 51 B BB AR R B89 H R -
I # mount /dev/vg0/snap /mnt/virt.snapshot

LT a5 — a8 :

a. # tar -pzc -f/mnt/backup/virt-snapshot-MM-DD-YYYY.tgz
/mnt/virt.snapshot++++++++++++

b. I # rsync -a /mnt/virt.snapshot/ /mnt/backup/virt-snapshot. MM-DD-YYYY/
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21.3. ¢/# VIRSH DUMP 3 1#

AT virsh dump 57 & Fim e BB FE GBI, LUE T LI Bl PRIt iR, ST a5
A E B F IR X A HIIE L 28 corefilepath #5E IR EIIIEFHIUR, virsh ¥4 0 o5
coredump (3t crash SL/HFEE/F) Kl ZOYE virsh dump X, 5E1T :

#virsh dump <domain> <corefilepath> [--bypass-cache] { [--live] | [--crash] | [--reset] } [--verbose] [--
memory-only]

KEH (quest EHHIIH) ] corefilepath (FTOIBHIBEEXHINNIE) Eiimt), LITFSHE
BIUEH :

--live T {THINLZ L OIBFEXH, ATREFE.

--crash RFFLLEF PENMHLERFNEX M, FEXFIET, guest BHMFRBIS
Stopped, H/FE&Vy Crashed, 152&, fF virt-manager #1, BEQKXZfFZ 7% Paused,

--reset fFEKIIF5HEIGEE guest W, 15EE, X=X EHETHHFE.
--bypass-cache &/ O_DIRECT %54 X 1R 5217,

- (X REFFAEX AR 7 elf X, HENXBIEEAFR cpu B LIS fFalH, HAREE
BEFTYRE, HETHEEHE.

--verbose B EHIHE

BT E e LUE virsh domjobinfo X1, 7 Bl#i7:i517 virsh domjobabort FEH,

21.4. KYM_STAT

kvm_stat 5 2—1 python BIZ, ZBIEM kvm BB FE{TH 5558, kvm_stat 5
B TFLEX kvm B[ EHG guest 174, HilE, S&EHEXIIEEEHEXEE, HEi, ATRERZTH
BB TFENRT | IREATAIETES{TH guest BITT R, BnfTIBIA, #FZEL# gemu-kvm-tools
e,
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kvm_stat @5 ZEKBM%E kvm NEETHEE debugfs, WIEREEHXLLIEE, whoREHEH
debugfs st kvm EHATFERILLE, B :

# kvm_stat
Please mount debugfs ('mount -t debugfs debugfs /sys/kernel/debug’)
and ensure the kvm modules are loaded

WRFE, H# debugfs :

I # mount -t debugfs debugfs /sys/kernel/debug

kvm_stat Output

kvm_stat & G HIHATEERE P IRIEHA9T T 8, & B4Rl (@ Ctrlic 3t q 1#) 2F
Frhtt,

# kvm_stat

kvm statistics

efer_reload 94 0

exits 4003074 31272
fou_reload 1313881 10796
halt_exits 14050 259
halt_wakeup 4496 203
host_state _reload 1638354 24893
hypercalls 0 0
insn_emulation 1093850 1909
insn_emulation_fail 0 0
invipg 75569 0
io_exits 1596984 24509
irq_exits 21013 363
irq_injections 48039 1222
irg_window 24656 870
largepages 0 0
mmio_exits 11873 0
mmu_cache_miss 42565 8
mmu_flooded 14752 0
mmu_pde zapped 58730 0
mmu_pte updated 6 0
mmu_pte write 138795 0
mmu_recycled 0 0
mmu_shadow_zapped 40358 0
mmu_unsync 793 0
nmi_injections 0 0
nmi_window 0 0
pf_fixed 697731 3150
pf_guest 279349 0
remote_tlb_flush 5 0
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request_irq 0 0

signal_exits 1 0

tlb_flush 200190 0
FE U :

efer_reload

T BHBEEE M (EFER) B E 5 BT MIE:,

BH

BrE VMEXIT JfERHE.

fpu_reload

VMENTRY ZE##E FPU K EBIRE, L5 HEHEFHHET(FPU), fou_reload 2
E o

halt_exits

HFIfE Fit, BEFrREREBH., HE/NHERN, BEAEIXHEHL,

halt_wakeup

HfE IR HE,

host_state_reload

THREHITZEEFTMETH (2577 MSR ZEHIZE#l MSR i£HK) ,

hypercalls

ENYEEEFIRS VI E,

insn_emulation

THELBIE Wi BT,

insn_emulation_fail
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HiE = R,

io_exits

M 1O i B H guest HI¥E,

irq_exits

H FHEB P BB B9% P E,

irq_injections

X ZEFE PR,

irq_window

BEHEEMA T F BT E 18],

largepages

2 B IE T FEHYA TT T

mmio_exits

HIFA0%5T I/O(MMIO)is 15, ZEF HlEERBH,

mmu_cache_miss

LI KVM MMU &F ITEBI¥ =,

mmu_flooded

£ MMU F{ETHR I Z 09 G FR, XT5TRMEIF T IREFZE B AR EEI5E0,

mmu_pde_zapped

J{ETH R E (PDE) A MR AF X2,

mmu_pte_updated
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T EZR E(PTE)BIF IR (ERTHE.

mmu_pte_write

B IR E(PTE)EA LRI E,

mmu_recycled

A BT B F T ET

mmu_shadow_zapped

S FHEIHE,

mmu_unsync

K EEERIFE A2 T BT E,

nmi_injections

5T AT FER BT (NMI)EA 5 B F BB E.,

nmi_window

EFNBHEM (&) T el GERHBH(NMI)E LB H,

pf_fixed

BIEHE (GEIH) HZFE(PTE)BS5,

pf_guest

FZABEHLHEG T T R

remote_tib_flush

LR ([ CPU) S (TLB)IRIF 7 KBTHE.

request_irq
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B WL PR E 15 K FFBH,

signal_exits

HFIHHFLERES, guest HERBH,

tib_flush

ETBRFEMITH tb_flush IREHE,

%I;

kvm_stat i SHIBIHESH KVM EZERFFH, fEXiF /sys/kernel/debug/kvm/
BRpag53

21.5. GUEST VIRTUAL MACHINE FAILS TO SHUTDOWN

#E, M7 virsh shutdown 52 F A4 X H IR ACPlI FfE, HIL2BAEYEEN _L#% T HEE
EHIN B #[EH BIERIE, TEFTEE B, RIERZATLILEEILEL, 1EEPTRIERGH, R
X, X, RELBIRIEE B G AFLBIX 150, BFLIRFRAEE T LISELRBILEN, 55
BERBHAFERINER T, HEEF inE WPl AL I BLEIERTN, 21T virsh shutdown E%IEH
T (EREREE, SEFEEHIERIGHE) . B2, WRFF gqemu-guest-agent HiE #IEIE - HliE
W, HEAMEIEEEF G IRER S 51T, W virsh shutdown 5 515 K FCEER ] & /i iE
ERZ A 2L X ACPl Fft, CEEfFME F BLIENHIIRE R EB VXM, — 11T,

TEE 21.2. HEPLERHPICE S HLACEE

1.
fZ1F guest &1,

HEFBLELHFT I XML H 7ML T FBT -

A 21.1. BBEZE W CEE i

<channel type="unix’>

<source mode='bind/>

<target type="virtio' name='org.qemu.gquest_agent.0/>
</channel>
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L1517 virsh start [domain] F/55) guest &7,

TEE P HLEM YL Z % gemu-guest-agent (yum install gemu-guest-agent), HE&FX5/
B EBE AR5 (qemu-guest-agent.service) H5)ia 11, MEEZ5E, HS4 F 10 Z gemu-
img 1 QEMU Z& /' #LCEE,

21.6. {#/H SERIAL CONSOLE #{TakfEHE

Linux A e LUfFE B 5 BT, X el F i & YA a7 b AR 55 #s 9P #% panic FIEE

I8, KRB TAE T EE KVM EEERF Y% EE TS R,

KT INEUM Yy 5L B WAL B LI i 2 OIS Fn it

BI{&fH virsh console % B & ELEMIER guest BITIEHIE Fitt,

HHERE, STEEMIEIEETRNEFE—LRE, FHERHEH :

BB TR AR Fr B IR IE.

7£ Linux 3t Windows _LBJ COM1 £, ZEfTimd# 7 ttySO0,

BB ITF e W ACIRAF RS ECIE 7y FHE B 5 i 2 e 7 3 1 .

EfFTLENIE Linux & B E S 2, 15654 /boot/grub/grub.conf X1#, 7£ kernel 17
Ll FAZ : console=tty0 console=ttyS0,115200

title Red Hat Enterprise Linux Server (2.6.32-36.x86-64)

root (hd0,0)

kernel /vmlinuz-2.6.32-36.x86-64 ro root=/dev/volgroup00/logvol00 \
console=tty0 console=ttyS0,115200

initrd /initrd-2.6.32-36.x86-64.img

EEFE .
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EEHE, @FHLUFip 5 aETEE -
I # virsh console

LA 5T LT virt-manager BB XA FERIG. £ guest FEFIEEOH, M View FH L Serial
1in Text Consoles,

21.7. EHIEHEX

TN ELEMEBIEHY HELF /var/log/libvirt/gemu/ R, &1 guest HEm &
GuestName.log, 25AZANRHEINS, FFEHES,

HIFRAETE Virtual Machine Manager :&FI{Ffaf ik, # L& & F $SHOME/.virt-manager H-®#H)
virt-manager.log X £+ 4 BT,

21.8. LOOP ###5iR

WREFEFXMHBIE S HEER, % BRI BB K e HE, BUEER RS 8 NEEHE
Hiktbr. WRFEZBINNXHHIE BB K A5, ATLUE /etc/modprobe.d/ B R A E B X
BHIHE, FIMLLTFT :

I options loop max_loop=64

X BIER 64, (BERTLIEE T —MNUFFRIZERABIHE, oL ARG loop KA
SR, BB R AR T e 2L RS, E@ A phy: device 2 file: file &5,

21.9. SLRfEBHFR

FLERT, LHITBRFRNGABTEKENTZH, X TNIERFHE L FHEEAAGFIRE,
Bl REET R, RN ZLEXFENR, HAEFHEREAL 11509 MB, LT EL
Bk (BA) . X1NaEi ki £/ Red Hat Enterprise Linux 6 2%, #if #I7 Red Hat
Enterprise Linux 7 Hifig%,

2RISR T B RIE R AT BN T BT IHACIE S 30ms, XTMERE TiTBLERIT guest =1 1H, LUE
ERZ ), EEHERIEMLH TBHEH
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21.10. 7£ BIOS #1/5/H INTEL VT-X #] AMD-V EHEE1T R

i

FY BRI AWAHIE, EERTEEANTLINE E7AE(RH318) Bl iREE R,

XEBAIE T HHETHFIEA ALY R’ FH 1 BIOS F/5HEN T,

Intel VT-x 7" ETLITE BIOS H# 52, RLZiZXEMHENBHBER CPU #5802 Intel VT-x 7~
&

£ AMD-V B9 BIOS HiE X2 EHILY B,

BXGHRBERILT B0, 55ZLUTFE5,

FUFFE BIOS B/ /H TEEY BB, Intel VT 2t AMD-V B9 BIOS %&£ 7 Chipset 2t Processor
FHsh, FHEHoJGERLXIEREMR, EXIET BKE{E Security Settings st E b FEFr R A4 e
#HE,

I 21.3. £ BIOS H5 FEHILY I#

1.
BTG F i EHHITHFRZHI BIOS FH, 5% afLIE T delete #, F1 {2zt Alt ] F4 2
(ATFRE) 2k,

2. f£ BIOS H/5HEHILY #

ZE

LU 2 £ TR Mk, UEEZRE, SHAM OEM i, BXAIE
RIEBIFIE, ESZERRTI T X,
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TR FRE, PR ERH aJLITE Chipset. &% CPU A& 2t jEbridge #f5

o

JEGH Intel EHEHEA  (th# Dy Intel VT-x) , AMD-V § BE A7 BIOS 1#%2H, H
NEZBZEE A, BRI BafE#tnic Y EHEY . Vanderpool st &AM L%, B
B F OEM #1:7%;: BIOS.,

WEAETEE, &5 Intel VT-d 28 AMD IOMMU, Intel VT-d # AMD IOMMU /&

PCI 25 5 HC,
d.
#£#¥ Save & Exit,
3.
B,
4.

BE35| 5241, 51T cat /jproc/cpuinfo [grep -E "vmx|svm", F#5E --color 2ol (HHIE
B EarigsEi, WWREM. WRmohHHL, WELVLY BHBEH. WRREHHER &
BIR G e BE R/ FHEEY B3k /H T IE#RY BIOS K&,

21.11. KVM 2514 8¢

BIUBHT, &% KVM BRI EE Realtek 8139(rtI8139)NIC (M%4#O0#2E#)%5) . Red Hat
Enterprise Linux & HE LSBT virtio NIC, {H4£#5E Windows &/ #1565 HlE2,

rti8139 AL NIC FEAX ZEEEH A LUEE THF, {Hi%iksAr AJEREE — LRy B BERER 7S, A1
10 FH Az LIKHS,

FIREMEE, B LITHEF BN SIS,

% HEE, EHE Intel PRO/1000(e1000)3X5)E/F tEIE 1 AR F A I He HESE #5,
. Z(E e1000 Bs)FefF, BHFLU T REEHHY virtio B e1000, 7 7 KGR EMEE, 2
XA virtio KSHEESF.

1T 21.4. tTHLFY virtio X5/ EEfF
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KB iR R T

&5 virsh 6 S It & inbIEEX H (RH GUEST 2%/ inbyE#) :
I # virsh edit GUEST

virsh edit &5 1#/H $EDITOR shell %5 & ¥ E ZE I i 25

EHECERIEEORS, KTTRBUUTABRER :

<interface type="network’'>
[output truncated]
<model type='rtl18139' />
</interface>

¥ model sTFHI type BIHEM 'rtI8139' 2477 'virtio', XAFF rti8139 I shEEFK Y 1000 I
SIFEfF.

<interface type="network’>
[output truncated]
<model type='virtio' />
</interface>

R17 BAFFBH X K Gk a7

EGEimtR FR T

R M5 I S CIEHT 5 Bl
2%, el T RIS QIR quest, AIRETEBE S I FREZ 25 HIA B2 HE,
W BEFEX M, MHEBEKEELE—TENNEE/E (aTFEM CD 267 DVD %K) LUFFELR.

MBPAE guest (ZTEXT B, £ Guestl) Y& XML £4k :

I # virsh dumpxml Guest1 > /tmp/guest-template.xm/
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B8 XML XHEH FHME—FER - el G UUID, fz#6. MAC it IR AEfe]
Rfttt—SH, 532, FoLUHER UUID #1 MAC #i4it77, virsh f5486 UUID #1 MAC 11,

# cp /tmp/quest-template.xml /tmp/new-guest.xml
# vi /tmp/new-guest.xm|

TP FE LIRS IR T -

<interface type="network'>
[output truncated]
<model type='virtio' />
</interface>

BIBEHT MBI -

# virsh define /tmp/new-guest.xml
# virsh start new-guest

21.12. &/ LIBVIRT G/Z ¢ S8R REG I BER T 52

QEMU guest B FHRIE, HNEBHRIETLESTE qcow2 X, Hi libvirt SEL£ZH, RFOIE. W
FIk B 1RIE, XELE ORISR libvirt EABIEINZE, FFFERIEELTI, BRI LETIL O R
BhpgRMAEK, A libvirt EEEFEEMRH qcow2 w4, IXHEEIH —NkSE2Z qcow2 AT
BTEEM QEMU FEK K,

F—5E, HNEBRIERTLIETEHEIE R TR E RG22 R, H M QEMU #EWE5)%
o, £ libvirt g, 25{&fH --disk-only EDifEY snapshot-create -as (&£ IRIB LI 5E Z=
XML X)) BB El]. HEi, AEBRIZE— T ERIERIE, B libvirt ATLGIBEN], BEZEXREMH
H—ZEEIE,

21.13. EF WG ik D B H i@ 097/

1£ Red Hat Enterprise Linux 6 E#l_L, EAXMFEREHIZEE AJRER FHBABFH, WTHZE (_
FHR) GEEFNEHE PELIE#H BT, XEEEILRE EHKEAZEN keymap,

48/ Red Hat Enterprise Linux 3 ] Red Hat Enterprise Linux 6 &E##l, B AGEEII EET
RIEAEE RS S, 12, Red Hat Enterprise Linux 4 #1 Red Hat Enterprise Linux 5 &/ i B8R
SEELHTTFHYE iR -
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atkbd.c: Use 'setkeycodes 00 <keycode>'to make it known.

I atkdb.c: Unknown key pressed (translated set 2, code 0x0 on isa0060/serio0).

Z7F virt-manager R NAE, iEAITLU L5 -
£ virt-manager #1177 Z &89 guest,
Hiif7 View - Details,
Ml Zrhik#E Display VNC,
1£ Keymap THiZEHA¥F Auto BT ja.
M
s, TEAWEF P virsh edit a8 B HER T XN :
1517 virsh edit <target guest>

FFLUFE 7 INE tag: {c> keymap='ja’, #I4] :

I <graphics type="vnc' port="-1' autoport="yes' keymap=ja'/>

21.14. BiFEHET B

55 213 WEEHERR

X EBD Kt E LRI R TR e B ELT B, TEEMILFEENILY & (Intel VT-x 3¢

AMD-V) ,

BT T 54 uE CPU LY BES AT -
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I $ grep -E 'svm|vmx' /proc/cpuinfo

ﬁﬁﬁlﬂo

LT ES—1 vmx £H, #EBIT Intel VT-x § EB# A Intel LM EEZ5 -

flags :fpu tsc msr pae mce cx8 apic mtrr mca cmov pat pse36 clflush
dis acpi mmx fxsr sse sse2 ss ht tm syscall Im constant_tsc pni monitor ds_cpl
vmx est tm2 cx16 xtpr lahf_Im

LTS —1 svm £H, 7 AMD 4 #2257 A AMD-V 7 k& :

flags : fpu tsc msr pae mce cx8 apic mtrr mca cmov pat pse36 clflush
mmx fxsr sse sse2 ht syscall nx mmxext fxsr_opt Im 3dnowext 3dnow pni cx16
lahf_Im cmp_legacy svm cr8legacy ts fid vid tip tm stc

HIRMEET T, WA EEZZREEAENILT B, 2, #—2ERTF, #HEBAHE BIOS
HZEERILT B,

"bhis : "BIHAB AR BRI, — R TRIHHIENELE. Hibst CPU,

EWEY B AILUTE BIOS F# 52 H, WR) BRABETFHETEEHIETEIER T L
#£ 21.3, “7£ BIOS #/5 FHEHLT &

3. BRBA KVM FF%

fEI BIB9S B, F0uF KVM Bt @& e #mE: :
I # Ismod | grep kvm

WEHH EE kvm_intel 38 kvm_amd, JRM#E kvm FEHEHIEELE, HERGRZHEZE
fo

%{;

WIRLET libvirt A8, virsh iow Al EHIE RS HERI T2 SZ%, L root /7
B551T virsh capabilities LIEKZZIZ,
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Bk A. B ENIER T3 (VHOSTMD)

W-R A. W EHIEENF7 P E(VHOSTMD)

vhostmd (B ENIEIRFIHEE) ArFEUNEERETAEENNGRIES, X T FIrHERN
SAP 12 Red Hat Enterprise Linux,

ELHH, FUEE(vhostmd)iz s, EREIHEINGAMARERE, MMt R R G -FHE
B ER. &/ LEMHL T LIk i G R L E 15 Fr. AL 2R P LER 2 E R
HF1EER

RAEEE AR AF LG T FETENE S NEAE, FH, REGEE R AIERMIE— T E T ER
B,

#2Z1#f vhostmd #] vm-dump-metrics #9% /' m% 2 "RHEL for SAP Business Applications" i]
b, LUHERZ{T SAP B9 RHEL #Z53T HFIZ I 17 Mihst Red Hat Subscription Management 9
"RHEL for SAP" 7iii&, /I 1/ MifrhagLL F AR EX Ziik 7 RHEL #49 vhostmd & :
https://access.redhat.com/knowledge/solutions/41566
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Hi% B. RE &

E7HAEXENIER Red Hat Enterprise Linux BJE 258, i#Z 0L F#R,

B.1. fE4E R

http://www.libvirt.org/ 2 libvirt E#1E APl BGE T i,

https://virt-manager.org/ 2 WL EFEZS (virt-manager)B9 T B /b, T EZENTIAE
TN .

Red Hat Virtualization - hitp://www.redhat.com/products/cloud-
computing/virtualization/

2T#8/"ia X4 - https://access.redhat.com/documentation/en/

BEHHEB A - hitp://virt.kernelnewbies.org

B.2. ZXHIXH]

man virsh #] /usr/share/doc/libvirt- &It;version-number > - &2 virsh virtual machine
management utility B9 F s 5 HIET, KUEREX libvirt EHEE APl B94E 15 8.

/usr/share/doc/gnome-applet-vm- <version-number > - 11 R EFE K i = 1T /E I HLAT
GNOME KiEE#k/MEFBIX .

/usr/share/doc/libvirt-python-<version-number > - #2¢% libvirt /£89 Python Z5E ¥
8. libvirt-python &7 1F python F 4 A GBI 5 libvirt 1L EEE/EHIEE LIBIFEF.

/usr/share/doc/python-virtinst-<version-number > - &£ virt-install ip5HIX £, LIZEE)
Fi5 %% Fedora #] Red Hat Enterprise Linux #8%X% {ThkZ.

/usr/share/doc/virt-manager- <version-number > - I2EUEH P EFELZHIXEY, CHehtT —
THFEEEHHBIFE TR,
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